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ABSTRACT

The FRANTIC computer code evaluates the time dependent and average unavail-
ability for any general system model. The code is written in FORTRAN IV for the IBM
370 computer. Non-repairable components, monitcred components, and periodically
tested components are handled. One unique feature of FRANTIC is the detailed, “ime
dependent modeling of periodic testing which includes the effects of test downti.mes,
test overrides, detection inefficiencies, and test-caused failures. The exponential
1istribution is used for the component failure times and periodic equations are

eveloped for the testing and repair contributions. Human errors and common mode
failures can be included by assigning an appropriate constant probability for the
contributors. The output from FRANTIC consists of tables and plots of the system
unavailability along with a breakdown of the unavailability contributions. Sensi-
tivity studies can be simply performed and a wide range of tables and plots can be
obtained for reporting purposes. The FRANTIC code represents a first step in the
development of an approach that can be of direct value in future system evaluations.
Modifications resulting from use of the code, along wit', *he development of reli-
ability data based ~n operating reactor experience, can be expected to provide
increased confidence in its use and potential application t. the licensing process.
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A. THE BASES FOR THE FRANTIC CODE
1. INTRODUCTION

In WASH-1400 [1], system unavailabilities were calculated in order to predict the
accident seqguence probabilities and the corresponding accident risks. The system unavail-
abilities which were applicable for the WASH- 400 predictions were the average system unavail-
abilities, averaged over a one year time peri.d.

In addition to the average unavailability, the tisn~ dependent, instantaneous unavail-
ability can also be important in probabilistic evaluations. If g(t) represents ihe time
dependent instantaneous unavailability, then the average unavailability g, as computed in
WASH-1400, is given by

T
a=}. f q(t)dt ()

]

where T = one year. By definition the instantaneous unavailability gq(t) is the probability
that the system is unavailable at the given instant of time t. The quantity q is the average
fraction of time that the system is down.

To illustrate the roles of g and q(t) in probabilistic analvses, consider a particular
accident sequence consisting of one initiating event and one system which is called upon to
operate. Llet A be the constant occurrence rate for the initiating event. The probability
f(t)dt that the accident sequence will occur in some time interval dt at time t is

flt)dt = A q(t)dt (2)

and hence Ag(t) is the instantaneous accident frequency, i.e., the probability of an accident
occurring per unit time at time t.

The yearly accigent frequency P, which is what WASH-1400 computed, is the integral
of A g(t)dt over a one-year period T;

T T
p= / Ag(tldat =T 1 f q(t)dt, (3)
0 T o
or
P= iTQq, (4)

From Equation (2) the instantaneous unavailability q(t) thus enters into the instantaneous
accident frequency rate A g(t) and from Equation (4) the average unavailability g enters into
the yeai ly accident probability AT q.

The instantaneous accident freguency A q(t) describes the detailed time behavior of
the accident likelihood. The time at which A g(t) is a maximum, i..., the time at which the
instantaneous system unavailability q(t) is a maximum, is the time at which the accident is
most likely to occur. A safety system may have a low average unavailability g and yet at
particular times the instantaneous unavailability q(t) may be quite high indicating the plant
is most vulnerable to accidents at these times. Figure A-1 shows two systems which have the
same average unavailability but which have quite different instantaneous unavailabilities.
The system with the higher unavailability “peaks" in q(t) is a more loosely controlled system
and, with regard to having higher instantaneous unavailabilities, is the poorer system. In
assessing system design or system operation, the instantaneous unavailability q(t), particu-
larly the .avima, or "peaks" in q(t), may therefore be examined, along with the average
unavailability q, for a more complete evaluation.

2.  THE PURPOSE OF THE FRANTIC CODE

The FRANTIC computer code was developed to calculate both the instantaneous unavail-
ability and the average unavailability of a system and to give a breakdown of the unavailability
contributions from failures, testing, and repair. Accident sequences, such as constructed
from event trees, can also be evaluated for their instantaneous and average probability
behavior. The name "FRANTIC" i< an acronym for Formal Reliability Analysis including Normal
Testing, Inspection and Checking. The FRANTIC code represents one extension of the proba-
bilictic methodology described in WASH-1400.
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The FRANTIC code was developed to investigate periodic testing schemes and opera-
tional and design modifications as they a2ffect system unavailabilities and accident prob-
abilities. Testing characteristics which can be input to FRANTIC include the test interval,
the test duration time, the repair time or allowed downtime, the test override capability,
tne test efficiency, and human-caused failure probabilities associated with the test. The
system logic which is input to FRANTIC can be easily changed to investigate the impacts of
operational and design modifications.

The present version of the FRANTIC :ode tses the exponential failure distribution
to describe hardware failures. The constant component failure rates can be changed to inves-
tigate the effects of different hardware reliabilities. [. addition to the hardware contri-
bution, the system models can also include human error and common cause contributions. The
subsequent sections will describe the unavailability eguations used in the FRANTIC calculations
and will give the input required for the code as well as the “utput which is produced.

3. TYPES OF COMPONENTS CONSIDERED BY FRANTIC

3.1 Basic Definitions

Four types of components are handled by the FRANTIC code, constant unavailability
components, nonrepairable components, monitored components, and periodically tested components.
By definition, a constant unavailability component is described by a per demand (or per
cycle) unavailability which is independent of time. A nonrepairable component is one which,
if it fa'ls, is not repaired during plant operation. A monitored component is a component in
which the failure is immediately detected and repair is then begun; the detertion device can
be an alarm, annunciator, or any other signaling means. A periodically tested c mponent is
one in which tests are performed at regular intervals, such as every 30 days, and any failure
of the c. onent is not detectable until the test is performed.

3.2 Constant Unavailability Components

The unavailability g for this type of compurint is given by
9= qy (5)
where q, is the per demand unavailability, input by the user. Cycli~ viavailabilities can be
modeled in this manner, where the unavailability is time-independent ond depends only on the
cycle or demand. Human errors (per dewand) can alsc be modeled in this way us’'ng the appro-
priate value for Q-

3.3 Nonrepairable Components

Assuming an exponential distribution, as done in FRANTIC, the instantaneous
unavailability for a nonrepairable component q(t) is given by

git) = 1 - exp(-At) (6)
PoT At (N

where A is the component failure rate. The approximation given by Equation (7) is used in
FRANTIC and is accurate to within 5% for unavailabilities less than 0.1. The approximation
is slightly conservative.

3.4 Monitcred Components

For a monitored component, the instantaneous unavailabilityzquickly approaches a
constant asymptotic value and the asymptotic value is used in FRANTIC®. The asymptotic
unavailability q is given by

Q= T

K
¥ TR
- (9)
3 Tp
the asymptotic value is achieved after a time period of approximately RTP into
operation. t
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where A is again the component failure rate and T, is the average repair time [2]. The
average repair time should also include the time 'ru detect?on to the beginning of repair.

It is important that a statistical aver repair time be used for T, which may
entail averaging over a repair time distribution. The approximation given hy Equltion (9
which is used in FRANTIC, is slightly conservative and is accurate to within 10% if the
unavailability is less than 0.1. If certain failure modes are not detectable by the menitoring
device, then the appropriate fraction of failurer can be treated as being nonrepairable

(using pA for the nonrepairable component failu- ~ate where p is the detection inefficiency).

3.5 Periodically Tested Components
3.5.1 Basic Equatiors

Periodically tested compcionts are quite common in safety systems, which are gen-
erally standby systems and are not operated until an accident situation occurs. To help
ensure that the systems are available if needed, the components are periodically tested to
detect any failures which might have occurred during standby. The FRANTIC code contains
detailed modeling of the instantaneous :navailability associated with periodically tested
components, which includes testing cont: .hutions as well as failure contributions.

If testing is assumed to be perfect, then the instantanecus unavailability of a
periodically tested component is shown in Figure A-2. The unavailability nas the standard
sawtooth behavior and increases (approximately) linearly from 0 to AT between the tests of
interval T. (The linear approximaticn is used for the exponential herc )

When testing is not perfect and testing contributions are included, the sawtooth
plot will have additional unavailability contributions at the test times. Two types of
testing contributions are handled by FRANTIC, a "test downtime contribution" and "a repair
contribution.” The test downtime contribution arises from the non-zero on-line time required
to perform the test When there is a test override or bypass capability the unavailability
will be lowered due to the override capability; however, there will still be a downtime
contribution. The repair contribution arises from the non-zero on-line time required to
repa. " the component if it is found failec.

If v is the average on-line time required to perform the test and T, is the average
repair time, then the periodic tests as modeled in FRANTIC will have the features shown in
Figure A-3, The first interval T, is the time from plant startup to the first test. The
remaining tests on the component ;re carried out at intervals of T,, from start of test to
the start of the next test. The first interval T, can be the same“as 72 or can be differert
to account for staggering .r tests among differen{ components.

The unavailability will consist ef the unavailability between tests and the unavail-
ability during the test period t and repair period T,. The unavailability between tests will
have the sawtooth behavior. For the first test inteaval

q(t) = At 0ct<T, (10)
For the second test interval,
q(t) = A(t-1) utgrz (1)

where t is the time from the start of the previous test. For Equation (11), it is assumed
that the test detects all failures occurring in the test perind 1, in essence failures caused
by the test are assumed to be immediately detectable. For test intervals after the second,
the unavailability periodically repeats according to Equation (11). Figure A-4 illustrates
the between tests unavailability behavior,

To determine the unavailability during the test period and repair period, let Q be
the component unavailability immediately before the test begins From Equation (10) for the
first test interval

Q= AY] (12)
and from Equation (11), for the remaining intervals
Q= A(Yz-t) (13)
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Figure A-3

Periodic Test Modeling Used in FRANTIC
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The unavailability q, during the test period v and the unavailability 4, during the repair
period T. are then cllculated in FRANTIC from the foliowing formulas:

Qy = g * (gl + (1-pg) (1-9,.)Q (14)

q, =p + (1=p)Q *+ (1-pg) (1-Q) WA T, (15)
wher o

Pe = the probability of a test-caused failure (8
and

q, the test override unavailability ().

The term p, is the probability that the test itself causes component failure and 9
is the probability that the component cannot transfer from a test mode to an operate mode if
a demand occurred (the test override capability). As given by Equation (14), during the test
period the component can be unavailable due to either of three causes: 1) a test caused
fai ure occurs, with probability p,, 2) the test cannut be overriden, with probability q , or
3) the component has failed betuecx tests, with probability Q. Equation (14) expresses Phese
three contributions in a disjoint manner.

As given by Equation (15), the component can be unavailable during the repair
period due to either of three causes: 1) a test-caused failure has occurred requiring repair,
with probability p,, 2} the component has failed between tests again requiring repair, with
probability Q, or S) the component is up but then fails during the period T, with average
probability % A T_. For the tiird ccatritution the average unavailability § A T, 1s used
instead of the tiﬁe dependent conur-uution, At, 0 < t < TR' however since Q is iR general
much larger than A TR‘ the error is insignificant.

3.5.2 Resulting Instantaneous and Average Unavailabilities

Figure A-5 illustrates the instantaneous unavailability behavior with the test and
repair contributions g, and g, now included along with the between test contribution. The
figure .ows a sawtootAed ploz with test and repair plateaus given by q. and q,. Even though
the test and repair periods t and T, are of short duraticon, the unavai)ibility contributions
q,, 9, can be important contributorg to the peak and average unavailabilities attained by the
c%ﬂpo‘ent or by the system.

The average unavailability g can be computed to be the area of the time dependent,
inctantaneous unavailability curve divided by the total time interval, where the time interval
is the interval of interest, such as one year. If the instantaneous unavailability has a
eyclic behavior, then the average unavailability can be taken as *he area over one periodic
cycle divided by the cycle time. Considering Figure A-5 and taking T, to be the cycle time
(the effect of the different fir:t test interval T1 is generally sma!?). the average component
unavailability g s thus approximately

7

- R
q= 5 A T, %q §é +q T; (18)

LS B

The first term on the right hand side of Equation (18) is the between tests contribution,
the second term is the test contributicn, and the third term is the repair contribution.
(The small effect of the origin shift (1,-t) is ignored in the first term % A T.,.) FRANTIC
actually coaputes the average unavailabi;ity for a system from the time dependegt unavailability
plot. When the system is simply one component, the difference from Equation {18) will in
general be insignificant,

In certain situations, the test and repair contributions can be dominant contributors
to the average unavailability. For example, for no test override capability, g, = | and the
average test contribution q‘t/T thus becone§3(/1 . If 1t =1 hour and T, = 720 hours (30
days), this testing contribut-o‘ is 1.4 x 10 uh?cn is relatively large“and hence can be the
principal contributor. The maximum instantaneous unavailability also occurs during testing
since g, = | which implies that tne component is unavailable were an accident to occur at
this time,

763 0/¢
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Even with test overrides and with smaller test or repair periods, the unavailability
contributions from testing or repair can still be important. For complex svstems where the
results are not as apparent as for a single component, the FFANTIC code will need to be run
to cbtain the various coutributions. When testing and repair contributions are ignored then
t and T, can be set to zero and the contributions g, and g, will not be computed. It must be
recogni’ed, however, that these situations roprcsenl perfeét testing and repair, and the
results must be so interpreted.

3.5.3 The Handling of Detection Inefficiencies

The previous equations for periodically tested components assume all failures are
detectable by the tests. Detection inefficiencies can also be modeled in FRANTIC. Let p be
the detection inefficiency, which is defined to be the fraction of failures which are not
detectable by the test. When detection inefiiciencies are modeled in FRANTIC (p >0), then
all the failure rates in the previous equations (Equations (10) - (15)) are changed in the
code to A(!-p) which is the detectable failure rate. An undetected unavailability contribu-
tion q' is then separately added as given by

q' = "pt (19)

This undetected unavailability is thus treated as a nonrepairable contribution and
when this is added to Equations (10) - (15), the total component unavailability continually
increases with time until a more efficient test is performed (such as at reactor shutdown).
The detection inefficiency p can be varied in FRANTIC to determine the effects of testing
efficiency; when p is set to zern, 100% detection is then effectively assumed.

4.  SUMMARY OF EQUATIONS

The unavailability equations which have been previously given are summarized below
for convenient reference.

(1) Constant unavailability components
q9=qy
where Gy is the constant, per demand unavailability
(2) Non: epairable components
gq(t) = At
where A is the constant component failure rate.
(3) Monitored components
qg= ATR
where
TR = average detection plus repair time
(4) Periodically Tested Components
Between test contribution:
q(t) = A(t-1)
Test contribution:
Qy = pe * (1= pglg, + (1-pg)(1-q,)Q
Repair contribution:

G =P+ (1= pQ + (0= pe)() - Qb AT
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where
t = the time from the preceding test
T2 = test interval
T = tes: period
'R = repair period
Py = probability of test-caused failure
Q= )\(T2 »
For the first test interval T,, the between test contribution is modified to q{t) =
At, and Q for the first test is -odific& to AT,. For periodic detection inefficiencies, A in
the above equations is modified to A(] - p) an& an undetected contribution q' is added where
q' = Apt.

Finally, human €.ror and common mode contributions can be handled by using one of
the above unavailability expressions (usually q = qd)A
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B. INPUT DESCRIPT. ¥
1. INTRODUCTION

The FRANTIC code is set up to calculate the unavailability from a system unavail-
ability equation or equations. A subroutine called SYSCOM is input by the user and gives the
formula for the system unavailability in terms of the component unavailabilities. The formula
is obtained from a block diagram, fault tree, event tree, etc. using standard Boolean techniques
[3]. The SYSCOM subroutine may contain any number of system formulas to be evaluated in one
FRANTIC run. Each formula has its own identifying index in SYSCOM.

In addition tc the subroutine containing the system formulas, the user must supply
failure rate and test data for a FRANTIC run. Thi: data is broken up intc cases, where each
case defines the input information for a particular evaluation. The SYSCOM routine is described
in Section B.5 a._ the data which comprise the cases are discussed in the sections below.

2. CASES

A given FRANTIC run consists of one or more cases. A case is described by the
following data:

- A set of components which make up the system whose unavailability s to
be studied.

- An index number designating the system or subsystem unavailability
function to be calculated.

- Titles, print and plot option- .
The data input scheme allows a simple method for running multiple cases whereby only that
data which differs from the previous case need be entered. The program run terminates when
no further cases are detected in the input stream.
3. DATA GROUPS

Cases are described by six sets of data cards which are called "data groups." Each
data group consists of a keyword card which identifies the data group, and one or more additional
cards. A com.lete program run can be initiated with three data groups; the other three are
optional. The six data groups are described below.

3.1 Data Group 1: TITLE

This data group specifies the title for the case to be run. It consists of a
keyword card containing the characters "TITL" in the first 4 columns (only the first four
characters need be entered for this and all other keyword cards) followed by a card containing
80 characters of text to be printed as a header on the output report for the case. This data
group is depicted in Figure B-1.

Figure B8-1

Data Group 1 - Title

B CASE 1 - AUXILLIARY FEEDWATER SYSTEM

A TITLE
PROGRAM
Cols., VARIABLF  FORMAT DESCRIPTION
Card Type A 1-4 ANAME A4 Keyword "TITL"
Card Type B 1-80 TITLEY 20A4 Title for output



3.2 Dati Group 2: COMPONENTS

This data group describes the components which make up the system to be evaluatec.
It is identified by a keyword card beginning with the characters "COMP.“ This card must be
followed by a card beginning with the characters "NEW" or "UPDATE." "NEW" indicates that the
components to be input are to become the effective component set for the case, replacing
previously input components (if any). "UPDATE" i.dicates that only the non-blank component
parameters are to be used in updating corresponding parameters for previously input components.
Additional components may also be added tc a previously existing set under the UPDATE option.
After the “NEW" or "UPDATE" card, one card must be entered for each component. This rard
contains the component number, the component name, and 10 parameters describing the reliability
data for the component. A numbeér of the parameters will be left blank, depenaing on the type
of component.

Under the "NEW" option, component numbers should be sequential, starting with one.
The program will override any violation of this rule and print a warning. The reguirement
for these seqiential numbers is really a check for the user under the “NEW" option.

Under the "UPDATE" option, the component numbers are used as keys to identify
components to be updated and non-blank fields on the following component cards replace the
old values for the corresponding parameters. A negative number must be used to zerou out a
parameter, effectively making a blank field. The only exception to this rule is the first
test interval field T, for periodic components. [f T, is aitered in a change-case and T, is
left blank, then T il set equal to T, (instead of be?ng left the same as in the previou
case). Also if a =1 is input for T, ;n a change-case, Tl will be set to the current value of
72_

New components may be added under the "UPDAT. o, .ion by using sequential component
numbers starting with one greater than the largest component number previocusly input. Deletion
capability is not provided. Extra components can always be added since the system unavail-
ability function need only ure a sibset of the input components. Thus it is valid to inciude
components which are not used in some cases. (The TIME data group, ;iven later, discusses
the use of dummy components to increase the number of time points.)

The 10 parameters on the component cards are listed in the table below:

Component Parameters

Fortran Variatle

Symbol Name Qescription

A LAMDA Failugg rate per hour in multiples
of 10

TZ TEST2 Periodic test interval in days

1' TESTI F»:rst test interval in days if
different from 12

T TAU Average test period in hours

TR REPAIR Average repair period in hours

q, QOVR Test override unavailability

Py PTCF Probability of test-caused failure

p INEFF Detection inefficiency (probability
of not detecting a failure)

Ap ULAMDA Undetected failure_gate per hour

in multiples of 10

QRESID Constant unavailability per demand
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If p is input as a non-zerc value, the program will recompute A as follows:
Ay = A(1-p)

If p'is ing . and Au is left blank, the program will compute Av as follows:
A =
" AP

The 10 parameters described above allow the user to specify most types of component.
under a variety of testing schemes:

Periodically tested components - the user must provide A, TZ' and optionally, T],
t' TR' qot pfb po Apl ‘"d qd

Monitored components - A and T, must be input; T, must be zero or left blank; T,,
q8 and Py are ignored; and p, RH, and qq are opt?onal. If v ic {uput it is addld
t

TR'

Nonrepairable components - A, T,, T,, t, and T, must be zeo or left blank; q_ p,,

p, and q? are ignored; and A nast &e input. thernatively. A may be input iﬂst‘ad
n

of A . this case, T2 shollid be set to a value greater than the total time
perild of interest.

Constant unavailability - all parameters except 9y must be zero or left blank and a
value for Ay be input.

The last card of the components data oroup contains "-1" in the component number
field. This indicates the end of the data *ur the group. The maximum number of components
is 100. The COMPONENTS data grovp = gepicted in Figure B-2.

3.3 Data Group 3: TIME (Optional)

This data group specifies the time period over which component and system unavail-
abilities are to be computed. It consists of a keyword card beginning with the characters
"TIME" followed by a single card containing the total time (in days) over which the time
dependent, instantaneous unavailability is to be computed. If the data group (inciuding the
keyword card) is smit*ed, or 1t a zero is entered for the time period, the default value, 365
days, t s effect.

The number of time points generated by the code within the time period is a function
of the test intervals, testing times, and repair times of the components. A pair of points
is generated wherever a change in the slope of any component unavailability function occurs.
For exarple, suppose a particular component has the following time dependent unavailability
function:

UNAVAILABILITY

to t

mo

v
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Figure B-2
Data Group 2 - COMPONENTS

3 60 30 1.5 7
3 30 0 1.5 19
B
A
PROGRAM
COLS VARIABLE  FORMAT DESCRIPTION
Card Type A 1-4 ANAME Ad Keyword "COMP"
Card Type B 1-4 TYPE A4 Option "NEW" or "UPDA"
Card Type C 1-5 INDX 15 Component number
6-12 NAME A8 Component name
18-19 LAMDA F6.0 Failure rate in multiples of 10°°
20-25 TEST2 F6.0 Test interva' in days
26-31 TESTY F6.0 Length of first test interval in
days if different from TEST2
32-37 TAU F6.0 Averaye testing time in hours
38-41 REPAIR F6.0 Average rapeir time in hours
44-49 00VRD F6.0 linavailability of the
override capability
50-55 PTCF F6.0 Probability of test-caused
failure
56-61 INEFF F6.0 Detection inefficiency
62-67 ULAMDA F6.0 Rate of undetected failures in
multiples of 10-6
68-73 QRESID F6.0 Residual unavailability

-

.

t
-
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N
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-
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£, t.%,; t."E, t.0C,
...t,-e where e is a small number €.silon (10 hourg) and t, is the :3:.1 t‘l. spicifioa in
the *IHE data group (or the 365 day default value). Time po*nts for all the other components
are generated in a similar manner. Al] the points are then merged and duplicate points
ditClFﬂ.d. Component and system unavailabilities are computed at the resulting list of time
points.

The prog:ram will generate time pointy at t +e, t,=¢, t,+c, t,-

The time points generated in FRANTIC are based on all the components input in the
COMPONENTS data group regardless of whether they are actually used in the system unavail-
ability function. Thus, the user can control the spacing of the time points by adding one or
more dummy components with shori test intervals.

The spacing of the time points affects the accuracy of the comp ed average (or
mean) system unavailability and he appearance of the instantaneous unavailability plots.
The more non-linear the system unavailability, the more time points a.e required for extremely
precise evaluations. A lack of sufficient points can cause some distortionr in the plots and
yield somewhat conservative estimates of the average system unzvailability.

The conservatism occurs because the program computes the average system unavailability
by numerical integration using the trapezoid rule (i.e., successive points are connected by
straight lines and the area uncer the resulting function is computed). This method yields
the correct area for the contributions to unavailability due to testing and repairs, but
slightly overestimates any contribution due to failures (the between tests contribution)

Pought upper . unds on the error incurred are given in the table below:

System Configuration Maximum Error Factor

doubly redundant
triply redundant
quadruply redundant

NN -
nowm

As seen, the error factors are no. generally large. If order of magnitude accuracies
are required, then these errors will in general be insignificant. If desired, the user csn
always use more time points to check the errors made in the particular problem being analyzed.
The TIME data group is depicted in Figure B-3

Figure B-3
Data Group 3 - TIMES

B 20.0
A / TIME
PROGRAM
COLS VARIABLE FORMAT DESCRIPTION
Card Type A 1-4 ANAME Al Keyword "TIME"
Card Type B 1-10  TEND F10.0 Total time period in days

(default = 365)

3.4 Data Group 4 - PRINT (optional)

This data group is used to request a table printout of the system unavailabilities
computed by the program over one or more time intervals (within the input time period) and to
specify the number of instantaneous unavailabilities tc be separately ranked. The data group
is identified by a keyword card beginning with the characters "PRIN." The keyword card must
be followed by one card containing the number of time intervals desired and the number of
maximum unavailabilities desired. The value input for the number of intervals may be -1, O,
G 2 3 orE

If the value input is negative, all system unavailabilities computed are printec
and no additional cards are necessary. If the value is zero, any print options previously

o~ 2
) 5 ’\}
i - 1t
{ 5 5 1§/
: Wil e

.4
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specified are nullified and the default option (no print) is instituted. No additional cards
are necessary. If the value is greater than zero, another card containing the end points of

the intervals is read. In this case the program will print the system unavailability at all

the computed time points that fall within the specified interval(s) including the end points.
A maximum of four intervals may be specified.

The maximum unavailability output lists, in decreasing order, the n greatest instan-
taneous una.ailabilities computed by the program. The number of unavailabilities printed (n)
has a default value of 12 and may not exceed 100. If the PRINT data group (including the
keyword card) is omitted, 12 peaks are printed, and no other system unavailability printout
is produced. The PRINT data group is depicted in Figure B-4.

3.5 Data Group 5 - PLOT (Optional)

This data group is used to specify the time intervals used for plotting the system
unaviilability. It is identified by a keyword card beginning with the characters "PLOT."
The keyword card must be followed by a card containing the number of intervals.

If the number of intervals is negative, the plot interval is set to the total time
period over which points are computed and no additional cards are necessary. If this value
is zero. any plot intervals previously input are nullified and the default plot interval is
instituted. The default interval is given hy:

max(T, + 2T, +1 . +7T,)
Py T bR

where T‘, TZi' L and YRi are the first test interval, second test interval, test

time and repair time respectively for the ith component. The default interval is thus the
three largest tect cycles of any component, which is of’en sufficient for establishing the
system behavior,

If the default plot interval exceeds tho total time period, then the time period is
used instead. [f the number cf intervals is greater than zero, another card containing the
beginning and end points of each interval is read. A maximum of four intervals may be specified.

Note that unlike the PRINT data group which actually activates the system unavail-
ability printout, the PLOT data group merely sets up the plot intervals which are to be used.
Plots must be requested in the RUN data group in order for graphical ~utput to be produced.
If plots are re uested in the RUN data group, one cor more plots will be produced for each
interval specified in the PLOT data group. 1f the PLOT data group (including the keyword
card) is omitted, the plot period used is the default interval described above. Data group 5
is depicted in Figure B-5.

3.6 Data Group 6 - RUN

This data group initiates the system unavailability computations. The TITLE,
COMPONENTS and optionally the TIME, PRINT and PLOT parameters must be set up before the RUN
data group. The RUN data group is identified by a keyword card beginning with the characters
“RUN. "

The RUN keyword card must be followed by one or more run data carts, where each
card has the following parameters.

(1) system number - number code identifying the system unavailability function to
be used (see Section B.S5, DEFINITION OF SYSTEM UNAVAILABILITY FUNCTIONS).

(2) wunavailability option - four letter code selecting the type of unavailability
to be computed where

“FAIL" means compute the instantaneous unavailability based on contri-
butions from component failures only (the between tests contribution).

“TOTL" means compute the instantaneous unavailability based on contribu-
tions from failures, testing and repairs.

When the unavailability option is left blank, the default value is "TOTL."

W A S



Card Type A
Card Type 8

Card Type C
(use only
when number
of intervals
is »>0)

coLs
1-4
1-5

6-10

1-10
11=20
21-30
31-40
41-50
51-60
61-70
71-80

A rRI

PROGRAM
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Figure B-4
Data Group 4 - PRINT

VARTABLE FORMAT

ANAME
NPRT

NPK
STPRT(1)
FINDRT(])
STPRT(2)
FINPRT(2)
STPRT(3)
FINPRT(3)
STPRT(4)
FINPRT(4)

A4
15

15

F10.0
F10.0
F10.0
F10.0
F10.0
F10.0
F10.0
F10.0

.0 275.0 365.0

DESCRIPTION

Keyword = “PRIN"

Number of time intervals for
printing system unavailabilities
(-1, 0, or 1-4)

Number of peaks to be printed

Start of first time interval in days

End of first time interval in days

Start of 2nd time interval in days

End of "1d time interval in days

Start of 3rd time interval in days

End of 3rd ime interval in days

Start of 4th time interval .. days

End of 4th time interval in days
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Card Type A
Card Type B

Card Type C
(use only
when number
of intervals
is >0)
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Figure B-5
Data Group 5 - PLOT

C .0
B
A PLOT
PROGRAM
CoLS VARIABLE FORMAT DESCRIPTION
1-4 ANAME Ad Keyword = "PLOT"
1-5 NPLT I5 Number of time intervals for

plotting system unavailabilities
(-1, 0, or 1-4)

1-10 STPLT(1) F10.0 Start of first time interval in
days
11-20 FINPLT(1) F10.0 End of first time interval in days
21-30 STPLT(2) F10.0 Start of 2nd time interval in days
31-40 FINFLT(2) F10.0 End of 2nd time interval in days
41-50 STPLT(3) F10.0 Start of 3rd time interval in days
51-60 FINPLT(3) F10.0 End of 3rd time interval in days
61-70 STPLT(4) F10.0 Start of 4th time interval in days
71-80 FINPLT(4) F10.0 End of 4th time interval in days
7% 023
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(3) x-scale - four letter code specifying the scaling of the points zlong the x or
time axis where

"NONE" means no plots are produced

"LIN" means a linear scale is used for the time points

"MAG" means that the time points are spaced at egual intervals regardless
of the actual elapsed time between the points. This produces a plot in
which the test and repair contributions are magnified so that the structure
of the system unavailability function is easier to see. The indices of

the time points are plotted along the x-axis.

"BOTH" means hoth “LIN" and "MAG" scales are used. Two plots are produced
for each y-scale selected.

If x-scale is left blank, the default value is "LIN' when the navailability option
is "FAIL", "BOTH" when the unavailability option is “TOTL."

(4) y-scale - four letter code specifying the scaling of the points along the y or
system unavailability axis where

“NONE" means no plots are produced (may be omitted if x-scale = "NONE")

'LIN" means a linear scale is used for the system unavailabilities

“LOG" mea~. a log scale is used for the system unavailabilities

"BOTH" means both “LIN" and "LOG" scales are used. Two plots are produced

for each x-scale selected (e.g., if x-scale = "BOTH" and y-scale = “BOTH," =
four plots are produced for each time interval specified in the “PLOT"

data group).

If y-scale is left blank, the default velue is "LIN" when the unava'lability
option is “FAIL," "LOG" when the unavailability option is "TOTL."

(5) plot cutoff option - power of 10 to_he used as a lower bound on system unavail-
ability for plotting (e.g., =7 = 10 "). The default is no cutoff.

(6) plot tille - 56 character text to appear as a plot subheading in addition to
the title for the case.

A negative system number indicate: the end of the RUN data group. The RUN data
group is depicted in Figure B-3.

L CHANGE CASES

All data groups (except RUN) remain in effect until they are changed. To run |
change cases, simply modify or add the desired parameters using the appropriate data groups |
and follow these modifications by ancther RUN data group.

5. DEFINITION OF SYSTEM UNAVAILABILITY FUNCTIONS - SUBROUTINE SYSCOM

FRANTIC run. The input is in the form of a FORTRAN subroutine which has the following form=t:

SUBROUTINE SY~COM(QC, QS, NSYS)

|
! This section describes how to input the system unavailability function(s) for a
|
\
|
| DOUBLE PRECISION QC(100)

GO TO (v, 2, ..., i), NSYS
| 1 Qs = f, (QC)
| RETURN
| 2 Q5 =1, (Q0)
RETURN
i Qs = f, (QC)
RETURN

END
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. 1gure B-6
Data Group 6 - RUN

H LOG -10 ENTIRE AUX-FEED SYSTEM
B PUMPS ONLY
! DTESELS ONLY

A
PROGRAM
COLS  VARIABLE FORMAT DESCRIPTION
Card Type A 1-4 ANAME A4 Keyword "RUN"
Card Type B 1-3 NSYS 13 System unavailab.lity function
number
5-8 QOPT A4 Unavailability option
10-13 X0PT Ad X-scale option
15-18 YOPT A4 Y-scale option
20-23 ICuTOP 14 Cutoff option

25-80 TITLE2 14A4 Plot title

Card Type C 1-4 NSYS 13 End of run cards indicator {-1)
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where
QS is the value of the system unavailability reiurned by the subroutine

QC is a double precision array of the component unavailabilities at a particular time point.
These values are computed and passed to the SYSCOM subroutine by the FKANTIC program. The

order of the components is based on the component numbers supplied by the user in the COMPONENTS
data group.

NSYS is the system unavailability function number input on one of the RUN data cards. It
tells the subroutine which system unavailability function to use. If three tunctions are
defired by the subroutine then NSYS would be an integer between 1 and .

1, 2, ..., i are statement numbers at which i different unava *aility fuictions are de!ined<3
The definition of the functions may consist of one or more 11 es of FORTRAN code in which ¢S

is defined as a function of one ur more of the comporents in the array QC. L is not necessary
to use all the values in the array QC since some oi them may represent dummy components or
components defired but not needed for every case

The placement of the SYSCOM subroutire in the input stream is described in the job control
language sections.

6. JOB CONTRCL - GENERAL REQUIREMENTS

This sectior gives a general description of the job steps needed to execute FRANTIC
on any computer system assuming that the standard Calcomp routines FLOT, SYMBOL, NUMBER,
SCALE, AXIS, and LINE, GRID, and LOGRID are available in object or load module form. The job
steps are:

Step 1: (only once) Compile the FRANTIC source code to create an object or load
modu e

Step 2: Compile the SYSCOM subroutine defining the system unavailability function(s)
for the FRANTIC run (see B.5. DESCRIPTION OF SYSTEM UNAVAILABILITY FUNCTICYS),
producing an object module.

Step 3: Link together the FRANTIC module from step 1, the SYSCOM module from step
2, and the Calcomp module.

Step 4: Execute the module resulting from step 3, using as input the cards described
in the DATA GROUPS sectiorn.

7. JOB CONTROL LANGUAGE TO RUN AT NIH

Two versions of FRANTIC are set up to run at the National Institutes of Health
computer center. One produces printer plots and the other produces Calcomp plots. The
turn-around time for Calcomp plots is usually 1 to 2 working days (Monday through Friday
only). Printer plots are returned with the reguiar output. The JCL required for the two
types of runs is described in the following sections. The >YSCOM subroutine and DATA GROUP
input are identical for tie two runs.

3These functions are standard reliability equations obtained from block diagrams,

fault trees, etc. (See references 2 .nd 3 for basic dscussions)
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for Cal: Plots

To produce Calcomp plots submit a WYLBUR file with the following format-

//jotiname INE (asaa,box, "), rame
J/STEPY EYECL FOAACON S
//COMP SYSIH DN o

SURROLITINE SVSPAON(Pr, NS, MEVE )

OOURLE PRECISIOY Or(Y)

c
erter body of SYSOCNM subroutirr here
L o4
L
/e

[/STYPY FYEC CALLKGA, LIDUME="UDECYHR , FOAVTIL FALEAMBY o jEvadnenar,

/] COPERISON PLTM MEsplotrame

J/LeAD SYSLIY ON

1 nn e
INCLUDF SYSEIE(MAIN)
ENTRY HAINM

]e
J/PO.FINSEARY ND o
/ouny

enter DATA GEOUPR Jpput bere

le

where the vields in lower case letters must be supplied as follows:

jobnaine - the name of the job, eight characters or less beginning with the user's initials

aaaa
box

name

- the user's account number
- the user's box number

= the user's last name

plotname- the name of the plot, eight characters or less beginning with the

1.2

file with

user's initials.

JCL for Printer Plots

To produce printer plots or to run a job without plots, submit a WYLBUR
farmat:

//jcbname JOB (asaa,box,A),name
J/STEP] EXEC FORGCOMP
//COMP SYSIN DD o

SUBROUTINE SYSCOM(NPL NS, NSYS)

DOUBLE PRECISION Af(1)

c
snter body of SYSENM subroutine here
e
END
i

JISTEPD EXEC |PPOLYAN, [1AVAME s {IlIAT AT EOANTIR PATHIATY | |07 ¥ aBNEINE,
/] TORFelSA¥
Z/L0AD SYSLIV DN
1 nn e
INCLUNE SYS|IR(MAIM)
ENTOVY HA P
I
J/PN FTNSEART NN » L7 {
7 eum ) J U

DRIGINVAL

/e
J/STVPR3 EVEC IPPPPPY

no

\
—
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where the fields in lower case letters must be supplied as follows:

Jobname - the name of the job, eight characters or less beginning with the
user's initials

aaaa = the user s account number
box = the user's box number
name = the user's last name

8. LISTING OF SAMPLE INPUT DECK

JZVMBERNTC JOB (wWDCC, 365,81 ,50L08ERG
F/STEPL EXEC FORGLOWMP
/7COMP . SYSIN DD *

SURROUTINE SYSCOMIQL , WS oNSYS)
C

OOUBLE PRECISION QCILL)

r
Coes SYSCOM SUBROUTINE FOR A SINGLE COMPONENT UNAVAILABILITY

Qs=0C 1)
RETURN

c
END

/.

FISTEP? EXEC CALANG, 0 | ANAME = *WOLCVMA  FRANTIC.CALCOMPY L TRDISK=PDSO00S,
/7 COREw]S0K,PLTNAME « yMBESANP
F/LOAD.SYSLIN CD
" gD o
INCLUDE SYSLIBIMAINY
ENTHY MAIN
/.
F1GOFTOSF00L 20
FOUNN
TITLE
SINGLE COMPONENT [LAMBDA= 3X|0ee-6, TEST INT=30 DAYS, TAU=1.5 MRS, REPATA=19 HRS)
CUMPONENTS
NEw
LPuMp ) 30 1.5 17 «05
20UnNY 0 e
-1
PRINT
1 L}
0.0 120.0
RuN
1 FalL UNAVALLABILITY DUE TO FATLURES ONLY
1 TOTL BOTH BOTH “7 UNAVATLABILITY DUE TO FAILURES, TESTING, AND REPAIRS
-)
.

The output proauced by running the above sample problem is described in Section C.
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C. OUTPUT DESCRIPTION
This ~ection discusses the output produce’ by program FRANTIC.
1. PRINTED OUTPUT
The FRANTIC program produces four output sections which are briefly described
below. Al]l output report: reproduced in this section may be generated by running the sample
input problem from Section B.8.

1.1 OQutput Section 1 - Input Component Parameters

This output is a table containing the 10 parameters for each component input in the
COMPONENTS data group. The table is printed each time a COMPONENTS data group is input.
Under the NEW option, al) components are printed. Under the UPDATE option, only the updated
components are printed. This output section is depicted in Figure C-1. Note that the second
component in Figure C-)1 is a dummy component which has been included to increase the number
of time points generated by the program.

1.2 Qutput Section 2 - Component Mean Unavailabilities

This output is a table in which the average unavailability of each component is
listed and broken down percentage-wise into five contributions. These five contributions are
the uravailability due to failures (the between tests contribution), the testing contribu-~
tion, the repair contribution, the undetected failure contribution, and the constant per
demand contribution (where applicable). The table is printed every time a COMPONENTS data
group is read in. All components are listed. Output Section 2 is depicted in Figure C-2.

1.3 Output Section 3 - Time Point Data

This output lists the time points generated by the program. The time points are
printed whenever a new set of time points is recomputed. This occurs whenever a TIMES data
group is input, time-related component parameters are changed, or new components are input.
The time point numbers or indices correspond to the point nunbe[a on plots praduced with
x-scale = "MAG" (see GRAPHIC OUTPUT). Note that if t. ‘s the i~ time point, the program
actually computes the component and system unavailabi‘tties at the 2 points t.-e and ti‘c
where € is a smal) number epsilon. Output Section 3 is depicted in Figure C-s.

1.4 OQutput Section 4 - System Unavailability Data

This output is printed every time a RUN data group is input. The average (mean)
system unavailability, averaged over the total time period, and the requested options are
printed for each run data card in the input stream. The average system unavailability is
broken down intc the contributions due to failure, testing, and repairs according to the
following rules:

(1) If at least one component is under test then the instantanecus system unavail-
ability is counted toward the test contribution.

(2) 1f no components are under test and at least one component is down for repair,
then the instantaneous system unavailability is counter towards the repair

contribution.

(3) If no components are under test or repair, the instantaneou. stem unavail-
ability is counted towards the failure contribution (i.e., beiween test
contribution).

The contributions to the average unavailability are computed by integrating over the appro-
priate instantaneous unavailabilites (1, 2, or 3 above) and dividing by the total time period.
In addition to the contribution breakdowns, the n highest instantaneous unavailabilities are
printed under the heading "Peak System Unavailabilities" where the default value for n is 12.
Other values of n may be specified (see Data Group 5 - PRINT). In the output shown in Figure
C-4 the five highest unavailabilities are printed.

1f requested in the PRINT data group, average unavailability contributions for each
time increment may be printed. These average incremental contributions can be obtained for
one or more time increments. In Figure C-4, incremental unavailabilities are obtained for
the time period of zero to 120.0 days. The value under the heading "UNAVAIL INCREMENT" for
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time period 1 is the area under the system unavailability function between points i-1 and i
divided by the length of tie total time period (120 days in this case). The percentage
contribution to the aver unavailability over the tota! period is given in the next column
and the last column is tbe contribution type (T for testing, R for repairs, blank for failures)
computed according to rules 1-3 described above.

1.5 OQutput Termination Message

If the run terminates normally the message "END OF FRANTIC RUN" will appear after
the output for the last RUN data group.

2.  GRAPHIC OuUTPUT
The FRANTIC program is ca,abie of preducing fou. different kinds of plots.

1
plots generated depend on the options specified on the run data cards (see Data Grou, o
RUN). The four types of plots are described below.

le

2.1 LIN-LIN Plot

Both the time (x) scale and unavailability (y) scale are linear, This type of plot
is shown in Figures C-5 and C-6.

2.2 MAG-LIN Plot

The time (x) scale is magnified and the unavailability (y) scale is linear. The
term "magnified" means that al) points along the time axis are p' tted at equa' intervals;
the points actually plotted are the time point indices. Since voort intervals are magnified,
the full structure of the instantaneous unavailability function is more readiiy visible.

This type of plot is shown in Figure C-7.

2.3 LIN-LOG P gt

The time (x) scale is linear and the unavailability (y) scale is logarithmic (base
10). The log scale is usefu! when availabilities vary by orders of magnitude. This will
often occur when the "TOTL" unavailability option is used (see Data Group & -RUN). A LIN-LOG
plot is shown in Figure C-8.

2.4 MAG-LOG Plot

The time (x) scale is magnified and the unavailability (y) scale is logarithmic.
This plot combines the advantages of the MAG and LOG options as described above. A MAG-LOG
plot is shown in Figure C-9.

2.5 Cutoff Option

The cutoff option (see Data Group 6 - RUN) may be used toA)noreve the appearance of
the plots. In Figures C-6, -7, C-8, and C-9, a cutoff value of 10 ' wgs used for the unavail-
ability. This means that values of the system unavailability below 10 ° are not plottad,
thereby decreasing the ramge shown on the y-axis. For readable LOG plots, the number of
orders of magnitude plotted on the y-axis is best kept to ten or less.
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Figure C-5
LIN-LIN Plet, Unavailability Ootion - “FAIL"

0.32 -
0.28
0.24
™~
o
: 1 :
, 020 - / — —
-
=
: | |
I 0 =
>
g | [ {
2 {
y~ 1
w
= 012 = SR
>
v
0.08|— -
| 0.04 . -4
|
| |
0.004 l ) 4 L ]

! 0.00 20.00 40.00 60.00 80.00 100.0C
ELAPSED TIME IN DAYS
|



SYSTEM UNAVAILABILITY

- 31 -

Figure C-6

LIN-LIN Plot, Unavailability Option - “TOTL"
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Figure C-7

MAG-LIN Plot, Unavailability Option - "TOT' *
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Figure C-8
LIN-LOG Plot, Unavailability Option - “TOTL"
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Figure C-9

MAG-LOG Plot, Unavailability Option - "TOTL"
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D. APPLICATIONS
Four example problems are discussed here to illustrate the range of applications of
the FRANTIC code. The discussion format consists of ths purpose of the problem, the input
required, the output produced, and comments on the results.

1. EXAMPLE 1: TEST INEFFICIENCY SENSITIVITY STUDY

Purpose: To study the instantaneous and average unavailability resulting from different
test inefficiencies p (the test inefficiency is defined in Section A, 3.5.3).

Input The system consists of a pump and two manual valves in series as shown in
Figure D-1. The valves are closad for the pump test and the pump and valves
are thus treated as being testeo at the same time. During the test, the pump
and valves are unavailable for operation. The same test inefficiency p is
applied to the pump and the valves, (Because of the differences in failure
rates, the unavailability contribution from the valves is small compared to
the contribution from the pump and hence the valve modeling is not really
significant here.) Figure D-2 shows the basic component input (p=0) and the
chenge-case input for p = 0. and p = 0.5. A fictitious component is added to
the input to increase the number of time points for the FRANTIC analysis.
Figure D~3 shows the SYSCOM subroutine describing the system logic.

Qutput:  Figures D-4 through D-6 show the FRANTIC system unavailability plots (MAG
plots) for the different values of p. In the figures the two sualler steps
following the large testing spike are the repair contributions which result
from the different valve and pump repair times given as input data. The
average system unavailavility, co*puted over a one year interval, is al'so
given with the ‘oective figure. Figure D-7 gives the times corresponding
to the point num. 5 n the plots,

COMMENTS

When the test inefficiency is not zero, the instantaneous unavailability contin-
uously increases with time until a fully efficient test is performed (p=0) which is assumed
here to occur at a scheduled shutdown (after approximately 1 year). As the test inefficiency
increases, the undetected failure contribution increases and the periodic tests are less
effective in maintaining an acceptable unavailability.

As shown in the figures, the average unavailability increases monotonically as the
test inefficiency increases. From Equations A-18 and A-19, when p is non-zero, the average
component unavailability q is appro» imately

Q-z-l pT’f X(]-J;Yziq‘} ’Q.TR (1)

2
2 YZ

where T = one year for this problem (the time of the more efficient test). Since T is generalily
larger than the periodic test interval TZ' q thus increases as p increases which is observed
in the figures.

Using Equation (1), the optimum test interval T_ is obtained by minimizing a with

respect to T, Treating g, as being approximately indepeadent of T, and ignoring the rgpair
term, which Benerally has & small effect, the optimum test interval Yo is approximately

T = J2qt (2)
. X“-p)

3 :
Since the reader may wish to recompute these examples, the results are given to more
significant figures than would generally be used in practice.

stho unavailability q, will be approximately independent of ‘2 if P OF g is much
larger than Q, as in this problem (see Equation A-14). .



Figure 0-1

Schematic for Examples 1, 2 and 3

Figure 0-2

Data Group Input for Example )
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Figure D-5
Example 1. Test Incfficiency Sensitivity Study

Case 2. Test Inefficiency p=0.1
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THE NUMBER OF POINTS GENERATTD

FXAMPLE 1. TuR

Figure D-7

Time Point Data for Example !
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As the test inefficiency p increases, the optimum test interval therefore increases and the
component should be tested less frequently. The system unavailability can be sensitive to
test inefficiencies particularly when the system is redundant and test inefficiencies compound
one another (such as when the same test is serformed uvn all similar redundant components).
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2. EXAMPLE 2: TEST-CAUSED FAILURE SENSITIVITY STUDY

Purpose: To determine the unavailability eftects of test-caused failures having prob-
ability p..

Input: The system model is the same as for Example 1. Figure D-8 shows the basic
component input (9'80) and the change case input for pf=0.l and pf=o.5.

Output:  Figures D-9 through D-11 show the FRANTIC plots (MAG plots) corresponding to
the different values of Pes the one year average unavailabilities are included
with the figures.

Comments

The computer run is similar in format to that of Exampie 1. It should be noted
that Examples 1 and 2 could have bezen executed in one computer run (in fact all four examples
could have been). Increases in the test-caused failure probability in general cause the test
and repair contribution (g, and qz) to increase. When the override unavailability (g ) is 1,
4s in this problem, then oAly the“repair contribution (g,) increases. In addition to causing
higher peaks in the instantaneous unavailability, the av‘rage unavailability also increases
as pf increases. As the test-caused failure prgbability incrg,ses from 0 to 0.5, the average
systea unavailability increases from 3.39 x 10 ~ to 2.00 x 10 . Higher test-caused failure
probabilities, e.qg. Pe, J.1, can thus impact the system unavailability.

Figure D-8
Data Group Input for Example 2
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Figure D-§
Example 2: Test-Caused Failure Sensitivity Study

Case 1. Probability of Test-Caused Failure Pe =0.0
(average system unavailability = 3.39x10'3)
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Figure D-10
Example 2. Test-Caused Failure Sensitivity Study

Case 2. Probability of Test-Caused Failure P = 0.1
(average system unavailability = 7.62x10°3)
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Figure D-11
Example 2. Test-Caused Failure Sensitivity Study

Case 3. Probability of Test-Caused Failure Pg = 0.5
(average system unavailability = 2.00010'2)
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3. EXAMPLE 3: TEST INTERVAL SENSITIVITY STUDY

Purpose: To determine the approximate, optimum component test intervals which minimize
the average system unavailability.

Input: The system is again the same as for Example 1. Figure D-12 shows the basic
component input and change case data for the different test intervals. (The
same test interval is used for all components.)

Qutput: Figure D-13 shows the average system unavailability versus test interval
obtained from the FRANTIC run.

Comments

In addition to obtaining time dependent behaviors, the FRANTIC code can be used to
obtain average unavailabilities in which the time dependent information is suppressed, as in
this problem. As Figure D-13 shows, the optimum test interval for this particular system is
approximately 38 days, with different test intervals near the optimum causing little increase
in the unavailability (i.e., the optimum region is fairly broad)

Many scnemes may be used to determine optimum or near optimum test intervals and a
simple one was used here. Referring to Equation (2) of Example 1, the approximate, optimum
test interval To for a component is

and if p ic zero, Equation (2) becomes

Using component data and Equation A-14 for q., the value of T_ for each component
can therefore be manually calculated using the above edquation. The FRANTIC code can then be
run to investiga.e different change case about these initial, optimum test interval values as
was done here. Applicable test intervals or bounds on applicable test intervals which are
near optimum and which satisfy practical consideration can thus be determined. When the
system is mor- complex and more redundant than the one analyzed here, the system unavailability
will depend not only on the test intervals but also on the way the tests are staggered. This
will be illustrated in the ne«t example.

.
\
-
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Figure D-12
Data Group Input for Example 3
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Figure D-13

Average System Unavailabilities for Five Test Intervals

Test Interval One Year Average System
D Unaval |aﬁi i ‘t!

5 days 1.26 x 1025
30 days 3.39 x 10_3
38 days 3.19 x 10_3
60 days 3.64 x 10-3
180 days 8.06 x 10



4. EXAMPLE 4. AUX-FEED SYSTEM ANALYSIS

Purpose: To determine the effects of different testing schemes on the instantaneous and
average system unavailability.

Input: The system schematic is shown (n Figure D-14. The system consists of two
diesels in parallel with a pvap; two valves are in series with the pump (the
subsystem of the sump and tvo valves was analyzed in the previous examples).
The mode] is a simplified rersion of one of the auxiliary feedwater system
mode)s given in WASH-1400,° the mode! here contains thoss major, active com-
ponents which are periodically tested. One base case and four change cases
are analyzed in the FRANTIC run. For the base case, the pump test interval is
30 days and the diesel test intervals are 60 days with the diesel tests being
staggered, the pump test is assumed Lo be performed at the same time that a
diese] test is performed. The four change cases study the effects of 1) test
overrides on the diesel, 2) staggering the pump and diese) tests, 3) staggering
the pump and diese! tests with test overrides on the diesels, and 4) staggering
the pump and diese] tests with 60 day test intervals used for the pump.

Figure D-15 shows the SYSCOM system function input. The basic component input
for the compute, run is shown in Figure D-16. Figures D-17 through C-19
depict the dif/erent testing schemes investigated.

Output:  The FRANTIC MAG plots for the base case (Case 1), and four change cases (Cases
2-5), are showr in Figures D-20 through D-24. The times corresponding to the
points in the piots are given in Figure D-25.

Comments
wdditional outpul was generated by FRANTIC, i.e., tables, etc.; however, the MAG
plots graphically illustrate the effects of the different testing schemes.

The base case testirg scheme is depgcted in Figure u=17. This testing scheme gives an aygrage
system unavailabiiity of 6.37 x 10 ” and a peak instantaneous unavailability of 3.0 x 10 © as
illustrated in Figare D-20. The peak unavailability occurs 12 times a year, at the time of
each pump test. for this base case, because one diesel is tested at the same time that the
pump is, the insg,nt;\eous unavailability during the test is the unavailability of a single
diesel (3.0 x 10 ®). Thus because of this testing scheme, a triply redundant system is
reduced to a single failure system 12 times per year.

The 2ffect of test overrides on the diesels (Case 2) was investigated by changing
the diesel override unavailability (q ) to 0.1, which represents a 90% probability of over-
riding the test and placing the diese¥s in operation if demanded. The base case testing
scheme remained the same and all other component data rmined,she same. As shown in Figure
D-21, the average sysg.r unavailability decreased to 1.11 x 10 ° and the peak unavailability
decreased to 4.7 x 10 °. As compared to the base case, the test overrides thus decreased the
average unavailability by a factor of 5.8 and decreased the peak unavailability by a factor
of 6.4

For Case 3, no diesel override capability (q_ = 1) was again assumed as in the ba
case, and instead only the testing times were changed %0 that the pump tests were staggerea
with the diesel tests. The diesel-pump staggering scheme is depicted 196ngre D-18. For
this new testing schgme, the average system unavailability is 2.46 x 10 =~ and the peak unavail-
ability is 6.9 x 10 ° as shown in Figure D-22. As compared to the base case, the new testing
scheme decreased the average unavailability by a fact~r of 25.8 and decreased the peak by a
factor of 43.5.

In WASH-1400, the diesels were included as part of the aux-feed system model because
they were in the same accident sequence (i.e., the same event tree sequence). The above
results of Case 3 show the beneficial e”fect of staggering tests not only within a subsystem
(staggering between diesels) but across subsystems within the same accident sequence (pump
test staggered between the diesel tests). The diesel-pump test staggering, involving test
procedure changes, resulted in a greater availability improvement than the diesel override
change case (Case 2), which might invo've design changes. Even if only the peak were

‘chmﬁu I1, Page I1-109, Case d., Loss of Net (Start + 8 hours).
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Figure D-14
Block Diagram for Exampie 4

VALVE
VALVE

Figure 0-15

SYSCOM Subroutine f(~ Example 4

SURRQUTINE SYSCUMIQC yuSsNSYS)

DOUBLE PRECISION QCLi)

GS=lla=01=QCUIN)*IL.="CI{2)) %[ 1.-QC13)))0QC(4)®QCI(S)
RETURN

END



Figure D-16

Data Group Input for Examp e 4
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Figure D-17
Testing Scheme Illustration for the Base Case
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Figure D-18

Testing Scheme !1lustration for Change Case 3
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Figure D-19
Testing Scheme I1lustration for Change Case 5
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SYSTEM UNAVAILABILITY

Figure D-20
Example 4. Aux-Feed System Analysis

Case 1. Base Case -5
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1073

Figure D-23
Example 4. Aux-Feed System Analysis

Case 4. Diesel Overrides and 30 Day Pump Stagaeﬂng
(average system unavailability = 2.40x10" ")
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Figure D-25
Time Points for Example 4
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decreased and the average unavailability did not change, the diesel-pump staggering would be
considered a test improvement because the system is never reduced to a single failure system
with the diesel-pump test staggering.

For Case 4, Figure D-23 shows the effect of including test overrides on the diesels,
using the diesel-pump staggering as in the second change casg. The additigeal improvement is
slight; the average unavailability decreases from 2.4§ x 10 = to 2.40 x 10 = and the peak
unavailability is not changed, remaining at 6.9 x 10 ~ (the peak instantaneous unavailability
arises from the pump test and not the diesel tests). This analysis shows that diesel test
overrides have small effect when the pump test is staggered with the ciesel tests.

The last change case, Case 5, uses the diesel-pump staggering concept but increases
the pump test interval to 60 days. This modified testing scheme is illustrated in Figure
D-19. As compared to the 30 day pump test interval (the second change_gase). when Fo_gays
are used, the average unavailabiiity increaggs slightly from 2.46 x 10 ~ to 2.77 x 10 ~ and
the peak unavailability remains at 6.9 x 10 ~ (Figure D-24). There are now 6 peaks instead
of 12 because of the less fregquent testing. These results show that staggering of the diesel
and pump tests allow less testing to be performed on the pumps with 1ittla increase in the
average unavailability. Moreover, the reductich in the number of peaks is a beneficial
effect.

The above analyses, though only performed on a simple block diagram model, show the
significant effects that different testing procedures can have. The analyses show that the
times at which different components are tested can have a large impact on the peak and average
system unavailability which are attained. By improving the testing schemes, the system
unavailability can be significantly decreased, or less testing may need to be done.
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