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ABSTRACT

This review article focuses on the dynamic analysis of liquid-metal-cooled
fast breeder reactor systems in the context of protected transionts. Following
a brief discussion on various design and simulation approaches, a critical re-
view of various models for in-reactor components, intermediate heat exchangers,
heat transport systems and the steam generating system is presented. A brief
discussion on choice of fuels as well as core and blanket system designs is
also included. Numerical considerations for obtaining system-wide steady state
and transient solutions are discussed, and examples of various system tran-
sients are presented. Another area of major interest is verification of pheno-
menoiogical models. Various steps involved in the code and model verification
are briefly outlined. The review concludes by posing some further areas of in-

terest in fast reactor dynamics and safety.
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1. INTRODUCTION

The first nuclear reactor ever to generate electrical energy was a liquid
metal fast breeder reactor (LMFBR) - the Fxperimental Breeder Reacior-I
(EBR-1) - when it 1it a bulb on December 20, 1751. Since then, |.4FBR develop-
ment programs in several countries have reached a stage where prototype and
even commercial «ize power plants have been either built or are being built.

A further indication of the maturity of technology is indicated by a number of
international conferences [1-5] that have been held in this decade. The role
of fast power reactors in power production was discussed by Kazachkovsky and
Lytkin [6] and also in a Commemorative Issue of t..e Atomic Energy Review [7].
The design and safety aspects in large fast power reactors were reviewed by
Okrent [8] and Wilson [9]. Design of heat exchangers was reviewed by Muller
and Schnauder [10]. In this paper, we discuss dynamic :imulation of the
entire LMFBR system.

The history of liquid-metal cooled fast breeder reactors goes back to the
construction (in 1946) of an experimental-size fast reactor, Clementine,
cooled by liquid mercury. This facility was constructed and operated soon
after the Second World War, to demonstrate the feasibility of operating with
plutonium fuel and fast neutrons. The next major milestone was the EBR-I
(1951). Highly enriched uranium (U235) fuel was surrounded by a blanket of U?’®
and cooled by sodium-potassium alloy (NaK). The EBR-I reactor was the first
one to demonstrate the feasibiiity of breeding and establish the engineering
feasibility of liquid-metal coolants. Subsequently, a number of LMFBR pro-
Jects have been undertaken throughout the world as summarized in Table 1.1.

In this table, the type of facility is identified as "Experimental,"



“Demonstration,” or "Commercial.’ Although there is a clear distinction
between projects that are clearly experimental in nature and other projects,
the latter two classifications are sc. »what arbitrary. We have classified
plants that are intended for 500 MWe, or larger, as commercial.

There are a number of design differences between various LMFBR projects.
But, from the system design viewpoint, there are two major variations in use:
a leop-type or spread-out design, and a pooi-type or integrated design. Sche-
matic layouts o1 the heat transfer system for both Toop and pool concepts are
shown in Figures 1.1 and 1.2, respectively. In loop concepts, the reactor
vessel contains fuel, blanket, control and shielding assembliec. Heat gener-
ated in the core is removed through a heat transport system. This system,
consisting of pipings, intermediate heat exchanger (IHX), pump and valves, re-
sides outside the reactor vessel but inside the contaimment building. The in=
termediate heat transport loop transfers reactor heat to the steam generating
system, which, in turn, provides steam for generation of electrical power. In
pool concepts, on the other hand, the entire radicactive primary cooling sys-
tem, including the reactor is located in a single large tank. The tank is
essentially filled with sodium. Penetrations to this tank are provided for
intermediate sodium pipes.

In general, loop-type designs employ tnin and long reactor vessels. For
example, the height and diameter of the reactor vessel for the Clinch River
Breeder Reactor Plant (a loop-type LMFBR) are approximately 14.5 m and 6.1 m,
respectively. The pool-type reactors, on the other hand, have chubby and
short vessel tanks to accomodate pumps and [HXs. The height and diameter of
the primary vessel for PHENIX (a pool-type plant) are approximately 12.0 m and

11.8 m, respectively. In larger and more contemporary designs, however,



reactor vessels for loop desiyns are getting less thin and less tall, and, for
prol designs the vessel tank is beginning to resemble reactor vessels for loop
designs. Perhaps this trend is reflective of evolution of both designs. It
is interesting tc note, at this time, that the countries that have had the
most design and operating experience with loop concepts ‘are now leaning toward
pool designs and vice versa (although there seems to be a slight preference
toward pool designs). The choice between the two design concepts has to be
made by detailed evaluation of advantages and/or disadvantages. It appears to
authors taat this choice is a matter of individual preferenc:, as either con-
cept can be designed and developed to meet the requirements that may be re-
quired of them.

The dynamic simulation of the entire LMFBR system is required in design
evolution, in establishing operating specitications, as well as in safety
analysis of the plant. The degree of interdependence of a component on other
components can be assessed only after developing a tool (analytical, empirical
or semi-empirical) which encompasses all essential components. The degree of
modeling sophistication for the components, however, is dependent upon tie na-
ture of problems under investigation. As an example, for safety-related tran-
sients (such as natural circulation as a mode of decay heat removal, or the
consequence of a major rupture in sodium carrying pipe) the heat producing
portions need to be modeled in sufficient details. The balance-of-plant need
rot be represented in great detail. On the other hand, for operational tran-
sients such as turbine trip the reactor core could very well be represented in
less detail. More sophistication in modelirg of the balance-of-plant, however,

may be required.
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The dynamic simulation of the entire system is also required for licensing
needs. The impact of a routine, day-to-day operational transients, as well as
“unlikely" and “extremely unlikely" events need to be assessed individually to
ascertain that the pressures and temperatures anywhere in the entire system
remain within pre-determined conditions. A cumulative impact must also be
determined in that while single events may not pose serious threat to plant
safety, their accumulated consequence must also be within the safety limits.
For example, important structural components, such as reactor vessel, has to
be evaluated for a cumulative damage from all transients over a pericd of its
design life.

Tha whole spectrum of conceivable accident chains for LMFBRs can conven-
iently be divided into two broad categories: local fault events and whole
core accidents (WCA). In the former case one considers the consequences of
faults within a single fuel or blanket assembly, such as a partial blockage.
The single assembly events usually are associated with only minor power
changes. In whole core accidents, one considers events that influence the
whole core, for example, loss of electrical power supply. This category of
events often involve power changes. Major emphasis in WCA events is focused
on hypothatical core disruptive accidents (CDA) where the plant protection
system is assumed inoperative, after an undercooling or overpower initiating
event. As a result, core overheats and may undergo a prompt critical excur-
sion. For these types of CDA events, the whole plant simulation is not ne-
cessary since disa‘sembly would occur faster than the time required for sodium
to complete cne p 55 through the heat transport circuit. On the other hand,
there are other W'A initiators for which the whole plant simulation is re-

quired. Some exampies of these initiators are: after-heat removal under



natural circ_.lation, turbine trip, a pump seizure, the control rod withdrawal,
load-changing, etc.

The scope of this paper is to focus on dynamic simulation of the entire
LMFBR system. The emphasis is given to those areas where significant differ-
ences between LMFBRs and other power plants occur. After a brief discussion
on various simulation approaches, critical review of various models for in-
reactor components, heat transport systems, heat exchangers and steam genera-
tive systems will be made. A brief discussion on the choice of fuels as well
as core and blanket system designs is also included. Numerical considerations
in solving conservative equations will also be discussed. Some examples of
various transients will then be presented. Another area of major interest is
verification of phenomenological models. various steps involved in verifica-
tion will be briefly outlined. Finally, further areas of interest will be

discussed.



2. SIMULATION APPROACHES

Pynamic simulation of a system, which consists of many components, in-
volves solution of a set of conservation equations. In general, these conser-
vation equations are partial differential equations in three spatial and one
time coordinates. For single-phase syste., there are three such equations per
cell: continuity, momentum and energy. The number ¢ equations for a two-
phase system (such as water/steam in the steam generator) are twice that for
the single phase system. The complexity of the problem at hand can be envi-
sioned by multipiying the number of equations per cell with the total number
of cells that may te required tc model the system.

There are two aspects of system simulation: modeling and computationail
(see Figure 2.1). A physical process or a component may be simulated in
multi-dimensional space coordinates. Alternately, one or more intagrations
over space coordinates may be performed analytically. In that case, space-
dependenc variables are replaced by space-averaged quantities. In most cases,
at least one or two spatial coordinates can be eliminated. Consequently, sig-
nificant simplification results. In this section, a brief overview of compu-
tational methods is noted.

Regardless of the modeling details, the system may be simulated on an
analog, digital or hybrid computer. Historically, the field of analog and
digital computation gained their popu'atity to electronic developments during
and immediately after World War II. The actual usage of these machines was
guided primarily by users' familiarity and machine's availability. Digital

computers gradually became the cornerstone of all computationial needs.
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There are a number of well-defined advantages and disadvantages of both
analog and digital computers, depending on the specific application. Bekey
and Karplus [11] have discussed these in detail in their book on hybrid
computati. . The major attributes of the two computational techniques are
noted in Table 2.1. Perhaps the key distinction between analoy and digital
computers lies in the accuracy offered by them. In analoy machines, the ac-
curacy is limited by the quality of computer compunents and is rarely better
than 0.01% of full-scale. The accuracy of data in digital computers is con-
trolled by the number of bits in memory registers and numerical technique
employed.

Hybrid computer techniques, as the name implies, represent an effort to
combine in one system some of the characteristics associated with analog sys-
tems with those of digital systems. Thus, in principle, a hybrid computer can
be utilized as purely aralog or purely digital. In actual usage, however, hy-
bridization involves the actual interconnecting of analog and digital portions
within the system. The spectrum of hybrid computing technigues is discussed
by Bekey and Karplus [11].

Hybrid simulation techniques are typically utilized in early (preliminary)
phase of design development of the entire plant. In this stage, emphasis is
placed on determining the overall global response of the system. A very pre-
cise representation for a component or a subcompcnent is differed to digital
computers. In one such application [12] to the Fast F ux Test Facility (FFTF),
a hydrid computer simulation was used to demonstrate the adequacy of the con-
trol system, design and to determine typical plant operations for a variety of
distrubances. In this study, the reactor core was represented as a deviation

model. The heat transfer partial differential equations were discretized in
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spatial coordinates. The propagation of disturbances through pipings was re-
presented by usina a time-delay model. Brukx [13] has also applied the hydrid
technique to simulate the SNR-300 reactor dynamics.

Hybrid techniques are particularly suited for determining sensitive param-
eters in a system that can be represented by, relatively speaking, smaller num-
bers of equations. As the number of equations increases, it becomes increas-
ingly more difficult to work with hybrid computers. In that case, digital
simulation is used where many equations can be programmed within a "do" loop.

Analog computers are particularly useful in solving initial valua problems
in one independent variable. Partial differential equations invoiving two or
more independent variables can be solved by permitting no more than one vari-
able to vary in continuous form; the remaining /ariables will then have to be
discretized by the application of finite difference approximations. QJut of
the range of basic analog approaches, the most widely used approach to the
analog simulation of transient field problems involves the approximation u.
all derivatives with respect to space variables by finite-difference approxi-
mations. A major difficulty arises in the utilization of this method when it
is necessary to simulation time-varying or nonlinear problems. Under these
conditions, it is necessary to adjust continuously the magnitudes of a multi-
tude of circuit elements in the course of a computer run, or to provide a se-
parate non-linear function generator at each node point. This is always dif-
ficult and ustally economically impossible. Therefore, this analoy approach
is essentially limited to linear, constant-parameter fieids.

Digital computers are capable only of solving algebraic expressions.
Therefore, all independent variables must be disc etized. There are a number

of numerical techniques that are developed for, and particularly suited to,
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digital computers. These will be briefly reviewed in a la.er section. It
should, however, be added that the digital techniques are by far the most

popular ones in use.
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3. IN-REACTOR MODELS

3.1 Core Design

The heart of a nuclear power plant is the reactor core where heat is gen-
erated from nuclear fission of both fissiie and fertile materials. The reac-
tor core itself occupies a rather small space of the entire plant. Yet, a
controiled production of power and its dissipation is of utmost concern to
reactor physicists and engineers alike.

Like water cooled thermal reactors (LWRs; he core of an LMFBR plant con-
sists of fuel control and shielding assemblies. In addition, the fast
breeder core also has blanket assemblies where much of the breeding takes
place. All of these aissemblies are hexagonal in shape. The fuel assemblies
are made up of closely packed fuel rods in a triangular pitch. All LMFBR
projects that are currently in operation, constructio.. or design use ceramic
fuels although the very early test reactors, such as Clementine at the Los
Alamos Scientific Laboratory, EBR-I and EBR-II at the Argonne National
Laboratory and BR-1 in the USSR, have used metal fuel [14]. It should be
noted that Clementine was the first fast reactor and the first to use Pu?3? as
fuel. It demonstrated the feasibility of plutonium as a fast reactor fuel.

Som: of the key design parameters for more contemporary plants are noted
in Table 3.1. The CRBRP (Clinch River Breeder Reactor Plant) data [15] are re-
ferred as typical of prototype or demonstration plants. For commercial size
reactor, data for the SUPERPHENIX [16] are noted where available. The fuel
used in either of these two plants is (U-Pu)0, with depleted UO, as blanket
material. The core configuration is of homogeneous or 'conventional' type,
fueled with two-zone enrichments with inner zone having slightly less enriched

~ {
Y
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(U-Pu)0, than the outer zone. Figures 3.1 and 3.2 show the nominal config-
uration of these reactor ccres.

Fuel, blanket and control assemblies are hexagonal in cross section and
are typically four to five meters in length. Figure 3.3 is a schematic sketch
of the CRBRP fuel assembly. Major sections of these assemblies include (a)
discrimination post which fits in the lower core support structure, (b) inlet
nozzle through which sodium flows inside the assembly, (c) lower shielding and
orifice blocks through which designed coolant flow is controlled, (d) the low=-
er axial blanket region, (e) the active core region where most of the power is
generated, (f) the upper axial blanket, and (g) the fission gas plenum. The
radial blanket and control assemblies have similar design. The number of rods
per assembly, diameters and lengths of various regions do, however, tiffer
from those of fuel assemblies and from each other. All . tnese asseublies
are separated from each other through thicker load pads. A small, essentially
stagnant sodium gap inbetween assemblies exist. Figure 3.4 is a sketch of tne
SUPERPHENIX fuel assembly.

Typically, fuel rods are from 3.0 m to 4.0 m long, of which roughly cne
meter is filled with enriched fuel pellets to form the active core. Figure
3.5 is a schematic representation of fuel rods for CRBRP and SUPERPHENI).. In
non-vented LMFBR fuel designs, such as these reactors, a gas plenum i< provid-
ed for in each of these rods. The fission gases that are released during fuel
burnup are collected in this space. The gas pressure can reach as high as 70
to 80 atmospheres towards the end-of-life-fuel rods. The fission gas plenum
is located either above the upper axial blarket, as in CRBRP, or below the
lower axial blanket, as in Great Britain's Prototype Fast Reactor (PFR), or at

both ends, as in SUPERPHENIX. An advantage of locating the gas plenum abgve
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the upper bianket is that the fission gases, when accidentally released by
cladding rupture, can escape without inducing significant reactivit; effect on
the core. In this case, the possibility of accidental cladding ruptury, how-
ever, is higher because of the higher temperature seen by the cladding. In
the c:se of a bottom location of the gas plenum, on the other hand, the acci-
dental release of fission gas will have to sweep through the active position
of the core. In the procass, induced voiding will result in a pesitive sodium
void reactivity effect. The likelihood of an accidental rupture is remote
since the plenum is at the core inlet temperature.

An interesting variation in the design of fuel assembly is in use in the
PHENIX reactor. In here, the fuel assembly consists of two separated rods:
lower region of 217-pin bundle and the upper region of 6l-pin bundle. The
lTower region inciudes the fission gas plenum, lower axial blanket, active
core, and a small pienum to house spring retainer. The upper region is made
of depleted U0, and it acts like a reflector. This two-region desiyn of rod
bundle apparently was used for ease in fabrication. From the modeling point
of view, one must account for hydraulic diameter to vary with axial height.

Radial blanket assemblies are generally made of thicker rods. These are
filled with depleted U0, or ThO, pellets. The rod bundle is made of 61 rods
in the case of CRBRP and 91 rods for SUPERPHENIX. A fission gas plenum is
also provided for. Control assemblies are ma.:2 of rod bundles and filled with
*.utron absorber such as boron carbide. A gas plenum is provided for accumu=
Tation of the helium gas that is produced from (n,a) reaction with 3%,

Fuel, radial blanket, and control assemblies are thus made of rod pundles
arranged in a hexagonal geome:ry. Individual rods are separated either via

spacer wire, as in the casz of CRBRP or SUPERPHENIX, or via a grid structure.
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The radiai shielding assemblies are either similar in design to fuel! assem-
blies (i.e., a group of stainless steel rods in a triangular pitch) or these
can be solid hexagonal steel blocks with holes drilled through them to provide
far cooling.

The coolant flow through these assemblies are orificed to give a flatter
temperature distribution across the reactor core. This is done by zoning ori-
fice patterns at the bottom of these assemblies. In CRBRP, for example, the
lower shield/orifice blocks have five zones of orificing for fuel assemblies
and four zones of orificing for the blanket assemblies.

In addition to the core design used in the above mentiuned reactors,
there exist a variety of other design schemes that can be employed. Various
parameters that can be varied are (1) actual arrangement of fuel and blanket
assemblies, i.e., homogeneous or heterogeneous; (2) form of uel such as
oxide, carbide or nitride and (3) the fuel cycle i.e., U=-Pu or Th-U.

The homogeneous design is characterized by having a cylindrical core sur-
rounded by radial blanket assemblies and the upper and lower axial blankets.
Examples of this design are the CRBRP ana the SUPERPHENIX (see Figure 3.1 and
3.2). The heterogeneous design, also referred to as parfait design, employs
alternating rows of fuel and internal blanket assemblies. The resulting cy-
lindrical core is then surrounded by radial and axial blankets. A typical de-
sign [17] for a 1200 MWe plant is shown in Figure 3.6. The actual numb.r of
rows of either the fuel or blanket assemblies can also be varied as it was
done in some other studies [18, 19]. Neutronically, the inter-dispersion of
fuel and blanket assemblies enhances neutron leakage from the fuel zones into
the internal blanket zones. This results in a low sodium void reactivity

which is a safety consideration. On the other hand, higher fissile enrichments
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are needed for the heterogeneous core than the homogeneous core. The higher
enrichments lead to a reduced Doppler coefficient and an increased fuel com-
paction reactivity [20]. From hydraulics point of view, the average core
outlet temperature, for the same mixed-me n average outlet temperature at the
beginning-of-1ire core will have to be higher in a heterogeneous desiygn than
the homogeneous design. The choice between homogeneous and heterogeneous
designs, therefore, should be made by weighing these opposing conseguences.

The fast reactor fuel in power plants can be in either oxide, carbide or
nitride forms. Table 3.2 shows a comparison of some of the major material
properties of these fuals. The actual choice between them is made on the
besis of nuclear and economic performance characteristics and operating fuels
experience. As mentioned earlier, the most popular form of fuel has been
(U-Pu)Oz. Interest in carbide and nitride fuels stem from their improved
breeding ratio. In a comparative study [21] of these fuels (see Table 3.3),
it was found that significant economic and doubling time advantages exist for
carbide fuel over both oxide and nitride fuels. For example, the breeding
gain (breeding ratio-l) of the carbide is more than twice that of the oxide.
This is due to increased heavy metal atom density as well as difference in
neutron cross sections between the carbon and oxygen dilutents.

From the designer's point of view, there is a lack of sufficient irradi-
ation experience with the carbide and nitride fuels. Safety implications of
utilizing these fuels in other accident scenarios which may lead to a core dis-
ruptive accident will also have to be assessed. Finally, because of the
higher thermal conductivity of these fuels than that for oxide, fuel-cladding
gap will have to be filled with sodium or NaK alloy. This, perhaps, poses
some fabrication concern. Nevertheless, the economic incentives offered by

carbide fuel may just mandate detailed characterization of these fuels.
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A number of thorium-based fuel cycles have also been studied. These in=
clude (1) (U-Pu)o2 as core and ThO2 as blanket materials, as it is being used
in India's experimental Fast Breeder Test Reactor (FBTR), (2) (U233-Th) oxide
or carbide, (3) (Pu=Th)0, and (4) Th-U-Pu or Th-U®?? metal alloy. Interest in
the thorium-based fuel cycle stems from a factor of three times more abundance
of thorium than uranium. In addition, certain combinations of the thorium
fuel offer a negutive sodium void coefficient [22,23] which is a definite plus
from safety considerations. Table 3.4 shows a comparison [17] of essential
nuclear characteristics for (Pu-U) and (U??%-Th) oxide fuels for both homogen-

eous and heterogeneous designs.

3.2 Core Physic:,
3.2.1 Spatia’ Power Distribution

A precise calculation of the heat generation rate throughout the reactor
core is required at all times of reactor operation. The heat generation rate
per unit volume due to nuclear fission, Pf(;,t), at a point in space de-

noted by coordinate rand time t is given by

> f:f(?'E't) '9(;.Est) dE
pf(r’t) N PQ . dE ’ (3.1)

Po is the recoverable heat generation per fission, where Ef(F,E,t) is the
macroscopic fission cross section, @(F,E,t) is the neutron flux and £ denotes
neutron energy. An explicit dependence on the spa - and time coordinates in
the macroscopic cross section is included since the num.. - density of the fis-

sionable material depends upon the burnup and the enrichment.
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Another contribution to the heat generation rate results from the decay
of fission products by emission of radiouctive rays (8- and vy-rays). The

total heat generation per unit volume then is given as:
P(F,t) = Pe(F,t) + Pa(r,t) (3.2)

wheri'Pd(F,t) is the decay heat generation rate per unit volume. The

reactor power at any time, P(t), can be obtained by integrating P(:,t) as
P(t) -fp(?,c) dr (3.3)

In this section, only time-independent or static power distribution is con-
sidered. The following section will deal with the dynamics.

The static distribution of the neutron flux i35 obtained rigorously by
solving the space and energy dependent neutron transport equation. The numeri-
cal solution can be obtained either in diffusion theory approximation, the dis-
crete ordinates approximation or the Monte Carlo method. Of these three, the
last method is computationally the most expensive. In actual reactor computa-
tions, the neutron flux is obtained by using computer codes that are based
either on the diffusion or the discrete ordinate approximations. Excellent re-
views of the state-of-the-art for these methods have been made by Adams [24]
and Lewis [25], respectively.

Power distribution calculations are performed first by selecting a point-
wise cross section data such as the Evaluated Nuclear Data File (ENDF), then
multigroup (usually less than thirty) and composition dependent cross section

files are prepared by employing appropriate spectrum collapse techniques.

T
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Finaliy, diffusion calculations are performed to determine the radial an<
power distribution for a variety of reactor configurations. As an examp.e,
the power fraction values for the first and equilibrium cycle cores of CRBRP
[15] are noted in Figure 3.7. All of the values are normalized to a total
puwer generation equal to Junity. The remainder of power fraction iz produced
in control and shielding assemblies and plena etc. Note that at the end of
equilib=ium cycle, power generation in blanket assemblies is about three times
that for the beginning of cycle.

The radial power distribucion across the reactor core can also be ob-
tained for each fuel or blanket assembly. Because there exist a profile or
distribution of power within an assembly, power distribution is often quoted
as the normalized values 'f the power in an average and the peak rods of an
assembly. Figu-e 3.8 shows [15] assembly radial power factor and peak rod
radial power factor, with respect to the average rod in the whole core or
bianket, at the beginning of the equilibrium cycle in CRBRP. As an example,
the averaye pin power in a fuel assemb.y in rov 2 is 1.335 times the average
power per pin in the whole core.

The axial power distribution in the driver and blanket regions differ
more than its variation from one assembly tu another within the same region.
Figure 3.9 shows a typical axial power shape in the CRBRP core region. The
power shapes in the lower and upper axial blanket regicons are suown in Figure 3.10.
The axial power shape for a radial blanket assembly is shown in Figure 3.11
for a particular lTocation and the beginning of the first cycle. All of these

power shapes are normalized to unity in the region.

(o
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- 3.2.2 Temporal Power Distribution

While the spatial power distribution in a reactor core is of interest in
the steady-state operation of the plant, the temporal power distribution is of
utmost importance in day-to-day plant operation, reactor stability studies,
and safety. [t is seen from Equation (3.2) that the time-dependence of both
fission heating (prompt and delayed fissions) and decay heating is required.

A rigorous solution of the space, energy and time dependent neutron transport
equation is not practical [26]. In fact, the solution of the neutron balance
equation even in a multi energy-group diffusion theory is by no means a tri-
vial problem, as attested by a number of articles [27-29] and books [30,31]
that hava appeared in the past ten years. In the following, a short overview
of these methods is given, prior to going into details of a much simpl fied,
conventional approach.

Any reactor when subjected to a spatially non-uniform perturbation,
which is always the case, will experience both spatially and spectrally (ener-
gy dependent) non-uniform change in time-dependent neutron density. This
change in the neutron density, in multi energy-group diffusion theory approxi-
mation, can be calculated by employing either direct or indirect methods. In
direct method, the governing equations are expressed in finite difference form
in both space 4nd time coordinates. Computer programs to solve these equa-
tions now exist [27] for one-, two- or three-spatial dimension geometries.
Although the finite difference methods require large memory space and comn=
puting time, their outstanding virtue, with respect to indirect methods (see
below), is the existence of rigorous error bounds.

The indirect methods can be further classified as 'modal' and 'nodal’

methods. The modal methods are further subdivided into 'quasi-static,’

R

-
-
.
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'time-synthesis' and 'space-time synthesis' categories. These methods are
discussed in detail by Stacey [32]. Instead of going into the details for the
last two methods, it is pointed out that the space-time synthesis techniques
are generally pre’ -able to time synthesis techniques for multidimensional
problems. Although the synthesis techniques are in extensive usage for ther-
mal reactors at the naval reactor laboratories [28], these are not popular
with LMFBRs due to the lack of an error bound. The quasi-static method, on
the other hand, is mu.) in use for LMFBRs.

The quasi-static method was first proposed by Ott [33] and improved by
Ott and Meneley [34]. In this method, the space, energy and time dependent

neutron density is expressed as a product of two quantities:
Pf(?iE)t) - ""(F»E:t) . r\t) » (3'4)

where »(7,E,t, is calied the shape function and '(t) is the amplitude func-
tion. The quasi-static and improved quasi-static approximations then deal with
the degree of time dependence used in the shape function. Computer codes,
Qx-1 for one dimensional geometry [35], FX-2 [36] and KINTIC-1 [37] for two-
dimensional geometry, based on the improved guasi-static approximation are
available. Convergence of the gquasi-static solution to the solution obtained
by direct numerical integration for both fast [38] and thermal [:9] reactor
problems has been demonstrated.

There is yet another approximation, ¥nown as the adiabatic approximation,
that has been used for severe excursions in LMFBRs. This method formed the
basis of the AX-1 code [40] that has existed for almost twenty years. All of

thes sophisticated techniques are use 'n hydrodynamic disassembly calcula-
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tions where the importance of small reactivity errors in the range near and be-
yond prompt critical is much greater. For a class of transients, such as the
entire system simulation, where the reactivity additions are re’atively small

a much simplified reactor kinetics formulation is utilized.

When the time dependence of the shape function in Eguation (3.4) is com-
pletely ignored, i.e., the power generation is assumed to be separable 1in
space and time variables, a multi erergy-group space-dependent formalism is
obte »d. The more common form of kinetics equations is obtained when only one
energy group is considered. This approximation in known as the point kinetics
(or one energy group, spaced averaged) approximation. Recently, Dorning and
Spiga [41] have shown that the point kinetics equations correspond to the
leading term of an asympotic expansion of the solution to the space- and
energy-dependent reactor kinetics equation for larye reactors. The correction
due to the higher-order terms can be explicitly calculated.

The general equations relating tc the time-dependent fission power behav-

ior, under the above mentioned point-kinetics approximation without the source

term, are:
dN (t) =
. b - B )
il N(t) + 2; AgLe 3.5)
and,
dci &;
—-dt = -r N(t) - \1C1 . (3-6)

where N(t) is the neutron density, o(t) is the total reactivity in ak/%, &4

is the fraction of delayed neutron in i-th group (i ranges from 1 to m),
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B=B +B8,+ .., A is the prompt neutron generation, Aj is the decay ccn-
stant for i-th group of precursors and C;j is the concentration of i-th grecip
of precursors. The number of precursor group is usuaily taken as six. A set

< 239
and Pu is noted

of values [42] for %j and 3 for fast fission of Th
in Table 3.5. Also included in this table are the values for CRBRP fueled
with the light-water grade plutonium. For other isotopes these values may be
obtained from Reference 42. It should be noted that for a particular isotopic
composition of a reactor, a single set of these values ae obtained and util-
ized in the kinetics equations.

It is convenient to rewrite Equations (3.5) and (3.6) in a normalized

form by defining the normalized neutron density, n(t), and the concentration

of i-th grovo precursor, cj(t), as

n(t) = et
(3.7)
o Ci(t)
C.I(t-) s m" ’
where,
%
¢;(t) = == N(0) . (3.8)

i

Thus, Equations (3.5) and (3.6) become, respectively,

dn _p-8
dt o n(t) +

o s

2 ieby » (3.9)

and,

dci
% ° A [n(t)

ci(t)] . (3.10)
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The dire. . integrati - .p-se equations requires very small timestep
sizes due to the st 7 value .°¢ n‘~'6x10'7s for large ceramic reactors). To
assure numerical st.h’” ty and accurac, step sizes of approximately 100 to
1000 times A, i.e., C.0006 to 0.000u0 s, will be required. Various methods,
therefore, have been developed.

The most useful method is termed the prompt juno approximation. In this

dn

approximation, A at in Equation (3.9) is neglected. in that case,

a(t) = 3_1? ¥ a8, 08) (3.11)

In other words, any disturbance in the reactivity results in an instantaneous
jump in the neutron density (hence the name prompt jump). This approximation
is found to be in excellent agreement (to within less than 0.1%) with the
exact solution for values of o less than 0.58. The agreement between this
method and the exact solution diminishes as o approaches 2. In fact, when p=g
this method breaksdown. For most transients of interest in LMFBR simulation,
however, this method is a good one since a reactivity addition will be less
than +50¢ (i.e., 0.58) as the reactor will be scrammed or shutdown well before
reactivity approaches this value.

A number of methods for exact solution of Equations (2.9) and (3.10) have
also been developed. A polynomial method developed by Kaganove [43] is quite
good for all values of o. In this method, it is assumed that over an inte-
gration step (at), n(t) and total reactivity o(t) may be represented by second

order polynomia:s. Thus,

n(t) = Ny +nt+ nﬁt2 0<tc<at (3.12)
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and,
o(t) = po+plt+ozt2 O<t<at (3.13)

where ny and oy, respectively, are the values of n and o at the beginning

of this time interval, and Nis Ny Py and o, are constants to be evaluated.
When Equations (3.12) and (3.13) are substituted in Equations (3.9) and (3.10)
and solved for, an analytic equation, which relates n, and n, with o, and o,,
is obtained. The boundary conditions are now imposed at the midpoint and end
of the step (i.e., at t = at/2 and at). Thus, two equations in the unknowns ",

and n, are obtained in termms of »

2 and Pye An additional assumption that the

1
power and reactivity are functions of time only is made, i.e., during the time
interval at, p(t) is assumed to be independent of n(t). The solution, there-
fore, for n(t) is now complete. It should be added that higher order polyno-
mials for n(t) and 5(t) could also be used. In that case, the boundary condi-
tions will have to be applied for as many intermediate points as the order of
the polynomials. Any potential benefit in computing effort is questionable,
particularly when it is remembered that the solution of the thermohydraulics
equations takes most of the total computing time.

Depending upon the transient, the prompt jump approximation, when appli-
cable, has been found to be more than twenty times faster than the Kayanove
method. In any event, the solution of neutron kinetics equations, under point
kinetics approximation, requires a small fraction of the total computational
effort needed to solve the thermohydraulic equations. More on the numerical

methods will be discussed later.
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3.2.3 Decay Heat

When a nuclear fission takes place, a number of fission products are
formed. In acdition to the fission fragments, neutrons, a-, 8-, and vy rays
are emitted. Most of the heat generated is felt instantaneously and is either
absorbed in fuel or some of it escapes and gets absorbed in the coolant and
structural material. There is another source of heat from the fission frag-
ments. The fission fragment nuclei are, in general, unstable (i.e., have an
excess of neutrons) and they undergo several transitions by B-emission before
they reach stability. Each such process is ofte. accompanied by release of
one or more 8- and y-rays. The energy depcsition due to these g- and y-rays
is termed fission product heat. Depending upon the history, i.e., duration of
power proauctions, the level of power and isotopic composition of fuel, it can
be as much as 6 to 8 percent of the total heat production. The actual magni-
tude of the fission-product heat is computed by integrating balance equation
for every radionuclide. Most parent radionuclide attain their equilibrium con-
centration in a few days of operation, hence, contribution from fission pro-
ducts is essentially constant after a few days of reactor operation.

When the reactor is scrammed or shutdown, the concentration of radionu-
clides starts tapering off. The fission-product heat, now termed as decay
heat or 'after heat,' cortinues to be produced even after fission reacticn has
stopped. A nuclear reactor, therefore, needs to be cooled long after the
shutdown.

The energy emitted per second per fission at time t after a fission is

obtained by integrating the energy available from each disintegrating nuclei.
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A quantitative estimate was first given by Way and Wigrer [44]. Accordingly,

the power generation due to beta and gamma rays, Pq(r, t), is:
-0.2 -0.2
Pd(r.t) = 0.0622 Po[t - (t+t) ] (3.14)

where P, is the reactor power before shutdown, T is time, in seconds of power
operation before shutdown and t is time, in secrnds, elapsed since shutdown.
The total disintegration energy per fission turns out to be approximately
2213 Mev.

The above empirical relation is correct to within a factor of two between
10 seconds and 160 days. A nore accurate result, now a days, is obtained by

foilowing the decay of individual nuclides in detail witn modern computers.

The total decay heat is given by summing contributions from each disintegration.

This method is also referred to as the 'summation rule'. The decay heat is

given by

Palrit) = 20 &4 Ay my(s,t) a8

where £i» \i and ni(‘, t) dencte the average decay ene gy, decay constant, and
inventory, respectively, for the i-th nuclide. A number of computer programs,
namely RIBD at the Hanfird Engineering Development Laboratory [45], CINDER at
the Los Alamos Scientific Laboratory [46], and ORIGEN at the Oak Ridge
National Laboratory [47], now are available which can be used to calculate the
decay heat values.

A majer problem in getting precise values for the decay heat is the lack

of data for the short-lived nuclides. Nuclear models are being used to
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substantiate data or provide a reascnable value in cases where direct measure-
ments are not available. This data set is now part of the Evaluated Nuclear
Data File (ENDF/B-1V) available from, and maintained by, the National Nuclear
Data Center at Brookhaven National Laboratory [48].

A typical -.iue [45] of decay heat at goal exposure in FFTF is shown in
Figure 3.12 for time from one second to three years after shutdown. Also
shown in this figure is the decay heat value at zero decay time as approxi-
mately 6.8 percent of the operating power. It should be emphasized that the
results shown here are represantative of a certain fuel isotopic composition
and operating mode. Similar values should be obtained for the plant under
evaluatior.

The uncertainty in decay heat values results from uncertainties in all of
the three contributors of Equation (3.1%), namely decay energy, decay constant
and yield values. The uncertainties due to these factors have been evaluated
by Schmittroth and Schenter [49] for the thermal fission of U235 the fast
fission by U%3® | and the fast fission of Pu?3® for a typical reactor expo-
sure period T of 1075 (116 days) and a burst exposure. They report that the
total uncertainty for a typical reactor exposure is smaller by a factor of
three to four than that for a burst exposure. For the case of reactor expo-
sure, which is what we are interested in here, most (>90%) of the uncertain-
ties in uranium fission result from uncertainty in decay energies for up to
100 seconds after shutdown. Beyond this time, the uncertainties in yield and
decay constants account for roughly half of the total uncertainties. In the
case of plutonium fission, the uncertainty in fission product yields is
significant.

The computed decay heat values have been compared w' . some integral

(calorimetric) measurements (see [49]). Reasonable agreement in cecay heat
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values for U23%% fission were obtained for cooling time of up to 1000 seconds.
Additional measurements of both point data and caiorimetric data will narrow
down the uncertainties that are currently associated with the decay neat
vaiues.

The reactor power calculation scheme is illustrated in Figure 3.13.
Various contributors to the reactivity feedback are discussed in the following

section.

3.2.4 Reactivity Coefficients

In going from a 'cold' (just critical) to 'hot' (power operation) cendi-
tion the temperature of the core rises, which causes change in the atom densi-
ties as well as microscopic reaction cross sections for various elements in
tha core. The atom Jensities also change during plant operation due to
Hurnup. The effect of these changes in criticality is expressed as reactivity
coefficients. Starting from the conventional definition of reactivity

k-1
p = —r— (3.16)
where k is the effective multiplication factor, the change in reactivity can

be expressed as

(3.17)

a
©
"
= |a
S B

Since k differs from one by smail fractions only, the above equation can be re-

written as

& ’:9{- (3.18)
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The form of this equation suggests the unit of reactivity as 4k/k, which
is often used. Another unit of reactivity is in 'dollars' and 'cents.' One
dollar of reactivity is defined to be equal to a change in 2k/k by 8, the
total delayed neutron fraction. The temperature coefficient of reactivity,
do/dt, is then equal to (1/k) dk/dT but it is clso approximated as dk/dT since
k is so close to unity.

A change in reactivity can either be relatively prompi-acting or be lony-
term. The prompt component is associated with the change in temperature of
the system. There are five temperature coefficients of reactivity of major
importance in LMFBRs: (1) the Doppler coefficient, (2) the sodiumn temperature
coefficient, (3) the fuel expansion temperature coefficient, (4) the fuel-
element bowing coefficient, and (5) the power coefficient. The long-term
reactivity effects are due to (1) the fuel burnup and blanket builcup, (2) the
buildup of fission products, and (3) furei growth under ir-adiation. These ef-
fects have been discussed by McCarthy and Okrent [50] and by Hummel ana Okrent

[51]. A brief review is given here.

Doppler Effect

In large, tast breeder reactors, the Doppler reactivity effect results
from broadening of fission and capture resonances in fissile (Pu?3?, U2%3) and
fertile (U2, Th?3?) materiais. This broadening of cross sections causes a
difference in fissicn-source neutrons produced per neutron absorbed. Depend-
ing upon the fuel composition, i.e., fissile-to-fertile ratio, the Doppler
reactivity effect can be either positive or negative. In hignly enriched
core, the effect of temperature rise in fuel could Tead to a positive value

for the Doppler effect. In fact, in EBR-I reactor with the Mark [ and
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Mark II fuel loadings, the positive power coefficient of reactivity was initi-
ally thought to arise from a positive Doppler effect. Later experiments de-
monstrated that the positive coefficient arose due to bowing of the fuel rods.
Further calculations and experiment indicated that the Doppler efrect was al-
most n2gligible. In large, fast ceramic-fueled reactors nhe Doppler effect is
negative due to the relatively large ratio of fertile-to-fissile atoms, and
sufficient neutron flux at low energies.

Th> Doppler reactivity effect plays an ‘mnportant role in plant operation
and safety analysis. Since the associated reactivity cuc’ficient is negative
and it is felt almost inttantaneously, it offers an inherent mechanism to
overcome positive reactivity from other sources. For this reason, there has
been a significant amount of work ‘One in developing caiculational methods and
also to measure this in critical experiments. The calculational technigues
are based either on perturbation theory or direct eigenvalue calculation [51,52].
Theoretical studies have shown that the Doppler coefficient of reactivity can

be approximated as

dT DOP k dT
N -1
Ingp T (3.19)

Because of the ! dependence, the Ucppler coefficient of reactivity is often
quoted as T %% + The change in reactivity due to change in fuel temperature

from T1 to T, is obtained by integrating this equation. One gets,

(Ao)DOP = apgp N (Tlex) (3.20)
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Some representative values [21] for the Doppler coefficient of reactivity
are shown in Table 3.6 for various (U-Pu) fuels for a 500 MWe plant. The var-
iation in the Doppler cnefficient between oxide, carbide or nitride fuels is
largely due to the variation in the fertile-to-fissile atom ratios. The ef-
fects associated with slight change in the neutrons spectrum (because of vari-
ation in moderating power) and fuel pin design are small. The magnitude of
the Doppler effect for a uniform rise in fuel temperature from 1100 K to 1500
K results in the reactivity decrease of approximately 63¢ (for 8 = 0.0035).

The Doppler coefficient of reactivity for (Th-U233) fuel cycles is consid-
erably higher than that for the (U-Pu) fue's. In one such comparison, Lu, et
al., [17] have reported a considerably larger value for (Th-u233)02 fuel than
that for (U-Pu)0,, 55 fuel (see Table 3.4). Since a large but negative reac-
tivity feedback value is desirable from the operating and safety considera-
tions this is just another factor in favor of employing (Th-U) fuel cycle.

The uncertainties in evaluating the Doppler effect arise due to (1) uncer-
tainties in the point-wise reaction cross section data and (2) the calcula-
tional techniques. Recently, an international comparison of various physics
data was made [53] for a large 1200-MWe LMFBR design. For this particular
benchmark problem, the Doppler effect, (k. k )/ k

2200 11007/ “1100°
temperature from 1100 K to 2200 K was found to be -0.00743 * 0.00096. Most of

in raising fuel

the uncertainty is associated with the neutron cross section data set.

The Doppler effect depends .onsiderably on the neutron spectrum. I[f the
coolant were to be voided, the neutron spectrum will shift towards higher neu-
tron energy, thereby reducing the Doppler effect. For the above mentioned

K )/k of -0.00439 *0.00085.

benchmark problem, this results in (k2200° 110077 % 1100
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The Doppler coefficient of reactivity for a voided core, however, is not of
much interest in LMFBR system simulation since the core is eitier submerged
with liquid sodium for all transients of interest, or the reactor is in shut-
down condition. The computed values [15] of the Doppler coefficient of reac-
tivity for the CRBRP reactor are shown in Table 3.7 for the beginning-of-
equilibrium-cycie (BOEC) and the end-of-equilibrium-cycle (EOEC) conditions.
These values are noted for different regions of the reactor core for both
sodium ‘in' and 'out' conditions.

A number of experiments for the Doppler effect have been performed (see,
for example, [51,52]). It appears that the calculated values are in reason-
able agreement with the measured ones. Hummel and Okrent [51] conclude that
overall Doppler effects can be calculated with a precision adequate for most

design purposes.

Sodium Temperature Coefficient

The reactivity effect associated with the change in sodium temperature is
the composite of changes due to neutron capture, leakage, and spectral shift.
The effect of neutron capture is positive but is usually small. Hence, it may
be neglected. An increase in the sodium temperature gives rise to increase in
neutron leakage, i.e., the leakage term is negative. The magnitude of this ef-
fect decreases as reactor size is increased. The spectral shift component is
positive due to spectrum hardening. Both the leakage and the spectral shift
compnnents, depending upon the actual design, can be comparable, and yet of op-
posite signs, to each other. A small error in either of these two contribu-

tions can cause the total reactivity to vary over a wide range of values.

Great care, therefore, must be exercised in calculating these contributions.
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For norma! start-up and operational transients, where the entire system
simulation is required, the rise in sodium temperature, hence, change in so-
dium density 1s small. The associated reactivity effect is small compared
with the accompanying Doppler reactivity effect. In other accident situa-
t.ons, such as a pipe rupture followed by reactor scram, there can be at least
partial voiding of the core. Although the accompanying reactivity effect can
be substantial, it is still not important due to the large negative reactivity
worth of control rods. The calculated values of the sodium temperature coef-
ficient of reactivity for CRBRP are noted in Table 3.8 for different reactor
regions.

An order of magnitude estimate for the relative importance of the reac-
tivity insertions due to the Doppler and the sodium temperature effects was
made for the CRBRP. For the case of a programmed reactivity insertion of 2¢/s
over the nominal operating conditions of CRBRP with reactor scram from the se-
condary shutdown system, the core-wide-average fuel temperature rises from
~1350 K to 1500 K. The resulting Doppler contribution to reactivity is ap-
proximately -5.3 x 107" ak/k (".e., about -15¢). Even for the core-wide aver-
age increase in the sodium temperature of about 25 K, the reactivity effect is
estimated to pe 0.4 x 107" sk/k (i.e., about 1¢). In other words, the Doppler
effect dominates the effect of increase in sodium temperature by an order of
magnitude.

The reactivity effect associated with sodium void is not of much interest
in the overall syste: simulation. Nevertheless, this effect for certain
(U-Pu) oxide core can be positive and Targe enough to override the negative
Doppler effect. An accurate estimation of the sodium void worth is essential

for transients such as the hypothetical core disassembly accidents. There,
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however, are a number of possible design options which can give low or nega-
tive sodium void effects. One such option is to enhance the leakage term by
reducing the height-to-diameter ratio of the core. Other options include
heterogeneocus cores, or thorium-based internal blanket materials. Hummel and

Okrent [51] discuss various methods of evaluating the sodium void effect.

Fuel Expansion Temperature Coefficient

The temperature changes in the reactor core contributes to the reactivity
feedback by the thermal expansion of fuel and blanket, in addition to the Dop-
pler and sodium density effects. The temperature increase causes the fuel and
blanket rods to expand radially and axially. The radial expansion results in
compression and then ejection of sodium from the core and blanket. The effect
of axial expansion is to elongate the effective fuel column length. A gquanti-
tative estimation of these effects on reactivity is neither simple nor exact.
In general, the reactivity contribution from a single source under study is ob-
tained by ignoring all other contributors.

The reactivity effects due to the thermal expansion usually decreases
with the increase in reactor core size. Table 3.9 shows the isothermal temper-
ature coefficients of reactivity [50] for EBR-II and FERMI reactors. I[f the
temperature of the entire reactor were changed by 1 K, the resulting reactiv-
ity change due to the effect of each component would be by the number given in
this table. It is observed that the axial fue' expansion causes a significant
change in reactivity. The radial fuel expansion effect is almost one-fourth
of that due to axial expansion.

The effect associated with the axial expansion of fuel is, relatively

speaking, larger for metal fueled core than that for the ceramic fuels. This

049



-

is primarily due to the fact that the fuel pellets move freely within the clad
tubes only for fresh fuel. With some irradiation, the nellets tend to stick

to the clad as observed in the RAPSODIE reactor [54].

Bowing Effect

In addition to reactivity changes associated with the expansion of core
assemblies, additional reactivity contributions occur as a result of bowing of
core assemblies during reactor startup and shutdown. Bowing of assemblies can
occur if there exists a temperature gradient in the radial direction. The re-
activity effect associated with bowing was first observed in the EBR-I reac-
tor. Interestingly enough, the accompanying positive reactivity was at first
associated with the Doppler effect (which can be positive for highly enriched
fuel) but later was confirmed to be due to in-ward thermal bowing of the fuel
assemblies.

If the core structure is held fimmly at the top and bottom of the core
the radial temperature gradient causes a differential expansion between the
inside and outside of the structure. This differential expansion results in
forces tending to bow them toward the center of the reactor. [f clearances
exist, movement of fuel assmeblies will occur. The resulting net fuel move-
ment toward the core center increases the reactivity. Both because of tne
magnitude of the reactivity contribution, due to bowing and resulting load on
the Toad points of fuel assemblies, computer programs have been employed to
calculate the extent of bowing. Figure 3.14 shows one such calculation made
by Cha and MclLenan [55] for a tygical LMFBR core at 400 tull power days with
five support points. It is seen that almost all fuel assemblies bow in

towards the reactor center while blanket assemblies bow away from the reactor
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core. For the case where fuel assemblies are surrsited from just one end, as
for example, in the gas-cooled fast breeder reactor, the differentizi thermal
expansion tends to 'flower out' the assemblies.

The reactivity effects associated wit bowing depends upon the magnitude
and direction of bowing as well as the material worths. The magnitude and
direction of bowing is strongly dependent upon the reactor power-to-flow ratio
and inter-assembly gap size. The material worths dz2pends upon the control rod
position and fuel history. The calculated reacti/ity effect due to bowing is
shown in Figure 3.15 for the CRBRP. Results [56] are shown for the beginning-
of-cycle 1 (BOC 1), and the end-of-cycle 1 (EOC 1). It is seen that maximum
bowing results when interassembly gap is at its nominal value (3 mm). When
the gap size is reduced to 2.5 mm, the reactivity effect of bowing is consid-
erably reduced. For normal operating conditions (i.e., power-to-flow ratio of

one), bowing can lead to a positive reactivity effect of from 4¢ to 54¢.

Power Coefficient

The incremental change in reactivity for an increment increase in power
is called the power coefficient. When the reactor power is at least a few
percent of its rated power, it is no longer at isothermmal conditions. The
isothermal temperature coefficients discussed earlier will, therefore, have to
be appropriately weighted in accordance to the temperature distribution in the
core. From the reactor operator's point of view, this is the most important
reactivity effect that has to be accounted for when plant is started from
standby to full power conditions. Since this reactivity effect has a negative
sign that must be overcome, the magnitude of this value is often termed the

power reactivity defect (PRD).
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The non-isothermal conditions that develop in a reactor from zero, or
essentially zer power to full power depends upon the pl:int design. The power
coefficient for each reactor should be computed and it can vary significantly
from one design to another. Great care should be exercised not only in its
computation but also in its usage. Generally, the power coefficient of reac-
tivity is calculated for the normal operation of the plant. The reactor power
is raised slowly compared to the time required to reach thermal equilibrium.
The reactivity coefficient thus obtained would not be proper during rapid
power transients where such equilibrium may not be established.

For EBR-11, the power coefficient of reactivity is =3.2 x 107° ak/k/Mu
in going from zero power to 22.5 MW and =6.0 x 107~ Ak/k/MW from 22.5 MW to
62.5 MW [14]. The total reactivity change from standby to its fu.l power of
62.5 MW is -0.00312 ak/k. Recently, Shields and Amstrong [57] hcve reported
the PRD values versus EBR-II run number. As noted earlier, the PRL is the
reactivity decrement reguired to raise the reactor from zero power (hot
standby) to a given power level (in this case, 62.5 MW). Their results are
shown in Figure 3.16. With the stainless steel reflector that is now in
EBR-IT, the value of 3 is 0.0068. Anomalies in reactivity parameters have
been the subject of extensive investigation in the past. Although no clear
explanation has yet been given, one possible explanation for part of the
observed long-term increase in PRD could be increased neutron leakage in the
stainless steel reflector region, brought about by bowing of reflector assem-
blies. Note that there is a substantial decrease in PRD due tn rotation of
reflector assemblies in Rows 9 and 10.

For FERMI, the power coefficient of reactivity is =1.61 x 10°° ak/k/MW

and the change in reactivity from zero power to 200 MW is -0.00312 ak/k [14].
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The reactivity effects for CRBRP due to hot, full power operation from an
initial standby condition at 478 K (400F) and 589 K (600 F) are noted in
Table 3.10. Also shown in this table are the individual contributors. These
numbers are for the first cycle of full load. Note that the reactivity con-
tribution due to bowing was estimated to be +50¢. The power coefficient of
reactivity, including the bowing effect, is =9.7 x 107% ak/k/MW at an initial

isothermal temperature of 478 K.

Lonc-Term Reactivity Effects

The reactivity effec’. due to the burnup and buildup of the fissile and
fertile materials nezds to be considered in the long-term operation of tle
plant.. For hezogeneous reactors, this effect is generally negative since (1)
ti e inner core tends to burn fuel up faster than it is bred, and (2) the
buildup of fissile material in blanket regions is in less reactive zone. For
example, in a homogeneous oxide reactor with an internal breeding rat.o of
0.4, the reactivity loss of 0.15 ak/k is reported [50]. The buildup of plu-
tonium in the blanket zone was estimated to add only J.025 2k/k in the same
period.

A variety of fission products are generated during fissioning. Since all
of the fission products have finite capture cross section, their buildup re-
sults in a negative reactivity feedback term. In oxide reactors where the neu-
tron spectrum is considerably softer than that for the -arbide or metal fuels,
the loss in reactivity due Lo buildup of fission products i. greatest. An es-
timate of the combined reactivity effects of fission product., blanket buildup
and core burnup was made by McCarthy and Okrent [50] and is shown in Table 3.11.

For large oxide and carbide fueled reactors, the long-term reactivity
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losses are very large, primarily as a consequence of their lower internal
breeding ratio. This implies that frequent reloading will be required. The
internal breeding ratio can be raised by introducing more fertile material
into the core. This, unfortunately, leads to a more positive sodium void
coefficient.

The reactivity effect of fuel growth under irradiation comes largely from
the axial expansion and it is negative. In the case of sodium-bonded fuel
rods the radial growth of the fuel within the cladding tube has small effect
due to small displacement. This effect can be estimated in a manner analogous
to that used in the reactivity feedback due to the thermal expansion of fuel.

Another important contributor to the long-term reactivity effect is due
to the buildup of Pa??3 in thorium-fed reactors. Protactinium is formed in

the core by the following chain:

232 233—L 233_L.. 233
Th232 (n,y) Th223 o35 Pa233 ooz U

The reactivity of a shutdown core containing Pa?3? may be expressed as:
sk = sk (1 - e (3.21)

where Aky is the potential worth of all U23° formed from Pa?33, 1 *  the de-
cay constant (0.693/27.0 d~!) and t is the time after shutdown. In an example
studied by Goldman [58], a decrease in reactivity of 1.76% ak/k due to U233
burnup inbetween refuelings would be compensated by Pa??3 decay in 22 days
after the shutdown. The upper limit of reactivity insertion, Ako, in this

case was 4.1% Ak/k.
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An additional effect Jue to the delay time in formation of bred U%?? in core
is the increase in net burnup reactivity change during a cycle. If the Pa??’
had zerc decay time, for example, the reactivity cecrease with burnup in the
reference reactor core would be 1.1% 4k/k as compared to an actual decrease of
1.76%. This is due to the fact that only 40% of the Pa®?® formed by radiative
capture of Th*3? actually decays t. %% while in-pile.

A similar situation occurs in Pu®®? breeders. The breeding cycle in this

system 1s:

238 239—L- 239..L. 239
U238 (nyy) U239 o Np237 555 Pu

The half-life of Np®>? is about 1/12 that of Pa’>>, Assuming equal power den-

233 and Pu®?? breeders, the equilibrium concentration of Np23? would

sities in U
be rougnly 1/12 that of Pa??3, Because of the small half-life of neptunium
compared to the fuel in-pile residence time, the actual concentration would be
close to the equilibrium value. This is not the case in the reference U233
breeder, where the average Pa??? concentration is about one-half its equili-
brium value. The average Np23? concentration in a Pu?3? breeder should,
therefore, be about 1,5 that of Pa?33 in the U233 breeder. Assuming that U233
and Pu?®? have the same reactiv.ty worth, Goldman estimates that the total
reactivity associated with Np?3? is about 0.67% ak/k for a reactor of similar
design and operating method. Upon reactor shutdown, the reactivity associated
with the Np?3® would be essentially all released in about 11 days. Of course,

a similar amount of reactivity would be lost in starting up the reactor and

building up this equilibrium, quantitv of neptunium.



- 40 -

Reactivity Feedback

A generalized representztion of the reactivity feedback on reactor power
is shown in Figure 3.17. Any deviation in reactor power causes deviation in
the fuel and blanket temperatures, and the coolant temperature. The reac-
tivity effects associated with the change in fuel temperature are predomin=-
antly the Doppler and, to some extent, due to itc thermal expansion. A
deviation in the sodium temperature gives rise to a reactivity contribution
due ¢o the routine change in sodium density. Furthermore, a change in the
coolant temperature also results in a change in the duct wall (hexagon can)
temperature, thereby resultinc 1n a reictivity contribution due to bowing of
fuel and blanket assemblies. The sum of al these individual contributions

with the applied reactivity, ¢,, is the total reactivity, o(t), i.e.,

o(t) = p,(t) + opglt, (3.22)

where aFB(t) represents the total feedback reactivity. The neutron kinetics
equations, such as the point-kinetics equations (see Equation (3.9)), may now

be sclved to get a new value for the reactor power.

3.2.5 Reactor Control and Stabiiity

A reactor plant contains many systems that require control, but there are
two in particular that are of most concern from the safety viewpoint: the
reactor system and the containment system [59].

The reactor control system maintains the neutron flux and its rate of
change at a level that meets the requirements imposed upon the reactor plant.

To carry out the control two distinct aspects are usually evident, both of
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which are included in the term “reactor control": a regulating or operational
requirement and a safety requirement.

The regulating system maintains the neutron flux against distrubances in
reactivity resulting from poison changes, fuel burnup, temperature and pres-
sure effects, etc. Further, the regulating system maintains the flux at a
value demanded by the power production requirements.

The safety system returns the neutron flux and its rate of change to a
safe state whenever the regulating function is not properly carried out, or
whenever lack of integrity in some part of the reactor system requires a speed
of response beyond the capabilities of the regulating system. The safety sys-
tem must be able to exercise its high speed control properties only in a direc-
tion that forces the system to a safer state.

The containment control system is in some respects a backup to the reac-
tor rafety system. Control must be exercised over all gaseous and liquid ef-
fluents, and over the action of plant personnel, so that radioactivity above
preset levels is not permitted to reach the public domain.

The reactor control system wust bring the reactor and its auxiliaries
safely from a shutdown state to a power-producing state taking into account
maximum allowable stresses in all plant components and the demands imposed by
the external load.

The control system must also prevent excursions in any parameter that
would permit a reactor component to go beyond its rating in the face of any
credible disturbances. Included in such disturbances would be loss of load
due to turbo-generator or transmission line faults or any reactivity to be in-
serted, or an absorber to be withdrawn, at its maximum ra. ‘the maximum rate
in general being determined by some fundamental means, such as the synchronous

speed of control rod drive motors).
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These requirements produce a conflict between regulating and safety sys-
tem design. For example, the maximum rate of withdrawal of reactivity that
can be effected by the regulating system, together with the total amount of
reactivity available for withdrawal, can be used to set minimum reguirements
for the safety system. In general, it is required that the speed of response
of any controller be limited by some fundamental imeans in order to produce
sufficient time for the safety system to detect any controller failure and to
override the fault.

There are also credible faiiures that cannot be forestalled by the con-
trol systems. Loss of integrity of a containment or a coolant system because
of undetected flaws can allow rupture to occur at normal operating levels. In
such cases the control system is required to actuate dousing systems and emer-
gency cooling systems, to close containment vessels after initial surges have
passed, to divert cooling water to delay storage tanks, and to reroute ventil-
ating and cooling air.

In the particular case of fuel cladding failures, the control system must
provide evidence of the failure soon enough to permit removal of the element
or elements before a more serious failure occurs and the removal becomes poten-
tially a diffi ult operation.

In Toss of integrity incidents the main function of the control system is
to prevent the spread of radiocactive contamination. It must also warn of ex-
cessive radiation levels in a manner that provides personnel with the maximum
opportunity to evacuate the affected area.

Finally, in considering control requirements, it is important to be pre-
cise in stating in detail what is expected of the control system under various

fault conditions.
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A reactor is said to be stable if, for any small disturbance, such as a
change in coolant flow or movement of the control rods, and at powers up to
and slightly above its design power level, the reactor response will tend to
hold the power at a constant value that differs from the initial power by only
a small amount [60]. This implies also a definition of an unstable reactor.
In the latter, a slight change in coolant flow or control-rod setting could
cause a power excursion cr an oscillation of increasing amplitude. Either
type of behavior could result in core damage if it were not terminated quickly
by the control system.

Every reactor should be designed to be stable. Two kinds of instability
namely, autocatalytic and oscillating instability, should be considered by the
designer. A mechanism for autocatalytic instabiiity exists if the net temper-
ature coefficient in a reactor is positive. Thus an increase in reaci.r power
leads to an increase in reactivity, which causes further rise in power and
thereby results in a power excursion.

when the power in a reactor is increased siowly, with respect to the time
constant of the system, only the total temperature coefficient is important.
Thus, a reactor with a temperature coefficient that is not negative even
though 1t has positive components will be safe under these conditions. How=
ever, if the power in a reactor is increased rapidly, owing to a sudden in-
crease in reactivity, the fuel will be heated more quickly than will be the
coolant and the structure. Consequently, if the fuel has a positive tempera-
ture coefficient, the reactor could be autocatalytic even if the coolant and
structure temperature coefficients were large and negative. The long time con-
stants of the coolant and structure would prohibit their negative temperature
coefficients from responding quickly enough to counteract the prompt positive

temperature coefficient of the fuel.
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In large LMFBRs, most of the reactivity feedback mechanisms give rise to
a negative value for the power coefficient. An exception being the reactivity
effect due to fuel assembly bowing. In the case of CRBRP, this effect was es-
timated to be of the order of +50¢. [f this were the only effect due to in-
crease in reactor power, additional positive reactivity from bowing will make
the system unstable. Fortunately, there are a number of other reactivity con-
tributors which in general overcome the bowing effect and a net negative reac-
tivity feedback results. In any case, the designer must take the necessary
precautions to ascertain that the net temperature coefficient of reactivity is
negative.

The second type of reactor instability to be considered is oscillating
instability. Even if the prompt and delayed temperature coefficients are both
negative, an instability of the oscillating type can occur in principle al-
though the possibility is quite remote. In this type of instability, small
power oscillations at a particular frequency increase in amplitude, and the
peak power can .increase by several orders of magnitude above the initial
power. The mechanism can be explaiued as follows: 1if the reactivity is made
to oscillate with the same frequency. The temperature acts back on the reac-
tivity via the temperature coefficient. The temperature changes in the vari-
ous reactor co.ponents will take place later than the power and reactivity
changes because it takes time for the heat to be transported throughout the
systen. Thus, the feedback reactivity is not in phase with the driving reac-
tivity oscillation. [f the temperature coefficient is negative and the feed-
back reactivity is just out of phase with the driving function, then a reson-
ant condition will exist, and the amplitude of the oscillation will become
larger and larger. If the oscillations are permitted to continue, excessive

neat may be generated, and the core may be damaged.
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Reactor stability studies are usually based on linearity assumptions.
Stability predictions based on linearity assumptions are valid for small vari-
ations about operating points for a reactor model which includes non-linear
reactivity {eedback effects. Stability of the system for large variation
about the operating point may be inferred if the linear analysis demonstrated
that the system is stable at operating points throughout the operating range.
A dynamic model to examine stability of non-linear system has been developed
[61] and applied to the SSC-L code [62]. Because of the non-linearity of the

system, the stability is examined in time-domain and not frequency-domain.

3.3 Coolant Dynamics

3.3.1 Overall Flow Distribution

The characterization of flow behavior of coolant in core and reactor in-
ternals is an integral part of the plant design. It is through this character-
ization and heat generation rates that the temperature response of the system
is evaluated. This temperature responce is then utilized in structural analy-
sis to assure that the component under stucy fulfills its expected design ob-
jectives. This section is concerned with the hydraulics characterization; the
following section deals with the heat transfer aspect.

In loop-type LMFBR designs, coolant enters the reactor vessel through sev-
eral inlet nozzles which are, in general, equally spaced in a horizontal plane.
From the nozzles, the coolant enters a large inlet or lower plenum where it
gets thoroughly mixed to mitigate transients and thus reduce thermal load on
surrounding structures. The coolant then enters a flow redistribution system
which may differ from one design to another. This coolant is then allowed to

pass through fuel, blanket, control and shielding assemblies after going

353‘
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through a series of holes or slots. These slots coupled with the orifice
blocks, if any, in assemblies, establish the fraction of coolant flow through
a given assembly. There is an additional flow passage designed to minimize
thermal load on some key structural components such as the reactor vessel.
Coolant exiting from various assemplies mixes in a large, outlet plenum region
before exiting through the evenly spaced outlet nozzles.

Figure 3.18 is a schematic of reactor coolant flow for the CRBRP [63].
Liquid sodium is seen to flow upward througﬁ <11 assemblies so that the direc-
tion of flow is the same as natiral circulation. This is true in all LMFBR de-
signs except in the Dounreay Fast Reactor where coolant flowed in the downward
direction. Because of a considerable number of problems the downflow method
has been abandoned in present systems. Typical flow distribution among vari-
ous flow passages in CRBRP is shewn in 7able 3.12. The control of coolant
flow through different core assemblies is accompiished by slot sizes in the
inlet module. Each one of the modules feeds seven assemblies. In addition,
there 1s lower shieldina and orifice blocks within each assembly. In this de-
sign, the common pressure point is the lower plenum region of the reactor ves-
sel. It should be pointed out that there are a total of nine different ori-
fice zones in the fuel and radial blanket assemblies to equalize the maximum
sodium heating.

In pool-type LMFBRs, Tike PHENIX or SUPERPHENIX, the design for coolant
flow distribution appears to be simpler. Sodium coolant enters the core as-
semblies from the plenum between the core support grid (diagrid) via lateral
slots ir the assembly foot, and flows upward around the fuel pins. A schema-
tic of flow fields is shown in Figure 3.19 for SUPERPHENIX.

In PHENIX reactor, the entire core is divided into 16 zones to equalize

the maximum sodium heating in the hottest channels of each flow zone while
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complying with the various criteria prescribed for each type of element.

There are six zones in the inner fuel region, four in the outer fuel region,
three in the radial blanket, one for the control assemblies, one for the fuel
assemblies in storage posi..uns, and one for the radial shielding assemblies.
With an overall pressure drop of 500 kPa, the flow rates range from 25 kg/s in
a cential fuel assembly to 0.2 kg/s in a radial shieiding assembly.

The support grid, or plenum, on which the assemblies are installed acts
as a virtually constant pressure feed tank. Sodium inflow to the assemblies
is radial. From the constant-pressure plenum, the sodium flows through pass-
ages machined in sleeves of the support grid, then through passages drilled in
the lower angles of the assemblies, and then upward through the element
bundles. Flow rates desired for the different flow zones are obtained by ad-
justing the hydraulic resistance between the plenum and the element bundle.

A number of passages are drilled at different levels in each assembly nozzle,
as schematically shown in Figure 3.20. Each grid sleeve also has the same
number of slots sized to mate with a particular number of passages in the
assembly, depending on the position of the assembly in the core. Additional
hydraulic resistarce into the nozzles of Tow-flow assemblies was incorporated
to avoid cavitation. Coolant exits at the top of assemblies into a large pool
of sodium. The mixing of coolant, in this region, is enhanced by the presence
of structural and instrumentation components. The SUPERPHENIX reactor appears
to have very similar flow distribution design as utilized in the PHENIX plant.

The design of the lower portion, i.e., the inlet to assemblies, is .nade
sophisticated for the sole purpose of avoiding complete inlet blockage of any
assembly. This is accomplished by a combination of a number of radial and

vertical slots or holes. Perhaps the most important cause for this sophis-
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tication resulted from an inlet-blockage accident in the FERMI reactor ([14].
In here, due tc the 'open' region between the reactci vessel and the primary
tank an inlet-blockage of a core assembly occurred when a structural component
(vibration reducer) became loose. This structural piece caused partial melt-
down of the core. Subsequent designs of LMFBRs now provide for a variety of
sieves in such a way that a complete flow starvation through an assembly is

almost impossible to achieve.

3.3.2 Pressure-Drep Calculations

The overall pressure loss from the vessel inlet to the outlet can be

written as a sum of individual contributors:

AP = Ap, + AP, + APy + AP, + 8P, (3.23)

where the subscripts 2, b and u denote, respectively, the lower pienum, the
rod bundle and the upper plenum and ¢ and e denote the contraction and
expansion form losses, respectively.

The most significant contributor in ap, and apy is the static head

term. For lower plenum, the coolant temperature is generally uniform, hence,
= 2
4p, =0 9 hz (2.24)

Because of the possibility of stratification in the upper plenum, an average
density of sodium should be used in calculating apy.
The pressure 1oss due to abrupt change in area can be expressed as [63]:

_ K MW,\2 "
ap = 75 (7‘;) (3.25)
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where,

2
Ke = (1 - Ao/Al)
Ke = € (1 - AO/Al)

The pressure l1oss in the rod bundle can be expressed as a sum of the

frictional losses and the static head:

4Py = APpe * APy, - (3.26)

The pressure loss due to static head in the bundle is given by

0pps = [ ol2) g az , (3.27)

where the integration over the bundle length must be carried out since there
is an appreciable change in coolant density. Once the density profile, i.e..
the temperature profile, along the core iength becomes known, the sta.ic

pressure 10ss can be expressed as [64]

+(1-c )ol] ‘ (3.28)

8Py =9 L [C3°o 3

where ®0 and Py respectively, are the inlet and outlet coolant densities and
the coefficient ¢, depends on the temperature profile. For the case of

uni form heat flux, it is 0.50. For reactor applications where the heat flux
has chopped-cosine profile, it is estimated to be 0.54.

The frictional pressure 10ss in a rod bundle can be written as:

Apbf = b 2 D 2 ’ (3.29)
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where W is the mass flow rate, A is the flow cross-sectional area, fb is the
friction factor, and D, is the hydraulic diameter (= 4 x flow area/wetted
perimeter). This form of equation is analogous to the one used for flow in
pipings.

Historically, the friction factor correlation for flow in pipings has
also been used to approximate fb for the wire-wrapped rod bundles. The
familiar friction factor _hart is shown [65] in Figure 3.21 for a number of
values for relative roughness (E/De). For turbulent flows, f is given by the

following transcendental equation [66]:

1 /D . 2 51)
=- = - 2.0 209 (——7— ¥ K2k (3.30)
F AT ResF

*ternately, Equation (3.30) has been approximated to within five percent as:

671/3
£ = 0.0055 {1 + |20000 & + 10_ { (3.31)
De Re ’
For laminar flows, i.e., for Re< 2000,
f = 64/Re . (3.32)

An interpolation of f between the turbulent and laminar correlations may be
used for the flow transition region (2000 < Re < 3000).

Somewhat recently, Novendstern [67] has expressed the wire-wrapped bundle
pressure 1oss in terms of an equivalent friction factor that depends upon the

rod geometry. Accordingly, the friction factor is expressed as:

29.7 (p/D)5* %" Rel+ 0886 [0.885

(H/D)2.239

1.034

* 0.316 Re” 223 (3.33)

M

S
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P/D denotes the pitch-to-diameter ratio and A is the spiral wire lead. This
equation is valid in turbulent flow regime only.
For laminar fiow in rod bundles, Axford [68] gave the following

expression:

221 1 2/3 (P)Z ,]3 1
§g =281 a3 (BY _ . . L (3.34)
b 3n(P/D)u[n ) Re

where M is a function of (P/D). From the computed values of M for P/D in the

range 1.05 to 1.5, Yang [69] has developed a simple correlation:
M= £, + f (P/D) + £ (P/D)2 + £ (P/D)? , (3.35)

where fo = 0.0618456, f, = -0.137837, f, = 0.0898949, and f, = -0.012786.
Recently, Rehme [70] has carried out systematic measurements of the pres-
sure loss in wire-wrapped rod bundles over a range of Reynolds number from
1000 to highly turbulent region. The range of test conditions included the
pitch-to-diameter ratio from 1.125 to 1.417, and the lead of the wire wraps
between 100 to 600 mm. The number of rods in bundle was varied from 7 to 61

rods. He has correlated his data as

Sb
fb = F -S—t f " (3.36)

where Sb and St are, respectively, the wetted perimeter of rods and wires, and

total (including the subchannel walls) and F is given by:

0.5 ' 2)2.16
F (%) N 37.5 el (—g—) : . (3.37)

:-‘1
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The quantity f' is shown in Figure 3.22 as a function of the modified Reynolds

number. The measured data has also been correlated as:

64 , 0.0816

' s ==
Re Re?-133

(3.38)
where Re' = /F Re.

Chiu, Todreas, and Rohsenow [71] have alsc reported their measurement of
fricion factor for the 61-rod bundle assembly. For blanket assembly (P/D =

1.067) their results can be exprassed by the fcllowing correlations:

for H/D = 8
f, = 0.48 Re™ "7 Re> 7000
(3.39)
f = 20 Re < 500
and,
for H/D = 4
f, = 0.90 Re™""%° Re > 7000
(3.40)
R Re < 500

For 5000 < Re <7000, an interpolation between the two correlations may be used.
These correlations fall between the Rehme's and Novendstern's results for high
Reynolds number region.

In early 1979, Engel, Markley, and Bishop L72) reported a new corre-
lation for the friction factor for rod-bundle-averaged conditions. Their
correlation is based on pressure drop data obtained from a 61-rod bundle
{4 inches wire wrap spacer lead) with isothermal sodium and water tests.

The sodium tests covered the Reynolds number from 300 to 25,000. The water

' 0

AU
| L



- 83 .

test Reynolds number range was 50 to 4000. Their correlation for Re greater

than 400 is:

5
< 110 .. 0.55 3.4
¥ Re (1-y) + pal-25 Y (3.41)

where the intermittency factor ¥ is defined as:

p = for 400 < Re < 5000 . (3.42)

Re - 400
~ 4600
This result is also shown in Figure 3.23. Also included in this figure are
the data obtained by Rehme [70], Chiu et. al. [71], and Hofmann [73] and the
Novendstern's correlation [67]. It should be added that the test data for
side and inboard interchannels were corrected for the bundie-averaged condi-
tions by employing the appropriate subchannel velocities and hydraulic
diameters.

In laminar flow region, it is well known that the product of the friction
factor and Reynolds number s constant. However, this constant assumes a dif-
ferent numericai value for each specified geometry. Engel, Markley, and

Bishop [72] have correlated this product as:
P/D)" " (3.43)

for a range of P/D and H values. Note that the wire-wrap lead, H, is in
centimeters.
In the turbulent region (5000 <Re <40,000), the friction factor can be

expressed as

£ = 0,55 Re” "+ 2% (3.44)
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This expression differs by less than 14% from the Novendstern's prediction for
the geometry and flow range tested. This result is in good agreement with the
results of Chiu et al.

[t is important to note that all of these experimental results confirm a
smooth transition from laminar to turbulent regime for wire wrapped rod bun-
dles, which is in contrast to the more ccnventional friction factor for the
round tubes; where a discontinuity exists in the critical range (2000 < Re < 3000)
as it can be seen in Figure 3.21.

For grid-type rod bundles, Rehme [70] has measured the pressure drop due
to frictional losses. He has noted that a single correlation, similar to that
for the wire-wrapped rod bundles, is not readily discernable since the pres-

sure loss is strongly dependent upon the type of grid spacers used.

3.3.3 Flow Redistribution

The coolant flow distribution in the reactor vessel through fuel, blan-
ket, control and shielding assemblies is designed for the optimum characteris-
tics at rated power operating conditions. The desired fractional flow rates
through these assemblies are accomplished by a series of flow orifices and
slots, as discussed in the beginning of this chapter. I[f the reactor is oper-
ated at conditions different than the designed flow conditions, as it is al-
ways the case in load changing operation or during transients, the fractional
flow through any assembly will exhibit variation from the designed condition.
This is due to the fact that the coolant flow through an assembly is coupled
with the rest of assemblies and that the flow impedance offered by the
assemblies exhibit flow-dependent characteristics. The importance of this
effect was recognized from the early stage of development of the advanced

SSC-L code [74].
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The inter-dependence of coolant flow in one assembly and on the remaining as-
semblies can oe seen schematically from Figure 3.24. Although this drawing is
representative of the (B8RP design, it can be simplified by eliminating one or
both inlet/outlet modules to include those designs where individual assemblies
provide direct connection between the lower and upper plena of the reactor
vessel. Alternately, one or more than one intermediate levels of common pres-
sure points, indicated by the rectangular boxes, may be added. An electrical
analog of this flow circuit is shown in Figure 3.25. Each assembly is repre-
sented by a number of flow impedances connected in series. These flow impe-
dances represent pressure losses in various regions such as orifice plates,
rod bundlies, etc.

Caiculations of flow redistribution in the reactor vessel can be per-
formed by writing down the conservation equations and integrating them. A
considerable insight into the effect of flow redistribution was obtained by
Meyer [64] by computing this effect for a range of steady-state operating
conditions. Due to the simplicity of this model, it is discussed here in
detaii. All of the assemblies are represented by a number of parallel, one-
dimensional channels. Conservation of energy 2nd momentum equations can be

written as:
AHk = qk/wk (3.45)

and,

2
AP = C W * ¢, [Cak g + (1 =cy) J1k] (3.46)
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where a is power in the k-th channel, cxk’ c2 and c3k are constants, o,

is the inlet sodium density, 1k is the core outlet sodium density for the
k=th channel, and subscript k denotes the channel. The first term on the
right hand side of Equation (3.46) represents frictional loss and the second
term is due to static head. The coolant density can also be related with its

enthalpy as

p=Cy - CIH ‘ (3.47)

The change ir coolant enthalpy is expressed as

AHk B ka - Ho X (3.48)

The overall flow in the vessel and power can be obtained by summing up in-

dividual flow and power values. Thus,

RS D (3.49)
Q * Z 9 - (3.50)
Further,
Hc = QC/Nc > (3.51)
and,
AP, = AP, = LR, T ... = AP . (3.52)

The last equation is obtained by neglecting any radial variation in oressure
for the inlet and outlet plena. These coupled algebraic equations can now be

solved. Results of one such computation [64] for a two-channel representation
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of channels in the CRBRP are shown in Figures 3.26-3.28. These calculations
were made for five power levels (0, 0.1, 1.0, 10, and 100% of full power value
of 975 MW). Channels 1 and 2 denote average of all fuel and blanket assem-
blies, respectively. For the normal operating case, i.e., for 100% flow and
100% power case, sodium flow rates in fuel and blanket channels were taken to
be 4178 kg/s and 627 kg/s, respectively. The fraction of power generation was
0.9138 and 0.0779. Figure 3.26 shows the pressure drop as a function of total
core flow for different power levels. Figure 3.27 shows the ratio of flow in
fuel channel to the total and the ratio of enthalpy rise in channel 1 to the
total as a function of the total flow rate. Similar quantities are shown for
the blanket channel in Figure 3.28. The effect of flow redistribution is then
seen to be significant for iow flow conditions, even at steady state. For ex-
ample, for the case of 1% of nominal power and 1% of nominal flow rate, sodium
flow through average fuel channel increases by 5% while coolant flow through
average blanket channel decreases by 37%. Another important observation that
can be added is that the coolant exit temperature in 2ither channel is almost
identical for low flow and Tow power condition. In other words, radial tem-
perature profile across the reactor core flattens out considerably.

The importance of flow redistribution during transients cannot be dis-
cussed easily. Yang and Agrawal [75) have modeled this effect in the SSC-L
code by solving the conservation equations in one spatial dimension (the flow
direction). Guppy and Agrawal [76] and Agrawal et. al. [77] have applied this
model to study the flow coastdown transients to natural circulation in CRBRP.
The magnitude of this effect can readily be seen by computing the ratio of the
normmalized coolant flow fractions, fi(t)/fi(O), where fi(t) is the fraction of

total in-vessel flow in the i-th channel at time t. Figure 3.29 shows the
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normaiized flow fractions for a number of channels. It is noted that this
effect begins te be pronounced around 60 to 70 seconds after scram. The hot
channels are seen to draw coolant from other colder channels. Similar effects
have also been calculated by other in-vessel codes such as FLODISC [78].
Another interesting point to note is that for very long times, the rela-
tive amount of sodium flow in different channels will approach a new quasi-
steady value but different from the steady-state values for normal operating
mode. If the flow redistributiorn were not included in the analysis, which is
unrealistic, the normalized flow fractions would be identical to one at all
times for all channels. The effect of flow redistribution is to lower the
maximum hot channel temperature, as it can be seen in Figure 3.30 for a hot
channel. The radial temperature profile across the reactor core will, there-
fore, be flatter than that obtained by ignoring this effect. This effect is,
at least, one of the two factors that may account for the observed temperature
flattening in some natural circulation simulation tests in EBR-II [79]. The
other factor that has similar effect is the radial heat conduction from one

assembly to another.

3.3.4 Intra-Assembly Flow Distribution

The LMFBR core assembly is composed of a parallel array of fuel rods se-
parated from each other by spacer wires (as it is in CRBRP, PHENIX, SUPER-
PHENIX) or the grid structure (as it is in PFR). Even with the complete
mixing of coolant in all subchannels, there is a substantial temperature and
velocity distribution within the assembly. The mechanism of interchannel

mixing has an important effect on the thermal design of LMFBR assemblies
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because transfer of energy between subchannels results in (1) reducing local
cladding hot-spot temperatures, (2) reducing cross-duct temperature differ-
ence, (3) reducing temperature di fferences between coolant channels and,
hence, across fuel rods, and (4) alleviating subchannel flow blockage effects.
A number of computer programs are now available to predict velocity and
temperature distributions within rod bundles. These include COBRA [80],
THI-3D [81], ENERGY [82], COTEC [83], HAMBO [84], and THINC [85]. A brief
description of these codes is noted by Tang et al [63]. Experiments with sim-
ulant fluid have been conducted to 'tune' these codes. Tests have also been
conducted with electrically heated rods in sodium. It appears that the exper-
imental data are predictable for turbulent flow conditions. For the case of
Taminar flows, there still exist some discrepancy between the predicted and
measured values. Further discussions on this oroblem are included in Section

3.4.2.2.

3.3.5 Mixinj of Coolant in Plena

For most transients of interest, the direction of coolant flow through as-
semblies is upward. Sodium enters the lower plenum from pipes and gets mixed
with the resident sodium. Since sodium temperature does not change abruptly
and the flow directior is upward, sodium in the inlet plenum may be character-
ized by a complete mixing model. If some or all of the assemblies were to un-
dergo flow reversal, which is a possibility for some very severe incidences
such as a massive pipe rupture in the primary sodium circuit, an adequate
mixing mode! for the inlet plenum would also be required. Even in this case,
the impact of detailed mixing treatmant on system performance is not clearly

established.
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Mixing of the core outlet sodium in the outlet or upper plenum, on the
other hand, should be treated adequately since a possibility for flow stratifi-
cation exists. Detailed knowledge of sodium flow and temperature distribu-
tions is important for component designs as well as in assessing the adequacy
of the natural circulation for decay heat removal. In certain designs, like
CRBRP, the flow drops exponentially to approximately 10% of full flow in about
twenty to thirty seconds after scram. The reactor heat g:neration drops al-
most abruptly. Therefore, the coolant entering the plenum is a2t a lower tem-
perature than the bulk temperature of sodium in the plenum. This differznce
in sodium temperatures will lead to flow stratification when the coolant mo-
mentum is insufficient to overcome the negative buoyancy force. Figure 3.31
shows the general flow pattern for steady state and stratified conditions.
Design fixes, such as chimney in the CRBRP, are provided in order to attenuate
this effect.

Lorenz [86] has written a computer code, called MIX, by writing the two-
dimensional continuity, momentum, and energy conservation equations in dimen-
sionless forms and then transforming them in termms of vorticity and stream
function variables. The solution of the resulting equations generally begins
with a stagnant isothermal plenum. Specified inlet conditions are then im-
posed to generate a steady-state solution which is used in subsequent tran-
sient calculations. The computation was carried out for a 1/15-scale model
test done with water. The temporal shape of the computed temperatures was
found to be in reasonable agreement with the measured values [86].

Another approach, developed at Los Alamos Scientific Laboratory for the
VARR-11 Computer Code [87], was the numerical solution of the time-dependent
turbulent, incompressible flow using the simplified marker-and-cell (SMAC)

technique.
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This code has been used to determine steady-state and transient themmal-
hydraulic conditions in the outlet plenum for both FFTF and CRBRP designs.
Agreement with experimental data is found to be similar to that found between
MIX computer code predictions and measurements.

Recant!y. Domanus et. al. [88] have applied the COMMIX code to predict
the three-dimensional temperature and velocity distributions for a 1/15-scale
FFTF outlet plenum test simulation. In this test, liquid sodium was assumed
to be at a uniform temperature of 754.1 K. A time-invariant liquid sodium
flow of 0.3 m/s was assumed. The transient was initiated by injecting cooler
sodium, hence, heavier fluid into the mixing region. The inlet sodium tem-
perature used in the aralytical studies was matched with the experimental
measurements. The temperature was dropped by 57 K in about ten seconds and
held at this temperature thereafter. The results of the COMMIX prediction
compared with the data within +5 K, or +10% of the perturbation. The com-
puting time required by this code is very high. For example, the steady state
simulation alone for this problem took about two hours of computing time on an
[BM 370/135 machine. It seems that the usefulness of COMMIX to this type of
problem needs further examination particularly due to the large differences
between the measurement and predictions.

A simplified treatment for flow stratification is essential in the over-
all simulation of transients in LMFBR systems. Yang [89] has developed a
simplified, one-dimensional model for the SSC code. He divides the outlet
plenum into two zones. The zone separation line is determined by computing
the maximum jet penetration height. Within each of the two zones, a thermal

equilibrium between coolant and structural material is assumed. The flow of

heat through the zone boundary is also considered. The jet penetration height
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is expressed in terms of Froude number, Fro, as:

; 0.785 .
2y = 1.0484 Fr] ry o (3.53)
where
vZ
Ffo = g (Bo/sg) .

Y is the jet velocity, o is the characteristic dimension of the nozzle,

and Ao/oo is the fractional change in sodium density. The jet penetration
height is thus seen to be dependent on the inlet flow conditions. At steady
state, the jet was calculated to penetrate the entire sodium height, hence
only one zone is used. During transients, the jet penetration height is com-
puted using Equation (3.53). The formation of two zones is possible during
transients. Yang [90] has applied his two-zone mixing model to predict the
effective mixing volume for a number of test conditions which simulated mixing in
the outlet plenum for either FFTF or CRBRP. Test results for the effective
mixing volume are compared with the SSC-L model in Figure 3.32. Yang reports
a good agreement between the initial jet penetr.*ion height and ANL's experi-
mental data.

Lorenz and Howard [91] have argued that Yang's correlation be used only
for the initial jet penetration height. The interface position at any time
should be calculated using a modified correlation for the rise rate of inter-
face, c<(=¢z/dt). The correlation for the case of a cylindrical plenum is

written as:

= o.a(Fro)l' . (3.55)

<|m
o‘l’o
A

where R is the plenum diameter.
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Yang has applied his upper plenum mixiny model to calculate sodium tem-
perature at the outlet nozzle of the reactor vessel. He has compared his
model with a two-dimensional mixing mode, MIX. In general, the two agree with
each other within +10%, if not better, of the temperature perturbation, for
both the constant flow rate and rapidly decreasing flow rates (typical of a
reactor scram) condition. The computational time required in one-dimensicnal
models is negligible, too. A model similar to Yang's is also in use by Jones
[92]. Simplified models appear to be acceptable as long as they are checked

and adjusted with experimental measurements over a wide range of conditions.

3.4 Heat Transfer

An accurate determination of temperature distribution in in-core assem-
blies such as fuel and radial blanket assemblies, is needed since they usually
limit the power generated in the reactor. The temperature distribution in
these assemblies as well as control and radial shielding assemblies then pro-
vide the boundary conditions for thermal analysis of reactcr structural compon=
ents including core support structure, upper internal structure and therral
baffles. From a detailed temperature profile, the structural analvsic is con-
ducted to determine the structural adequacy of major components. This section
deals with the determination of steady-state and transient heat transfers in

the LMFBR.

3.4.1 Correlations

Heat transfer correlations for steady turbulent flow in channels or rod
bundles are usually expressed in the following form:

€,
Nu = € TE (v Pe) (3.56)
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where N, (= hDe/k) is the Nusselt number, c,, ¢, and ¢, are impirical con-
stants, ¢ is the average effective value of the ratio of the eddy diffusivity
of heat to that of momentum, and the Peclet number, Pe, is the product of the
Reynolds and Prandt] numbers. The values for constants are given by Dwyer
[93] for a range of conditions.

For liquid sodium flow parallel to rod bundles, Kazimi and Carelli [94]

have compiled available experimental data and recommended the following corre-

Tations:
Nu = 4.0 + 0.33 (P/D)3"® (Pes100)°'%% + 0.16 (P/D)>"° (3.57)
for 1.15<P/D<1.3; 10<Pe<5000 ,
Nu = -16.15 + 24.96 (P/D) - 8.55 (p/D)* pe’*? (3.58)
for 1.05<P/D<1.15; 150< Pe< 1000 ,
Nu = 4.496 - 16.15 + 24.96 (P/D) - 8.55 (P/D) (3.59)

for 1.05<P/D<1.15;<Pe<150 .

Values for the Nusselt number were computed from these correlations for two
values of P/D at an average sodium temperature of 700 K. Results are shown in
Figure 3.33. The values of P/D were chosen to correspond to CRBRP fuel (P/D =
1.24) and blanket (P/D = 1.072) assemblies. It might be of interest to note
that for normal operating (100% of full flow and 100% of full power) conditicn
in CRBRP, the Peclet number for fuel assemblies range from 250 to 450, and
that for blanket assemblies range from 60 to 240.

Relative , 1ittle heat transfer information is available on the in-line

flow of 1iquid metals through square-arrayed rod bundles, presumably because

07
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of the poorer heat transfer capabilities and less compactness of the bundle.
A correlation based on heat transfer for flow of mercury and NaK is noted by

Tang et. al. [63].
(Nu), = 0.48 + 0.0133 (pe)?-70 (3.60)

Free-convection heat transfer can occur when a solid surface is exposed
to a volume of quiescent or slowly moving fluia, and the temperature of the
surface is different from the bulk temperature of the liquid. Examples of
this steady-state mode of heat transfer can be found in the fuel transfer ma-
chine and heat transport system during reactor shutdown or standby conditions.
A comprehensive review of steady-state pure free convection is reported by
Dwyer [93]. Recommended correlations are reproduced from Tang [63] in Table
3.13.

There are three distinct modes of free convection: creeping, laminar, and
turbulent. These modes are marked by significantly different expressions for

heat transfer and occur successively as the Rayleigh numbar - a product of

n3
Grashof and Prandtl numbers, (ﬂg%rgl)(%%) - increases:

Creeping regime 1700 < Ra < 3500
Laminar regime 3500 < Ra < 10
Turbulent regime Ra > 10S

Thus, different correlations apply to various ranges of Rayleigh numbers as
shown in the table.
In reactor applications, the coolant flow varies from turbulent to stag-

nant. Consequently, the mode of heat transfer changes from forced to free
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convection. However, there are occasions in the forced-convection range when
the buoyancy force due to heat addition is appreciable and its effect is super-
imposed on che forced-convection flow. Thus, the heat transfer mechanism be-
comes a combination of free and forced convections, or mixed convection, as

the Grashof number increases. Heat transfer in radial blanket assemblies or

in-vessel storages are examples of mixed convection in LMFBRs.

3.4.2 Heat Transfer Models

2.4.2.1 Core Model

Almost all of the heat generated in the reactor is produced in fuel, ra-
dial blanket, control, and racial shielding assemblies. Of these, the fuel
and blanket assemblies account for more than 99% of the total power. An ade-
quate consideration of fuel and blanket assemblies, therefore, is desirable.
The control and shielding assemblies, on the other hand, are not crucial in
the overall neat generation and removal. Detailed temperature distribution
within the contrgl assemblies are still required in the design of control
elenents.

The simplest representation of in-core compenents is through a 'point
core' model. In this model, all heat generation is approximated by a single
Tump or a point. Obviously, no detailed temperature distribution inside the
core is possible. Tris model may still be helpful in overall simulation of
the plant where emphasis is placed on the performance of the balance-of-plant.
This approach has been used by Hetrick [95] in the BRENDA code.

The next degree of sophistication is to represent the entire core by a
suitably averaged channel. In this method, axial temperature distributions in

fuel, cladding, and coolant are computed for a mathematically defined average



- 67 =

channel. Temperature profiles in other assemblies are obtained by the use of
appropriate weighting factors. For example, the 'hoi’ channel temperature is
obtained by weighting the average channe! temperature with a separately esti-
mated hot channel factor. This method is clearly an improvement over the
point core model, in that more accurate treatment for the reactivity feedback
calculation is possible. [IANUS [96] and DEMO [97] codes, among others, util-
ize this degree of sophistication. This is strictly a one-dimensional
treatment.

Further sophistication in in-core treatment may be obtained by repre-
senting each and every assembly through an assembly-averaged channel. This
scheme, therefore, allows for explicit treatment of 'hot', 'peak', 'average',
or 'cold' assemblies. Agrawal et. al. [62,98], have used this detailed repre-
sentation in thei~ SSC code. All of the channels are hydraulically coupled
through the lower and upper common pressure points (plena). The transient
flow redistribution in in-vessel can also be computed. This method then al-
lows a pseudo two -dimensional treatment.

A detailed three-dimensional treatment for flow and temperature fields
across the reactor core has been attempted recently [99,100]. A key concern
is to predict reliably the hexcan (duct) wall temperatures for the purpose of
evaluating core restraint design. Other quantities of interest include fuel
rod cladding maximum temperature and mixed-mean assembly coolant temperature.
Analyses must include effects of the interassembly heat transfer as well as
the intra-assembly effects. Carelli and 3ach [99] have developed a computer
code that is Lased on a cluster of seven acjacent assemblies. The hydraulic
field within wire-wrapped assemblies is solved using a streamlined version of

a subcharnel analysis code. Once the hydraulics of each of the seven
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assemblies is . .tablished, energy equatiuns are solved simul taneously for the
entire cluster. The whole core is then analyzed by scanning and changing se-
quentially the central, pivot assembly of the cluster. Wei [100] has also at-
tempted to model the whole core. Although the mechanics of detailed calcula-
tions are somewhat different, his results agree favorably with those obtained

hy Carelli and Bach.

3.4.2.2 Rod Bundie

It was noted earlier that LMFBR assemblies -onsist of closely-packed
rod bundles. Analytical studies of heat transfer in rod bundles have been
pursued aiong two separate paths - distributed parameters and lumped parameter
methods [63]. In Tumped parame“er methods, often referred to as subchannel
analyses, the rod bundle is divided into a number of s:hchannels whose boun-
daries are defined arbitrarily by surfaces of fuel elements and imaginary
Tines between elements and/or duct walls. Average subchannel parameters are
evaluated by solving equations of continuity, momentum, and energy for each
subchannel increment. Equations for each subchannel are coupled with those of
its neighbors by interchannel transport of mass, momentum and energy whiich is
treated in terms of integral transport coefficients. Distributed parameter
methods solve time averaged Reynolds equations of momentum and energy tra.s-
port for velocity iand temperature distributions. These methods provide ce-
tailed information about thermal characteristics of an idealized array of fuel
elements cooled by paraliel flow, but have fallen short of providing overall
power distribution and thermal behavior of entire fuel assemblies with spa-
cers. Because of numerical and computer complications, as well as the lack of

knowledge of 19cal Reynolds shear stresses and turbu.ent heat fluxes in vari: s
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directions, application of distributed parameter methods has been rather res-
tricted. Results of the distributed parameter method can be used to evaluate
integral parameters to feed into lumped parameter analysis.

There now exist a number of computer codes which perform the steady-state
subchannel analysis for wire-wrapped bundles. Tang et. al. [63], have com-
pared them and their compilation is shown in Table 3.14. Of ini.rest are com-
parisons of results obtained from several of these codes. By using a typical,
identical configuration and steady-state conditions, fairly good agreement is
obtained between predictions of fuel assembly temperatures. For a typical
fuel assembly peak subchannel coolant temperature of 872 K, a difference of
less than 6 K is found. Peripheral subchannel coolant temperatures in the
range of 755 to 811 K differ by less than 17 K. On the other hand, compari-
sons for radial blanket prediction show rather poor agreement among these
codes. Peak subchannel coolant temperature (867 K) predictions differ by as
much as 33 K; peripheral coolant temperatures differ by as much as 94 K. To
reduce large uncertainties in these code predictions, experiments have been
performed to simulate the steady-state temperature distributions in blanket
assemblies for a number of power factors and t..~ rates. Markley and Engel
(108] have reported their measurements for a 61-rod bundle with dimensions ty-
pical of CRBRP blanket assemblies. The data were obtained over a wide range
of cperating conditions which include a power skew ranging from flat to about
3 to 1 between evtreme pins and a Reynolds number ranging from 490 to 7300.
The 1.14-m long heater zone and axial cosine power distributicon was reprasen-
tative of the active blanket rod lengtn. Coffield et. al. [i09] have used
COBRA IV, COTEC and ENERGY computer codes to analyze these data. Their

results are shown in Figures 3.34-3.36. The radial power distributions are
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also indicated on these figures. The test data and the results of calculations
are shown for several axial locations. A comparison of the data clearly indi-
cates that although the power skew and the power-to-flow ratios for these runs
are nearly equal, a relative flattening of the radial temperature distribution
occurs at lower Reynolds number. This flattening of temperature traverses is
predominantly due to energy redistribution by thermal conduction and buoyancy
induced flow redistribution.

Coffield et. al. [109] have also compared the results obtained from anal-
ysis of the low flow 217-pin Hanford Engineering Development Laboratory data
and ORNL 19-pin data. The *wo runs compared have nearly identical power skew
and operating conditions. It was found that at the low flow conditions (Re~
1000), there is almost a complete flattening of the temperature profile across
the assembly even though a steep (1.7:1 for maximum to average) radial power
skew exists across the assembly.

The steady state analyses for rod-tundles have also been performed for a
safety-related event in which a planar blockage in the heated region was pos-
tulated. Han [110] has recently reviewed both the experimental and analytical
aspects of partial blockage in a fuel assembly. Recently, Sha et. al. [111]
have applied their COMMIX code to analyze a blockage condition in a 19-pin
bundle. It appears that the existing analytical tools for blockage studies
are adequate.

Most of the computer programs noted in Table 3.14 provide for transient
thermohydraulic analysis in multichannel geometry. Perhaps the most widely
used program is the COBRA series of code. Many of these codes have been ap-
plied to a number of rod-bundle tests, with a varied degree of success. The

agreement with measurements is, in general, good (adequate) for fully-developed

0.9 036
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turbulent flows. The . ~parison begins to be less than adequate as the flow
rate is dropped to very low Reynolds number. The flow field changes from
turbulent to transition to laminar flow regimes. Such a change is experienced
in the blanket assemblies much before the fuel assemblies.

Lately, the research emphasis has been changed from further refinement of
subchannel analysis for a single assembly to modeling of a cluster of
assemblies. The concern nere is to calculate the effect of interassemdbly heat

transfer at both steady state and transient conditions.

3.4.2.3 Heat Conduction in a Rod

The heat conduction equation, in cylindrical coordinates, can be written

aT .13 3aTY, 2 [, 3T o
€3t T (%' ar) MY (} az) A (3.61)

where q”' is the volumetric heat generation rate, and azimuthal symmetry

as

around the axis of the cylindrical rod is assumed. Tnis assumption implies
that eccentricity of fuel pellets is small and neglected. A further simplifi-
cation results if the axial conduction term can be neglected. The following
example will illustrate the validity of this simplification.

Consider a simplified steady-state model [63] in which there is unifomm
axial power generation, fuel thermal conductivity and gap conductance are
constant. Under these conditions and neglecting axial conduction, the fuel
temperature difference with axial position would only be due to coolant tem-
perature rise. Thus, the ratio of heat flowing radially from fuel surface

(Qp) to that occurring from axial conduction (Qz), if the latter were not
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neglected, would be

Q T(o' - T( ’ ) <
2) - Trg:z (2”) (3.62)

- en
Qz AT r

c 0

where T(0,z) and T(ro,z) are fuel temperatures at the center and surface, res-
pectively, and ATc is the temperature rise of the coolant over height H of the
fuel element. The temperature drop between the center and surface of the fuel
element, in the case of oxide fuel, is considerably greater than the tempera-
ture rise of coolant in the core. Also, the height of a fuel element is sev-
eral hundred times greater than its radius. Thus, the radial heat conduction
is greater than the axial conduction by several orders of magnitude. Hence,
for oxide fuel, the axial conduction can be neglected. For metal or sodium-
bonded carbide fuels, the axial conduction is not as negligible.

For a solid cy' ndrical fuel rod with uniform heat generation at steady

state, Equation (3.61) can be integrated to yield

T
i 1]

f K(T)dT = & (3.63)

TS

where the axial heat cunduction was neglected, TS and T_are fuel temperatures
at the surface and center, respectively, and q' is the linear power generation
rate (W/m). This equation demonstrates that for a constant linear heating
rate and a constant pellet surface temperature, the centerline temperature is
independent of rod diameter. Fenech and Rohsenow [ 112] have noted forms for
this integral for slabs, hollow cylinder and for non-uniform heat generation
cases.

In order to perfoim representative calculations for temperature distri-

butions in fuel, cladding and coolant an equivalent channel is defined by
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surrounding the fuel rod with an equivalent, concentration of flowing sodium.
The fuel rod heat conduction equation is then co. led, via boundary condition,
with the coolant heat transport equation. Once again, the axial heat conduc-
tion in sodium can be neglected as demonstrated by Meyer [64]. He calculated
the ratio of heat convected to heat transfer by conduction for selected core
subcomponents in CRBRP operating at its nominal condition. Results are shown
in Figure 3.37. The axial conduction is considered negligible if the Peclet
number is egqual to or greater than 50. It is seen from this figure that the
axial condition is negligible not only when CRBRP is operating at its nominal
(100% power, 100% flow) conditions but even when the coolant velocity is re-
duced by three orders of magnitude. The magnitude of axial conducti a effects
for this reduced flow will still be less than 2%.

Sample calculations for axial temperature distribution in an average fuel
channel can now be readily performed. Figure 3.38 shows a typical temperature
distribution along an average fuel channel in CRBRP. The sharp discontinui-
ties at the interfaces between active core and blanket regions result fr
discontinuity in the axial power shape. Although the neutron flux is contin-
uous at the interfaces, this discontinuity in power distribution is due to
sudden change in fuel isotopic compositions between the core and blanket ma-
terials. It should be added that if axial conduction were incorporated, the
predicted discontinuity in temperature would not be seen. The temperature
will, nevertheless, still show a large change at the interfaces.

The mixed-oxide fuel is known to undergo densification or restructuring
when irradiated in the fast flux, such as in LMFBRs or GCFRs. Figure 3.39
shows a cross-sectional view of a fuel pe'let (20% Pul,, 80% U0, by weight)

that was subjected to a power level between 37 to 44 kW/m and a cumulative
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burnup of about 11% [113]. There seems to be a number of regions formed: (1)
central void, (2) a columnar grain growth zone where the fuel density is equal
to 99% TD, and (4) an unrestructured or outer zone of essentially initial or
as-fabricated density. A major impact of this densification is that the fuel
thermal conductivity improves substantially. Figure 3.40 shows the thermal
conductivity of mixed-oxide fuel for unrestructured, equiaxed and columnar
grain growth regions. Zone interface temperatures of 2273 K and 1873 K be-
tween the columnar and equiaxed, and equiaxed and unrestructured zones, res-
pectively, were used. This improvement in thermal conductivity due to res-
tructuring allows the maximum Tinear power rating to be increased from those
obtained fur an assumed uniform fuel density. The maximum linear power
attainable, without fuel restructuring, by requiring peak and outer surface
fuel temperatures of 3000 K and 870 K, respectively, is 55.9 kW/m. This value
increases to 62.9 kW/m when fuel restructuring is considered. An implication
of the fuel restructuring is that it provides an added margin of safety. The
gap conductance between the fuel pellet and the cladding plays a major role in
establishing actual temperature levels in the fuel pellet at steady state.
During transients, the gap conductance determines the heat flux into the
coolant. The magnitude of the gap conductance depends upon the bonding or
fill agents as well as its size. In oxide-fueled LMFBRs, the gap is filled
with gases such as argon and fission product gases that get released during
reactor operation. The gap width varies over a wide range from essentially
as-fabricated to almost negligible near core midplace. Furthermore, during
transients the gap may close or widen. The gap conductance, therefore, should

be computed for two cases: finite gap size and the closed gap.
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For the case of finite gap size, heat can be transported across the gap
by (1) conduction through the mixture of fill and fission gases, (2) thermal
radiation between the outside surface of fuel and the inside surface of
cladding, and (3) free convection of the gases in the gap. The heat transfer

via free convection is negligible and generally neglected. Thus,

hgap ) hcond N hrad (3.64)
where
kmix
h S 4.0 (3.65)
cond Argap

There are several correlations to calculate the thermal conductivity of a

mixture of gases. A simple empirical equation is given by Brokaw [114]:

N
. 1
kmix 0.5 :E: xiki * —_— (3.66)
i=1 D xy/k;
i=1
where x, is the mole fraction and ki © the thermal conductivity of the i-th
constituent.
Another prescription for calculating Peond is given by Biancheria et al
[115]:
9C_ - 5
hcond . cp N Cv ¢ km'ix kmix

where A i¢ the mean-free path of the gas and a is the accomodation coefficient
(typically 0.05).

The radiative heat transfer coefficient can be written as [62]:

— 3 2
h € c(Tf - Tf

2 3
vid T+ T, T *+T.) (3.68)
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where
.1_._1_+:£ 1_-'\ (3.69)
E e r - . .

o is the Boltzmann constant, = is the emissivity, and suhscripsts ¢ and f denote,
respectively, the inside cladding and outer fuel surface.

When the fuel pellet expands sufficiently to be in direct contact with
the cladding, an improved gap conductance, also termed as contact conductance,
results. For all practical purposes, a contact is assumed when the idealized,
axisymmetric gap size is reduced to 5 to 10 um. The magnitude of the contact
conduc tance, understandably, is a function of surface roughness, hardness and
contact pressure. Some experimental and theoretical studies have been made

and reported by Jacobs and Todreas [116].

3.4.2.4 Structural Materials

There exist a large body of masses of structural materials such as core
support structure, reactor vessel, thermal baffles, pump housing, check valves
etc., that are in contact with liquid sodium. Temperatures in these
stru~tural materials change due primarily to heat transfer from the coolant
or, in cool-down transients, by loss of heat to the coolant. For those
components that are closer to the reactor core, there could be substantial
internal heating due to gamma-ray attenuation. Since most structural
materials have complicated geometry, the temperature distribution within the

structure has to be obtained by solving the general heat conduction equation:

dT . ’
il (kvT) + 7” (3.70)
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for the particular geometry involved. In order to solve this equation, the
boundary conditions on the surfice cf the body must be defined. This often
entails analysis of the entire reactor system. For simple geometrics, such as
for thermal baffles, Equation (3.70) may be solved in one spatial dimension.
The boundary conditions may be imposed explicitly. For complex problems, a
gener2] purpose mnulti-dimensional (two or three) in spatial coordinates may
have to be used to obtain temperatures. These temperature distributions can

then be used in structural analysis.

3.4.2.5 Time-Dependent Conservation Equations for Coolant

In transient flow calculations, coclant velocities vary with time and
position. With the addition of time as an independent variable, the solution
of fluid flow problems are much more difficult. The governing conservation
equations of continuity, momentum and energy for single-phase fluid flow in

one dimension in space coordinates along the direction of bulk flow are [117]:

1 3 W W 3 N 1 3P 3z , f W|W|

T+ SO+ 2 rgs e sC, (3.72)
A 3t ‘o A2 X 'p P 3x De 202A2

3 13 =39

3t (ph - P) + T (Wh) 5y (3.73)

where W is the coolant mass flow rate (kg/s), h is the coolant enthalpy
(J/kg), De is the equivalent diameter (m), A is the cross sectional area (mz),

q is the heat transfer rate in the y direction (W), and other variables have
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their standard meanings. These equations, when coupled with initial boundary
conditions, yield the variation of the pressure P(x,t), mass flow rate
W(x,t), and enthalpy h(x,t) at a prsition x and time t.

It should be noted that Equations (3.71) to (3.73) neglect the variation
of fluid properties, velocity, and pressure in the direction normal to the
bulk flow direction. In practical applications, such as the application to a
multichannel nuclear reactor, the pressures at the inlet and exit common
points (plena) are either specified or arec desired as a function of time.
These pressures can be related to the pressure just inside the channel inlet
and the pressure just inside the channel exit by accounting for pressure los-
ses due to friction, expansion or contraction, as the case may be, and the
static head, it any. These factors have been discussed earlier in Section
3.3.2. For Two-phase flow systems, which is not likely to occur in any
anticipated operating mode for LMFBRs, Equations (3.71) to (3.73) are valid if
the mixture can be approximated as homogeneous. Readers are referred to more
detailed treatises such as Wallis's book [118] for detailed discussions on two
phase models.

In order to solve the governing conservation equations, various numerical
and physical approximations are often necessaray [66]. The degree of simpli-
fication introduced and the type of model used in the calculations depend on
the type of transient under consideration. For very fast transients, a multi-
node compressible model is employed to obtain a finite difference solution to
the controlling equations. For fast transients, a momentum integral model and
a channel integral model may be used. In these models, an integrated (over
the spatial coordinates) form of the momentum equations is used. For interme-

diate or slow transients, further simplification may be made by neglecting the
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variation of flow with x. In other words, a single mass velecity model is em-
ployed. This single mass velocity model can effectively be used to model flow
of liquid sodium in the entire primary and intermediate heat transport sys-
tems. More detailed discussions regarding the model selection are given in

Section 6.

3.4.2.6 Cover Gas

In LMFBRs, an inert cover gas (usually argon) is used between free sodium
surfaces and structural closures and seals. The most significant presence of
the cover gas is in the reactor vessel itseif. An accurate calculation of the
cover gas temperature is essential in detemining its pressure which is used
as a reference point.

The temperature calculations for the cover gas in the reactor vessel is
best accomplished through a unified model for liquid sodium, structure and the
cover gas. The heat transfer between different metal surfaces as well as li-
quid sodium, must be allowed. Such a calculation may be done by writing down

an energy conservation equation such as

d

pVe) = = - )
( )g It Ugt Agz (Tz Tg) + Ugm Agm (Tm - Tg) (3.74)

_ ff more than one metal piece is in contact with the gas, the second term on

the right hand side of Equation (3.74) will include a summation for all such
metals.

There may be different control features provided for the cover gas sys-
tem. In mathematical terms there is either a constant pressure model or a
constant volume model. In the first case, the cover gas pressure is main-
tained from external on-line system. The second case, on the other hand, as-

sumes no connection with the external gas supply system.
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The effect of heat transfer to cover gas is insignificant on transient
sodium temperatures for all operational events. For a pipe rupture accident,
the effect of heat transfer to cover gas can be significant primarily through
the pressure level of the gas which affects the coolant discharge rate through

the break.



4. INTZRMEDIATE HEAT EXCHANGER

4.1 Description
The Intermediate Heat Exchanger (IHX) transfers the thermal energy of the

reactor from the radioactive primary sodium to the nonradiocactive secondary
sodium. The [HX and the complete secondary system, serve as a physical bar-
rier between the radioactive coolant and the tertiary fluid system (normally
wate~-steam). A detailed review of the evaluation of heat-exchanger design
has Leen mede by Muller and Schnauder [10]. In this section, only a brief re-
view is made with particular emphasis on the factors interrelating the I[HX
with the overall reactor heat removal system in both loop and pool reactor
concepts. Dynamical models required for the simulation of transients in the

THX are also discussed.

4.1.1 Design for the Loop Concept

In the loop concept the primary sodium is piped in a closed circuit be-
tween the reactor vessel and an excernal heat exchanger. The relative eleva-
tion (with respect to the reactor core), and coolant pressure drop inside the
iHX and heat transport circuit influence the decay heat removal capabilities
during natural circulatiocn cooling.

The primary coolant can be routed through either the shell or tube side.
In standard heat exchanger designs and applications, it is common practice to
place the more viscous fluid, having lower Reynolds number on the shell side
[119]. Since liquid metal viscosities at LMFBR operating temperatures are
low, the difrerential pressure between the primary and the secondary loops is

a more significant effect tnat must be considered. In order to minimize flow

- 8] -
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induced vibrations the higher pressure fluid is used in the tube side of the
IHX [120].

Figure 4.1 shows a typical shell and tube IHX [15] for a loop-type LMFBR.
It is a vertically mounted straight tube design. The directions of the two
sodium flows are arranged to take benefit of natural circulaticn effects.
Thus, the primary sodium flows downward on the shell-side and the secondary
sodium flows upward inside the tubes. The tube bundle is arranged in a
triangular array inside an annular region. Flexible bellows allow
free-thermal expansion in the axial direction. Primary sodium enters the [HX
through one nozzle located appro.imately at “he midpoint along the height, and
exits through a bottom nozzle. A small fraction of the primary sodium bypasses
the tube bundle and flows downward inside the [HX shell, but outside the outer
shroud, to limit the thermal stresses in the shell. Secondary sodium enters

and exits the [HX through nozzles located at the upper end.

4.1.2 Design for the Pool Concept

[n the pool or pot concept the IHX is either connected to the reactor ves-
sel directly (hot pool concept)[4], as in the PHENIX reactor [10], or through
a connecting pipe (cold pool concept) [121]. The low primary system pressure
drop and pumping powers lead to better natural convection coolant circulation
in pool designs (see Section 5.1).

Configuration of the intermediate heat exchangers for the pool-type
LMFBRs predicates primary coolant flow through the shell side, while in some
designs the primary sodium flows through the tubes of IHX (e.g., PFR) [10].

I[f the problem of tube vibrations induced by the higher pressure coolant on
the shell side is somehow remedied, it will be desirable for more uniform flow

distribution to use the higher pressure secondary coolant on the shell side.
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Figure 4.2 shows an [HX for a pool type LMFBR [121]. The heat exchanger
is a single-pass, shell and tube model. The primary sodium enters at the top
of the tube bundle, flows down around the tubes, and discharyes at the bottom
into the pool. The secondary sodium from the steam generating system flows
down through the downcomer and into an inlet plenum at the bottom of the ex-
changers, where it turns and flows back up inside the tubes. Thus, this
configuration is similar to the loop-type design. However, since the cylindrical
housing is immersed in the sodium; thermal stresses and cycling is minimized
and this eliminates the need for the bypass sodium flow as is normally re-
quired in the loop-reactor concept. Table 4.1 lists some important thermal
design characteristics for some of the existing loop and pooli-type LMFBR heat
exchanger designs. In all of these designs, the tube bundle is arranged in a
triangular pitch with pitch-to-diameter ratio between ..30 to 1.50. For rea-
sons noted above the primary sodium, which is always at a pressure lower than
the secondary coolant is allowed to flow in the shell side, except for the

PFR.

4.2 Dynemical Model

Transient thermchydraulic performance of the loop-and pool-type LMFBR
intermediate heat exchangers can be predicted from (a) theoretical calcula-
tions, (b) experimental measurements, or (c) theoretical calculations sup-
ported by experimental data.

To date, the theoretical models have not been able to adequately predict
the actual condition, simply because of the multidimensioral processes which
are caused by geometric complexities in the heat exchanger. Sodium flow mal-
distribution on the shell side of the IHX especially under low flow, iacural

convection, or extreme turbulent nature of the flow are phenomena that do not
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lend themselves easily to simple hydrodynamic analysis; on the other hand,
purely experimental analysis is not feasible, hence semi-impirical modeling
has proven to be the most reliable approach.

A wealth of performance and post-operative information available for many
existing LMFBR heat exchangers seems to support the above contention. For ex-
ample, the SRE heat exchanger was designed to transfer 20 MW(t) at a flow rate
of 61 kg/s. Approach to full-power operation of the reactor permittad a vari-
ety of tests to bz performed and analyzed before full-power operation of the
plant [124]. Experimental data indicated that, during early low-power tests
on the SRE reactor the main IHX was not functioning according to design speci-
fications, the steady-state, log-mean temperature difference was approximately
42% higher than the predicted valuc. In addition, during a scram in which the
power and flow rate were reduced to below 5% of the pre-scram level, this same
temperature difference was observed to increase by as much as 90%, and the se-
condary temperature gradient collapsed at a very rapid rate. Similar perfor-
mance problems were observed with the Fermi IHXs[lZS]; and among some of the
possible causes, shell side sodium flow maldistribution and fouling of the
tubes with sodium impurities were proposed. Therefore, it is apparent that
the best approach for treatment of thermohydraulic transients in the I[HX dur-
ing normal and off-normal conditions is the semi-impirical methods.

Thermal simulation of the intermediate heat exchangers has utilized two
models: (1) a lumped parameter single-tube model, and (2) a detailed multi-
channel model. The Tumped parameter single-tube model, assumes that all heat
transfer tubes in the heat exchanger behave similarly and are treated as an
average tube, allowing the energy equation to be applied to a single tube in

many axial locations in the coolant flow direction [62,95,96,97,126]. It
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neglects the heat transfer efferc «f stagnant sodium between the shell and the
outer shroud, and all material elements other than the heat transfer tubes.

[n contrast, the detailed model simulates all material elements and various
fluid channels present in the heat exchanger, and provides a compiete tempera-
ture map of various elements of the [HX during the transient [127,128].
Aburomia, et al.,[127] concluded that the lumped parameter single tube model
and the detailed model yield approximately the same transient fluid tempera-
ture distribution, except under very low flow rate conditions. Under these
Tow flow conditions, it is believed that the total heat stored within the IHX
elements attenuates the abrupt changes of the ertering fluids, which the
lumped parameter single tube model does not represent very well.

The single-tube model can be improved by formulating several parallel
channels and applying appropriate flow maldistri ution factors to account for
sodium flow maldistribution during low flow conditions.

The effect of heat transfer due to molecular conduction, turbulent ther-
mal diffusion, and forced fluid mixing caused by shell side flow baffles has
been studied by Aburomia, et al., [12%]. Figure 4.3 shows that the effect of
molecular conduction and turbulent thermal diffusion among various flow chan-
nels on the temperature distribution is small, and it is only significant near
the edges of the tube bundle; also shown is the effect of socdium flow maldis-
tribution which tends to aggravate the radial thermal imbalance among the heat
transfer tubes. Forced fluid mixing, on the other hand, is shown to be an ef-
fective mechanism in reducing this thermal maldistribution.

The radial flow and temperature maldistribution across the IHX tube bun-
dle is not normally of great importance in large system studies; since the IHX

average outlet temperatures have the greatest impact on the overall predicgion.
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4.3 Lumped-Parameter Model

The application of partial differential form of the energy equation te a
single average IHX tube represents the lumped parameter approximation.
The differential equation describing the thermal state of the sodium flow

in the heat exchanger can hz written as:

3h . 3h_ 3q”
Pat P T ay (4.1)

where o is the sodium density, h the sodium enthalpy, u the sodium velocity
and q” is the heat flux in the radial direction. In deriving Equation (4.1)
it was assumed that sodium is incompressible, also axial conduction and vis-
cous dissipation terms are negligible.

In order to achieve separation of variables, various approximations for
coolant enthalpy distributions are made. They include:

Nodal Heat Balance - In this approximation, the tube and shell wall nodes

are placed in the midplane between the corresponding coolant nodes, giving
rise to a staggered nodal arrangement as shown in Figure 4.4.

The coolant energy equation (Equation 4.1) can be simplified by repre-
senting the convective term in a backward difference approximatioan, where:

i—ﬁlr 0(ax) . (4.2)

The spatial increment 4X must be taken sufficiently small to insure that

the higher-order terms remain negligible.
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Therefore, the integrated form of the partial differential equation

reduces to the following ordinary differential equation:

th
og Vg gt W, -y * g, (e8]
where

V; = nodal volume, (m3),

W = sodium mass flow rate, (kg/s),

puA, and

q = the heat transfer rate, (W/s).

In deriving tnis expression is was further assumed that the rate of
change of enthalpy, h, in the node is directly related to the rate of change
of enthalpy at the outlet, that is:

an _ 9",

Finite Differencing Techniques - In this approach, the coolant and

solid-wall material nodes are placed in parallel. The convective term in the
eneryy equation can be represented by the following approximations:

1. Two-point backward difference:

n,=-h

dh __J J-1
aX AX (4.5)
2. Three-point backward difference:
3h, - 4h +h
3h J J-1 J=1
T I -8

e\
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3. Central difference:

ah s J*l J‘l (4 7)
3 25X .
4. Mixed difference:
3h "aer = Mgy for even number of nodes (4.8)
ax AX ! '

- g
<.
[
)

—
[
—

3h _ "
X i for odd number of nodes. (4.9)

The mixed difference approximation can be applied only when an even number of
axial nodes is being used.

Gunby [130] simulated an intermediate flow coastdown transient in the
tube side. His results are shown in Figure 4.5. [t is apparent that the no-
dal heat balance and mixed difference model behave almost identically, while a
considerable deviation is observed by other methods. Therefore, it is recom-
mended to use the nodal heat balance method, since it is least dependent on
the differencing technique; and its results improve as the number of nodes is
increased.

The following is a complete set of nodal heat balance equations for the
simulation of an LMFBR heat exchanger:

Shell-Side Sodium

dhs
s Vs qe| ¢ W (hg
J

- hs ) - e S (4.10)
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Tube Side Sodium

dh
t
p. V = W, (h -h, ) +q (4.11)
t t?t_v LA S, 3
Vessel (Shell) Structure
dT;
Py Vv Cv v ql,j . (4.12)
J
Tube-Wall Structure
dT;
Py Vw Cw = " QZJ - q3J ’ (4.13)
J

where Cv and Cu, respectively, are the vessel and tube-wa'l structure heat ca-

pacit

ies, f;, and T; are vessel and tube wall average temperatures, respec-

tively, and 9, » 9, and q, are the heat transfer rates. These can be calcu-
J J

J

lated as follows:

where:

q, =U; (T, - T), (4.14)
6 = Uy (T, -T), (4.15)

q, =U; (T; -T,)

2, (4.16)
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and the heat transmission coefficients (W/k) are given as,

“r
-5
+
-
-

Av is the vessel structure heat transfer area, r, is the thermal resistance of

i
the i-th layer, and n is the number of tubes.

The thermal resistances are defined as follows:

§
r ot e (4.17a)
v
o o (4.17b)
2 hf ’
1
2
r = (4.17¢)
3 i + Sw h1=
[D, + 28
tn ; ry 5"]
J o} “
S K, (4.17d)
D, + & ]
n .l._d._'
r = = i (4.17e)
5 kw
r = 2
¢ Dyl
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where dv is the half thickness of the vessel shell, kv is the vessel wall
thermal conductivity, hfl, hfz are th» surface heat transfer coefficients (see
the following section), 0 the tube inside diameter, Sy the tube wall thick-
ness, and kw is the tube wall thermal conductivity.

[t is important to note that the assumption of linear enthalpy and tem-
perature distribution within a nodal volume may fail under very abrupt tran-
sient conditions, thus requiring extremely small nodal size, which can lead tn
excessive computer time requirements. There are two alternative solutions to
this problem:

1. Logarithmic Mean Temperature Difference Alternative - [n this ap-

proach, the effect of tube wall heat capacity is assumed to be small and is,

therefore neglected, Teading to the following approximation:

q = q3

2) J J

where the logarithmic mean temperature difference is defined as [129]:

(T, = T,) = (T - T,)

- J J-1
ATng n [(T; -;T;) 7 17;‘:?1:3'—-] , (4.19)
J J=1

and U+ is the overall transmission coefficient given by:

| 6

2T

i=3

In case of cross-flow and a combination of cross-flow and counter-current de-

signs a correction must be introduced in the logarithmic mean temperature dif-

ference:

(aT, ) e(aT, )

im’cross-flow wm’counter-flow

= U+ ATlm (4.18)

us = 2mnaXx (4.20)
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where ¢ is a "correction factor" and is a function of the termminal fluid tem-
peratures and exchanger arrangement and can be found in the literature [131].
Th~ log-mean temperature difference approximation remains valid so long as the
time constant of the tube wall is much smaller than the transient time scale.
This has been shown to yield satisfactory results with limited number of no-
dalization in the I[HX [126].

2. Nonuniform Nodalization Alternatives - In this approach, the effec-

tive heat transfer length is divided according to the sodium temperature be-
havior in both shell and tube sides of the exchanger, that is, more nodes are
placed where the highest temperature nonlinearity exists and a smaller number
of nodes are placed where the temperature distribution is fairly linear.

Figure 4.6 shows the steady state temperature distribution for the CRBRFP
intermediate heat exchanger. It is seen that at steady state the temperature
distributions are fairly linear and pose no difficulty. Also shown in
Figure 4.6 is a distorted temperature distribution (dashed lines) for the in-
termediate side which can occur under certain transient conditions (secondary
flow coastdown). It is seen that most of the heat is transferred at the bot-
tom, where the highest temperature nonlinearity exists.

The thermal resistance of any material deposited on the surface of the
tube caused by mass transport or the presence of impurities in the coolant can
be easily incorporated into the overall heat transmission coefficients by ad-
ditional resistances. MNormal'y this effect can be neglected, but, with the
trend Loward higher reactor outlet coolant temperatures, the surface buildup
rate caused by waterial removal from the hotter surfaces and deposition on the

colder ones may become quite significant [126].
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4.3.1 Heat Transfer Coefficients

The film heat transfer coefficient, hf, is usually determined from the
Nusselt number Nu:
k

he = 5 Nu (4.22)
where k ¢ is the fluid thermal conductivity at average bulk temperature, and D
is the tube inside diameter or thermal equivalent diameter for fluid flowing
inside and outside of the tube, respectively.

Since turbulent and laminar flow in circular tubes arises in many types
of heat exchange equipment, these types of transfer processes have been stud-
ied in detail. Many expressions have been presented in attempts to summar-
ize, quantitatively, the various influences to which such processes are sub-
ject. The convection coefficient, combined into a Nusselt number
(Equation 4.22), depends upon the flow Reynolds number, the tube-wall rough-
ness, the fluid Prandt] number, any density variation due to pressure drop and
temperature change, transport-property variations due to temperature dif er-
ences, and the relative length of the tube (L/D).

For fully developed turbulent flow, that is, in long tubes (ur far from
the tube inlet) a number of corre'ations have been suygested. Table 4.2 lists
some of the widely used Nusselt number correlations for round tubes, with
uniform heat flux at the wall.

For developed laminar flow through the tubes with uniform heat flux at

the wall the following equation is suggested [136]:

Nu = 48/11 = 4.36 (4.23)
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For undeveloped laminar flow, Sieder and Tate [13C] suggested the fol-
lowing relation:

5 }/3 (um)o.lu BRYE
Num = 1.86 (f) ;; (Re*Pr) (4.24)

where hf is based upon average of the inlet and outlet temperature differences
and the properties are evaluated at the average fluid temperature. This rela-
tion 1s in close agreement with Equation (4.23) for Re'Pr %¢>10. This last
condition excludes extremely large nodal lengths, for which a logarithmic
temperature difference must be used to define he (130].

Heat transfer for turbulent flow in noncircular passages has been studied
for many tube geowetries. In passages, where the flow geometry is not drase-
tically different from circular tubes, the concept of equivalent diameter is
applied. For such a passage the velocity and temperature distribution may be
assumed to be developed if L/D> 30 [130].

The most common types of tube arrangements are the equilateral triangular
pattern, and the square array. Such arrangements are shown in Figure 4.7
where; r and r, are the inner and maximum-velocity radii.

It is shown [93] that for & triangular arrangement:

¥== (e/0), (4.25)
and for a square array:

(4.26)
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Further camparisons of these two equations at the same value of ry/r,

results in,

(P/D)t.a. = 1.075 (P/D)s.a. (4.27)

Therefore. 1.075 (P/D)s_.. can be substituted for (P/D) in Nusselt number
correlations shown in Table 4.3 to make them applicable to square arrays.
The effect of baffles can ve considered by including the cross flow of
Tiquid metal through the rod banks. The heat transfer coefficient for the
obiique flow through the rod banks is a function of the approach angle s,

which can vary between 0 and 90°. The approach angle is defined as:
u
8 = tan”' |5 (4.28)

where u. and u, are the cross and axial components of velocity, respectively.

The oblique flow heat transfer coefficient can be calculated [93] using

the followinyg correlation:

® 2
Nu = [s.z4+o.zzs (Re-Pr):ﬂ.:Sa]JTu (1- -,,-}3) -f"l‘e *Sj"z‘ee (4.29)
+ n

where, 6 is the unit hydrodynamic potential at the rear stagnation point of

the tuL. listed tabularly in Reference [33], and are reproduced for severa: P/D of
interest in Table 4.4. The subscript "mex" refers to Reynolds number based on
cross-flow velocity of coolant at minimum flow area.

For fully developed heat-transfer in longitudinal laminar flow between
tube or rod bundles arranged in an equilateral triangular array Sparrow, et

al., [140] calculated Nusselt numbers for a wide range of pitch-to-diameter
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ratio which can be approximated by the following correiations:

b = 9,10 (P/D) - 2.63 1.3 <P/D <4 (4.30a)

3.85

Nu = 3.52 (P/D) 1.1 < P/D < 1.3 (4.30b)

The aforementicned discussion of experimenial and calcuiated correlations
is by no means an exhaustive consideration of the large amount of such infor-
mation which has been accumulated for various flow conditions and geometries.
For a more detailed guide to the literature the reader is referred to Dwyer

[93] and Pearson and Moore [120].

4.3.2 Pressure Drop Model

The rate of heat removal Yrom the reactor depends strongly on the flow
behavior in both shell and tube sides of the intermediate heat exchangers.
The IHX designs are based on achieving minimum temperature imbalances during
steady-state and transient conditions.

The pressure drop calculations on the tube and shell sides of the I[HX
follow the standard procedure of adding up acceleration, gravity, frictional,
inlet and exit pressure losses associated with other flow obstructions as was
described previously for flow through rod bundles in section (3.3.2).

Miller and Schnauder [10] have reviewed heat exchanger pressure drop
calculational models for a variety of tube and flow arrangements.

The effect of sodium flow maldistribution in the shell side of the heat
exchanger has been studied extensively. Aburomia et. al., [127] examined the
effect of flow splits caused by flow baffles such as the ones in the CRBRP or

FFTF IHX designs. Dawson and Wolowosiuk [141] have carried out extensive
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flow measurement studies; and concluded that complex flow baffles act as an

equivaient orifice with loss coefficient of 0.85.

4.4 Thermal Buoyancy Effects

The influence of thermal buoyancy produced by forces resulting from so-
dium flow field density variations caused by temperature field variations on
IHX performance are very small under nommal desiygn full flow conditions. How-
ever, under low flow natural circulation conditions, buoyancy Qill strongly in-
fluence the overall system behavio:i'. Thermal buoyancy would exert its influ-
ence on system dynamic energy and coclant transport prediction through alter-
ation of heat transfer and friction factors.

The effect of local stratification, due tc thermal buoyancy on IHX ther-
mal and hydraulic behavior needs considerable investigation, since no conclu-
sive comprehensive study has been made yet to delineate the thermal buoyancy
related phenomena. A recent report by Kasza et al., [142] has reviewed the
existing models and understanding of the processes contrnlling the heat and
momentum transfer in sodium-to-sodium heat exchangers. Through their prelim-
inary studies they claim that at natural circulation conditions (~5% flow) the

thermal buoyancy forces are of the same order of importance as inertial forces.



5. HEAT TRANSPORT SYSTEMS

5.1 Description
The plant Heat Transport System (HTS) incluges the primary and interme-

diate sodium pumps, and the system components that transport the thermal en-
ergy generated in the reactor core to the steam generating system.

In the loop reactor concept, each heat transpert loop is arranged in an
“elevated loop" concept. This arrangement protects against loss of coolant in
the unaffected loops in the event of a sodium pipe rupture accident in one of
the heat transport loops. Figure 1.1 shows the hydraulic profile for a typi-
cal loop-type design. .. can be seen that guard vessels are placed around the
reactor vessel, primary pumps, intermediate heat exchangers and all piping be-
low the lips of the guard vessel to assure that the reactor coolant level will
not drop below the minimum safe level for emergency core cooling. The sodium
piping and components arrangement must promote natural circulation; they must
also be routed and supported to keep the themmal expansion, dead weight, and
seismic stress within specified limits.

In the pool concept, the primary piping is replaced with a large tank of
sodium, while the secondary circuit is essentially identical to that in the
loop concept. Two different primary system concepts in the pool design exist,
namely, the hot pool and the cold pool concepts as illustrated in Figure S5.1.

In the hot pool concept, there is no piping connection between the reac-
tor vessel outlet and the [HX inlet. The coolant leaves the core and enters
the upper outlet plenum, a region of the primary tank that at steady state
operates close to the reactor mixed mean outlet temperature (hot pool). The
sodium in this region is separated from the cooler, pump suction portion of

tre tank by an insulated thermal barrier. In general, two different 1iquid
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levels exist in the hot and cold sodium pools, and the liquid level difference
manifests the pressure losses through the [HX.

The cold pool concept utilizes an enclosed reactor outlet plenum which is
similar to that in the loop concept except for the fact that there is no cover
gas present in the former type. Hot sodium leaves the outlet plenum and flows
to the IHX via a short insulated piping. The bulk of sodium is at the reactor
inlet temperature with only one free liguid level at the cold pool. The ele-
vated [HX arrangement is to promote natural convection in the absence of

forced cooling.

5.2 Thermal Transport Model

The coolant transport in the primary and secondary heat transport system
is one of the most important effects that must be accounted for since the
longest time the coolant spends in its passage through the heat transport cir-
cuit is in the piping (loop and pool) and the cold tank (pool). Therefore,
the long term transient performance characteristics of LMFBR systems are
highly influenced by the energy transport in the heat transport circuits.

Consider a pipe section of Figure 5.2; the coolant transport time along a

subsection J is defined by [143]:

t+1J

W(t' L
f T dt' = v, (5.1)
;-

where W is the coolant mass flow rate (kg/s), °jthe coolant density (kg/m3), Yy

the coolant volume (m°®) and 7; is the coolant or enthalpy transport time (s).
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For an idealized, adiabatic plug-flow in a pipe system, the transient
temperature (enthalpy) at the outlet of a pipe section is equivalent to the
transient temperature (enthalpy) at its inlet delayed by an enthalpy transport

lag time Ty In other words,
out S L P
TJ (t) TJ (t- U) (5.2)

[t should be noted, however, that the delay time t, can, and it indeed does,

J
vary during transients. In the limiting case of a steady state, T is
identically equal to oJVJ/H, This model for propagation of disturbance is
known as a time-delay model. System codes, such as DEMO [97], have used this
simplified method to calculate transient temperatures in the piping network.

The time-delay model is not a realistic one in that it does not account
for turbulent mixing of the coolant within the pipe, as well as heat storage
in the pipe walls. Both of these factors can have a major influence on the
transient sodium temperature. Various model and finite difference approxima=-
tion to the coolant energy equation are discussed in Section 4.3; it is shown
that the nodal heat balance approximation yields the most satisfactory results
and hence, should be used for transient simulation. This method has been em-
ployed in several .MFBR piping models and simulation codes [62,96,126,144].

The nodal heat balance equations (Equations 4.3 and 4.12) are rewritten
for a pipe subsection J (J = 1,2,3, ..., N) of Figure 5.2 as follows:

Coolant Energy Equation

dh,
eV gt T Why - hy) t ey (83
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Pipe Wall Energy Equation

dTH

where the heat transfer rate is defined as:

q, = UJAJ (TJ - TH) s (5.5)

and,

1
UJ = . ﬁi (5.6)
T an(l + 5/01)

where AJ is the heat transfer area (wDiAx). D, is the pipe inside diameter, &

i
is the pipe wall half thickness, h is the convection heat transfer coeffi-

cient, and Tb is the coolant average temperature defined by (TJ.1 + TJ)/Z.
The convection heat transfer coefficient h is evaluated using the Nusselt
number definition (Equation 4.22) and the correlations given in Table 4.2 for
turbulent flow or Equations (4.23) and (4.24) for laminar flow.

During steady state operation the pipe wall and the coolant are at ther-
mal equilibrium for a very well insulated pipe; thus, "he sodium temperature
along the pipe is equal to the temperature at the pipe inlet. During tran-
sient operation, the heat capacity of the piping influences the sodium temper-
ature s icantly. Figure 5.3 shows the transient results for a ramp in-
crease in sodium temperature at a pipe inlet, during full flow as calculated
by Pavlienco [145]. The effect of turbulent mixing and wall heat capacity are
compared to a purely transport delay plug-flow approximation. It is seen that

turbulent mixing and wall coolant heat transfer do indeed mitigate the tran-

sient temperature perturbations in the piping.
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The influence of the piping thermal calculations during long term simu-
lations is quite significant and the results are very sensitive to the degree
of nodalization along the pipe runs. Madni [144] has studied the problem of
false diffusion caused by improper nodalization in the LMFBR piping systems;
it is shown that the numerical diffusion can be minimized by increasing the
number of temperature nodes. He has also shown .hat the number of nodes, N,

is indeed bounded.

5.3 Coolant Dynamics Model

The calculation of sodium flow rate in the heat transport system is an
important prerequisite for overall system simulation studies. The dynamics of
coolant flows in a pipe can be modeled quite adequately using the macroscopic
form of the one-dimensional, fully developed, homogeneous, incompressible
equation of motion. The derivation of this equation, as a special form of the
more general Navier-Stokes and continuity equations, will be treated in
Section 6.3. There, it will be shown that for near constant density fluid
(incompressible) the partial differential equations simplify to an ordinary

differential equation of the form:

l1dw W d(1/o) , dP f NIHI -
A dt Y A: dx ¥ dx *godl + 2 D1 A2 0, (5.7)

which when integrated over a fiow length ax yields:

D

(Ax du L__ _'__] p . p ) +950 (Z - z ) + El;_ (f Af +K) =0. (5.8)
o) 1
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Equation (5.8) is simply a hydraulic head-balance equation which shuws
that the pressure head (P2 - Pl) is used to accelerate the fluid, to increase
its velocity and vertical elevation, and to overcome friction and form losses.
This equation can be applied between different puints in the heat transport
system, at the ends of which the pressures are assumed to be known. When the
partial pressure drops are added in series, all intermediate pressure terms
cancel out, and the network inlet and outlet pressure plus the pressure rise
across the coolant pumps (if any) will remain as the boundary condition to the
equation,

The flow reyime in the piping system may change during transients, then
the effect of Reynolds number on friction factor discussed in Section 3.3.2
are also applicable to pipe flow (Equations 3.30 through 3.22 and also
Figure 3.21). Table 5.1 sets forth values for the velocity head factor K for
various fittings and flow obstruction.

It must be noted that Equation (5.8) holds valid if the pipe is of suffi-
cient length to have fully developed flow and to be free of possible entrance
and exit effects. Under turbulent flow conditions, the fully developed flow
is normally assumed if (L/D;) 210, while under conditions of laminar flow, the
fully developed parabolic velocity profile is formed at some distance Le from

the entrance given by Langhaar [146]:
(Leloi) >~ 0.058 Re Re < 2000. (5.9)

For a typical LMFBR piping system, L = 200 m, Dj =1 m, and the Reynolds num-
ber is about 107 during normal operation and about 105 at natural convection
flow condition. Therefore, assumption of fully developed velocity profile is

quite valid for all practical purposes except for extemely short pipe runs.
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5.3.1 Pumps
One of the most important components of an LMFBR plant are the liguid-

metal pumps circulating the primary and intermediate coolant. The pumps used
in the primary and intermediate systems are either electromagnetic or mechan-
ical. To date both concepts have been extensively studied, and developed.

The relatively high electrical conductivity of sodium and sodium-potas-
sium make them mast amenable to being pumped by electromagnetic means. How-
ever, recently demonstrated reliable operation of mechanical seals has re-
sulted in the selection of centrifugal mechanical pumps for many of the sodium

heat-transfer systems.

5.3.1.1 Electromagnetic Pumps

The oparation of electromagnetic pumps is based on the electromagnetic
principle that a conductor carrying a current in a magnetic field experiences
a force. There are various means of creating the current and magnetic field,
and thus, the electromagnetic (EM) pumps are classified according to the way
in which this is accomplished.

The design features, advantages and the disadvantages of the EM pumps are
discussed in detail by Chase [147]. The key advantages can be summarized as:
(1) no moving parts, (2) hermetically sealed, (3) absence of free liquid sur-
face, and (4) fine control over a very wide range of flow. The disadvantages
include: (1) the pump duct is a thin-walled member (about 0.50 mm to 2 mm
thick), requiring extreme care in design and fabrication and possibly a her-
metically secondary seal, (2) nonconventional fabrication, (3) low pump ef-

ficiency (below 45%), and (4) adverse problems caused by gas entrainment.
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The nonconventional and low efficiency problems of the EM pumps has led
to the develooment and more universal usage of mechanical punmps for LMFBR
plants, aithough the use of EM pumps during off-normal, auxiliary heat removal

conditions is widespread.

5.3.1.2 Mechanical Pumps

The dynamics of mechanical pumps are of considerable interest to the
reactor designers and safety analysts. The sodium pumps are generally free-
surface, single-stage centrifugal units. The centrifugal design is preferred
because of its mechanical simplicity and favorable fluid mechanical character-
istics. The usual approach for designing centrifugal pumps is to be able to
obtain maximum efficiency, throughout the operating regime, with the exception
that the ring-wear clearances are increased 50 to 100% over those used for
normal low-temperature designs. This technique reduces the pump efficiency
slightly but ensures long-term operation at high temperatures by preventing
contact of the wear-ring surfaces [147].

The recent design approaches have been required to meet the rigid and
difficult requirements of sealing the liquid metal to prevent any contamina-
tion by air entrainment or leckage through the joints and shaft penetration.
All types of rubbing force seals, when in contact with liquid metals, deterior-
ate rapidly, due to the high temperatures and the contaminants in the liquid
metal. Chase [147] has discussed various types of seals that have been devel-
oped in recent years.

Mechani:ally, every pump consists of two principle parts: an impeller,
which forces the liquid intc a rotary motion by impelling action, and the pump

casing, which directs the liquid to the impeller and leads it away under a
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high pressure. The impeller is mounted on a shaft which is supported by bear-
ings and driven through a flexible or rigid coupling by a driver [148]. A
cutaway diagram of one of the primary sodium pumps in the CRBRP is shown in
Figure 5.4. The desiyn of this pump is based on the free-surface centrifugal
pump concept. It is driven by a conventional squirrel-cage inducton motor
rated at 5000 Horsepower at 1116 rpm. The pump is rated at 2.1 m3/s, and

140 meter total dynamic head [15].

A pony motor, rated at 75 Horsepower, is coupled to each pump motor by a
reduction year and an overrun: ing clutch to drive the pump system at about
7.5% rated speed during standby operation, refueling, and decay heat removal
periods. Each pump drive motor is powered by a motor-generator set with a

fluid coupling [15].

5.3.1.3 Dynamic Simulation

The application of Newton's second law of motion to the rotating system
yields the torque balance equation for the shaft and rotating assembly

[62,96,97,126]. The angular momentum equation is:

2n i'QD da _
(’6—5)(?3') at = Mt " Pre T Se (5.10)

where [ is the moment of inertia of coupled motor and pump rotor (kg/m?), I
is the design speed (revolutions per minute), FD is the design torque (N-m), a
is the normalized pump Speed, 8yt is the normalized drive motor torgue, 8, 1s
the normalized hydraulic torque of the fluid and 8., is the normalized fric-
tional torgue.

The drive motor torque goes to zero during main motor trip or to pony mo-

tor torque during trip to pony motor level. During normal operation the main
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motor torque is adjusted due to the action of the plant flow-speed controllers
[61]. The fluid load torque, Beys and the frictional torque, B, are deter-
mined from the pump characteristics and the flow of fluid through the pump
system.

Pump Characteristics - The head and torque characteristics of a pump as a

function of sodium flow rate, and rotor speed determine the pump characteris-
tics [149].

The complete characteristics of pumps is normally available based on ho-

« mologous theory. In this theory the pump parameters are represented by their

normalized values (with respect to their rated values). The nondimensional
(homologous) characteristics (h, 8, v, a) obtained are independent of the
fluid pumped; the shape of the characteristic curves depends only on Qs, the
rates specific speed [149, 150].

The homologous modeling relates normalized head, (h), torque, (8), to

normalized flow, (v), and speed (a), by tabulating:

(h/v2), (8/v?) vs (a/v) 0 <la/v] 1

(h/a?), (8/a2) vs (v/a) 0

IA
IA
—

|v/a]

Based on this theory the performance data from Streeter and Wylie [148]
and Donsky [151] were fitted with polynomials of the following form by Madni,
et al., [150]:

: n
h 8 i i
(‘V—Z) or (:2-) - iEO Ci (a/v) 0 < |%[ €1 (5.11)

IA
2 |<
IA
—

(5.12)

n
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The coefficients ci‘s are listed in Table 5.2 and shown yraphically in Figure 5.5
and 5.6. These characteristics are based on data for a single stage centrifugal
pump with ﬁs = 35 (SI units) or 1800 (gpm units) which lies in the range of
specific speeds for many other LMFBR pumps (e.g., CRBRP 2, = 43, PHENIX, Qs = 37,
SNR, ¢ = 41). Therefore, the homologous theory suggests that the data of
Table 5.2 can be used directly to characterize the sodium pumps in any of
these plants {150].

The pump head so determined, is used as an input to the equation of mo-
tion (Equation 5.8), and the pump torque is used as an input to the angular
momentum equation (Equation 5.10).

The frictional torque, BFr is of considerable importance for simulation
of low speed. low flow transients, especially during transition to natural
convection. BFr represents the torque due to motor windage, bearing and seal
losses and the fluid friction on the pump shaft. Table 5.3 summarizes several
relationships that are currently used in the existing simulation models.
These correlations are essentially unverified, and since their influence upon
system behavior has beer shown to be significant a thorough experimental veri-

fication is certainly warranted.

5.4 Pipe-Break Model

Owing to the excellent heat transfer properties of liquid sodium, parti-
cularly the high boiling point of 1155 K at atmospheric pressure, the primary
system is normally operated at or near atmospheric pressure while retaining a
wider margin between operating and coolant boiling temperatures. Uperation
near atmospheric pressure is desirable both in reducing the probability of the
occurrence of catastrophic vessel or pipe rupture and in minimizing the conse-

quences should such an accident occur. Oue to low system pressure, if the
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system envelope is breached, a rapid coclant blowdown that occurs in hich-
pressure light water reactor (LWR) systems will not take place. The accident
will, rather, be more accurately characterized by a pouring of fluid from the
rupture, driven only by the hydrostatic and/or pump head.

Although the low operating prescur3s are an att-active feature, liquid-
metal-cooled fast reactors have a number o charac.eristics that are less de-
sirable when the possibility of loss-of-system integrity is considered.

First, changes of power level often entail swings of several hundred degrees
in the coolant temperatures. As a result, large thermal stresses may appear
in the reactor vessel, coolant piping, or other components, and care must be
taker to ensure that thermally induced shocks, creep, or fatigue do not re-
duce the integrity of the system. Second, should sodium escape and come into
contact with either water or oxygen, a fire will result, thereby increasing
the thermal and mechanical loading on the containment structures. The possi-
bility of :adium contacting water or oxygen is minimized by placing the pri-
mary system in a vault with inert atmosphere such as nitrogen. Another major
design feature to prevent a loss in the coolant inventory is provided by
placing guard vessels around most of the major components.

The effect of a m *~r rupture of primary or secondary piping system on
the LMFBR system response is highly influenced by the size and location of the
break. In the loop-type LMFBR, perhaps the most severe loss of pipirg inte-
grity accident is a double-ended rupture in the cold leg piping near the reac-
tor inlet nozzle. Unlike the LWR, the LMFBR does not have an inherent nega-
tive feedback associated with the loss of coolant inventory. On the contrary,
an undercooling accident in the LMFBR can lead to a positive reactivity feed-
back as a result of the positive sodium void effect, which is terminated by

the plant protection system.
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Therefore, it i quite clear that the "calculated" loss-of-piping inte-
grity in loop-type LMFBRs must be based on sound and accurate physical and nu-
merical models. The response time of the plant protection system to the acci-
dent condition and the details of the transient flow of the coolant through
the core during the first few seconds after the pipe break are alsoc signifi-
cant factors in determining the severity of the transient response.

Various models have been developed and incorporated into several computer
codes [62,96,97,124,149]. In all of these models the flow in the vacinity of
the break is treated quasistatically, neglecting the effect of gravity on the
jet di: :harge.

TANUS [96], DEMO [97] and RELAP [152] codes consider two limiting types
of breaks. One is the small leak for which an orifice discharge coefficient
is used. Another is the double-ended quillotine ruptur . with large separation
distance so that the flow interaction between the twr s;ides of the break can
be neglected. The medium size breaks are treated as either small leaks or
quillotine ruptures. The CURL code [126] models the pipe break-based on a
user specified discharge coefficient which can vary from a small value (leak)
to a very large value (large rupture) and, hence, modeling a whole range of
ruptures. The influence of sleeve or guard pipe on flow confinement is not
represented in the above mentioned models leading to a conservative predic-
tion for the discharge rate. However, this may not necessarily result in a
conservative impact on the reactor core since the most conservative discharge
rate results in most optimistic reactor scram time. Thus, it is important to
employ a realistic rather than a conservative approach to determine the dis-

charge rate.

N\
\
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The 3SC-L model [62,153] was developed to predict the pipe-break coolant
discharge rate under both free jet and confined flow situations. When the
reak area is small compared to the spacing between the coolant and the outer
pipes, the discharge fluid is assumed to behave as a free jet. When the break
area is large, such that the discharge fluid is limited by gap space, confined
flow model accounting for dissipation pressure losses is employed. Although
it neglects the influence of gravity, it seems to model the pipe-break reason-
ably. |

The influence of the guard vessel on the discharge rate is adequately
modeled by the current codes based on simple conservation of mass and momentum

as discussed in References [62] and [97].

5.5 Valves

The LMFBR heat transport systems may require valves for reasons such as:
(1) to control the sodium flow rate in the primary or intermediate heat trans-
port systems, (2) to isolate a heat transport loop on a particular component
of a loop in order to improve the system reliability and serviceability for a
multi-loop plant. The isolation valves can alsc provide a safety duty Ly re-
ducing the consequence of an unlikely fault. For example, the intermediate
loop isolation valves can stop the pressure wave propogation caused by a pos-
sible steam generator leak-induced sodium water reaction, and (3) to control
the sodium flow direction, check valves are normally installed in the primary
heat transport system to prevent thermal shock and pump reversal in transients
where flow direction may change (single pump trip or loss of piping integrity
in the loop concept). This can allow for continued heat removal or plant op-

eration at partial load conditions in the absence of a sinale loop.
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Both the steady-state and dynamic characteristics of the valves should be
considered during design and operation of the plant. The steady-state behav-
ior depends mainly on the size and shape of the valve and on the pressure drop
across the valve. The actuator characteristics have very little influence on
the steady state operation. The dynamic response of a valve depends strongly
on the actuator characteristics as well as the mechanical design of the valver
and the local hydrodynamic conditions.

The flow characteristic of a valve defines the flow behavior as the valve
operates through rated stroke. To take on full meaning, the definition must
be considered from two view points: (1) the inherent flow characteristics,
and (2) the actual installed flow characteristics.

The inherent flow characteristic is based on near constant drop across
the valve body throughout the stroke. It is generally ideaiized and applied
to a whole family of valves. This must be taken into consideration in the
analysis since the difference between actual and .deal curves may be fairly
large.

The installed flow characteristic is the actual relationship between
valve stroke and a specific flow system. Many factors, in addition to the in-
nerent characteristic, influence the installed characteristic. The most com-
mon are a restriction such as line loss in series with a valve, a change in
total pressure drop in the system as a function of flow as may be caused by a
pump, or an open bypass around the valve. The effect is often substantial and
must always be considered in a complete analysis of any control problem.

The control valve sizing and flow characteristics for various types of
valves are discussed in detail by Wing [154,155] and the dynamics are also

discussed in References [143] and [156]. The objective for the heat
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transport design is to provide only those necessary to operate the plant
economically and safely and to provide maintainability as discussed earlier.

In order to minimize the backflow in a shutdown primary heat transport
system, check valves are normally installed. A cutaway diagram of one of the
primary check valves in the CRBRP is siown in Figure 5.7. The swing disc is
open during forward flow operation; and closes as the flow reverses direction.
To avoid excessive fluid hammer caused by valve closure, a dashpot arrangement
is added to reduce the check valve closure rate during flow reversal.

The mathematical model describing the dynamics of a tilting disc check
valve has been developed by Pool et al., [157,158]. They consider moments
acting on the valve disc which are caused by the pivot pin friction, disc
weight, torsional springs and fluid pressure. Ball and Trellis [159] have
performed extensive tests un a model cold-leg check valve to understand the

closure rate under reverse flow conditiuns.

5.6 Thermal Stratification and Multidimensicnal Effects

Under lTow velocity conditions with nonuniform temperature gradients in a
pipe, there is a possibility for stratification to occur. For example, cold
sodium entering a warmer pipe tends to slide under the warm sodium rather than
advance in the plug-like manner [165].

Thermal stratification studies at low velocities have been attempted by
several investigators [160,151,162]. COMMIX code [1i1] was used to investi-
gate the stratification possibility in a horizontal pipe with L = 17.7 m,

Di = 0,43 m, § = 6.35 mm and 1iquid sodium initially flowing at W = 805 kg/s
at 632 K and Re =~ 4x10°. Kasza et al., [160] and Domanus et al., [161], re-

ported considerable flow redistribution and internal recirculation in an

adiabatic pipe for a limited range of flow coastdown to natural circulation.
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The identical problem was also analyzed by Trent [162] using the TEMPEST
code. Although considerable flow redistribution was observed, no flow recircu-
lation was predicted .o occur when a tight enough convergence criteria on the
mass balance error was employed. More recently, Trent [163] has simulated
thermal stratification effects for the LMFBR intermediate loop horizontal pipe
run for both adiabatic and conducting pipe wall using the TEMPEST code for cy-
lindrical coordinates. Figure 5.8 illustrates the temperature and flow tran-
sient [164] used for the pipe entrance boundary conditions, which typifies the
sodium temperature at the outlet of the evaporators during a loss-of-electri-
cal power transient (natural circulation) in CRBRP as calculated by the system
code DEMO [97].

Axial velocity profiles are illustrated in Figure 5.9 Velocity profile
distortion resulting from density gradient is evident, especially at the lower
flow conditions. The comparison between the adiabatic and non-adiabatic case
indicates that the amount of velocity profile distortion can be significantly
mitigated by wall conduction. Velocity profiles, after approximately 120 s
illustrate opposite distortions from upsteam to further downstream. The down-
stream profiles exhibit behavior from an earlier part of the transient where
colder (heavier) fluid entered, causing a density current and higher axial
velocities in the bottom portion of the pipe. However, fluid entering the
pipe after 100 seconds is warmer than the fluid currently occupying the pipe
and, hence, rises, thereoy c.using larger axial velocities in the upper por-
tion of the pipe. Another phenomena of interest is the tendency for very
localized flow stratification near the top of the pipe during the ramp down

portion of the thermal transient (40 tc 80 seconds) with wall conduction. This

Tocalized velocity profile distortion is thought to be caused by the hot pipe
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Figure 5.10shows the temperature time history of the fluid at the top and
bottom of the pipe. Generally, the thermal capacity of the pipe slows the
rate of the temperature decrease at both the top and bottom of the pipe, and
decreases the top to bottom temperature differences particularly at locations
farther down the pipe away from the inlet. The non-adiabatic pipe wall also
delays the time at which the maximum top to bottom temperature difference oc-
curs. Both top and bottom temperatures are considerably higher for the non-
adiabatic case, than for the adiabatic one. Also shown in Figure 5.10 are
results of similar calculations using the 1-D model described in Section 5.2
[165]. It is seen that the results compare quite favorably, and the 1-D re-
sults remain within the bounds of the 3-D calculations. This finding means
that flow redistribution and stratification effects are mitigated signifi-
cantly by wall conduction, and the perturbation signal damps out considerably
towards the outlet, hence, the multidimensional effects are minimized and can

safely be neglected in overall system simulation studies.



6. STEAM GENERATING SYSTEM

6.1 Description

The function of a steam generating system is to remove the heat from the
intermediate heat transport system generated during operation of the reactor.
This thermal energy is used to boil water and generate steam that is fed to a
steam turbine. The turbine converts the thermal energy of the steam to mech-
anical energy which in turn is converted to electrical erergy by a generator.
The low pressure, saturated steam from the turbine exhaust is condensed to
water in a condenser and the condensate returned to the steam generator
through a series of preheaters.

Figures 6.1 and 6.2 show the schematics of the CRBRP and SUPER PHENIX

steam generating systems, respectively.

6.2 Designs

The LMFBR steam generator design requirements are based on two important
factors: safety and low energy cost.

The steam generator system is important, not only because of its func-
tion as a means of transferring the thermal energy to an electrical generat-
ing device, but also as an essential safety related heat rejection system
that forms the interface between two chemically reactive fluids. The chemi-
cal affinity between sodium and water dictates high structural integrity to
prevent sodium water contact, and that it should also be capable of with-
standing the consequence of the worst possible accidents. Recent e  rimen=-
tal advances in the area of sodium-water reactions have demonstrated that

such a reaction can be contained in a safe manner.
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The low energy cost involves a balance between capital cost, operating
cost, and system availability. This leads to compromise between the cverall
plant efficiency, system component costs, and the operating cost and avail-
ability.

The unique situation has led to several different apprcaches to liquid-
metal-heated steam generator designs. These include natural circulation,
forced circulation, and once-through integral and modular designs with sodium
on the tube or on the shell side [63,166,167,168].

The integral once-through type design is a large heat exchanger incor-
porating several functional elements of a steam generator (evaporator, super-
heater, separator, etc.), examples of which are the Russian BN-350 reactor,
the American Fermi reactor and the French SUPER PHENIX reactor (Figure 6.3).

The modular-type design consists of individual units to perform the heat
transfer duty for different thermodynamic states of the water-steam cycle.
The designs normally include evaporator, superheaters, and steam drums, exam=-
ples of which are the U.S. Clinch River Breeder Reactor (Figures 6.1 and
6.4), and the Experimental Breeder Reactor No. [I.

Figure 6.4 shows one of the Clinch River reactor steam generator mod-
ules. The evaporator and superheater modules are essentially identical and
are of "hockey stick" design. The module is a 757-tube counter-flow heat ex-
changer with sodium flow on the shell side and steam/water flow on the tube
side. Heat removed from the secondary sodi im produces saturated steam in
the evaporators and superheated steam in the superheater. The modules are
designed to be interchangeable, except that inlet water orifice inserts are
added to the evaporators for hydrodynamic stability [15].

The major characteristics of typical liquid-metal-cooled steam genera-

tors are given in Table 6.1.
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6.3 Thermodynamic Models

An important part in the thermal-hydraulics analysis of a fast breeder
reactor involves the determination of thermodynamic state of the steam-water
cycle during steady state and transient mcdes of operation.

The type of thermodynamic model used to describe a steam generator sys-
tem is dictated by the system geowetry and the problem under consideration.
Due to the complex nature of the two-phase and compressible flows in the
steam generating system, a purely theoretical, general solution is not possi-
ble. Therefore, simplifications are usually made to reduce the computational
requirement.

As it was stated earlier, analyses of any flow system involve the solu-
tion of mass, momentum, and energy equations. There are four unknowns in a
single-phase flow, which were discussed as velocity, pressure, temperature,
and density. The number of unknowns in a two-phase flow is eight. These
are: void fraction, liquid and vapor phase velocities, liquid and vapor
phase densities, pressure, and the temperatures of each phase.

[t is apparent that the two-phase compressible flow analysis is vastly
more complicated than its single-phase counterpart. Most current simulation
models are descendents of the original RELAP [152] and/or FLASH [169] comput-
er programs. Both of these models solve the conservation equations cf mass,
energy, and momentum for a staggered node-flow path representation of a ther-
mal-hydraulic system. These conservation laws for a one-dimensional (no

slip) flow can be rewritten as previously discussed in section 3.4.2.5 [117]:

Mass .continuity:

=5 (o) + 2 (ouA) =0 (6.1)
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Momentum:
u , 3u 13p 32, fulu
t TV toxtIntE 2 0 (6.2)
Energy:
e ., %8 _3q o ou
b (3t - ax) 3y P 3Ix tudtq (6.3)

where p is the fluid density, u the velocity, A the flow cross sectional
area, P the pressure, g the ygravitational acceleration, f the friction fac-
tor, z the vertical elevation, di the inner diameter of the channel, e the
specific internal energy, q''' the heat generation rate, q the heat transfer
rate, and ? the dissipation function.

Cefining the average mass flow rate as,

W= DUA (6.4)

and neglecting the heat generation rate and the viscous dissipation (small as
compared to the heat transfer rate), and also substituting the definition of
fluid enthalpy (h = e + P/p) into the above equations for a constant area

duct, one jets

3 , 1MW
at * A 5x 0, (6.5)
L g My, W 3 My 1P, 3z, f WMl

%(ph-P)+%—%(Nh)=%§ . (6.7)
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These equations can be applied to determine mass flow rate, pressure, and en-
thalpy as a function of position and time: W(x,t), P(x,t), and h(x,t), using
equations of state which relate the themmodynamic variables. [t is assumed
that the initial distribution of these variables are known from steady state
calculations. Also needed are the boundary conditions for W, P, h ana the
surface heat transfer rate q as a function of position and time.

There are basically three different approaches to cbtain a numerical so-
lution for Equations (6.5) through (6.7) that were mentioned in section
3.4.2.5 which have been applied by various investigators; they are: (1) the
fully compressible flow method [169], (2) the momentum and channel integral
method [62,117,170], and (3) the single mass flow-rate method [117, 143].

In the fully compressible flow model, the multiple point difference
equation approximation to the conservation equations is solved directly for

variable W, P, and h using the appropriate equation of state for density:

o =p {(h, P) (6.8)

and rewriting the mass continuity equation (6.5) using,

3 . (2 3h, (3, 2P
TR A R N Qi
to get,
spy 3h . (3py 3P 1 3W
(Eﬁ)p it " (aP)h 3t ' A 3x . (6.10)

Equation (6.9) can be substituted into the energy equation (6.7) and along
with (6.10) results in a -ystem of equations which can be solved for 3P/5t

and 3h/3t to give:



and

1 3h 1 oW W 3 3P,y (3 3h
€2 3t oA 3x 25 3P 3x  pA 3P 3x
= l (3&) ég

o} Bph 3y

where C is the isentropic sonic velocity defined as

C s 1
13 30
Jo (ah); (aP)h

(6.11)

(6.12)

(6.13)

Equations (6.6), (6.8), (6.11) and (6.12) can be solved for the three un-

Knowns :

N(X,t), p(xat)s h(x’t)'

The only drawback from using this method is its numerical stability (ex-

plicit methods), and accuracy (implicit methods); since the required integra-

tion timesteps are on the order of the time for a sonic wave to pass through

one space step; that is,

AX

B ERT

(6.14)

™~
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Therefore, it is obvicus that the camputational time requirements will
be prohibitively long for fluid with high sonic velocity.
To remove the timestep dependency on the sonic velocity, one can assume

that the fluid density is a function of enthalpy only,

p =p (h, Pr) (6.15)

where Pr is a spatially constant reference pressure [117].

This approximation removes the spatial pressure distribution in the flow
region and hence simplifies the overall momentum and energy equations, 1lead-
ing to the removal of acoustic wave phenomena as described by Meyer [117].
Recently an extension to this method has been considered by Weaver, et al.
[62,171] in which the time rate of change of the spatially constant reference
pressure has been included.

The momentum integral model is limited by numerical stability considera-
tions to integration timesteps of the order of the fluid residence time, that
is:

at :‘?: (6.16)
This improvement in the integration timestep makes this method's applicabil-
ity to large system studies quite feasible, while retaining the essential
physical features of the process for transients in which the duration of
significant changes in pressures and velocities are longer than the time for
several sonic waves to pass through the system [117].

Further computational simplification can be achieved by neglecting the
mass flow rate distribution alony the flow path (single mass flow-rate mod-

el). That is:
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%%"i‘%‘o (6.17)

This assumption leads to a considerable simplification in the energy and
momentum equations, which allows the deteminztion of temporal variation of
mass flow rate through solution of a single ordinary differential equation of

the form [117,143]:

1dw W2 d(1/p0) . dP dz £ WWl _
Adt " a2 “dx Tdx T9°dx T A o2 . (6.18)

which may be integrated over a flow length Ax, using the appropriate pressure
boundary conditions as discussed in Reference [143].

Numerical comparisons of the momentum integral and single mass flow rate
models have demonstrated that a yeneral agreement exists, and it is highly
dependent on the transient under consideration.

Figure 6.5 illustrates a transient when the flow channel is subject to
a sudden decrease in pressure drop as computed by Meyer [117]. It is appar-
ent that the igreement between the two models is gquite good except for a very
short period of time when some deviation is observed.

Another approach to the solution of the censervation equations is the
step-wise analytical method. This method can be quite advantageous since the
solution of the conservation equations is unhampered by the numericcl stabil-
ity and convergence problems of the finite difference techniques; leading to
a considerable reduction in computer running time without affecting the sta-
bility of the solution as considered by Agee [172,173]. An excellent review
of the numerical solution techniques for the conservation equations is given

by Ybarrondo, Solbrig 2nd Isbin [175].
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The thermodynamic state of the steam drum or steam-water separator: can
be determined using the conservation of mass and energy equations (due to the
stagnant nature of the fluid inside the steam drum or separators the momentum
equation need not be considered) along with an equation of state which re-
lates the specific internal energy, e, the specific vulume, v (v=1/0), and
the steam drum pressure P together [62,143,152].

This model is based on an equilibrium thermodynamics with perfect sepa-
ration. A model can be incorporated to account for bubble distribution in
the steam-water mixture, such as the one developed by Moore and Rose [174].

It can be concluded that the treatment of LMFBR steam generating tran-
sients can be accomplished by several numerical and physical model:, and the
choice of model is dependent on the transient and the conditions of interest.

The purely compressible analysis is not feasible except during blowdown
or rapid pressurization, e.g., turbine trip, and a combination of a momentum
integral and a single-mass flow rate method seems to be the most desirable

approach for slowly varying trarsients.

6.4 Empirical Considerations for Two-Phase Flows

The true thermodynamic state of the two-phase flow in a channel is
highly dependent on the heat transfer and the two-phase flow nature. The ef-
fect of flow regime on heat transfer performance and the effect of vci+ frac-
tion on slip ratio and the pressure drop characteristics are of extreme impor-
tance in two-phase flow analysis.

To date, the theoretical modeis have not been able to adequately predict
the actual condition, and the semi-empirical approach has proven to be more

accurate and reliable.



6.4.1 Heat Transfer Correlations

The formation of a two-phase mixture by vapor generation in a vertical
heated tube is shown in Figure 6.6 .

It is observed that the flow pattern undergoes seven different regimes
causing variations in the heat transfer process as discussed by Collier
(176].

Single-phase forced convection heat transfer is enccuntered in the inlet
of the tube where the fluid enthalpy is below that of saturated water. De-
spite marked progress in the understanding of turbulence, it is not yet pos-
sible to make accurate predictions of forced convection heat transfer coeffi-
cient from fundamental principles; therefore empirical correlations must be
used. The most extensively used correlation is a modified form of the Dittus

and Boelter equation (Re> 10%, L/D>50):

Nu = 0.023 Re, " Pr,”"" (6.19)
For laminar flow a variety of relationships are available depending on the
boundary conditions and the type of flow [developing or fully developed).

The following empirical equation is based on experimental data that takes
into account the effect of physical property variations across the flow

stream and the influence of natural convection as suggested by Collier [176]:

! 0.33 p.0.43 0.25 0.1 )
Nu = 0.17 Re, Pry (Prb/Prw) Gry (6.20)

where b and w correspond to the conditions at the bulk fluid temperature and
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the temperature adjacent to the wall, and Gr is the fluid Grashof number.
Equation (6.20) is valid for L/D >50 and Re <2000 for vertical tubes.

The heat transfer coefficient in the intermediate range Reynolds number
(2000 <Re <10,000) is quite controversial and not very well understood.
One approach involves a smooth interpolation between the two correlations for
continuity. Ancother method developed by Colburn [177] is based on the simi-
larity of heat and momentum transfer in the transition region. He discusses
the controlling variables in this region in the 1ight of then available data.

The effect of subcooled boiling can normally be neglected due to uncer-
tainties in the prediction methods. The reader is referred to an excellent
review of the subcooled boiling heat transfer by Collier [176].

In the bubbly flow region (regions B and C of Figure 6.6), the bubbles
can become crowded in the vicinity of the heating surface and form a moving
bubble layer, as shown in Figures 6.6, and 6.7a. When the bubble layer
becomes thick enough to impede cooling liquid contacting the hot surface,
boiling changes from subcooled nucleate boiling to film boiling. Thus, this
type of boiling crisis is specifically called Departure from Nucleate Boiling
(DNB) .

At high-vapor fractions, the flow pattern in the tubes is such that a
vapor core exists surrounded by an annulus of water. The velocity of vapor
in the core can be so highk that the turbulence at the vapor-liquid surface
causes the heat transfer mechanism to change to evaporation heat transfer be-
fore the occurrence of dryout as illustrated by Figures 6.6 and 6.7b.

The suppression of nucleate boiling occurs at high values of the liquid
Reynoids number, Re, and (1/Xtt), where Xtt is the Lockhart-Martinelli

parameter given as:
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0.9 0.5 0.10

() ()

where o and y are the saturated density and viscosity of liquid and vapor.

Chen [178] proposed the following method where the heat transfer coeffi-
cient in this region is a combination of a nucleate boiling component and a

forced ccnvection counterpart; thus:

+F -« h (6.22)

h=S - hg c

where the nucleate boiling coefficient hyg, originallv geveloped by Foster
and Zuber [179] for pool boiling and modified by Chen [179] to account for

convective boiling effect given as:

0.79 ¢ 0.4 ,0.49
k2 ¢ Py

My * 0.002 1 T3 u0-29 1g.2% go.au ap0-73 (6.23)

fg

where:

O
"

specific heat of liquid,

s
u

therm:! conductivity of liquid,

o = surface tension,

latent heat of vaporization, and

&
©
i

difference in saturation pressure corresponding to the wall superheat.

The Reynolds number correction factor F, and the nucleate boiling sup-

pression factor S yiven by Figure 6.8 are represented as [143]:
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1 0.45 1
2.84 < 2
ot e
F = (6.24)
2.57 + 0.7643 g~  $— 2
tt tt
r
1.05 - 1.3 x 10°° Re Re < 2.5 x 10"
0.83 - 4.3 x 10°° Re 2.5 x 10° < R2 < 10°
S = (6t25)
0.32 exp(- 1.92 x 107% Re) 10° < Re < 6 x 10°
S
L?.OQ Re > 6 x 10
and,
Re = Re, - s (6.26)

The convective coefficient he, should be calculated from Dittus-
Boelter Equation (6.19) based on ligquid thermodynamic properties.

In annular flow, a liquid film normally covers and cools the heating
surface. The boiling crisis occurs when the liquid film becames too thin and
breaks down into dry patches (Figure 6.6 region D to F and Figure 6.7b).
Thus, this type of boiling crisis is specifically termed "Dryout.”

The flow regime encountered at heat flux levels above the critical heat
flux is usually called the post dryout regime. Post dryout heat transfer can
be subdivided into transition boiling, where the heated surface is wetted

intermittently, and stable film boiling where the heated surface is dry and

the liquid phase is carried by the vapor.
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The post dryout heat transfer can be predicted fram empirical correla-
tions or from theoretical models. Since the theoretical models are rather
complex and the physical mechanisms on which they are based are not yet fully
understood, the heat transfer coefficients after the dryout are normaliy pre-
dicted from empirical relationships.[180)]

Lack of sufficient experimental data applicable to the partial film-
boiling (the transition from nucleate boiling to stable film boiling regime)
has led the designers to make the conservative assumption that the stable
film boiling begins as soon as the critical heat flux is exceeded. Tong
[181] proposes a simplified correlation of transition boiling-heat transfer

to water at a pressure of 138 bars:

h = hf + 95736.70 exp[- 0.01 (Tw - Tl)] (6.27)

where h. is che stable film boiling coefficient (see Equation 6.28) 2nd
(Tw -T,) is the degree of superheat.

Ganic and Rohenow [182] have studied the post dryout heat transfer, em-
ploying a drop deposition model for the migration of liquid drops toward the
heated wall and its associated size and distribution. Based on their model
and experiment they developed a semi-empirical expression for the heat flux
from the wall to the dispersed flow which includes the radiative heat trans-
fer between the wall and the dispersed flow.

As the wall superheat increases the heat transfer mechanism approaches
the stable film regime. In this regime, the heat transfer surface is en-
tirely covered by a stable vapor film. At low wall superheat it is possible

for the droplets to wet the heating surface, while at the higher superheat
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the hot surface causes rapid evaporation of steam between the liquid droplet
and the wall form a vapor cushion that supports the water droplets and keeps
the liquid fram the heated surface. This is nommally referred to as the
"Leindofrost point."

For film boili., .. . .gh-mass velocities, particularly when the wall
temperature is below the Leindofrost point, the following correlation of

Bishop et al. [183] is suggested:

0,80 1,23/0, 10,68/ 9,\0.068
Nu, = 0.0193 Re Pr — (6.28)
f o f °h 2

<

O

where f refers to the film temperature, which equals (T, + Tp)/2.

6.4.2 Critical Heat Flux

The prediction of the critical heat flux in the two-phase convective
flows is an important consideration for design and safety analysis of steam
generators. Numerous boiling heat-transfer and two-phase flow studies have
put emphasis on development of models and understanding of the mechanism for
improving the critical heat flux predictions. Thus far no overall analytical
solution method has been obtained, and the reliable prediction method has re-
mained empirical.

The limited experimental data for sodium heated steam generators re-
quired miore detailed experimental studies for the development of critical
heat flux correlations applicable for LMFBR steam generator design and tran-
sient analysis. Geometry of the tubes has relatively great importance on the
themmodynamic performance. Among the various arrangements, the behavior of
straight, vertical tubes, for instance, is quite different from the corre-

sponding behavicr of coiled tubes; in this last type of once-through steam
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generators, the thermal crisis begins at higher gualities with minor effects
on the heat transfer coefficient (wall temperature Jump and oscillation). At
the samec time, for the coiled tube geometry, the centrifugal effects on the
two phase flow are dependei* on the coil slope and diameter [184].

The critical heat flux is one of the most sensitive parameters to the
experimental circumstances and the testing method and assumptions. The simu=
lation of thermal boundary condition using an indirect heating by means of a
hotter fluid, or the direct electrical Joule heating, alters the mechanism of
the heat transfer. The critical heat flux is greater in indirect fluid heat-
ing (actual) as compared to the direct electrical Joule heating under the
same experiment:' conditions, depending on pressure and specific mass flow
rate.

Most of the existing critical heat flux correlations have been developed
for light water reactor core applications which are characterized by much
shorter lengths (a few meters, instead of several meters) and higher heat
fluxes (hundreds of W/cm®, instead of tens of W/cm?). These substantial dif-
ferences influence the development of two-phase convective boiling flow in

the tubes and hence, vary the critical quality.

, 1s a func-
CHE a func

[t is generally believed that the critical heat flux, q

tion of the following:
¢y = Function (X..., G, P, D, L) (6.29)

where Xcyr is the critical quality, G the mass flux of water-steam mixture

in the tube, D the tube inner diameter, and L the tube boiling length.
Alternatively, the critical quality can be expressed in terms of the

critical heat flux, the length, mass flux, latent heat of vaporization

and tne fluid inlet subcooling through an energy balance equation T

A WX
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leading to:

aL qn AH
- _CHF CHF isc i
ChF = B8 . " 3 (6.30)

fg fg

X

where Agy is the latent heat of vaporization, and 8Hjgc is the inlet sub-
cooling. The effect of various system parameters on the critical heat flux
is discussed by Lee [185], and Tong [186].

Harty [187] correlated the experimental data obtained from a modular so-
dium heated steam generator unit And found that the critical gquality can best

be represented in terms of the system parameters as follows:
~

12 i =
3.210 X 10 qu 1.5 qu < 6.31 X 105 u/mZ
Mg (°v/°z) /G

(631)
X = <
CHF 6.406 x 10°

Afg (°v/°z) v

3" > 6.31 x 105 W/m?

o

shere T" is the average heat flux from the saturation point up to the dryout
location. The dryout is predicted to occur anywhere along the tube length

where the critical quality XgcqF 1s equal to the local average quality

xlocal-

The Harty correlation (Equation 6.32) has been compared [188] to the

Bailey and Lee correlation which is of the following form:

. 18.15 -5 A=0.575 =,
XCHE 'T;;' [l -4011 A10°6 q ]

(6.32)

1.58 x 10° < g" < 3.15 x 10° li/m?
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Bein and Yahalom [188] found a close agreement in the dryout prediction to
within 5% for a typical LMFBR steam generator condition.

For a straight vertical water test section (d = 0.012 m, L = 11l m),
Campolunghi et al. [184] found two separate pressure ranges that are evident
fram the experimental data: 4.9 x 10'2 <p <8.8 x 10!2 N;m® and 9.8 x 10!? <p<
1.76 x 10'3 N/m? separated by a transition region, in which the critical
qualities are substantially different and two different physical dryout mech-
anisms exist, resulting in the following correlations:

s -, 5/13 _.3/5 _.4/700
G D

12 12 2
0.494 g 4.9x 10 <P<8.8x10 N/m

XerE = 3 (6.33)

0.202 +&/9 g14/17 p1/7 9.8 x 10°2 < P < 1.76 x 10°° N/m°

~
Other correlations are summarized by Lee [185] and Tong [186]; it can be

concluded that due to the importance of two-phase flow and heat transfer

mechanisms in the prediction of LMFBR transient performance, further experi-

mental and theoretical studies are warranted.

6.4.3 Two-Phase Flow Pressure Drop

Analysis of two-phase flow pressure drop is vastly more complicated than
that for single phase flow. This is due in part to the multi-dimensional
variatior in mass and velocity distribution, further hampered by nonuniformi-
ty in heat transfer in convection two-phase flows. A number of correlations
for the prediction of pressure drops in two-phase flows are available. The
investigators have been able to use their own experimental test data to ver-
ify their correlations. Unfortunately, there is very little agreement among

the methods used for calculating frictional pressure losses. For example,
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witnin certain pressure and quality ranges, the two-phase frictional loss
computed by the Martinelli-Nelson method is 100% larger than that given by
the Armand method. Within other pressure and quality ranges the agreement is
fairly good. However, at the present time there is no evidence as to which
correlation is the most reliable.

One important point to be noted is that the effect of an overestimation
in two-phase frictional pressure loss does not necessarily lead to a conser-
vative design and analysis [143]. In steam generator stability analysis, the
inclusion of large pressure losses in tne heating zone and riser can lead to
unstable dynamic operation. Consequently, if the design is just stable with
an overestimated frictional loss, it will have a sizable stability margin
under actual plant operating conditions, leading to an increase in the total
plant cost [189]. However, in the case of a steam generator blowdown acci-
dent, an overestimated two-phase pressure loss leads to reduced discharge
flow rate through the ruptured pipe with subsequentiy longer calculated blow-
down time, which is certainly not conservative.

The two-phase flow multiplier concept essentially provides a means to
determine the total frictional pressure drop for the two-phase flow by multi-
plying the total flow frictional pressure drop, considered as saturated lig-

uid, by a multiplier, Ptps aS follows:

(AP/AL)tp = °tp (AP/AL)ip (6.34)

where (4P/AL) is the pressure gradient for two-phase (tp) and the saturated
liquid phase (2P) with the total mass flow rate.
The following research has contributed to the development of the two-

phase flow pressure drop models: (1) Locknart-Martinelli [190],
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(2) Martinelli-Nelson [191], (3) Armand [192], (4) Levy [193], (5) McMillan
[194], (6) Thom [195], and (7) Barcozy [196].

Among these correlations, Martinelli's is by far the most widely used
general method for estimating pressure drop and void fraction in two-phase
flow. Many modifications or improvements on Martinelli's basic approach have
been proposed, and the applications of this technique have been made over
conditions much different from that assumed in the original model.

Barcozy [196] compared the Martinelli-Nelson correlation with experimen-
tal data for various systems over a wide range of quality and flow rates. He
found very strong denendence of the two-phase pressure drop multiplier Otp

on the flow rate and quality. That is:

(AP/AL)tp = °tpm (AP/AL)lp (6.35)

where:

9,

z . X» G = 1356) - (A, x, (6.36)
om Qtp (A, x, G = 1356) ( xs G)

which is a modified two-phase flow multiplier, accounting for mass flux and

quality variations with the physical property index A defined as:

i ,(fl)(“ )°'2 (6.37)

Figure 6.9 shows the two-pnase flow multiplier, °tp (at 5 = 1356 kg/mz-s),

“|
< =

and the multiplier ratio, 4 as a function of A, G, and x.
The graphical forms of Figure 6.3 are not readily amendable for dig-

ital computer applications. Fortunately the following approximation by
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Heat Transfer and Fluid Services (HTFS) yields a suitapole analytical expres-

sion [197]). Tuat is,

- f
C ., 1 W2 R0
® = (1+=4+=)(1-x) (6.38)
tpm X T Top
with:
2
C=z-2+(28-0.3 61/3) exp [} (202 A ;0?;:) ] (6.38a)
and

g2 (BP/BL),, Ty °_v(1 - x)z
X

%2 (6.38b)
- (AP/AL’}O f Py

vo

where subscripts, te, vg, and &p refer to the parameter being evaluated
based on the flow of liquid, flow of vapor and the total flow as liquid, re-

spectively. That is:

f,o = Function (il_:_fl_ﬁ_g) (6.3%)
L /
f__ = Function (x § D) (6.39b)
vo ™
GD
fzp = Function (W) (6.39¢)

Assuming that friction factor may be expressed in terms of Reynolds

number by the following relation,

TN (6.40)
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it can be shown easiiy that cambining Equations (6.38), [6.39) and (6.40)
yields:

°tpm = (1 - x)1.80 ‘_:EE[ (1 - x)]0.9+ %1.3 (6.41)
A

where T and A are yiven by Equations (5.37) and (6.33a).
A much simpler approach based on the homogeneous flow model considers
the two phases to flow as a single phase possessing mean fluid properties.

In 5 model, the two-phase flow multiplier can be defined as [176]:

-0.20
oo [1 + x(:—“ -1)] [1 - x(;i -1)] (6.42)
v v

Figure 6.10 shows the ratio of the two-prase flow multiplier to that
calculated from the homogeneous mode' (Equation 6.42), R, for both Barcozy
theory (Equation(6.35)and Figure 6.9) and the HTFS correlation (Equation
6.41) for P=74.5 x 105 N/m? and G=1356 kg/m2-S.

[t is seen that the HTFS correlation is smooth as compared to th=
Barcozy and yields the correct limits for saturated liquid condition (X=0Q)

and the saturated vapor condition (x=1).



7. NUMERICAL CONSIDERATIONSL AND METHODS

' g

7.1 Background and Requirements

Physically, an LMFBR plant consists of many systems and subsystems which
ar. interconnected with each other through various processes and/or compon-
ents. Each of these subsystems is represented by a set of conservation equa-
tions. The total number of equations required in simulating the entire plant
depend, of course, on the level of modeling details used in individual subsys-
tems. These equations then must be solved numerically to obtain pressures,
temperatures and flow rates in the plant. This section is devoted to a brief
discussion of the needs and methods that have been used for digital camputer
simulation models.

Perhaps the most important requirement of numerical method used is the
accuracy. The solution obtained must be accurate, within a user-specified er-
ror control band, and must be numerically stable. It is noted tuat the temm
accuracy used in this section refers to numerical accuracy and as such this
should not be confused with the quality or accuracy of modeling assumptions.
Another concern that enters “ato the picture is the efficiency of the method
used. A reasonably good measure of simulation efficiency is the ratio of the
computing time to reactor simulation time for a given transient. [t is
pointed out that there is no absolute measure of computing efficiency - for
rapid transients the above mentioned ratio can be large, while for flow tran-
sients this ratio should be less than unity.

Prior to the discussions of numerical methods, it is helpful to define
certain tems. One of the most important terms used is the 'time constant'.

Using the terminology of Meyer [64], one can define the time constant for fuel
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(blanket or control) rod in two different ways: e a heat flux time con-
stant; and Tys @ bulk coolant time constant. These definitions are illus-
trated in Figures 7.1. Consider a case in which the fuel rod is

operating at steady state. Then begin increasing the heat generation rate
linearly with time with bulk ccolant temperature TB fixed. Initially, the
heat flux, bgs will not respond, but at 'arge time, % will also be increasing
linearly with time (with the same slope as ¢"). The time lag between q" and ¢,
is the time constant e The time constant t, is defined in a similar manner.
However, here T8 is increased linearly with time, ¢"is held constant and the
time lag between Tg and T is the time constant Ty (see Figure 7.1). While in
general these two time constants are different, for the one node fuel rod

model, they are the same. For this one node model,

Tq * Tp = (mC /U] (7.1)

where m, is the rod mass per unit clad outside surface area (kg/m?), cp is an
average specified heat (J/kg K), and U is an average overall heat transfer
coefficient (W/m%K).

Similarly, an "enthalpy transport time constant," t,, can be defined for
a particular system component as:

T, = (%%) . (7.2)

where V is the coolant volume within the componenbt (m3), W is the mass flow

rate of coolant through the component (kg/s), and v is the coolant specific

volume (m®/kg). This time constant is equivalent to the "fluid transport

time" or "transport delay time" for a pipe-like component as defined in Section 5.2.

It is equivalent to a "fill time" for a plenum-l1ike component.
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An estimate of the magnitude for these time constants can be obtained for
particular plant specitications. Table 7.1 lists some of the major ones, as
computed by Meyer, for CRBRP-type conditions. Two sets of values are noted in
this table - one set for the normal full power/full flow conditions and the
other set to represent conditions at very low flows and power values somewhat
typical of the long-term natural circulation conditions. These values are
generated for the purpose of illustration and, hence, they need not be taken
literally for the CRBRP. Note that the heat flux time constants for the fuel,
blanket and control rods ar~ governed largely by geometric characterization
and hence, they are not very sensitive to low flow or power conditions. The
enthalpy transport time constants, on the other hand, are directly dependent
on the fluid velocity.

The application of a numerical method or approximation to a particular
process is determined by the relationship between its time constant and the
speed of transient or time for significant change. Meyer [64] has defined
three ratios of times - the quasi-steady state ratio, RQ, and the explicitness

ratio, RE’ and the transient speed ratio, RS, as:

Quasi-Steady

3 time constant
Sta?; ?atio time for significant change |’ (7.3)
Q
Explicitness
- time step
Ratio time constant | ° (7.4)
(Re)
and,
Transient
Speed Ratio | = time step . (7.5)

(R) time for significant change
s
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The time step in Equations (7.4) and (7.5) refer to the computational time
step used.

The significance of these ratios can be qualitatively interpreted in the
following way. If RQ were to be small (<< 1), a quasi-steady state calcula-
tion may be performed; an explicit calculation would be required otherwise.
If the explicit ratio, Rgs 1s very small (<< 1) then the differential equa-
tions can be integrated by using explicit numerical methods. I[f nonlineari-
ties are present, a relatively low cost improvement in accuracy can sometimes
be obtained by predictor-corrector methods. However, both explicit and many
predictor-corrector methods become unstable or experience other numerical ir-
regularities if used for Rg much in excess of one. For integrations with Re
larger than one, implicit numerical methods can often be adopted. Computing
time per time step tends to increase. Such extra computations can be justi-
fied if large enough time steps can be employed. Tie third ratio character-
izing temporal discretization gives a feel for how large the time step is in
relation to the transient speed. It would seem surprising, during a compli-
cated simulation, to be able to use Ry greater than, say, 1/3, which would
give three time steps during the time for a significant change. It is recog-
nized, in stating this, that it may be very difficult, especially during a
simulation, to define what a significant change is. However, once output is
available, such a judgment can probably be made, and the problem rerun, if
necessary. A point to emphasize here is that one or all of these ratios can,
and do , change during the course of a transient.

As noted earlier, the time step size to be used depends upon the tran-
sient under investigation. Agrawal [74] has reported approximate time step

values for some of the processes of interest in simulating the flow coastdown
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to natural circulation in an LMFBR plant. The total time snan of simulation
covers up to an hour of reactor time after the loss-of-electiric power followed
by reactor scram. The ranges of the time s*tep sizes are shown in Table 7.2.
The time step size depends not only on time but also on the process under
investigation, i.e., at(t, process). For very long-temm simulations (say up
to days of reactor time), the required timestep sizes can be considerably
longer than the ones shown in Table 7.2.

A final comment on the desirability of computing time requirements is
noted here. For short-tem transients (up to an hour of reactor time) the
computer time (CPU), on machines such as a CDC-7600, can be in the range from
equality with simulated time (SIM) to five times simulated time (i.e.,

1 < (CPU/SIM) <5). Examples of transients that may fall under this category

are (1) the pipe rupture of a sodium-carrying pipe, and (2) a flow coastdown

to natural circulation. For long-term transients that may last up to days of
reactor time, such as an eventual shutdown or a loss-of-heat-sink, the compu-

ter time to simulated time ratio must be much smaller (say, 0.05< (CPU/SIM) < 0.5)
For these events, some combination of reduced detail, Tonger time steps

and/or shorter CPU time per step must be employed to achieve the necessary

improvements in computational speed.

7.2 Steady-State Solution Methods

The need for an accurate steady-state solution, prior to starting tran-
sient computation, is obvious. There appear to be two distinct methods for
obtaining initial conditions. In one case, the steady state solution is ob-
tained by reducing, through successive iterations, the time-dependent temms to

zerc within a specified tolerance. Hence, numerical techniques for solving
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time-dependert equations only need to be developed and programmed. The major
drawback of this technique is inefficiency of the method rather than the ac-
curacy of results thus obtained, although the errors will propagate in tran-
sients. For a stable set of equations, error due to the inaccuracy of steady-
state solution diminishes with time.

Another methed for cbtaining pretransient conditions is to solve the
time-independent conservation equations for the entire syste All 3/3t terms
appearing in conservation equations are set to zero. These equations then
reduce to ordinary differential equations that are then solved numerically.
Although this method requires separate programming for the steady state, it
has merits in large computer programs. This method has been used in the SSC-L
(62,198,199] and CURL [126,143] system codes for LMFBRs. The DEMO code [97],
on the other hand, uses the steady-state conditions as input to the code, or
alternately a steady-state solution is generated by running the transient cal-
culations till time-dependent terms are reduced to a small number. Recently,
the plant initialization capability has been added [200] to the DEMO code.

A method employed by Guppy, et al [199] in the SSC-L code is described
here to illustrate the steady state solution methodology. The main objective
of preaccident calculations is to provide a unique and stable plant-wide sol-
ution for the initialization of the transient analysis. The preaccident cal-
culations for the entire plant including all of the essential components in
the primary, secondary, and intermediate heat transport system (HTS) can be
time consuming if the overall conservation equations are solved simultan-
eously. One way to reduce demand on computing time is to take advantage of

special features of the plant.
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For example, the eénergy and momentum equations for liguid sodium can be
decoupled since thermal properties are independent of pressure. Thus, the
energy conservation equations for the primary and intermediate sodium loops
can be solved first. The required pumping head is obtained by solving the
momentum conservation equation. The energy and momentum equatiuns for the
water loop, however, cannot be decoupled since the pressure-dependent nature
of the two-phase water properties must be considered.

The resulting system of equatiuns to be solved is a typical set of "m"
nonlinear coupled algebraic equations with “n" unknowns (n>m). Certain
groups of these equations representing the [HX and steam generator (on a
component basis) must be solved iteratively. As the number of unknowns is
greater than the number of independent egquations, some plant variables must be
known (i.e., specified) "a priori.” Since uncertainties may exist as to which
operating conditions are known or unknown, the user should be allowed some
flexibility in the selection of plant variables which are input and those
which are to be calculated.

The overall logic for the plant themmal and hydraulic steady-state
balance is as follows:

l. Determine the exact initialization scheme for the plant thermal bal-

ance from the input option the user has specified.

2. Iterate with the detailed steam generator and IHX thermal balances
and the core gross thermal balance to achieve an overall plant
thermal balance.

(a) The steam generator water-side hydraulic balance must be deter-
mined in conjunction with the thermal balance due to the
pressure-dependent nature of water-side properties and

correlations. 0
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(b) The detailed thermal balance in the core is not required during
the iterative phase of the overall thermal balance.

3. Determine the detailed in-core thermmal and hydraulic balance.

4. Initiaiize:

(a) primary loop hydraulics;

(b) secondary loop hydraulics.
5. Initialize:

(a) primary pump speed;

(b) secondary pump speed.

Guppy, et al [199] have applied this technique to initialize the entire
plant in the SSC-L code. For a significant detailed nodalization of the
plant, a stable steady-state solution required only a few seconds of computing
time on a CDC-7600 machine. Because of the efficiency of this method, this
technique can be readily used in the early phase of a large number of para-

metric design calculations.

7.3 Transient Solution Method

Numerical methods that may be used in transient simulation of the entire
plant can be divided into development of techniques for solving (a) parabolic,
(b) hyperbolic, and (c) ordinary differential equations. Note that the fol-
lowing discussions are specifically tailored for their current applicaticns
and, hence, need not be considered as a gerneral approach. Some discussions on
numerical techniques have already been made in Sections 4,5, and A, A new
approach for system integration based on the multiple timestep scheme (MTS) is

also distussed [98].
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7.3.1 Parabolic Equation

For the purpose of illustration here, the heat conduction equation is

rewritten as

af(ryt) (13 (., 3T
at rar \"° ar )’ (7.6)

where a = K(T)/oc and the source termm is ignored. This equation is integrated
over node i (from r; to ry,,), and the following finite difference approxima-
tions for time and spatial derivatives are written as

Tk+1 _ Tk

3T _ i i
e e (7.7)

o (8T 4 (1-¢) (anT)"
3—" =

(7.8)

a
Ar

where 0 <: <1, k denotes the time step, and 4t is the time-step size. For €=10,
the method is explicit; the right side of Equation (7.6) is evaluated at the

previous time step only. The time-step requirement for a stable solution is [201]

at < L80) (7.9)

a2

For ¢ <0, the method is at least partially implicit and is unconditionally
stable. When ¢ = 1, the method reduces to a fully implicit method. A mixed
scheme, when = = %, also known as the Crank-Nicolson scheme, is usually

employed.
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When material properties change slowly during a time siep, Equation (7.8)
can be linearized either by evaluating all properties at the temperature of
the previous time step (k) or at a temperature extrapolated at (k + %) time
step. The latter approximation results in improved accuracy without any sig-
nificant increase in computational effort. This method has been found to be
satisfactory [98].

when Equations (7.6), (7.7) and (7.8) are combined with the linearization

approximation, one obtains

k+1 k+1 k+1 _ ok
Aert Tier * A0 T * A Tiey = 04 (7.10)

for each i except for the ends. This system of algebraic equations can then

be solved by use of standard matrix inversion method (for example, the Gauss elim-

inatton procedure).

7.3.2 Hyperbolic Equation

The one-dimensional hyperboiic equation is of the form
ar g .ala
s_t_,‘.b 3% 0 . (7‘11)

where @ # 0. This equation can be written in finite difference form as
kK+1 k k+1 K

r - T r - T
At At
k+1 k+1 k k
Fy = =Ty fg = §3.s
s, edol 4 (1 . ¢ ) = 0 (7.12)
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where Oielf_l and 0 <¢,<1. Equation sets for various schemes of integration
can be obtained by an ppropriate choice for the ¢, and ¢, values. For exam-
ple, the explicit scheme of running computation is obtained by choosing ¢, = ¢,
Equation (7.12) then reduces to

k+1 k

N
ry = (1 - cs)r'i + 8 (7.13)

-] *
where & = at/Az. The stability requirement [201] is that s<1. A tvpical time
step for a stable solution is obtained by setting & = % Thus, the timestep

size for the explicit method should be taken as
At = 0.5 %-’- . (7.18)

A weighted implicit method is obtained when :, ® 0 and €, ® Yo In that

case, Equation (7.12) becomes

r&* = (1 + 0.58)7" [o.sa ritt + 0.56 (r¥ - r‘;_l)] : (7.15)
This method, also referred to as the Neumann scheme, is of second-order accur-
acy. Furthermore, it is stable for all time-step sizes.

Note that the numerical scheme is required to give stable and accurate
solutions. The stability requirements are determined by the numerical values
at a given point, whereas the accuracy requirements are determined by gradi-
ents. In the case of fluid flow with small gradients, the time-step size At
can be large provided the stability condition is met. Since for the explicit
method, &t has to be rather small due to stability requirement, the implicit

method is preferred.
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Another method for solving the hyperbolic equation consists of reducing
it to an ordinary differential equation by integrating it over the node vol-

ume. Thus, Equation (7.12) becomes

a<r r, =T
i L L
T ! 8 %5 0o , (7.16)
where
4
._l_f
<r'>1 T r(z,t)dz . (7.17)
2z
i-1

Equation (7.16) can readily be shown to reduce to Equation (7.12) when <r>i is

expressed as a linear combination of the end values, i.e., when
oy * € P =8 )0y 5 (7.18)

and (ri - ri_l) is evaluated at weighted mean of values at time step k and

k + 1. In other words, Equation (7.11) can be integrated either by expressing
it directly in the finite difference form or by reducing it first to an ODE
and then integrating the ODE numerically. The stability requirements would
not be changed.

The finite difference form of Equation (7.11), as written above (Equation
7.12), was based on a single-layer formulation, both in space and time, i.e.,
it involved values of state variable T at only one previous time and one space
coordinate. A multilayer formulation, particularly in space dimension, may be
formulated that would involve T values at (m + 1) space coordinates where m is
the order of layering. It seems that for the sake of computing efficiency and
ease in formulation, a single-layer formulation would be superior to a multi-

layer treatment.
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7.3.3 Ordinary Differential Equation

The ODEs that are encountered in the dynamic simulation of LMFBRs have

the form

gz ; - -
4 . F) (7.19)

where §(t=0) =3, , 7= (y .y, vsey ¥y} and fe (F 0 €y ees f)e A var-
iety of methods (polynomial, one-step, and multistep implicit or explicit) can
be used [ 98 ] to solve this seﬁ of coupled first-order differential equations.
Some of the important feasures and limitations are presented.

The polynomial method consists of expressing y in terms of a polynomial
within time step At. The differential equations can then be integrated analy-
tically. The coefficients of polynomiais are then determined by solving aiye-
br-ic equations at intermediate time steps. Kaganove [43] used this method
for solving space-independent neutronics equations as discussed in Section 3.2.2.

The polynomial method has been found to be a satisfactory cone for solving
point-kinetics equations. This method allows for larger time-step size than
the single-step explicit (Runge-Kutta) method, and it has been found to be al-
most 600 times faster than the Runge-Kutta method. The stability of this
wethod is still an uncertainty, however. Its application to fluid flow equa-
tions, even with higher order approximation, is questionable.

A straightforward single-step explicit method (the Euler method) can be

used te solve Equation (7.19). The following difference equation is obtained:

7 e PRt Fek 3N . (7.20)

The stability requirement dictates an upper bound for time step, as for the momen-

tum equation it was discussed in Section 6.3 that :

AX

at if—TTGT (7.21) l"\ﬂ
L
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An implicit solution of the first order is the familiar trapezoidal rule,
AT [?(t". 7°) ek, ;**1)] . (7.22)

This method is stable for all At (its vzlue being dictated by the accuracy de-
sired). This method, however, requires a simultaneous solution of a system of
equations at each time step. These equations are, for the current applica-
tion, non-linear, ard hence must be solved iteratively.

Substantial savings in computing effort in implicit method can be
real ized when the differential equations are linearized. For example, all
material properties can be evaluated either at previous time step or at an

extrapolated condition at time (k + 1). Similarly,
W) = w224+ aue®) - [u(tk”) . u(t")] ; (7.23)

After linearization, some of the available differential equation solvers, such
as GEAR [202,203) or EPISODE [204], can be used for a complete solution. Note

.hat these programs can hand.e noniinear equations as well.

7.3.4 System Integration Method

The transient simulation of a system, which requires modeling for a num-
ber of components such as the reactor core, fluid flow in piping, heat exchan-
gers, etc., is gener2ily accompanied by performing integration using a single

value for time-step size throughout. To satisfy both stability and accuracy
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requirements, the time-step size has to be the smallest of 2i1 At values for
different processes. Depending on the method used, the smallest A4t may or may
not be a variable one, i.e., 4t(t) way or may not be allowed. Neverth-less,
the entire system is solved simultaneously by using a single value for At at
any instant. This scheme is labeled as the single timestep scheme (STS).

A more efficient method, which takes advantage of the fact that different
camponents may have wicely varying time-step size requirements has been pro-
posed [74]. It is evident that substantial savings in computing time would
resuit if at(t, process) can be used. This multiple timestep scheme (MTS)
which is quite closely connected with the method of fractional steps of
Yanenko [201] is illustrate by a two-component system.

Figure 7.2 is & sketch of a twec-component system coupled together through
“inlet" and "outlet" junction poimis. In the following, the superscripts i
and o refer, respectively, to these junctions. Fluid flow conservation equa-
tions for this system need to he solved. Let Atl(t) and at,(t) be the
required tine-step s1zes for these components, respectively. Then one can

write
Atz(t) =[Im"(t) + E]Atl(t) . (7.28)

where Imax(t) ic the largest whole integer such that ¢ is always less than
unity, and it is assumed that at, is greater than at,. The entire system is
assumed to be known at t = Lo i.€4, rl(to) and rz(to) are known. [t is then
desired to calculate Fyand T, in the time domain Lttty + I a0t The

MTS method then proeeds in the following steps:



2.

3.

a.

5.

6.
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Assume that T, (t) in taetst, + Imax:\t1 is known. For example, for a

linear system,

dr

i i
r(t) =r(t) + & (t-t). (7.25)

%

With F;(t) known from Step 1, solve conservations equations for com=
ponent 1 as the initial value problem for every At, step, i.e., from
a1, 2, senp Bggye
Step 2 gives a value for Pg(t) in the desired time domain.

Now, so'e conservation equations for component 2 as an initial value
problem. This step results in a new value for E;(to + Loaxdt,).
Compare the assumed value of F; with the new value (f:) at

t=t, +I“Bxat [f the two agree within a specified tolerance, the

1*

~

solution is known. Otherwise, replace F; for F; and repeat the
process until a converged solution is obtained.
Steps 1 through 6 are repeated for the next time domain of interest

from (to+1 . .4t ) to (to* Toaxdtit Ipaxiti)» where I . is the value

max ma:x
of 1 ax Obtained from Equation (7.24) at t =t  + ImaxAt1’ and At; is

the new time-step size for camponent 1.

The MTS method would not require any iteration if the linear approxima-

tion of Step 1 is exact. One way of bypassing iterative procedure would be to

choose sufficiently small I so that the approximatian of Step 1 is valid. The

actuai choice between iterative and noniter?’ , pro~edures should be based on

the application of the MTS method to th ' . The MTS method as described

here can, of course, be generalized to many
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The MTS ¢ "hod of system integration has been efficiently applied to the
SSC-L code [62]. The regquired computations are grouped into five separate
categories: (a) loop hydraulic calculations, (b) in-vessel sodium energy and
dynamics calculations, (c) in-vessel rod heat conduction and power generation
calculations, (d) steam generator thermal and water-side hydraulic calcula-
tions, and (e) loop energy calculations. Agrawal et. al., [77] have reported
savings in computing time, using the MTS method, of as much as a factor of
five over that required for the STS wmethod. They also report that, for a
half-hour simulation of flow coastdown to natural circulation with twelve-
channel representation in the core, the computing time on a CDC~7600 was about

1785 CPU seconds.



8. SAFETY AND TRANSIENT ANALYSIS

8.1 Design Approach to Safety

Classification of accidents in nuclear power reactors is prompted by the
necessity of approaching safety design analysis in a systematic manner. The
overall safety approach is based on defense in depth philosophy to recognize
three levels of design [15].

THE FIRST LEVEL provides adequate and reliable functional design based on
the use of proven technology. This level is intended to prevent accidents by
providing a quality product that will be relatively fault free.

THE SECOND LEVEL renders protection against equipment or human failures
through a reliable and comprehensive protection system and redundant heat
removal systems.

THE THIRD LEVEL develops additional protection by considering extremely
unlikely faults in the design basis, even though such faults are nc: expected to
occur during the life of a plant. Additional mechanical and thermal loads and
gemoetric constraints are provided as margin in design requirements to provide
added protection to the public from events of extremely low probability.

The basic philosophy of multiple protection levels requires that ..cidents
severity criteria appropriate to each protection level be devised. The poten-
tial accidents have to be grouped together according to their frequency of
occurrence and the systems must be designed so that the probability of any po-
tential accident is considered acceptable in terms of damage to the plant, in-
Juries to the plant personnel, and hazard to the public.

The American Society of Mechanical Engineers (ASME) classifies plant

conditions into four categories according to their anticipated frequency of
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occurrence and the potential radiological consequences to tne public [205].

They are:
[. Normal Conditions: Includes normmal operation and operational
transients,
II. Upset Conditions: Includes incidents of moderate frequency,

III. Emergency Conditions: Includes infrequent incidents, and

IV. Faulted Conditions: Includes postulated events of extremely low
frequency.

A damage severity level must be then associated with each of these categories to
create a basis for accident classification [206].

Four daage ranges can be specified without reference to the accidents
which could cause them and without reference to any probability for those
accidents [207].

a. No Damage - No damage is defined as 1) no significant loss of effective
fuel life time; 2) accomodataions within the fuel and plant operating margins
without requiring automatic or manual protective action; and 3) no planned
release of radicactivity.

b. Operational Incident - An operational incident is defined as an occur-

rence which results in 1) no reduction of effective fuel lifetime below the
design values; 2) accomodation with, at most, a reactor trip that assures the
plant will be capable of returning to operation after corrective action to clear
the trip cause; and/or 3) plant radioactivity release that may approach the
limited guideline.

¢. Minor Incidents - A minor incident is defined as an occurrence which

results in 1) a general reduction in the fuel burnup capability and, at most, a
small fraction of fuel rod cladding failures; 2) sufficient plant or fuel rod

damage that could preclude resumption of operation for a considerable time
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and/or 3) plant radioactivity releases that may exceed the limiting guidelines,
but does not result in interruption or restriction of public use of areas beyond
the exclusion boundary.

d. Major Incident - A major incident is defined as an occurrence which

results in 1) substantial fuel and/or cladding melting or distortion in indiv=
idual fuel rods, but the configuration remains coolable, 2) plant damage that
may preclude resumption of the plant operations but no loss of safety functions
necessary to cope with the occurrence; and/or 3) radioactivity release that may
exceed the last two categories but must remain within specified design and

regulatory limits.

8.2 Event Classification

The event classification by probability alone cannot constitute a full risk
criterion since neither industry nor society are accustomed to viewing a spec-
trum of potential events without some estimate of the consequences of failure
[208]. Nevertheless, in many endeavors probability is so high that accomoda-
tions must be provided, or the probability is so low that the condition is
deemed "incredible." Thus, likelihooa classifications are instructive and con-
fine attention tu those areas where different levels of potential consequences
may be acceptable [206,207].

A prospective list of transients and their respective frequency of occur-
rence is given in Table 8.1. This list is hy no means complete and is included
Just as an illustration of the class of accidents that usually need to be anal-

yzed as part of an overall safety evaluation for the LMFBR systems [206-211].
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8.3 Plant Protection System

The LMFBR Plant Protection System (PPS) is to assure that the results of
all postulated fault conditions do not exceed the specified safety limits. [t
should provide the required protection by sensing the need for, and carrying to
completion, reactor scrams, pump trips, turbine generator set trip and
isolation.

Safety limits are limits upon important process variables required to rea-
sonably protect the integrity of each of the physical barriers which guard
against the uncontrolled release of radioactivity [212]. The maximum safety
setting are settings for automatic protective devices related to variables on
which safety limits have been placed. A maximum safety setting shall be so
chosen that automatic protective action will correct the most severe abnormal
situation anticipated before a safety 1imit is exceeded. Thus, the safety limit
on reactor power would be the power level at which operation is deemed to become
unsafe, while the maximum safety setting would be the power level at whicn a
trip is initiated. The maximum safety setting must take into account the
measurement and instrumentation uncertainties associated with the process
variables.

The plant protection system can be thought of as a control system, which,
in routine operation, remains an observer acting only if the plant system
reaches the limit of permissible operation (maximum safety setting). The
following are exampies of LMFBR protective functions [15,213].

1. High Neutron Flux subsystem generates a reactor scram signal for

positive reactivity insertions at or near full reactor power, that is

¢ _(t) > ¢ (8.1)
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where ¢m(t) is the measured neutron flux and o is the specified safety

x
setting.

2. Flux-Delayed Flux subsystem generates a reactor scram signal for rapid

sustained reactivity disturbance, either positive or negative, which may occur

anywhere in the load range, that is

' -A (t-t.) -
Aljtepm(t ) e ™2 dt + A, ¢m(t) +A o (t)+ A, <0,

0
for ¢>0 (8.2a)
: )
-B_(t-t' ;
B, ¢m(t) e 2 dt' + B3 ¢m(t ) + B, um(t) + B5 < 0,
)
for 0<0 (8.2b)

where an is the measured primary loop pump speed or total reactor coolant flow
rate, Ax’ Az"" AS. and Bl, Bz"" B5 are constants associated with the maximum

safety settings.

3. Flux -‘JPressure subsystem provides protection against positive reac-

tivity excursions (increased neutron flux) and/or reduction in pressure at the

reactor inlet plenum over the load range, the trip equation is of the form:

C, ¢u(t) + C, 4P (T +C, <0 (8.3)

whei . Pm is the measured pressure and CI, Cz’ C’ are constants associated with

the maximum safety settings.
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4. Flux - Total Flow subsysiem initiates a reactor scram signal for

positive reactivity excursions or reduction in the primary sodium flow rate over

the reactor load range. The trip equation is of the form:
8.4
D, o,(t) +D, W (t) +D, <0 (8.4)
where W is the measured primary sodium flow rate, and 01' 02. D3 are constants

associated with the maximum safety settings.

5. Primary to Intermediate Speed Ratio subsystem generates a reactcr scram

signal for imbalance in heat removal capability between primary and intermediate
circuits on the same loop (for loop designs only). The protective function is

of the form:
E) apnl(t) + [E; apo(t) + E;apy +E| +E <0 (8.5)

where %om and apy are the measured primary and intermediate loop pump speeds and
E,, E;, E5, E,, E5 are constants associated with the maximum safety settings.

Other possible protective functions may include Tow sodium level in the reactor
upper plenum, high sodium temperature at the reactor outlet, the IHX outlet, the
steam generator outlet, low water level in the steam separators, and the turb'ne

trip and loss of electrical power to the pumps.

8.4 Example of Transients

Yarious reactor design events ranging from normal to faulted conditions
are described in this section with regard to resulting plant temperatures,
pressures, and flows, including overpower and undercooling events for both loop

and pool type LMFBR concepts.
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8.4.1 Normal Reactor Scram

Transient results obtained for a reactor scram shutdown which can be caused
by events that take place in the LMFBR plant outside of the primary system
(e.g., turbine trip, steam generator tube rupture, etc.) are shown in Figures 8.1.
These calculations were performed by the DEMO [97] code and are reproduced from
Tang, et al.,[63].

The Clinch River Breeder Reactor Plant (CRBRP) PPS System initiates an
automatic scram signal following a transient initiation. Due to the inherent
time lags associated with the process instrumentation and circuitry, a 200 ms
scram time delay is assumed.

In order to assure a power to flow ratio close to unity early in the tran-
sient and, yet allow for the core ocutlet temperature to decrease at an accep-
table rate, the primary coolant pumps are tripped 300 ms after the control rod
insertion begins; this reduces the possible thermal cycling of the reactor and
hot leg structural material [63].

A typical variation in total reactor power and sodium flow rate with time
is shown in Figure 8.la. Following the reactor scram at 200 msec the reactor
power drops and then decays quite rapidly to the fission product 8-and yv-heating
level of about 7%. The core flow rate starts decreasing following the deener-
gizing of the coolant pumps at 500 msec; the rate of flow reduction is consider-
ably slower than that of reactor power, which is due to the stored rotational
kinetic energy of the pump impeller and the fluid momentum, it eventually
levels-off at about 30 seconds to the auxiliary pony motor driven condition of
nearly 10% core flow rate.

The variation in sodium temperatures at the outlet of an average fuel

assembly, a fuel assembly hot channel, a radial blanket hot channel, and an
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average of the highest power radial-blanket assembly are also shown in
Figure 8.1b.

The fuel assembly coolant temperatures follow the power to flow ratio quite
closely, while the radial-blanket assembly coolant temperatures behave in a dif-
ferent manner. This is because the difference in radial blanket pellet diameter
gives the radial blanket elements a larger thermal capacity and, in effect, a
slower response time, leading to a continuous heat rejection to the coclant be-
fore the temperatures start to monatonically decrease at about 15 to 20 seconds
into the transient.

Concepts using uranium-carbide instead of an oxide blanket have been
studied [63,214]; and it was observed that the difference in the thermal
conductivity of the two compounds leads to a substantially quicker cool-down
after scram for the uranium-carbide blanket, which is indicative of the smaller

heat capacity and time constant.

8.4.2 Control Assembly Withdrawal at Full Power

During full power reactor operation, the in-core primary control rods can
be moved by wither the automatic control system or manually by the plant
operators.

Inadvertant control assembly withdrawal at full power caused by malfunc-
tioning of the control rod drive system (automatic mode) or by operator error
(manual mode) can lead to undesirable transient over-power situations.

The automatic reactor control system and the control rod withdrawal blocks
will normally limit the results of this type of events. For example, in the
CRBRP design, for reactivity insertions of less than approximately 5¢/s occuring

when the controllers are in automatic, the automatic control system will correct
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the disturbance with less than 10% power overshoot and restore the power to the
initial operating condition [15].

For small reacitivity insertions, the trend o the variation in reactor
power and increase in maximum fuel assembly cladding and fuel temperatures are
shown by Figures 8.2.

It is important to note, that all operator and automatic corrective actions
were neglected and reactor shutdown occurred due to the plant protection system
only. These results are reproduced from calculations that were performed using
the FORE-II [215] simulation code as described elsewhere [15,63].

[t is observed that the highest temperatures result from the smallest ramp
insertion rates since the smaller the insertion rate the greater the total
amount of stored energy before the scram occurs, as shown by the power time his-
tories of various cases. However, in a more realistic situation, the smaller
ramp insertion rates should be terminated (corrected) e':her by the reactor au-
tomatic power control system or manually by the operator before temperatures can
attain values as high as those indicated in Figure 8.1. This latter means of
control is viable since it takes a fairly long time for small insertions to
effect the PPS action.

Also shown is the relative effect of primary and secondary shutdown sys-
tems on the maximum core power and temperatures. Note that failure of the
primary shutdown system leads to substantial elongation of the transient and

overpower conditions for all cases.

8.4.3 Protected Loss-of-Flow Transient

The expected mode of decay-heat removal in most of the current LMFBR de-

signs is via forced circulation of liquid sodium througa the main coolant pumps
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driven by auxiliary pony motors (CRBRP, FFTF, etc.) or via alternate means like
electromagnetic pumps (EBR-I1). However, in the avent of a complete loss-of-
forced cooling, the plants are designed to utilize buoyancy forces to provide
free convection as ¢ redundant and diverse means of decay-heat removal.

The thermophysical properties of liquid metals and the design parameters of
LMFBR systems cause coolant buoyancy and natural convection to be of some 1im-
ited interest at full power operating condition; since the body forces are often
negligible compared to typical frictional losses at full flow. At npost-scram or
under shutdown decay heat removal conditions the buoyancy effects become more
significant and often dominant.

Many recent experimental and cumputational studies have assessed the physi-
cal mechanisms and also difficulties in predicting buoyancy-induced natural cir-
culation flow and temperature fields in both loop and pool type LMFBR designs
(143,164,216-239].

In predicting the natural convection state of the system some of the fol-
lowing problems must be considered as discussed in the previous sections:

1. Strongly coupled hyd.odynamics and temperature fields lead to the
existance of forced, mixed, and free convection modes of heat
transport.

2. Low flow phenomena and non-uniform heat generation along with the inter-
subassembly interactions may lead to significant interassembly dynamic
flow redistribution.

3. Non-uniform temperature distribution may lead to intersubassembly heat
transfer which in effect causes a flattening of radial temperature

profile at the subassembly outlets.
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4. Uncontrolled thermal interactio.. in the two flow domains of the pool-
type reactors introduces a strong sensitivity for the mixed convection
flow in one domain to the variations in the adjacent domain.

5. Thermal stratification in the upper plenum of the loop-type reactor,
the hot and cold pool regions of the pcol-type reactor has a
significant influence under low flow conditions.

To demonstrate some of these important phenomenon, we will attempt to dis-

cuss both numerical and experimental examples of both pool and loop designs

under natural convection conditions.

a. Numerical Simulation of Natural Circulation in CRBRP

The sequence of failures leading the plant into a natural ¢ lation
decay-heat removal mode for this analysis is loss-of-electric p. er supply to
the plants primary, intermediate and tertiary lcop coclant pumps at time zero;
causing an automatic scram due to the loss-of-e’ ectric power signal 0.75 seconds
later. The entire system response was calculated up to 1800 seconds after the
initiation of the event using the SSC-L code [227].

The CRBRP reactor core consists of 198 fuel and 150 blanket assemblies ar-
ranged in a homogeneous configuration. The fuel assemblies are serviced by five
orifice zones; the blanket assembli s by four orifice zones. These assemblies
are grouped together for an SSC-L simulation. The grouping can proceed accord-
ing to either similar hydraulic characteristics or similar power characteris-
tics. In this study, the assemblies were grouped by hydraulic characteristics.
These channels are:

Channel 1 - It represents hot fuel channel,

Channel 2-6 - These represent average fuel assemblies in each of the five
orifice zones,
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Channel 7 - It represents hot blanket channel,

Channel 8-11 - These represent iverage blanket assemblies in each of the four
orifice zones for blanket, and

Channel 12 - It reprecents all control and shielding assemblies.
In addition, an unheated bypass channel between the thermal liner and the reac-
tor vessel is used.

Figure 8.3 shows various orifice zones and the SSC-L channel number for a
300 sector of the CRBRP core. The power and flow fractions assigned to the
twelve-channel model are noted in Table 8.2. It should be pointed out that only
one fuel assembly in the entire core was used to represent the hot fuel channel.
The location of this assembly is shown in Figure 8.3 at the interface of the in-
ner and outer core zones. Other assemblies (eleven of them) in this location
are grouped with Channel 2. Similarly, the hot blanket channel represents only
one blanket assembly in the core. Its location is shown in Figure 8.3 (Row 1l1).
The remaining eleven assemblies in this location are grouped with Channel 10.
Note that the power fraction values are expressed in terms of fraction of core-
generated heat of 964 MW(t). When heat generated by sodium pumps (six of them)
are included, the total power becomes 975 MW. Total in-vessel flow of coolant
is 5224 kg/s. A steady- tate plant characterization is done by the code from
the above information and other design information, including power shapes. All
of the conditions used here are representative of the end-of-equilibrium core
cycle. This condition was chosen so that the blanket assemblies will have max-
imum power generation. The decay heat values were taken to be 125% of the nom-
inal values for the fission product heating and 110% of the nomin-1 values for
decay of the transuranic elements. The peak axial peer in hot fuel and blanket

channels are 39.70 kW/m and 36.37 Kw/m, respectively. It should be noted that
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there are 217 pins and 61 pins in each of the fuel and blanket assemblies, res-
pectively. The calculated steady-state values of the coolant temperature rise
across the channels are also shown in Table 8.2. For the present grouping of
assemblies, it is seen that the coolant temperatures for all of the channels,
with the exception of the fuel and blanket hot chinnels, are reasonably uniform.
The hot channels are in some sense only mathematical channels as they may not be
easily identifiable. These were obtained by combining all of the statistical
factors with the parameters for the peak channel. Since, in the SSC-L, a chan-
nei represents at minimum, one assembly, the entire assembly in which the hot
chaanel resides was mocked-up as operating at the hot conditions.

The effect of interchannel flow redistribution during the natural circula-
tion transient was shown in Figure 3.29. The normalized flows, coolant flow
fractions, fi(t)/f;(0), for the hot fuel (#1) and hot blanket (#7) channels,

a typical fuel channel (#2) and two blanket channels (#8 and #11) are displayed
as a function of time. Since the hot blanket channel was operating at the hot-
test temperature, it draws more coolant from other channels. The hot channels
also draw coolant from other colder channels (including the bypass channel), at
least for the first four to five hundred seconds into the transient. The rela-
tive amount of sodium flow in a channel is determined by the coolant flow in all
other channels.

The axial temperature profiles of sodium in a fuel and a blanket assembly
are shown in Figure 8.4 and 8.5, respectively, at various times during the
transient. [t is seen that the maximum coolant temperature gradually passes
from the active fuel region to the fission-gas plenum region and eventually out
of the assembly into the reactor outlet plenum. Temporal plots of the maximum

coolant. temperature in hot fuel and hot blanket channels are shown in
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Figures 3.30 and 8.6, respectively. Also included in these figures are the
corresponding temperatures that would have been computed if no credit was taken
for the interchannel flow redistribution. In the case of the hot fuel channel,
the effect of flow redistribution is seen to lower the maximum temperature by
110 K (200 F). For the hot blanket channel, the effect is much more pronounced.
Without flow redistribution, sodium would boil in this channel. It should be
added here that the inter-assembly flow redistribution and heat transfer were
not included in these calculations. When these effects are considered, the
maximum temperature should show an additional margin of safety.

Figure 8.7 shows the normalized sodium flow rates in the primary and inter-
mediate heat transfer loops. It is seen that the primary loop flow eaches its
Towest value around 80 to 100 seconds, and, as the natural circulation builds
up, it shows a slight increase. For long times, it begins to taper off since
the buoyancy head begins to diminish as Lhe rate of heat generation decreases.
Similar phenomenon is observed for the intermediate Toop sodium flow. The IHX
serves as the heat sink for the primary sodium. The temperature distributions
‘i the primary and secondary sodium side are shown in Figures 8.8 and 8.9. An
important thing to note is that most of the heat is transferred in the top sec-
tions of the [HX. Therefore, a sufficient number of nodes should be allowed
here, otherwise unrealistic temperatures will result. In these analyses, a
total of 40 equi-distant nodes were used.

Figure 8.10 is a temporal plot of the sodium temperatures in the hot legs
of the loops. Included in this graph are the temperatures at the reactor vessel
outlet, primary inlet to the IHX, secondary outlet from the I[HX and the super=
heater inlet. At steady state, the first two temperatures are almost ia..  ical

since the heat losses from pipings were neglected but the temperature rise
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due to the primary pump was included (~1 K). The secondary sodium outlet tem-
perature is identical, at steady state, with the iniet temperature at the su-
perneater. The transient effects, including the effect of time-delays, on these
temperatures are also seen here. After about twenty or twenty-five minutes into
the transient, all of these temperatures indicate a monotonic downward behavior.

Similarly, Figure 8.11 is a temporal plot of the sodium temperatures in the
cold lTegs. The following temperatures are shown in this figure: the reactor
vessel inlet, primary outlet from the IHX, secondary inlet to the IHX, and the
evaporator outlet. As expected, the first two and the last two temperatures at
the steady state, are almost equal to each other. The transient effects are
seen to diminish to within a few degrees of each other in about 30 minutes.

For very long times, the system response will depenua upon the conditions in
the steam generator where the reactor generated decay heat is :ejected from the
system. In this analysis, the steam generating system was assumed tc operate as
if the reactor were in the normal, power producing mode. The only exception to
this was that the recirculation pump in the evaporator loop was shutdown so that
the evaporator operated as a natural circulation boiler rather than a forced
circulation boiler. The corsequences of operating the steam generator in tuis
mode rather than the normal shutdown mode is to continue to remove heat from the
intermediate sodium using the superheater as well as the evaporator. Under nor-
mal decay heat removal conditions, the superheater is isolated so that no heat
is rejected through this module. The sodium temperature distribution in the
cold side of the intermediate sodium loop is altered resulting in a different
natural convection flow rate in the intermediate sodium loop. The different
sodium flow rates in the intermediate loop under the two operating conditions is
believed to have only a small influence on the sodium temperatures and flow

rates in the primary heat transport system.



- 170 -

The influence of overcooling prior to the events leading to natural circu-
lation has been studied numerical ly by Khatib-Rahbar, et z1., [228] and experi-
mentally in the EBR-II reactor by Singer, et al., [230]. Both studies showed
that continuous overcooling due to the operation of onlant decay-heat removal
systems lead to substantial lowering of the system wide temperature levels.
However, the maximum <odium temperatures remain well below the sodium saturation
tenperature. Figure 8.12 shows the maximum sodium temperature in the radial
blanket as a function of pony motor trip time for the end-of-equilibrium cycle
condition in CRBRP corresponding to the minimum core flow shown in Figure 8.13.
It i« seen that maximum sodium temperature drops considerably as the pony motor
trip “ime is increased, while the minimum sodium flow rate in the core decreases
until c¢round the pony motor trip time of about an hour, at which time the mini-
mum core flow appears to become insensitive to overcooling.

The impact of the primary and intermediate loop pump inertia on natural
circulation has been 'nvestigated by Madni et al., [229]. Figure 8.14 illus-
trates the minimum core flow to the reactor power ratio (at the same instant) as
a function of primary and intermediate loop pump inertias. It is evident that
increasing the inertia leads to unfavorable temperature distributions in the
system and thus has a detrimental effect on natural circulation heat removal
capabilities, as also seen from Figure 8.15. This study demonstrates that,
although long coastdown times may be desirable for unprotected loss-of-flow
events, they have a detrimental impact on the plant's decay heat removal
capability.

Similar calculations have been performed by Durham [217,218] for PFR (a
pool-type LMFBR). He discusses that the major difficulties in established na-

tural circulation are first, the favorable temperature distribution within the
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circuit, and second, the level difference in the two free surfaces exposed to
the same cover gas of the inner and outer pools which can lead to unfavorable
conditions opposing convective flow in the reactor.

Here, as in the lo0o,-type design, he shows that the one parameter which can
significantly affect the temperature cistribution in the primary system is the
flywheel inertia (pump stored-kinetic energy) since this governs the flow coast-
down following the pump trip. The pump inertia should be such that to maintain
the temperature or the inner pool at its value prior to the reactor trip, as
this region forms part of the hot leg of the natural circulation loop. The
intermediate loop behavior also changes the primary cold leg temperature distri-
bution according to its heat removal abilities.

The level difference between the free surfaces of the inner and outer
pools, which is necessary to drive the flow through the IHXs, act as adverse
head upon the core flow and this will be reduced as the flow coasts down. The
variation in this level is caused by the difference in flow rate in the core and
the [HXs, and it decreases when the IHX flow is greater than the core flow.
Thus, the [HX flow which is affeced by the hot pool (inner pool) conditions can
have a significant impact on natural circulation.

Figure 8.16 shows the effect of long pump coastdown time on core outlet
temperature as predicted by the MELANI code [217]. For the coastdown time of
about 120 seconds flow reversal through the core is predicted some 22 seconds
before the pump stops. Transition to natural circulation without flow reversal
is predicted for both the longer coastdown times, with maximum core outlet

temperatures of 1000 K and 913 K.
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Results for the shorter coastdown times are also shown in Figure 8.17. It
is shown tnat natural circulation gets established for pump coastdown times of
24 s, 29s and 36 s with core outlet temperature rising to around 1030 K.

The intermediate heat exchanger primary side flow resistance also effects
the natural convection driven flow conditions, for example in PFR, a 50% de-
crease in resistance results in 8% reduction in core temperature rise, while a
50% increase in resistance results in core flow reversal [232]. Increase in the
elevation of IHX inlet above the core outlet reduces the core temperatures sig-
nificantly. For example, in PFR an increase in elevation of 1.5 meters reduces
core temperature rise by about 25% [232].

The influences of inner pool heat capacity and mixing in natural circula-
tion has nct yet been established and requires further investigations, but it is
believed some minor differences in the core temperature can occur due to fluid
mixing, volume of inner pool, and the heat capacity of the upper reactor

internals.

b. Experimental

Unfortunately, there are virtually no experimental natural circulation test
resuits available in the open literature except the results of the recent tests
vith the non-prototypic EBR-II reactor in the U.S. and, it will remain the only
source of data for sometime until more useful measurements with the French
PHENIX or the U.S. FFTF reactor plants become available in the near future.

The overall low-flow natural convection behavior of sodium-cooled reactors
can very well be demonstrated using the EBR-II facility; therefore, the weaith
of experimental data that has been gathered over the years can serve a very
useful purpose in the future design, operation and safety analysis of the demon-

stration or commercial size plants.
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Table 8.2 summarizes the ESR-II whole core/whole plant tests and events
that have been simulated up to this writing.

A schematic representation of the EBR-II primary vessel and the essential
elements of the primary heat transport system are shown in Figure 8.18. From
this sketch, it is apparent that EBR-II is of the pool design with all of the
components submerged in a large pool of sodium. Primary coolant flow is provid-
ed by two centrifugal pumps operating in parallel, with one [HX transferring the
energy generated in the reactor to the secondary sodium system and ultimately to
the steam generators and the turbogenerator. The reactor itself consists of 16
rows of subassemblies, the innar 7 constituting the active core and the outer 9
containing refiector and blanket subassemblies as shown in Figure 8.19.

The experimental subassembly, designated XX07, as shown in Figure 8.20
consists of 61 elements, 56 of which contain metal fuel. The diameter of these
elements is 4.42 mm and similar to the driver fuel, they are spaced with 1.24 mm
wire wound on a 152 mm lead. The 61 elements are contained within a hexagonal
can which measures 46.4 mm across its inside flats. These dimensions result in
a channel hydraulic diameter of 2.75 mm. Within this subassembly there are two
inlet, permanent magnet flow meters, 10 fuel centerline thermocouples located
21.7 mnm below the top of the fuel, and 13 coolant thermocouples mounted as
wire-wrap spacers [231].

Subassembly XX08 is a fueled and instrumented subassembly designed primar-
ily for an ongoing program to investigate the thermal-hydraulic core environment
within EBR-II under normal and off-normal plant operating conditions. Figure
8.21 shows that, XX08 resembles its predecessor, subassembly XXO07 (Figure 8.20),
the major difference being that XX08 contains 58 xenon-tagged, EBR-II Mark-II

driver-fuel elements whereas XX07 contained 57 Mark-IA fuel elements. The
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Mark-I11 fuel is expected to provide XX08 with an irradiation lifetime three
times as great as that a*tained with XX07, i.e., 9 versus 2.9 atom percent burn-
up. A burnup of 9 atom percent is equivalent to about 29000 MWt days of EBR-II
reactor oper.tion, which corresponds to 11 reactor runs at 2700 MWd per run.

Instrumentation within XX08 includes 16 spacer-wire coolant thermocouples
with junctions at various axial and radial locations within the fuel-element
bundle, six top-of-core-location fuel-pin thermocouples, two subassembly-
outlet-coolant thermocouples, two permanent-magnet flow meters for measuring
subassembly flow, and two sodium self-powered detectors for neutron-flux deter-
mination [233].

Figure 8.22 shows the schematics of the instrumented subassembly XX08. It
was designed to occupy a vacant control rod position in row 5 of ERR-II, this
being one of several availaule locations for an instrumented assembly within
EBR-1I core.

Together with the regular EBR-II plunt instrumentation, _he added in-core
instrumentation capabilities of XX07 and more recently XX08 has permitted the
conduct of a special series of plant simulations initiated either from a shut-
down reactor at decay power levels or from an at-power reactor with fission
power.

The test results for a number of experiments summarized in Table 8.2 have
been compiled in a series of recent reports [234-239].

During testing of EBR-II over a wide range of powers and flows, the core-
wide temperature distribution has been measured extensively. Data were collec-
ted under steady state [220,221] as well as transient conditions [226,230,234,
235]. Some of the typical stead) state temperature distributions measured [231]

at the subassembly outlets over ruws 1-16 are shown in Figure 8.23. In this
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figure, the normmal full power temperature distribution is indicated by the open
circles, revealing a large variation across the reactor core. The subassembly
temperature rises cover the range from about 59-154%, with considerable
scatter. The solid circles represent the profile measured under reduced power
and flow operation, and a markedly reduced scatter is noted. Similar measure-
ments under natural convection conditions are shown in Figure 8.24 where the
temperature profile is seen to flatten even further.

Singer and Gillette [231] have attributed the temperature flattening effect
to radial intersubassembly heat transfer with additional effects due to dynamic
flow redistritution at low flow conditions.

More recently, Gillette et al., [226] reported similar results under tran-
sient natural convection conditions in EBR-II. The re..'ts were compared for
two tests (1A,1E) which were essentially identical ¢xcept at slightly different
decay-power levels (0.16% for 1A versus 0.19% for 1E). Immediately before the
experiment, the following plant conditions were established: the coolant flow
rate through the reactor was maintained using the auxiliary E-M pumps at approx-
imately 5.5 to 6% of nominal full flow for decay heat removal. Intermediate-
system flow was adjusted to accomodate the decay power from the reactor and at
the same time maintain the bulk sodium temperature in the primary tank at or
near its 6449K operating temperature. The steam turbine was bypassed, and the
steam system was on automatic control to accept and dump the decay-heat load
(Table 8.3).

The testing sequence consisted of the following series of events. First,
the intermediate-system flow rate was adjusted to a prescribed level. Following
a short stabilization period. the auxiliary E-M pump power was turned off, lead-
ing to a transition from forced to convective flow cooling of the primary sys-

tem. Table 8.4 summaraizes the initial conditions for both the tests.
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The experiment 1A was conducted about 6-3/4 days after a reactor shutdown.
At this time the reactor decay power was estimated to be 0.16% of nominal full
power. Subassembly XXO08 had been installed for the first time before this test
and, therefore had no fission-product inventory of its own. It was only a sus-
ceptor of gamma and beta activity emitted by its neighbors. This activity was
estimated to be 145 W, or 21% of the decay power that would have been present if
XX08 had been irradiated for one reactor run (~2700 MWd) before the test [226].

Experiment 1E, was begun about 5 days after another and later reactor snut-
down. At this time, the reactor decay power was estimated to be 0.19% of nom-
inal full power, and the XX08 power corresponding was estimated to be 750 W.

The flow response and temperature rise for several selected XX08 sensors
are reproduced from Gillette et al., [226] and compared in Figures 8.25 and
8.26. The top-c7-core temperatures were measured by the top-of-core elevation
spacer-wire thermocouples on fuel element 31 which is in the center of the fuel
bundle, as observed from Figure 8.22. The outlet temperatures refer to measure-
ments taken by one of the two subassembly coolant outlet thermocouples in XX08.

The effect of heat removal rate at the 'HX on the primary cystem free con-
vective-flow level can be seen from Figure 8.25. It is evident that higher
intermediate l1oop flow, leads to better heat removal at the IHX and, hence,
higher level of convective-flow in the reactor. The transition period from
forced to free convection is also reduced significantly due to a more favorable
condition for natural circulation at higher heat removal rates at the I[HX, a
trend also predicted by Madni et al., [229] for a loop-type LM7BR.

The ratio of the corresponding temperature rises _top of the core and sub-
assembly outlet) for the two tests are seen to be about 4 or 5 to 1 at steady

state, and are reduced to 2 or 3 to 1 in the period of transition from forced
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to natural convection conditions. Since the power level of the reactor was
nearly identical and the hydrodynamics of the reactor and the XX08 were essen-
tially unchanged between the two tests, the only phenomenon that could explain
the significantly reduced temperature rise ratios at the convective-flow levels
is the intersubassembly heat transfer.

The effect of radial intersubassembly heat transfer in larger reactors may
not be as pronounced as it is in EBR-II reactor since the typical fuel assembly
for a large LMFBR is about 3 to 3.5 times bigger than the subassemblies in che
EBR-II reactor and also the specific design of the EBR-II inlet plenum reduces
the large dynamic flow redistribution effect leading to a larger radial temper-
ature graaient and, hence, enhanced radial heat transfer. However, it is impor-
tant to note that the intersubsassembly heat transfer reduces the radial temper-
ature gradient and provides an extra safety maragin, and neglecting its effect

for simulation purposes only adds to the conservatism of the analysis.

8.4.4 '"Calculated" Loss-of-Piping Integrity

Due to the lack of extensive operational experience with LMFBR systems, the
curvent analyses of loss-of-piping integrity must rely heasily on the present
state of art and understanding of stainless-steel material properties and stress
behavior at LMFBR operating temperatures and pressures. The analysis of LMFBR
primary piping integrity has been the subject of a special session of a meeting
of the American Nuclear Society [240]. Recent advances in reliability studies
have led to some quantitative estimates of the reliability of the LMFBR primary
system piping [241,242], but such gquantification and assessment is extremely
sensitive to the assumed values for the probabilistic parameters. Thus, it ap-
pears that the assessment of the likelihood of a rupture of the piping system

requires further investigation and analysis.
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In this section. r%e dynamic response of typical loop-type LMFBRs to the
coolant flow perturbations, initiated by the  upture of the pri .ary heat trans-
port systems piping is examined within the framework of protected transients.

Hummel and Kalimullah [243] compared the predicted thermal response of the
CRBR core to transients initiated by pipe breaks using the DEMO and SAS3A com-
puter codes. They found, in agreement with previous calculations, that the hot
channel of the DEMO code model of the CRBR is well into the boiling range, and
boiling is just about attained for the peak channel. They also showed that the
situation improves rapidly as the break moves away from the inlet nozzle because
inertial and static pressures maintain inlet plenum pressure long enough to per-
mit stered pin heat to be removed. Parallel calculations with SAS3A were per-
formed by supplying the transient power and flow time histories obtained from
the output of DEMO. They found that the two codes agreed quite well in their
prediction of the average channel thermal behavior considering the coarseness of
the mesh in the DEMO pin heat transfer calculations.

More recer. 1y, Albright and Bari [200] considered a spectrum of initial
conditions, such as break <ize, break location, the degree of operability of the
plant protection system, the number of heat transport loops, the power level and
the reactor fuel burn-up history including sensitivity analyses to determine the
uncertainty in both physical properties and simulation models using the DEMO
code [97]. This analysis is in good agreement with previous predictions for
CRBRP and provides an excellent insight in the study of pipe breaks for LMFBRs.

Additon and Chien [244] studied hot-leg ruptures for “FTF using the I[ANUS
Code |96]. Their conclusions included the impact cf hot-leg pipe break location
on the plant protection system response and consequently on the core thermal

behavior.
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It is important to note that the existing pipe rupture simulation models
remain generally, experimentally unverified. Therefore, the general validity
and accuracy of their predictions needs further investigation and experimental

support.



9. CODE VERIFICATION

There is a need for simulating the response of the entire plant for all
normal and off-normal transients. Such a simulation is generally achieved
through model development and application, thereof, to the nlant under consider-
ation. A high degree of accuracy and reliability is needed in cal~ulataing con-
sequences of an event. In the case where modeling capability is not matured
enough, an estimate of uncertainties in consequence (e.g., pressures and temper-
atures) needs to be known. One possible way of gaining confidence in computer
simulation is through application of models to a variety of experimental condi-
tions. The model predicted results can then be compared with the test data. As
the data base grows, so will the confidence and ultimately the computer codes
can become more matured and more acceptable.

The simulation of various processes as well as the interplay between dif-
ferent processes and/or components for the entire plant is obviously a complex
task. The experimental verification of such simulations is equally complex, if
not more so. Clearly, the best set of data for a plant can be obtained by sub-
jecting the plart under investigation co a variety of transients. This proce-
dure is not feasible for two reasons: (1) the data base is often needed prior to
building the plant, and (2) it may not be prudent to simulate all off-normal
transients. Therefore, alternate procedures are employed.

Figure 9.1 is a schematic representation showing the relationship between
the model development and its verification. A system simulation code, which
incorporates simulation for individual processes and components, can be verified
either on a modular or parts basis, or it can be checked agiinst integrated data

from similar thermohydraulic conditions for another plant. There is a direct
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exchange of data or feedback of information from one part to another. In just
about most situations, one is likely to find areas where improvements would be
needed. These improvements ca2n be in the form of updating a physical model or
developing an improved correlation. The resulting improvement is then incor-
porsted into the system code and the entire process is repeated. The process of
code verification is a continuing one but not én endless one. One would expect
thet as the data base is enlarged, there will be a continual decrement in im-
proving models or correlations.

Experiments may be performed in existing plants ..ch as a part of the pre-
operational testings prior to full power operation. By and iarge, these inte-
gral or in-plant experiments will provide a very adoquate data base and these
data will be prototypical of a type of plant. Alternately, tests may also be
done for a single process or a component in a simulated enviromment. The labor-
atory tests are generally inexpensive and readily doab'a. “2rhacs one o7 the
most significant drawbacks of the laboratory tests is 2 potantiai for non-proto-
typical testing conditions. Nevertheless, it should be udded .hat both in-plant
as well as laboratory tests should be performed.

Table 9.1 indicates various parts of the LMFBR system that reguire verifi-
cation. Included in this table are the key parameters and their importance.
This list is not intended to be an exhau' tive one, rather it shows some of the
most crucial ones. The importance rating is subjective in that it strongly de-
pends upon the plant transient under investigation. The importance rating in-
cluded in Table 9.1 is perhaps more representative of a natural circulation
transient.

Several attempts have been made to quantify the validation process.

Coffield and Planchon [245] have reviewed U.S. LMFBR natural circulation
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verification programs. They have inciuded, in this review, a description of
both in-plant and laboratory test facilities. Recently, a special session was
held to identify needs for simulation and verification of transients in fast
breeder reactors. Some of the most useful in-plant experimental data have been
obtained and additional data will be obtained from a number of years of oper-
ating and testing experiences in reactors such as EBR-II, PHENIX, PFR, MONJU,
FFTF, SNR-300 etc. Extensive laboratory tests have also been done and con-
tinue to generate additional data. One of the most interesting tests done in a
laboratory facility was a 120° sector mock-up of SNR-300 to verify decay

heat removal capability [247].

A very important and useful tool in assessing plant safety is the use of
sensitivity analyses. The objective here is to determine importance of a var-
iable or a process in the overall system response. Such investigations can be
performed either by a straight forward sensitivity anzlysis or a sophistica-
ted process which ailows for varying a number of variables in a certain manner
so that the combined effect of uncertainties may be assessed. Krieger, Durston
and Albright [248] have applied a statistical technique to determine effective
variables for a given transient simulation. These types of analyses can lead
to, at least, a qualitative estimate of "weak" spots in data base. Ultimately,
one is interested in generating a graph such as Figure 9.2 for a given event un-
der consideration. This schamatic figure shows that for a natural circulation
transient, say, the maximum cladding temperature or consequence may be calcu-
lated with a vorying degree of confidence level. The best estimate level is an
indication of best engineering judgement while the 3-5 level indicates factoring
in 3-0 levei uncertainties in models and data. Although Figure 9.2 is drawn
not-to-scale, it is hoped that a quantified curve such as this may be producible

in next few vears, at least for some of the k~y safety transients.



10. SUMMARY AND FUTURE AREAS OF INTEREST

The steady state and dynamic simulation of the entire liquid-metal-cooled
fast breeder reactor system have been reviewed and discussed. After a brief
discussion on various designs and simulation techniques, critical review of var-
ious phenomenological, physical and mathematical approaches was made. An exter-
sive list of useful semi-impirical correlations for pressure drops and heat
transfer in both liquid metal as well as steam-water system was also included.
Numerical methods as applied to integration of steady state and transient equa-
tions for large system simulation studies were discussed. Safety anaivsis and
accident classification approaches were reviewed along with several examples of
numerical and experimertal transient and steady state results with emphasis on
special effects (flow redistribution, radial heat transfer, fluid mixing, etc.).
Finally, various steps involved in code verification were breifly outlined.

A review of more than twenty years of research and development in LMFBR
technology reveals a large variety of possible designs and geumetric configura-
tions with a rather limited large scale operational and system experience. How-
ever, it was argued that the phenomenological understanding in this field have
matured to a point that numerical and computer simulation of these systems are
quite feasible and can provide sufficient insight into the problems associated
with plant design, operation and safety analysis.

Some of the problems which deserve further thought and analysis are summar-
ized as follows:

(1) Experimental meacurements with liquid metals to determine the fluid
mixing and thermal stratification effects in t%.e upper plenum (locp-type), hot

cold regions (pool-type) and the pining systems.
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(2) Experimental measurements supported by calculation of inter- and
intra-assembly dynamic flow redistribution and heat transfer effects.

(3) Subassembly internal flow recirculation and hydrodynamic instability
effects at natural convection low flow conditions.

(4) cxperimental measurements on rod bundie heat transfer and friction
coefficients at low Reynolds numbers, especially, in the transition range.

(5) Experimental verification of pipe break models.

(6) Experimental and analytical studies for two-phase flow pressure drop
and critical heat flux in liquid metal heated test models at LMFBR thermodynamic
conditions.

(7) Impact of Noneguilibrium effects on LMFBR steam gene:ator thermo-
hydraulic transients.

(8) A systematic classification of events and accident progression in
LMFBR plants.

(9) Detailed inter-code comparisons of existing LMFBR system simulation
models under various design, operational and accident conditions.

(10) Systematic experimental validation of system codes following increas-
ing availability of plant steady state and transient data.

It is hoped that all of the problems that may arise have been fully recog-
nized and that sound and ad2aquate means to solve those that may yet appear can
be obtained from planned and existing research and development efforts, along
with construction of new test facilities, and/or large scale plant operational
experience from the American Fast Flux Test Facility, and the French PHENIX and
SUPERPHENIX reactors.

Finally, it is the authors belief that more international cooperative

effort is needed to overcome many of the rema‘ning obstacles surrounding LMFBR
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F

development; and the solution of these tasks will contribute significantly to
the safe and economic production of nuclear energy in commerical fast breeder

power stations.
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TABLE 1.1 LMFBR PROJEL™S THROUGHOUT THE WORLD

s cdond TmmPc‘wer. 'E‘l‘ectrical [B):::;n gg‘;l?:y SR

FRANCE

RAPSODIE 40 - Loop Experimental In operation since 1967.

PHENIX 563 250 Pool Demonstration In operation since 1973.

SUPERPHENIX-1 3000 1200 Pool Commercial Under construction, Criticality 1982,
FERMANY

KNK-2 58 20 Loon Experimental Converted from the thermal neutron KNK-1, in

operation since 1977.
SNR-300 762 327 Loop Demonstration Under construction, Criticality 1981 (?).
SNR-2 3750 1300- Loop Commercial In design, Criticality 1988.
1500

GREAT BRITAIN

DFR 60 14 Loop Experimental Initial operation 1959, Decommissioned 1977,

PFR 600 250 Pool Demonstration In operation since 1974.

CFR 3250 1320 Pool Commercial In design, Criticality 1986.




TABLE 1.1 LMFBR PROJECTS THROUGHOUT THE WCRLD (Cont'd)
wer , MW Basic Type of
Reactor Tﬁerna; Electrical Design Facility Status
INDIA
FBTR 42.5 12.5-15 Loop Experimental Under construction, Criticality 980,
FBR-500 ? 500 Pool Commercial In dec<ign,
ITALY
P.E.C. 116 - Loop Experimental In construction, Criticality 1980,
JAPAN
JOYO 100 - Loop Experimental In operation since 1977.
MONJU 714 300 Loop Demonstration In design, Criticality 1984.
U.5.5.R.
BR-5 5 - L~op Experimental Initial operation 1958, It was upgraded to BR-10.
BR-10 10 - op Experimental BR-5 was upgraded in 1973.
BOR-60 60 12 J0p Experimental In operation since 19€9,
BN-350 1000 350 Loop Demonstration In operation since 1972,
BN-600 1470 600 Pool Commercial Under construction, Criticality 1979.
BN-1600 ? 1500 Pool Commercial




TABLE 1.1 LMFBR PRO. TS THROUGHOUT THE WORLD (Cont'd)

Reactor Therma?ower’ :?ectrical
U.S.A.
Clementine 0.025 -
EBR-1 1 0.2
EBR-11 62.5 20
FERMI 200 -
SEFOR 20 F
FFTF 400 -
CRBRP 975 350
PLBR

Basic

Type of

Design Facility Status

Loop Experimental First fast reactor, Initial operation 1346,
Decommissioned 1953.

Loop Experimental Initial operation 1951.

Pool Experimental In operation since 1963.

Looy Experimental Initial operation 1963, Decommissioned.

Loop Experimental Initial operation 1970, Decommissioned 1975.

Loop Experimental In construction, Criticality 1979.

Loop Demonstration ?

Commercial(?)




TABLE 2.1

ATTRIBUTES OF ANALOG AND DIGITAL COMPUTERS

Attribute

Analog Computer

Digital Computer

Accuracy

mode of operction

Speed

Efficiency

Programming techniques

Limited by the quality of computer
components (5£0.01% of full-scale)

Parallel

Real-time operation; speed limited b
the bandwidth characteristics of the
computing elements

Multiplication, addition, integratior,
and non-linear fuctions generations
performed efficiently

Limited ability for logical opera-
tions, storage of data

Consist of substituting analog com-
puting elements for corresponding
elements in a physical system

Determined by the number of bits in
memory registers and numerical
technique

Sequential (future computers do have
verallel processing)

Determined by problem complexity

Limited number of arithmetic operations
faadition and multiplication); more
cowple operations (such as integra-
tion) performed by numerical tech-
niques

Indefinite storage of numerical and
non-numerical data, facility for
logical operations

Little direct relationship to the
problem under study




TABLE 1.1

KEY CORE PARAMETERS FOR LMFSRs

CRBRP SUPERPHENIX
Parameter (Prototypic) (Commercial)
CORE
Equivalent diame.ar (m) 1.87 3.5
Fuel height (m) 0.914 1.0
Volume (2) 2,510 10,000
Fuel and blanket arrangement Homogeneous ngmu&
No. of fuel enrichment zones 2
No. of orifice zones
Fuel/blanket 5/4
FUEL ASSEMBLIES
Number 1inner/outer 108/90 193/1N
Flat-to-flat outside distance ( mm) 116.2 173
Assemdbly wall thickness (mm) 3.0
| Assembly pitch {mm) 120.9 179
Number of rods per assemdb'y 217 2N
Clad ID/0D (mm) 5.08/5.84 18.65
Spacer wire diameter ( mm) 1.4 %
Fuel rods pitch-to-diameter ratio 1.24 1.13
| Fuel forms pellet annular pellet
Fuel/blanket pellet 00 (mm) 4,92/4.92 7.02/7.02 {
Core region Tength (m) 0.974 1.0
Fuel type (U=Pu)n, (U-Puj0,
Fuel density
nominal % TD) 91.3
cold smeared % TD) 85.5
Pu enrichment inner/outer
Pu/(U + Pu) (%) 17.7/25.6 14.5/18.5
Axial blanket neignt lower/upper  (mm) 355/355 | 300/300 i
3lanket pellet material Depleted U0, | Depleted U0, |
Nominal pellet density (% TD) 96.0 1 |
Fission gas plenum length i |
lower /upper (mm) -/1220 | 850/150 l
Cladding material 20% C4 SS 316 i SS J16L |
BLANKET ASSEMSLIES [ l
Numper 150 | 233 j
i Number of rods per assembly 61 | 91 |
| Clad [D/CD (mm) 12.09/12.85 | /16.3 {
| Roc pitch-to-diameter ratio 1.072 l 1.07 |
Pellet 00 (mm) 11.94 | 14.8 f
8lanket region length (m) 1.63 1.60 1
Pellet density : i
| nominal (% T0) 95.6 | !
| cold smeared (% TD) 1 93.2 ! |
| Pellet material | Depleted UO | Depleted U0, |
| Cladding matertal 20% CW S 316 ! 55 316L ‘
- !
| CONTROL_ASSEMBLIES | T
| Number Primary/Secondary 15/4 , 21/3 {
| Number of absorber rods per assembly l { ,
[ Primary/Secondary 3NN | 3 ‘
| Cladding outside diameter | l ~
| Primary/Secondary ( mm) 15.52/14.04 l |
| Cladding inside dfameter |
! Primary/Secondary (mm) 12.47/12.56 ! ;
| Pellet material 84C | Enriched 8, |
| Pellet outside diameter ; :
r Primary/Secondary ( mm) { 11.66/11.78 g ,
| Pellet density (% TD) 1 32 | |
| Absorter column length {m) : 0.914 i 1.10 {
| |




TABLE 3.2  MATERIAL PROPERTIES FOR DIFFERENT LMFBR FUELS
Fuel Type
Property (U-Pu)Og_” (U-Pu)C;y o4 (U-Pu)N; .00
3 3 3 3
Theoretical density (kg/m ) 10.87x10 13.60x10 14.30x10
Heavy metal theoretical 3 3 3 3
density (kg/m ) 9.80x10 12.90x10 13 50x10
Thermal conductivity
at 1000 K (W/mkK) 2.7 17.7 18.5
Melting point (K) 2980 2755 3030
Specific heat
at 1000 K (kd/kg K) 0.33 0.19 0.32




TABLE 3.3 DESIGN AND NUCLEAR PERFORMANCE COMPARISON OF
OXIDE, CARBIDE, AND NITRIDE LMFBRs

Fuel Type
Parameter (U-PU)OI.QS (U-PU)CI.O“ (U°Pu)N1.00
Design
Fuel pin clad 1D/0D (mm) | 5.59/6.35 8.23/8.99 7.85/8.61
Fuel bond material Helium Sodium Sodium
Fuel density - cold smeared (% TD) 80.0 79.1 82.2
Heavy metal content in core (kg) 7837 9480 9629
Pu enrichment (%) 15.6 12.4 12.5
Performance
Average Linear Power (kw/m) 28.9 61.7 61.7
Breeding ratio 1.20 1.42 1.35
Internal breediny ratic 0.66 0.82 0.80
Deubling time (yrs) 28.0 11.4 14.8
Average/peak heavy metal
discharge burnup (MWd/kg) 65/100 50/78 47/
Doppler coefficient, Tdk/dt (ak/k) -0.0070 -0.0075 -0.0074
Full power days per cycle (d) 156 218 205
Equilibrium fuel cycle
cost (mills/kWhr) 1.80 1.48 1.79




TABLE 3.4 DESIGN AND NUCLEAR CHARACTERISTICS OF
DIFFERENT LARGE LMIBR DESIGNS

{ 233
(PU—U)OZ (U ’Th)OZ
Parameter Homogeneous | Heterogeneous | Homogeneous | Heterogeneous
Core Core Core Core
Reactor Power (MWe) 1200 1200 950 950
(Mit) 3740 3740 3000 3000
Number of Fuel Assemblies 414 396 252 222
Number of Blanket (Inner/Outer)
Assemblies -/252 235/306 -/216 121/234
Core diameter (m) 2.91 3.64 3.14 3.50
height (m) 1.22 1.22 1.22 1.22
Fuel Rod diameter (rm) 5.84 5.84 8.89 8.64
Number of rods per assembly
Core/blanket 2717127 2N /27 2717127 2717127
Breeding Ratio 1.176 1.336 1.140 1.190
EQEC Doppler Coefficient (ak/k) | -0.0065 -0.0081 -0.0085 -0.0095
Core Sodium void worth ($) 6.16 3.24 -0.09 -1.32




TABLE 3.5  DELAYED-NEUTRON HALF-LIVES AND DECAY CONSTANTS
A S " CRBRP (LWR Fuel)
Group A 8 A 8 A 8
Index % i J i i i
(s ) (s ) (s )
] 0.0127 0.00063 0.0129 0.00024 0.0129 0.000082
2 0.0317 0.00351 0.0311 0.00176 0.0312 0.000776
3 0.115 0.00310 0.134 0.00136 0.133 0.00M666
4 0.31 0.00672 0.331 0.00207 0.345 0.00,354
B 1.40 0.00211 1.26 0.00065 1.41 0.000591
= 3.87 0.00043 3.21 0.00022 3.75 0.000181
Total 0.0165 Total 0.0063 Total 0.00365




TABLE 3.6 DOPPLER COEFFICIENT FOR OXIDE, CARBIDE AND NITRIDE
U-Pu_FUELS IN A 500-MWe DESIGN

Fuel Type
Parameter
Oxide Carbide Nitride
Fuel form (U-Pu)0, .q¢ (U-Pu)Cy .qu (U-Pu)N; .00
Fuel-clad bond material Hel" um Sodium Sodium
Fertile-to-fissile ratio 5.4 7.1 7.0
U/Pu

T(dk/dt) (ak/k) | -0.0070 -0.0075 -0.0074
A (ak/k) | -0.0022 -0.0023 -0.0023
(1100 - 1500k)




TABLE 3.7 CALCULATED DOPPLER COEFFICIENT FOR CRBRP

- dk Xlo“
. ( ET)Dopp
Reactor Region BOEC ECEC
Na in Na out Na in Na out
Lower axial blanket 5.2 3.4 5.7 3.9
Upper axial blanket 1.1 1.0 .7 1.5
Inner core 34.4 16.3 37.0 19.2
Outer core 10.7 6.1 13.1 1.7
Radial blanket 11.0 10.2 12.1 11.9
Total 62.4 37.0 69.6 44 .2
1




TABLE 3.8 ISOTHERMAL SODIUM TEMPERATURE CCEFFICIENT OF REACTIVITY FOR CRBRP

(dk/dT) Sodium
Reactor Region 3 =3
107 ak/K 10 ¢/K
Lower axial blanket -0.33 -9.0
Upper axial blanket -0.33 -9.0
Inner Core 1.84 50.4
Quter Core -1.12 -30.6
Radial Blanket -0.46 -12.6




TABLE 3.9 ISOTHERMAL TEMPERATURE COEFFICIENTS OF REACTIVITY IN EBR-II AND FERMI

(ak/k)/aT in 107 (ak/K)/K
Mechanism
EBR-II FERMI
Core
Axial fuel expansion -3.9 «2.5
Radial fue' expansion -0.9 -0.6
(Sodium expulsion)
Density change of coolant and -9.1 -7
assembiy material
Structure expansion -3.7 -6.0
Blanket
Density change of coolant and
assembly material -9.5 -3.3
Growth of uranium -1.0 -0.5
Structure expansion -2.0 -0.6
Total -36.1 -20.6




TABLE 3.10 REACTIVITY EFFECT DUE TO POWER OPERATION IN THE CRBRP

Reactivity, cents

Components Initial Isothermal Temperature
at 478 K at 589 K
Doppler
Inner core -162.6 -130.9
Quter core - 38.2 - 29.9
Radial blanket - 12.1 - 6.1
Axial blankets - 5.8 - 3.1
Total Doppler -218.7 -170.0
Sodium temperature - 2.4 - 1.4
Axial fuel expansicn - 20.0 - 15.4
Radial core expansion - 69.0 - 29.0
Bowing + 50.0* + 30.0*
Total -260.1 -185.8

*Estimated by the authors




TABLE 3.11 COMBINED LONG-TERM REACTIVITY EFFECTS

ak/k

I\t:oms/cm3 2a Burnup, % Burnup Buildup Fission
Reactor Type Pu plus U (10" ') of Pu + U in in product Total

fissioned core blanket buildup
EBR-IT (metal) 2 -0.018 +0.007 -0.002 -0.013
800-1liter (metal) 0.012 5 -0.054 +0.026 -0.017 - 0.045
1500-1iter (oxide) 0.0v467 10 -0.169 +0.025 -0.037 -0.181
1500-1iter (carbide) 0.0069 10 -0.147 +0.031 -0.028 -0.144




TABLE 3.12 FLOW DISTRIBUTION IN THE CRBRP

Flow
Number of 6 per
Component Assemblies 10 kg/hr % Total assembly
kg/s
Fuel Zone 1 66 5.8 30.6 24 .4
2 78 5.9 31.2 21.0
3 36 2sd 12.4 17.7
4 12 0.7 3.9 16.2
5 6 0.3 1.7 13.9
Total 198 15.0 79.8 -
Blanket Zone 6 24 0.7 Sad 8.10
7 30 0.8 4.3 7.41
8 54 0.9 4.8 4.63
9 42 0.3 1.6 1.98
Total 150 2.7 14.4 -
Control Assembly 19 0.3 1.6 4.39
Radial shield 324 0.3 1.6 0.26
Bypass and leakage 0.5 2.6
Total for Reactor 18.8 100.0




TABLE 3.13 CORRELATIONS FOR FREE CONVECTION IN LIQUID METALS

Configuration Correlation Range
0-32
Free convection in liquid sodium to NuD = 0.0785 (Ra) Turbulent regime
a cold horizontal plate & & 106<<Ra < .5 ]07
_hD -
Wy X »
D = diameter of horizontal plate

Free convection to a heated vertical
plate

0+25
Nu, = 0.3 (Rax)
X = plate height

Laminar Eegime
Rax < 10

Free convection from inside wall of
a vertical vessel

0,3
Nu_=0.16 [(Ra,)(rx))

x = total height of cylindrical
wall
r = radius of vessel

Poth laminar and turbulent regimes

Free convection to a horizontal
cylinder

0.25
NuD = 0.53 (Ra Pr)
D = diameter of cylinder

Laminarsregime
Re < 10

Free convection across an enclosed
liquid-metal gap between plates

Vertical paral]e]o?ggges:
Nu, = 0.028 (RaD)
Horizontal parallg!aglates:
Nup = 0.043 (RaD)

D = distance between plates

Turbulsnt regime 5
4 x10 <Ra<1x10

Free convection within an open-ended
Fhannel

Nuy, = 0.68 (Ra)"*'%°

D = distance between plates

Cregning regime
10" < Ra <25




TABLE 3.14 COMPARISON OF THERMOHYDRAULIC CODES FOR WIRE-WRAPPED ASSEMBLIES

Thermohydraulic Computer Codes

Features
ENERGY COBRA-III  ORRIBLE COTEC THI-30 FORCMX FULMIX  SIMPLE
A. Geometry
Maximum number of rods 36 217 2N 217
Subchannel Shape Interior Interior Interior Interior Hexagonal Interior
and edge and edge and edge and edge channel and edge
channel  channel channel channel around rod channel
Special edye-channel
treatment (separate
cross-flow and turbulent
mixing coefficient) jes no no no yes yes yes
Maximum number of 500 60 438 500 271
flow subchannels (Timit can be readily changed)
Maximwa number of axial
steps (exact correlation
can be specified) no limit 9 no limit no limit no limit
8. Flow parameters
Buoyancy effect yes no no yes no
Variapble coolant
properties yes no yes yes
Variable flow area no yes yes yes yes ses
due to wire
]
C. Mixing Characteristics
input
Cross-flow diversion yes yes coefficient yes yes yes yes
Axial temperature period Jes yes yes yes yes yes
Flow sweeping
coefficient input yes yes ses yes yes yes yes
Cross flow swirl yes o no yes yes yes
D. Heat Flux
Variabie axial and radial| yes yes yes yes yes yes
Transient capability no yes yes no no |
£. Reference 101 102 103 83 81 104,105 106 107




TABLE 4.1 INTERMEDIATE HEAT EXCHANGER DESIGN DATA
SR EBR-I1 FFTF CRBRP PHENIX SUPERPHENIX PFR BN-600

DATA 1119] [96) L15) L10,16] L16] L120) | L121)
Country USA USA USA France France UK USSR
Plant Concept Pool Loop Loop Pool Pool Pool Pool
Number of IHXs 1 3 3 6 8 6 6
Thermal Load

per unit, MWt 62.5 133.3 | 325 93.8 375 .00 100
Design Parameters

Number of Tubes 3026 1540 2850 2228 5380 1808 ---

Tube 0.D., mm 15.9 7 22. 14 14 20 ——

Tube Thickness, mm 1.6 1.2 1.14 1 1 1 -—-

Active Length, m 2.8 5.2 7.47 5.15 6.5 4.4 6.0

Tube Pitch, mm 20.6 33. 33. 20 20 --- -—-

Pitch/Diameter 1.30 1.50 1.50 1.43 1.43 ——— —
Primary Coolant

Route Shell Shell ! Shell Shell Shel | Tube Shell

Flow Rate, kg/s 470 734 1741 460 1970 488 1010

Inlet Temperature, K 746 839 808 833 815 835 823

Outlet Temperature, K | 640 695 661 673 665 673 653
Intermediate Coolant

Route Tube Tube Tube Tube Tube Shell | Tube

Flow Rate, kg/s 315 730 1€10 368.5 1633 488 883

Inlet Temperature, K 582 648 61/ 623 618 643 593

Outlet Temperature, K | 736 791 175 823 /98 805 793

Logarithmic Mean AT,K | 27.3 47.5 38.2 24.9 <9.50 30 43.3




TABLE 4.2 NUSSELT NUMBER CORRELATIONS FOR FULLY DEVELOPED
TURBULENT FLOW INSIDE ROUND TUBES

Nusselt Number Correlations Reference

]
!
l ES! Lyon 130}
Nu = 7. + 0.025 (¥ Re-Pr)?-®

- 1.84
pEle —t

™ Dwyer [93,131]
Pr(sm/v)max

0.014 (1-e"71-88y

u‘;:

Nu = 6. + 0.025 (v Re.Pr)°-® 8 Aoki 1132)

g = Re™7+" ppl:?

Nu = 5. + 0.025 (¥ Re.Pr)”"® V=1 Subbotin, et al., [93,133]




TABLE 4.3 NUSSELT NUMBER CORRELATIONS FOR FULLY DEVELOPED TURBULENT

FLOW THROUGH UNBAFFLED TUBE BANKS

Nusselt Number Correlation

Range

Reference

Nu

6.66 + 3.126 (P/D) + 1.184 (P/D)?

+ 0.0155 (7 Re.pr)®-86

70 < Re.Pr < 10°

1.3<P/D<3.0

Maresca-Dwyer [135]

Nu

7.0 + 3.8 (/D) "2

+ 0.027 (P/0)°-27(¥ Re.Pr)”-®

0<Re°Pr5105

1.3<P/D<10

Friedland-Bonilla [136]

Nu

a +8 (Re.Pr)’

0.25 + 6.2 (P/D)
-0.007 + 0.032 (P/D)
0.8 - 0.024 (P/D)

110< Re.Pr < 4300

1.25< P/D< 1.95

Graber-Rieger L137]




TABLE 4.4 THEORETICAL VALUES OF THE HYDRODYNAMIC POTENTIAL

DROP [93)
%,/0

P/D Equilateral Triangular Square

Spacing Spacing
1.25 3.7975 4.2299
1.30 3.5393 3.8988
1.35 3.3311 3.6297
1.40 3.1587 3.4064
1.45 3.0589 3.2776
1.50 2.9690 3.1619
1.55 2.8876 3.0575
1.60 2.8132 2.9630




TABLE 5.1 TYPICAL VELOCITY HEAD FACTOR VALUES

FITTING

VELOCITY HEAD FACTOR, K

Sudden Expansion

Sudden Contraction

Welding Tee Through Branch
90 Welding Elbow L.R.

9 Welding Elbow S.R.

45 Welding Elbow

Gate Valve, Cran

1.0
0.5
1.36
0.315
0.455
0.208
0.208




TABLE 5.2

Homologous head and torque polynomial coefficients (H,B=hexd or torque curve « or

V=division by a? or »?; N,D,T or R=normal, energy dissipation, turbine, or reverse puinp region)

Coeff.

(I) Curv Co Cy C2 C3 Cq Cs

1 HVN —0.556 0.85376 0.82906 -3.7106 7.0593 -3.4776
2 HAN+HAD 1.2897 —0.061907 0.17327 —-0.57294 0.033762 0.13865
3 HVD 0.69189 0.43961 0.68459 —0.24701 0.63156 —0.20833
4 HVT 0.69209 —0.46132 0.92592 —0.4308 0.50845 ~0.22436
5 HAT 0.63405 0.20178 —0.30242 0.76603 —0.48077 0.19231
6 HAR 0.63405 0.14665 —4.1896 —2.4828 0.89730 0.0

7 HVR —0.556 0.66362 —0.086081 —0.93928 —0.57381 0.0
1 BVN —0.37069 0.41741 3.8511 —17.6752 7.0695 -2.2917
2 BAN +BAD 0.44652 0.5065 0.59643 —-0.64055 —0.025531 0.11531
3 BVD 0.8658 0.28437 —0.22348 0.45083 —0.70586 0.21562
4 BVT 0.86533 —0.60816 3.1497 —-9.5647 10.418 —4.0064
5 BAT —0.68468 1.8495 0.96871 —8.9653 12.045 --4.7546
6 BAR —0.684 2.0342 -0.95477 —0.42286 0.0 0.0

7 BVR -0.372 2.3716 —0.56147 0.0 0.0 0.0




TABLE 5.3 PUMP FRICTION TORQUE CORRELATIONS

Frictional Torque,

Refererces

DEMO a > 0.005

Ssc [150]
14.77a a < 0.005
0.0:3a + 0.012 a > 0.0117

DEMO [97]

0.117 - 8.970c « £ 0.0117

0.105e~'992 4+ 0,023 a + 0.012

CURL [126, 143]

0.035 «fal

RELAP3B [152]




TABLE 6.1 STEAM GENERATING SYSTEM DESIGN DATA

EBR-II  CRBRP  PHENIX  SUPERPHENIX  PFR BN-600
(14]  [15] (10] [i¢] (10]  [121]

Country USA USA France France K USSR
Plant Concept Pool Loop Pool Pool Pool Pool
Number of Steam Generator Loops 1 3 3 4 3 3
Evaporator
Number of Units per Loop 8 2 1 1 1 |
Number of Tubes 73 757 84 - - -
Tube 0.D., mm 36.5 16 28 - - 16
Tube Thickness, mm 4,7 3 4 - - - 38
Active Length, m 6.9 14 - - - -
Tube Pitch, mm 49.2 31 - - - -
Intermediate Coolant Route Shell Shell  Shell Shell Shell Shell
Intermediate Flow Rate, ka/s 39,375 805 737 798 976 883
Intermediate Inlet Temp., K 696 730 748 - 728 725
Intermediate Outlet Temp., K 582 617 623 618 643 593
Tertiary Flow Rate, kg/s 3.9 140 208 340 728 178
Tertiary Inlet Temp., K 561 555 519 340 561 514
Tertiary Outlet Temp., K 577 600 648 - 626 573
Thermal Load per Unit, MWt 8.7 117.50 119 - - -

S' nerheater

Number of Units per Loop 4 2 1 1 1 1
Number of Tubes 109 757 84 - 890 -
Tude 0.0., mm 15.1 16 31.8 - 14.3 16
Tube Thickness, mm 2.4 3 3.6 - M 2.9
Active Length, m 7.8 14 - - - -
Tube Pitch, mm 28.2 31 - - - -
Intermediate Coolant Route Shell Shell  Shell Shell Shell  Shell
Intermediate Flow Rate, kg/s 78.75 1610 737 3266 976 -
Intermediate Inlet Temp., K 736 775 823 798 805 793
Intermediate Outlet Temp., K 696 730 748 - 728 725
Tertiary Inlet Temp., K 577 598 648 - 626 573
Tertiary Outlet Temp., K 722 755 785 508 787 778

Thermal Load per Unit, MWt 4.25 90 187.7 750 200 490




TABLE 7.1 EXAMPLES OF DIFFERENT TIME CONSTANTS IN CRBRP

2.4% Power,
Time Constant for 100% Power, Natural Circulation
100% Flow Flow

(s) (s)

Heat Flux Time Constant

Fuel Rod 1.3 1.3
Blanket Rod 2.6 2.7
Control Rod 3.8 4.0

Entnalpy Transport Time Constants in PHTS

Within Reactor Vessel 42.8
Reactor Vessel to [HX 14.3 480
Within [HX 12.2
[HX to Reactor Vessel 6.2

Total 75.5 2520

Enthalpy Transport Time Constant in [HTS

Within [HX 14.7 590
[HX to Superheater 35.4 1410
Within Superheater 3.9 160
Superheater to Evaporator 5.3 210
Within Evaporator 7.9 320
Total 33.6
Enthalpy Transport Time Constant in SGS

Steam Drum 10.5 191
Recircuiation Loop 34.6 247
Steam Drum to Turbine Throttle 11.7 195
Total 56.8 543

Grand Total of Enthalpy Transport
Time Constant 226 6803




TABLE 7.2 RANGE OF TIME-STEP SIZES FOR LMFBR SYSTEMS

Time-Step Size
Process (s)
In-Vessel
Power Generation 10:: B 10:;
Heat Conduction/Convection '0_6 - 10-“
Sodium Boiling 10.2 - 10_l
€luid Mixing in Plenum 10 < - 10
Heat Transport System
Fluid Flow in Pipings 1072 - 1077
Heat Transfer in Heat Exchanger 10:2 - 10_l
Fluid Discharge through Break 10 “ - 10
Steam Generator
Evaporator/Superheater 107" - 1072
Water/Steam Discharge -k -
through Break 10 " -10 °
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TABLE 8.2 STEADY-STATE POWER AND FLOW FRACTIONS IN SSC-L

Number Coolant
of Power Flow Temp.
Channel | Assem-| Power Per Pin| Flow Per Pin | Rise
Number | blies |Fraction kW Fraction kg/s K
1 1 0.0067 29.87 | 0.0033 | 0.0794 297.8
2 65 |0.30916 21.20 | 0.2994 | 0.1109 150.8
3 78 10.34651 19.80 | 0.30842 | 0.0952 164.1
4 36 |0.1489%4 18.44 | 0.12308 | 9.0823 176.9
5 12 |0.04459 16.57 | 0.03902 | 0.0783 167.0
6 6 L.01939 14.41 | 0.01651 | 0.0662 171.6
7 1 0.001644 | 26.07 | 0.00073| 0.0625 330.5
8 24 |0.02961 19.57 | 0.03414| 0.1218 126.5
9 30 |0.03259 17.23 | 0.039€5| 0.1132 119.8
10 53 |0.035346 | 10.58 | 0.04275| 0.0691 120.5
11 42 10.018760 7.08 | 0.0i772 0.0361 154.6 :
12 19 10.00676 - 0.0600 -- 16.3
Bypass -- 0 - 0.01527 - 0




TEST IDENTIFICATION

TABLE 8.3 EBR-11 WHOLE CORE/WHOLE PLANT TESTS AND EVENTS

STEADY-STATL
OR_TRANSIENT

PRIMARY SYSTEM CONDITIONS

FLOW

POWER

SECONDARY SYSTEM
FLOW COMDITIONS

EX-109 (XX07)
Test G (XX07)

Tes. F (XX07)

Cover Lift Test (XX07)

LOF/Scram of 1/1/75 (XX07)

Test 1A (XX08)

Tests 1B-1E (XX08)

Test 2 (XX08)

Test 7A (XX08)

S

Steady-<tate

Steady-state

Transient

Transient

Transient

Transient

Transient

Transient

Transient

All pumps off
All pumps off

Primary pumps off, pri.
aux. pump tripped

Pri. pumps off, pri. aux.

pump on, reactor cover
lifted to fuel handle

Loss of power to pump 1,
manual trip of pump 2,
from 100% flow. Primary

aux. pump on.

Primary pumps of f, pri.
aux. pump tripped

Primary pumps of f, pri.
aux. pump tripped

Primary pumps off, pri.
aux. pump on

Primary pumps tripped
from 34% flow, pri. aux.
pump of f

.11% decay neating

0.5 to 1.3% fission
heating

1.6% decay power

0.58% decay power

Scram fram 100%
power on low flow
signal

0.15% decay power
(XX08) unirradiated,
with 0.03% power)

0.17 to 0.63% decay
power

< 0.1% aecay power.
Plant isothermal at
at 580°F

Scram from 29%
power

0.4 to 6.1%, controlied
2.5 to 6.0%, controlled

2.0%, controlled

~ 1%, controlled

Trip from 100% f'ow
with scram

3.3 to 10.5%, con~
trolled; also natural
convective flow

2.6 to 9.0%, controlled

also natural convec-
tive flow

irip of sec. pump from
30, 50, 100% flow

Constant at 33%



e e

TEST IDENTIFICATION

TABLE 8.3 EBR-II WHOLE CORE/WHOLE PLANT TESTS AND EVENTS (CONT'D)

STEADY-STATE
OR _TRANSIENT

PRIMARY SYSTEM CONDITIONS

FLOW

POWER

SECONDARY SYSTEM
FLOW CONDITIONS

Test 10 (XX08)

LOF/Scram of 10/1/77 (XX08)

LOF/Scram of 11/2/77 (XX08)

LOF/Scram of 1/10/78 (XX08)

Scram of 2/2/78 (XX08)

Scram of 5/24/78 (XX08)

Scram of 6/3/78 (XX08)

Scram of 6/13/78 (XX08)

Scram of 7/12/78 (XX08)

Transient

Transient

Transient

Transient

Transient

Transient

Transient

Transient

Transient

Primary pumps tripped from
34% and 100% flow, pri.
aux. pump off

Primary pumps tripped from
1008 flow, pri. aux. pump
on

Primary pumps tripped from
100% flow, pri. aux. pump
on

Primary pumps tripped from
100% flow, pri. aux. pump
on

Flow constant at 100%
Flow constant at 100%
Flow constant at 100%

Flow constant at 100%

Flow constant at 100%

Scram from 100%
power preceding LOF
by 45 to 215 minutes

Scram from 100%
power

Scram from 100%
power

Scram from 100%
power

Scram from 100%
power

Scram from 56%
power

Scram from 100%
power

Scram from 100%
power

Scram from 27%
power

Sec. flow controlled at
9%, nat. circ., or loss
of flow throttling

Sec. pump trip from
100% flow with scram

Sec. pump trip from
100% flow with scram

Sec. pump trip from
100% flow with scram

Sec. pump trip from
100% flow with scram

Sec. pump trip from
58% flow with scram

Sec. pump trip from
100% flow with scram

Sec. pump trip from
100% flow with scram

Sec. pump trip from
100% flow with scram



TABLE 8.4 INITIAL CONDITIONS FOR TESTS 1A and 1E of EBR-II
XX08 AVG. XX08 S/A

XX08 REACTOR TOP-OF-CORE ~ AVG. OUTLET  IHX PRIMARY THX INTERMED IATE-

FLOW INLET TEMP TEMP TEMP INLET TEMP SECONDARY SYSTEM
TEST PHASE % °K °K °K °K INLET TEMP. FLOW %
1A 1 5.4 646 617 648 647 534 3.3
1E ] 5.5 644 649 649 647 537 2.6
1A 2 5.6 644 044 645 647 540 5.1
1E 2 5.6 638 642 642 642 551 5.8
1A 3 5.8 639 640 640 643 547 7.0
1E 3 5.7 633 637 637 639 562 6.6
1A 4 5.99 633 634 635 637 565 10.4
1E a 5.95 628 633 633 634 571 9.0

-y )

I !



TABLE 9.1 LMFBR SYSTEM VERIFICATION NEEDS

COMPONENT ; PARAMETER IMPORTANCE
. IN-REACTOR | |
a) Core Pressure Drops in Reactor Vessel Structures ‘ High
Pressure Drops in Fuel, Blanket and Control High
Assemblies ,
Reactor Power including Decay Power by | High
Assembly |
Inter-Assembly Flow/Heat Redistribution | High
[ntra-Assembly Flow/Heat Redistribution ; High
Sodium Boiling E Medium/High
b) ?lenum Mixing/Stratifiation ' Low
|
rimary/Intermediate)
a) Piping Pressure Drops in Piping, bends, etc. Med{um
Heat Transfer to Ambient and Pipe Wall Medium
b) Pump | Pump Characterics Il High
Pressure Drop for Locked Rotor High
¢) Check Valve/
solation Valve | Pressure Orop Correlations Med { um
d) IMX Pressure Drops | Medium
Mixing in Plena Low/Medium
Heat Transfer Characterization Medium
e) Pipe Sreak Coclant Discharge Rate - !
Role of Sleeves/Guard Pipe Medium
[11. STEAM GENERATOR
a) S6 Pressure Drop Correlations l Medfum/High
; Heat Trancfer Correlations Medium/High
|
IV. PLANT |

a) Overall Performance

All of the above

High







Figure No.
1.1

1.2

FIGURE CAPTIONS

Schematic Layout of a Loop-Type LMFBR.
Schematic Layout of a Pool-Type LMFBR.



REACTOR CONTAINMENT BUNH DING

AGRAWAL 8KHATIB-RAHBAR
Fig. 1.1
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FIGURE CAPTIONS

Figure No.

2.1 Spectrum of Dynamic Simulation and Computational
Methods.



DYNAMIC SIMULATION

M ULTI - DIMENSIONAL ONE OR ZERO DIMENSIONAL
MODELS MODELS
/

/

COMPUTER SIMULATION

N\

AN

ANALOG DIGITAL HYBRID

AGRAWAL & KHATIB-RAHBAR
Fig. 2.1



Figure No.
3.1

3.2
3.3
3.4
3.5

3.6
3.7

3.8

3.9

3.10
3.11
3.12
3.13
3.14
3.15
3.16

3.17
3.18
3.19

3.20
3.21

FIGURE CAPTIONS

A Cross Section of CRBRP Core.

A Cross Section of SUPERPHENIX Core.

Schematic Layout of the CRBRP Fuel Assembly.
Schematic Layout of the SUPERPHENIX Fuel Assembly.

Schematic Comparison of Fuel Rods in CRBRP and
SUPERPHENIX.

1200 MwWe Heterogeneous LMFBR Core Layout.

Power Generation Values in CRBRP.

Assembly Radial Power Factor and Peak Rod Radial
Power Factor (with respect to the average rod in
the whole core or blanket) at BOEC in CRBRP.
Typical Core Axial Power Shape in CRBRP.

Typical Axial Blanket Power Shape in CRBRP.
Typical Axial Power Shape in CRLRP Radial Blankets.
Fission Product Decay Heat for FFTF.

Overall Scheme for Calculating Reactor Power
LMFBR Core Configuration at 400 Full Power Days.
Bowing Reactivity Contribution for CRBRP Startup.

Measurec Power Reactivity Defect versus Run Number
in EBR-II.

Reactivity Feedback Calculational Scheme.
Diagram of Reactor Coolant Flow for the CRBRP.

Diagram of Reactor Coolant Flow for the
SUPERPHENIX.

Orifice Design for the PHENIX Reactor.

Friction Factor as a Function of Reynoids
Number for Pipes.



Figure No.
3.22

3.23
3.24
3.25

3.26
3.27

3.28
3.29
3.30
3.31
3.32
3.33
3.34
3.35
3.36

3.37

FIGURE CAPTIONS (Cont.)

Modified Friction Factor versus Modified
Reynolds Number for Rod Bundles.

Rod-Bundle Friction Factor versus Reynolds
Number.

A Schematic of Flow Distributrion in CRBRP
Reactor Vessel.

Electrical Analog of Flow Fiele® in a Reactor
Vessel.

Pressure Drop versus Total Core Flow.

Normalized Flow and Enthalpy Rise in Fuel
Channel (1) versus Total Flow.

Normalized Flow and Enthalpy Rise in Blanket
Channel (2) versus Total Flow.

Normalized Flow Ratios versus Transient Time
in CRBRP.

The Effect of Flow Redistribution in a Hot Fuel
Channel Coolant Temperature.

Sketch of Qutlet Plenum Flow Patterns for
Steady-State and Stratified Conditions.

Coamparison for Effective Mixing Volume Between
Yang's Model and Experiments.

Representative Nusselt Numbers versus Peclet
number for Sodium at 700 K.

Temperature Traverses across Test Assembly
(Re = 3700, Tin = 590 K).

Temperature Traverses Across Test Assembly
(Re = 990, T1n = 587 K).

Temperature Traverses Across Test Assembly
(Re = 490, Tin = 589 K).

Re_*~~ of Negligible Axial Heat Conduction
in Sodium.



Figure No.
3.38

3.39

3.40

FIGURE CAPTIONS (Cont.)

A Typical Temperature Distribution in a Fuel Rod.

Post-Irradiation Fuel Structure of Mixed
Oxide Pellet.

Effect of Restructuring on Mixed-Oxide Fuel Thermal
Conductivity.
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) INNER cORE 108 (O RADIAL SHIELD 324
77> OUTER CORE 90 (P) PRIMARY CONTROL 15

& RADIAL BLANKET 150 @ SECONDARY CONTROL 4

AGRAWAL & KHATIB-RAHBAR
Fig. 3.1



@ 192 fuel assemblies zone |
&3 171 fuel assemblies zone 2

(1,076 Iateral neutron shielding assemblies
3% 3 neutron guide tubes

@ 21 maoin control rods ® n -pare fuel assemblies
() 233 blonket assemblies & 3 badup control rods

© 198 steel assemblies

AGRAWAL & KHATIB-RAHBAR
Fig. 3.2



IDENTIFICATION NOTCHES

- GRAPPLE GROOVE

OUTLET NOZZLE
LOAD PAD

puCT —/

]
WIRE WRAP —
SPACER
’{ \
LOAD PAD—
217 FUEL
RODS/ASSEMBLY
-
-~ FUEL ROD ATTACHMENT

~ SHIELD AND ORIFICE PLATES

ONNNNNNNNNNNNN
ANNNNNANRNRNNRNNS

INLET NOZZLE PISTON RINGS

INLET SLOTS
DISCRIMINATION POST

AGRAWAL & KHATIB-R
-RA
Fig. 3.3 HBAR
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QUTER .~/ »

DIAMETER
(5.84 mm) OUTER
»~ DIAMETER
- B8.65mm
v/ UPPER
FISSION GAS (300 mm)
PLENUM 1.~ FISSION GAS
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a2 (1000 mm )
UPPER \\
BLANKET \
{355 mm) \ /
o % \ BLANKET
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/ k PLENUM
77 -5 (850 mm)
N
R\
BLANKET \
(355mm) &
CRBRP SUPERPHENIX

AGRAWAL & KHATIB-RAHBA
Fig. 3.5 ’






INNER OUTER BLANKET INNER OUTER BLANKET
CORE CORE CORE CORE
0.004 0.004 0.005 0.006
7 7 7
s =
S raa / R / 0.035 0.530 77 0.3 / 0.046
0.006 0.006 L] || 0.009 0.009 =
TOTAL 0.546 0.413 0.035 0.544 0.406 0.046
BEGINNING OF FIRST CYCLE END OF FiRST CYCLE
0.005 0.005 ] 0.006 0.007
_ . 7 .
0.496 / 0.383 / 0.078 0.460 / 0.381 / 0.104
0.012 0.013 L] 0.017 0.018
0.513 0401 0078 0.483 0.406 0.104

BEGINNING OF EQUILIBRIUM CYCLE END OF EQUILIBRIUM CYCLE

AGRAWAL & KHATIB-RAHBAR
Fig. 3.7
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RELATIVE POWER DENSITY

PEAK / AVERAGE RATIO 2.50

p—

AVERAGE NORMALIZED
TO 1O

LOWER BLANKET

1 | 1

CORE

L s 21

L

PEAK / AVERAGE RATIO 2.70

AVERAGE NORMALIZED
TO 1O

UPPER BLANKET
---.~__-__-
1 1 1

—

0 200

400 ~ 1200

1400

DISTANCE ABOVE BOTTOM OF LOWER AXIAL BLANKET (mm)

AGRAWAL & XHATIB-RAHBAR

Fig. 3.10
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DECAY POWER

FISSION POWER
CALCULATIONS BY
POINT — KINETICS

TOTAL REACTIVITY

APPLIED
REACTIVITY

1
|

Pd
P, | J TOTAL REACTOR P
POWER
+
THERMAL
CALCULATIONS
T
p“ FEEDBACK
REACTIVITY
CALCULATIONS

AGRAWAL & KHATIG RAHBAR
Fig. 3.1
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Figure No.
4.1

4.2
4.3
4.4
4.v
4.6

4.7

FIGURE CAPTIONS

Sectional View of the CRBRP Intermediate Heat
Exchanger

Sectional View of the EBR-II Intermediate Heat
Exchanger

Tube Wall Mean Temperature Distribution With and With-
out Forced Mixing for Both Cases of (a) Uniform Flow
and (b) Linear Flow Maldistribution

IHX Staggered Mesh Heat Transfer Model

[HX Outlet Temperature Response Using Various Numerical
Approximations for the Enthalpv Transport.

Steady-State and Transient Temperature Distribution for
the CRBRP Intermediate Heat Exchanger

Schematic Representation of Tube-Bank Geometries,
(a) Equilateral-Triangular Spacing, and (b) Square
Spacing
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Figure No.
5.1

5.2
5.3

5.4

5.5
5.6
5.7

5.8

5.9
5.10

FIGURE CAPTIONS

Configuration Options in Pool-Type LMFBR Primary
Systems

Pipe Section Staggered Mesh Heat Transfer Model

Pipe Section Qutlet Temperature Response Using
Various Thermal Transport Models

Cutaway View of a Primary Sodium Pump in the CRBRP
Design

Homologous Representation of Pump Head
Homologous Representation of Pump Torque

Cutaway View of a Primary Loop Check Valve in the CRBRP?
Design

Pipe Section Inlet Flow and Temperature Transient
Boundary Conditions

Pipe Axial Velocity Profile
Temperature Time Histories at Various Axial Positions and

Comparicons to the 3-D Calculations for (a) Conducting
Pipe Wall, and (b) Adiibatic Pipe Wall
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Figure No.
6.1

6.2
6.3
6.4
6.5

6.6
6.7

6.8a
6.8b
6.9

6.10

FIGURE CAPTIONS

Schematic of CRBRP Steam Generating System

Schematic of SUPER PHENIX Steam Generating System
Cutaway View of a SUPER PHENIX Steam Generator Module
Cutaway View of a CRBRP Steam Generator Module

Comparison of the Mamentum Integral and the Single
Mass Flow Rate Models

Regimes of Heat Transfer in Convective Boiling

Comparison ¢f Boiling-Crisis Mechanisms in Varicus Flow
Patterns (a) Subcooled Bubbly Flow, and (b) Annular Flow

Reynolds Number Correction Factor, F
Nucleate Boiling Suppression Factor, S

Graphical Representation of the Two-Phase Mul.iplier,
¢, and Q2

tp
Comparison of Two-Phase Flow Multiplier Ratio, R, for
both Barcozy and HTFS Correlations
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FIGURE CAPTIONS

Figure No.
9.1 Schematic Representation of the Relationship Between
Model Development and Veriy cation
9.2 Typical Variation of Consequence as a Function of

<onfidence Level



PROCESS
| VERIFICATION

SYSTEM
SIMULATION
CODE

‘ -

X

4 SYSTEM
L VERIFICATION

IDENTIFY

IMPROVEMENT
AREAS

.

DEVELOP

IMPROVED

MODELS

OR
CORRFL ATIONS

AGRAWAL/KHATIB-RAHBAR
Fig. 9.1



>

CONSEQUENCE

EVENT SPECIFIED

—> BEST EST MATE\

—> 3-6 LEVEL CONFIDENCE

CONFIDENCE

—

AGRAWAL/KHATIB-RAHUAR

Fig. 9.2

i



