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SUMMARY
*

A study of thermal gap and contact conductance between depleted uranium
dioxide (UO ) and Zircaloy-4 (Zr4) has been made utilizing two measurement

2

apparatuses developed as part of this program. The Modified Pulse Design (MPD)

apparatus is a transient technique employing a heat pulse (laser) and a signal
detector to menitor the thermal energy transmitted through a UO /Zr4 sample pair

2

which are either physically separated or in contact. The Modified Longitudinal

Design (MLD) apparatus is a steady-state technique based on a modified cylindri-
cal column design with a self-guarding sample geometry. Description of the MPD

and MLD apparatus, data acquisition, reduction and error analysis is presented
along with information on specimen preparation, thermal property and surface
characterization. A technique using an optical height gauge tr determine the
average mean-plane of separation between the simple pairs is also presented.

Both gap and contact conductance experiments were performed using tne MPD

and MLD techniques as a function of temperature (293 K to 873 K), gas composi-
tion (Helium, Argon and He:Ar and He:Xe gas mixtures), averar mean-plane
separation distances (56 pm to 2.7 pm (contact)), contact pressure (0 to
14.7 MN/m ; MLD only) and surface morphology (varying surface roughness and

error of form) at atmospheric pressure: it was seen that H is dependent on
g

all these variables. In addition, the gap separation distance is found to
depend on both the roughnerc and error-of-form of the UO nd Zr4 speciman sur-

2

faces. Comparison of MPD anc MLD Jap conductance results shows agreement

between the two measurcment techniques to be within the experimental uncertain-

ties.

A review of heat transfer formulations appropriate to estimation of gaseous
conduction in the continuum and free molecular regime of gas dynamics is trade
with emphasis on the imperfect exchange of energy between gas molecules and
surfaces and the difficulty in describing the " separation distance" between,

g "real" surfaces in close proximity. Various theoretical and empirical models
for describing gap conductance are inspected and incons .encies in their con- .

'

vergence to free molecular expressions discussed. These inconsistencies are

. . i

E

J/'

* v



.

later examined in relation to the results of this study and are considered to
~

be of a second order importance insofar as any variation in the acconmodation
coefficient is masked by surface roughness effects at narrow gaps.

Comparison of the " ideal" gap ( 'nductarce expression

"g = Kgas/d + g) + g2

to the experimental results of this study for various temperature jump distance
(g) models is performed and an examination made of the various definitio . of
the gap separation and models for the temperature jump distance. Computation of

the aforementioned expression is made using algorithms for the gas conductivity

(Kgas) and the temperature jump distance as applied in GAPCON-THERMAL II (a
computer code) under conditions where the " ideal" gap is assumed to be the

average mean-plane of separation determined in this study and g)=g2 This

comparison shows that the " ideal" gap cunductance expression, when used to
predict gap conductance for " nonideal" gap geometries, yields a conservative
estimate for H . The dependence of the " ideal" gap conductance expression on

g
gas composition, temperature and accommodation coefficient is also examined in

relation to experimental results.

Comparison of MLD contact conductuqce (H ) results with those reported by
c

the investigators Ross and Stoute, Dean, and Rapier is made. The H results are
c

seen to converge at higher contact pressures (14.7 MN/m ) to the results
reported by Ross and Stoute. At lower ccqtact pressures the H resuRs are

c
below that reported by Rapier by a factor of 2 to 5. This effect is attributed

to variations in the initial number of contact points at the UO :Zr4 interface.
2

However, the presence of a fill gas was found to cause a substantial improvement
in the total conductance. The total conductance (H ) was found to increase by

T

an order of magnitude with an argon fill gas at 0.172 MPa up to a contact pres-

sure of 1 MN/m . The H results are also observed to be in agreement and the ,

T

total conductance results reported by Dean in 1 atm argon. 4

A review of models for predicting solid: solid thermal contact conductance ,

based on surface roughness and elastic / plastic deformation of asperities and on

. p<\
.
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9

surface waviness and elastic defor nation is made. These models are compared.

to the results and a discussion is given on the observed discrepancies in the

h predicted (PA/H)" dependence among the various theoretical and empirical

models. The Mikic-Todreas model is seen to be in best agreement with tr.c
results of this study. However, the exponent N in the relationship Hc"
(PA/H)" is found not to be constant but rather increases with increasing
pressure. Sir.ilarities between the results and a model proposed by Dundurs

and Panek suggest that the surface waviness (rather than surface roughness)

exerts a first oruar effect on H 'c

Based on the experimental results of this study and examination of
various heat transfer expressions and models for predicting gap and contact
conductance, a discussion is made of areas where additional information is

required.

.
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1.0 INTRODUCTION
.

The design and operation of nuclear reactors requires a detailed under-g
1 standing of the normal operating conditions which exist in nuclear fuel assem-

blies, as well as ascertaining the effects of off-normal conditions (i.e., loss-
of-coolant accident, power-coaling mismatch, etc. ). The nuclear fuel assemblies
are comprised of clusters of fuel rod subassemblies. The fuel rods in these
subassemblies serve as containment vessels for the nuclear fuel pellets and are

the primary barriers to the release of radioactivity. This primary barrier

contains not only the fuel pellets but also the fission products whien are
ger9 rated along with useful heat from the fission process itself. This heat

mu .t cross the gap between the fuel and the cladding before entering the cool-
ant. In order to ensure that the normal and off-normal conditions affecting

the heat transfer through the cladding are properly considered in reactor
design and safety analysis, a thorough understanding of the heat transfor pro-
cess between the fuel pellet and surrounding cladding is of n 3cessity.( }

Although the principles which govern heat transfer across the fuel: clad
interface are considered to be well understood, 2-W the heat transfer process

within an actual fuel rod is complex and difficult to predict. The primary heat

transfer mechanisms across the fuel: clad interface are considered to be conduc-
tion through the fill gas, radiation, convection, and solid: solid contact
conduction. Other supplementary mechanisms of energy transport have been
proposed (ll) such as improved gas conductivity from radiation-induced ion-
ization and chemical enthalpy transport by thermal diffusion. When the

iuel: clad gap becomes very narrow, additional mechanisms may become operative.
For instance, the heat transfer between the fuel: clad becomes quite sensitive
to the exchange of energy between the gas molecule and the surface.(12) Under

these conditions, a reduction in the number of molecular encounters within the
fill gas occurs when the mean free path of the gas molecule approaches the
dimensions of the gap (i .e. , Knudsen Regime). It has been suggested ( ) that -

enhanced conduction under these conditions may occur if the gas molecules pos-
sess a non-maxwellian velocity distribution.

,

.
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All these mechanisms are interdependent and their effects are difficult to
,

evaluate precisely because of their dependence upon a number of variables which

fare not easily defined in 6 fuel rod. For example, when the fuel: clad inter-

faces are in contact, heat may be transferred through solid: solid contacts and

the gas phase which occupies the voids between contact spots. The actual area
of contact is, in turn, dependent on the surface morphology characteristics, the

applied load, and the mechanical properties of the mating materials. If the

fuel: clad interfaces are not in contact, heat transfer can occur only through

the gas phase. In a fuel rod these types of interfaces may occur separately
or simultaneously (e.g., if a nonconcentric fuel pellet is in partial contact
with the surrounding cladding). Thus, the total heat transfer or interface

conductance, H , can be considered to consist primarily of contributions
T

arising from contact conductance, Hc (fuel nd cladding in contact), and gap

conductance, Hg (fuel and cladding separated). The heat transfer contribution
arising from radiation is not considered in this study.

The heat transfer across the interface is known to be dependent on the

gap size, gas composition in the gap, temperature in the gap and on its bounda-
rics, the extent and pressure of fuel: cladding interaction, fabrication para-

meters, and operating history of the fuel rod.(I ) These parameters may be

separated into seven variables whose range of interest are shown in Table 1.

TABLE 1. Range of Factors Which Influence the Heat Transfer
Between UO and Zr4

2

Interface Temperature: Room temperature to 900 K or higher.
Gas Pressure: Up to 13.8 MPa (2000 psia).
Gas Composition: Pure He, He-Xe-Kr and other gas

mixtures representative of the gas
atmosphere in fuel rods.

Gap Width: 0.127 mm (0.005 in) to cor. tact.
- Interfacial Contact Pressure: 0 to 34.5 x 10 N/m2 (5000 psi).6

Surface Morphology: Typical of contemporary fuel element
designs.

Time (at constant pressure); Up to several hours. '

9

* r t e

') , l.
'



.

.

Current available ex-reactor and in-reactor values for H have been
T

considered to have a degree of uncertainty such that heat transfer correlations-

are difficul t to make. (14,15) In-reactor experiments designed to measure the
,

dependence of interfacial heat transfer on the factoct listed in Table 1 are;

complicated because of the difficulties and uncertainties in measuring and
controlling the variables which affect the heat transfer across the interface

(e.g., the eccentrit.ty or non-uniformity of surface contact between the fuel
and the clad). On the other hand, ex-rcautor experiments have mainly studied
the dependence of H and H n contact pressure and temperature.

T c

The objective of this research program is to provide well-characterized
H and M dat. to test existing theories for predicting gap and contact heat

g c
t ran s fe r. The determination of the sensitivity of the interface conductance
to changes in the variables listed in Table 1 would allow a further refine-

ment of computer programs such as COMETHE,(16) GAPCON-THERMAL,(I ' ) FRAP-S,(l9)
tw

and I AMBud '"' uhich predict the effects of gap and contact conductance in
oxide fuel elements. The goal of this research is to extend measurements of

H and H to higher te.aperatures and gas pressures than obtained in previous
g c

ex-reactor investigations and to extend measurements to actual gap conditions.

The purpose of this report is to describe the two ex-reactor rueasurement

techniques developed to measure H and H ' and to report on the results of
g c

current experiments using these techniques. A review of previous in-reactor

and ex-reactor experimentation is made in Section 2, " Previous Experiments."

A discussion of heat transfer formulations, gap geometry, and selected calcu-
lational models for H and H are discussed and summarized in Section 3, " Heat

g c
Transfer Across Interfaces."

Section 4, " Experimental, discusses the details of specimen preparation
anc the experimental aspects of the measurement techniques. Section 5, "Results

ar ! Discussion," is divided into a series of subsections based on comparison

o MPD/MLD technique, results, presentation of gap and contact conductance
,

re;ults, and comparison to H and H m del predictions. Section 6, " Conclusions
g c

,

4
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and Reconnendations," contains the conclusions reached thus far in this inves- -

tigation, outline of Stage II and III objectives, and recommendations for
,

additional studies. This section is then followed in the usual manner by the ;,

References and various Appendices.

.

9

9

|- kpn, /
J

i.4



.

_

2.0 PREVIOUS EXPERIMENTS
.

2.1 IN-REACTOR .

Lanning et al.(l4) have made an extensive review of in-reactor data for'

UO2 r711et fuel where internal temperatures were measured by thermocouples
and/or estimated by microstructural fea ares. From this large body of oata,
estimates of the fuel surface and cladding inner temperatures were made and
interface conductances were calculated under a consistent set of conditions.
The experimental errors in the parameters used to infer H were estimated

T

from the reported variances and reasonable uncertainties based or, a numbe-
of irradiation experiments. The parameters that apecar to dominatm ...e

estimation of H a re: linear power, internal fuel temperature, UO +hermal
T 2

conductivity, fuel thermocouple location, and gap width. Howevar, the

reasonable uncertainties chosen for the input parameters led to quite high
uncertainties in the calculated interface conductance values. This was con-

firmed by the authors' attempt to fit the data to simple models.

In a recent investigatien by Cunningnam, Lanning et al.( into the

state-of-the-art of fuel temperature, gap conductance, and stored energy
calculations, emphasis was placed on propagation of input and model uncertain-
ties. The uncertainty analysis was performed by identifying major thermal

models and collecting them in an abstract of a thermal performance code. A

method of linear propagation of uncertainties was applied to the models in the
code and comparison made to observed variability of selected experimental data
for fuel centerline temperatures and gap conductance values. The report con-

cluded that the relative uncertainty in stored energy (applicable to standard
BWR's at a linear power of 500 W/cm) is approximately 20% (30) at BOL
(beginning of life) increasing to 25% to 40% at E0L. In addition, the gap con-

ductance vas found to be of minor importance in determining the stored energy.

A recent Canadian study by Campbell et al.(22) of fuel-to-sheath heat

transfer coefficients between UO nd stainless steel concluded that an exist-
2

ing calculational expression used for the fluid phase (i.e., gap) component
'

heat transfer is adequate to describe the in-reactor results provided the

.
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temperature jump distance is adequately described; whereas, an existing equation
.

b- 1 on the Ross and Stoute model cited for the solid phase (contact) component
underpredicts the in-reactor coefficients and overestimates the dependence on-

interfacial pressure. The total conductance summed from the expressions for

H and H were found to correlate well with the in-reactor results. No estima-
g c
tion was made of the uncertainty in the mecsured in-reactor results.

2.2 EX-REACTOR

Although thermal contact conductance measurements on a variety of metal'.
metal pairs have been investigated,(23-27) few laboratory measurements have been
performed on ceramic: metal pairs,( 8-33) in particular, U0 :Zr. N No ex-

2
reactor experimental gap conductance work has been found in the literature on
either metal: metal pairs or ceramic: metal pairs other than a report presented
previously by the authors.( }

Of the ex-reactor studies performed on ceramic: metal pairs, the earliest

was by Wheeler,(27) who measured values of H between UO : graphite, U0 :Zr2,
2c 2

and UO :A1. The values obtained on UO :Zr2 were at low pressure (0.44 and
2 2

0.8 MN/m at 564 and 733 K respectively.) The reliability of these results is
considered poor, as the sample surfaces wera not well characterized. Dean ( }

measured the variation of H n UO :Zr2 surfaces at contact pressures ranging
T 2

i rom 1.84 to 4.65 MN/m in argon at 1 atm. The mean interface temperatures

were varied from 477 to 560 K. Typical values obtained ranged from 0.49 to
4 2 20.66 x 10 W/m -K between 1.84 and 4.65 MN/m for a U0 :Zr2 pair having a

2

RMS (root-mean-square) surface roughness of 3.7 pm and 1.5 pm, respectively.
Ross and Stoute( ) have determined experimental values of the heat transfer

coefficient between UO :Zr2 surfaces in contact under the following conditions:
2

contact pressure 4.9 to 53.9 MN/m ; maximum interface temperature of 633 K; in
vacuum (H ) and in atmospheres of He, Ar, Kr, and Xe at atmospheric pressure

c
4 2

(H ). The H values ranged from 0.12 x 10 to 1.4 W/m -V depending on surface
T c

roughness and contact pressure. The H results were found to depend on the
T

interstitial fill gas, contact pressure, and surface roughness. Typical results
c

.
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4 2
for H at 1 atm argon ranged from 0.5 to 0.9 x 10 W/m -K between 9.8 and

T

49 MN/n for a UO :Zr2 pair having RMS surface roughnesses of 3.4 pm and 1.7 pm,
2

,

respectively. Diffemces in the range of contact pressures as compared to

j those employed by Dean (28) makes direct comparison of the results difficult.

Rapier et al.( 0) determined the effect of different gases, roughness,
contact pressures, and interfacial pressures on H between UO nd stainless

c 2

steel interfaces. They concluded that for hard materials the solid: solid

conductance cuntributes only a small portion to the total conductance. A study
by Williams et al.( ) on UN-metal interfaces showed the importance of stress,

hardness, thermal conductivity, and surface topography on H . The experiments
c

were designed to hold the surface roughness characteristics approximately con-
stant. The data suggested that the surface characteristics of UN controlled
the ultimate contact area, but t;.e initial area of contact may be dependent

on the mating characteristics of the respective surfaces (i.e. , error of form).
Madhusudana( ) investigated the effect of the interfacial fluid (gas) on the
thermal contact conductance between specially machined surfaces of UO :Zr2,

2
Nilo:UO , nd Nilo: stainless steel. He concluded that H .nproves with the

2

presence of a gas fillin; the voids between mating surfaces. The improvement

is most significant at low contact pressures but decreases with increasing con-
tact pressure. The contribution by the gas at any contact pressure decreases
with decreasing gas pressure, with a significant decrease in fluid conductance
occurring at pressures below 0.013 MPa. Recently, Khan ( conducted an experi-
mental investigation between surfaces of silicon-oxy-nitride ana stainless steal .

The various specimen pairs had CLA (centerline average) surface roughnesses

ranging from 0.02 to 2.5 pm. The experiments were performed in vacuum (H ) and
c

at one atmosphere (H ) in helium and argon at various interfacial pressures from
T

2
0 to 0.7 MN/m and tempera + ces to 530 V. Several of the conclusions reported

in this investigation were: a dist;nctive two regime behavior was observed for
variation of H with interfacial pressure; H shows only a slight dependence on

c c
interfacial temperature; that higher H results were usually obtained for rela-

c
tively smooth surface combinations, and that the Ross and Stoute model is in
agreement with the results of the study.

tc-
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In several of the reports and investigations examined, the authors have
.

proposed models to describe their measured dependence of H on interfacial
pressure (i.e., Dean,(28) Ross and Stoute,(29) Rapier (30)) These models will

be reviewed and summarized in the section following.
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3.0 HEAT TRANSFER ACROSS INTERFACES

.

3.1 INTRODUCTIOQ

Extensive theoretical and experimental investigations have been directed.

towards the developnent of models for predicting thermal gap and contact
conductance with sufficient accuracy for design and safety purposes. The

emphasis for these efforts arises from the substantial influence of the ther-

mal resistance of the fuel: clad interface on fuel temperature (design).
Alternately, the thermal resit 'ce of the interface has been shown to be of
secondary importance in influencing the stored energy residing in the fuel
rod (safety)(21) ,

This section discusses the difficulty in describing the regime of gas

dynam:cs (i.e. , continuum, transition, and free molecular) with respect to the
complexity of the physical separation between noncontacting surfaces in close
proximity. Review of heat transfer formulations appropriate to the estimation
of gaseous conduction in the continuum and free molecular regime of gas dynamics
is made with emphasis on the imperfect exchange of energy between gas molecules
and surfaces. Various theoretical and empirical models developed to account

for the imperfect exchange of energy between gas molecules and surfaces are

s umma ri zed. Inspection of models, appropriate for use in the continuum regime,
reveal inconsistencies in their convergence to the free molecular expressions.
These inconsistencies are examined in relation to the energy exchange between
gas molecules and surfaces unde r three general cases. The form of a generalized
expression for the total conductance across a gas " gap" which spans the free
molecular, transition, and continuum regimes is discussed. Examination of the
behavior of the expression is made for the three general cases cited.

The development of various models for predicting solid: solid thermal con-
ductance is discussed based on the assumption that the thermal contact resis-
tance is closely coupled to surface roughness and the elastic /plactic deforma-

,

tion of asperities. A review of a recent theoretical model deveiopment which
considers only the effect of surface waviness and elastic deformation on the
thermal contact resistance is also presented.

C.J..'? i. ,
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No endorsement is made in this report as to a recomended model to .

describe the imperfect energy exchange between gas molecules and surfaces.
A program at the Unive'sity of Missouri-Columbia has been established to
undertake such an analysis.(a) -

3.2 HEAT TRANSFER BY GAS MOLECULES BETWEEN NONCONTACTING SURFACES

3.2.1 Definition of Knudsen Number

The kinetics of heat transfer by gas molecules within a gas " gap" is
dependent on the particular gas regimes present. Proper use of heat transfer

formulations within the continuum and free molecular regimes will depend on
the value of the Gudsen number which is commonly referred to as the ratio of
the mean free path of the gas molecule, A, to ip distana" as given by

- (I)Gap Distance

Heat transfer formulations appropriate to the continuum and free molecular
regimes may be applied with confidence with KN <0.01 (continuum) and KN >iOO

(free molecular). Determination of KN, however, requires the use of a
realistic value for the " gap distance".

3.2.2 Definition of " Gap Distance"

The most general case of a " gap" between solid materials 7. cross which

heat will flow if a temperature differential is present is shown schematically
in Figure 1. The " gap" between UO nd the Zr4 is an artist's rendering of

2

measured Talysurf profiles for a sample pair (ISM-I) used in this study. The

use of " gap distance" in Equation 1 implies that the spacial separation
between surfaces can be reduced to a one-dimensional parameter whose value
can be expressed in units of length. If this procedure is followed, the

.

one-dimensional separation between UO and Zr4 shown in Figure 1 can be
2

defined in a number of ways, which, in reference to this report, are:

(a) Prof. S. K. Loyaika, Nuclear Engineering Department, University of Missouri-
Columbia, Columbia, Missouri 65201. NRC-RSR Contract No. NRC-04-78-201.
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D = the separation distance between parallel surface planes defined by
yy

'

the three deepest valleys on each surface.

D = the separation distance between parallel surface planes defined by
pp

'

the three highest peaks on each surface. Its value is equivalent

to the separation distance that would be achieved if the 00 and
2

Zr4 were rigidly abutted against an ideally parallel spcer e ich
was subsequently removed.

(D)j = the local surface separation distance. The index "i" refers to
some specific (y, z) coordinate.

D = the arithinetic average of all (D)$.

(Ump)i = the local separation distance between the surface mean-planes,
where the mean-plane on each surface is computed over some speci-

fied averaging interval.

D = is the arithmetic average of all (Dmp)i'mp

It is noted that if a large number of (D)j values are averaged over the entire
surface, the resulting value of D would be equivalent to D

mp*

Assuming that no surface error of form exists on either surface, the
fractional uncertainty in D due to surface roughness can be defined to be

mp

0(CLA)) + 0(CLA )2
(2)QR" D

mp

where 0 is a constant which has a value of 5 for a " uniformity random" sur-

face.(34) The value of Q = 0.1 corresponds to a 5% (3a) uncertainty in (Dmp)i
or D For Q values much less than 0.1, the approximation can be made that

mp.
D =D The surfaces can be treated as ideally flat, smooth planes with the.

mp pp
gap separating the surfaces considered as being "well defined." In this case
the averaged value of the Knudsen number would be

KN = Gap D stance " D (}
p

3.4 .
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For $g values much larger than 0.1, the surface roughness can no longer be
' neglected and the value of the Knudsen number as given by Equation 3 becomes

questionable. Development of a similar argument can be made on the basis of

mating error of form (macrowaviness) (e.g., $ EOF) if the surface roughness./

is assumed to be zero.

Under circumstances where the total fractional uncertainty in 9mp (9)
is greater than 0.1, the determined " gap" conductance is no longer uniquely
defined by the single distance parameter, the " gap distance". By virtue

of differences in surface roughness and/or error of form, many " gap distances,"
different in value, could result in the same value of " gap" conductance. To

specify a special separation unique to a measured value of " gap" conductance,
consideration of all the independent variables relating the surface sepai -
tion to the " gap" conductance (e.g., surface roughness, mean-plane separations,
surface error of form and amplitude) is required. The " gap" conductance cannot

be uniquely determined in reference to a distance parameter called the " gap
distance" except under ideal conditions (i.e. , c<0.1). Theoretical treatment
of this problem, although not considered in this report, is considered
necessary.

3.2.3 Regions of Gas Dynamics

The problem of specifying an existing regime of gas dynamics may be dis-
cussed by considering the two extreme ranges of gas dynamics, the continuum
and free molecular regimes, along with the transiticn regime. These regimes

and ranges of KN and Q are illustrated in Figure 2.

The continuum regime is said to exist when the value of KN k0.01 as shown

in regions 1 and 2. Conditions are in the free molecular regime when KN R100

(i.e., regions 7 and 8). The transition regue is present when 0.015 KN 5100.
The conditions within the transition regime are closest to the continuum regime
when 0.015 KN k 1 (regions 3 and 4); and, correspondingly closest to the free
molecular regime when 1 k KN 5100 (regions 5 and 6). The three regions are

further segmented depending on the value of Q being greater or less than 0.1.

3.5
- 0Of v 7 ,,

o sv



.

.

,

* KI4 < 0.01 e KN < 0.01
(Continuum Region) (Continuum Region) .

Q >> 0.1 e Q << 0.1*

(Ideal expression (Surface roughness
is usable under can be neglected.
restrictive " Gap" is well
assumptions) defined)

@ @
- - - - - - - - --------

1
0.01 < KN < 10.01 < Kl4 < 1 j

IQ > 0.1 Q < 0.1
1

I

l

Tra ion
.-- - - - -._ _ _ _ __ _-___

i

l
1 < KN < 100 1 < Kf4 < 100

|

@ > 0.1 I Q < 0.1
1

I

|

0@
=-------- --------

@ @
e KN > 100 (Freee KN > 100 (Free

Molecular Region) Molecular Region)

e o << 0.1Q >> 0.1e

(Free molecular (Surface roughness
expression is can be neglected

,
usable) and " gap" is well

defined)

FIGURE 2. The Relationship Between the Extreme Ranges of K!! and
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The range of values for KN and Q for conditions within an actual fuel: clad
gap will depend on many factors. Gas composition, pressure, and temperature-

will determine the value of the mean free path. Fuel and clad surface rough-

ness and error of form, nonconcentric fuel pellet location and extent of gap
3

closure will certainly influence the local fuel: clad separation distance (D)$.
Limits on the local value of the Knudsen number (KN ) and YL R, for instance,
can be established if the maximum value of (D)$ is assumed to be 250 pm, and
the lower limit is zero (local fuel: clad contact). If typical fuel surface

roughnesses are considered (28) to span the ranges from 0.3 pm 5 CLA #
Fuel

will range from4 pm and 0.2 pm i CLAClad < l.5 pm, the local value of QR
0.01 to infinity. Furthermore, if the local gap temperature is 473 K for a
helium fill gas at one atmosphere, the value of KN would span the range from

L

0.004 to infinity (e.g., (D)$ = 0). Changing the fill gas to another mixture
(i.e., He:Xe) and raising the pressure will only reduce the lower limit on
KN (to 0.002 for a He:Xe (50:50) mixture at 20 atmospheres) if no " gap"
closure occurred.

In reference to Figure 2, it can be seen that typical fuel: clad " gap
conditions" therefore tend to be skewed towards the regions 1, 3, 5, and 7
favoring the transition regime and large $ values. Heat conduction models

for use in describing the heat transfer within the transition regime '.i 3 to

6 remain to be developed. Theoretical heat conduction models have been devel-
oped where appropriate to values of KN and $ as outlined in regions 2 and 7
and 8. Semiempirical models have been formulated on the basis of conditions
appropriate to region 1.

The following section will review and discuss these heat conduction
models.

3.2.4 Heat Conduction Models

3.2.4.1 Continuum Regime (Region 2: " gap" is well-defined).

When KN < 0.01 and $ e 0.1, the heat conduction problem will reduce
~

to the idealized case of heat conduction between flat parallel plates.( ' 0}

,

The geometry of the problem and the assumed temperature profile across the

interface are shown in Figure 3 where d = D = (Dmp)i "O =D Thej mp pp.
.

|
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temperature discontinuity at the surfaces is caused by incomplete thermal
accormiodation of the gas molecules to the surface temperature; whereas, the
nonlinearity of the temperature gradients near the walls are caused by the
inability of gas molecules leaving the surfaces to completely exchange
their energy with neighboring gas molecules, Since the bulk of the gas is

in the continuum regime, one can use Fourier's law of heat conduction to
write the following expression for the heat transfer per unit area per

second:

T'' - Tj)t2T
(4)Q=Kgas E * gas d

.

)

3.8 j s t- .



.

b

where K is W W m d M x W G M W g 6; d W Wara@ dsWw
gas

betweenfuelandclad;and,TyandTjaretheraspectivefuelandcladwall*

temparatures resulting from extrapolation of the temperature gradient in the

gas. AsT{andTjaregenerallynotknown,theconceptofthetemperature
jurn distance (TJD), g) and 9 , is introduced to take into account the2

temperature discontinuities and nonlinearity of the temperature gradient at
and near the walls. The heat flux can be written as

/ T) -T 2Q=Kgas d + g) +92/

where T) and T re the surface temperature of the fuel and clad, respectively.
2

The gap conducta..ce is defined as

(6)H

" T) Tg
2

hence

Kgas
(7)H =

g d+g j + g2

The theory of the temperature jump was first treated by Maxwell ( } and

subsequently refined by Lloyd,(36) Kennard,(3) and more recently Loyalka.( 7)
iheir results can be sumarized by expressing the TJD in a generalized format:

gsbgas F(a , f , M ) n.aters (8)95 p
= j j j

where i = 1, 2 standing for the fuel and clad, respectively

C = constant

F = function of the thermal accommodation coefficient a , mole fraction,j
f , and molecular weight, M of gas species i (kg/ mole)j 5

.
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GP = s pressure (P )
a .

T = me n gap temperature (T) + T )/2 (K)gas 2

K = thermal conductivity of the gas mixture (W/m-K). 4gas

Table 2 lists the constant C and the function F for the tnree theoretical
models. In addition, the expression used in the GAPCON-THFP4AL 11 fuel per-
formance code is also listed. The latter uses the Lloy>i model which has been
modified by an empirical correction factor.

TABLE 2. Equations for Temperature Jump Distance

Constant Function F The Function F
__Model C For Mixed Gases For Pure Gases

'

Lloyd 0.2171 Vii/a
ra f / Viigj j

/2-a ". I
Kenr.ard 0.2174 V

\amix / Ef /M.i i

Loyalka 0.2174 Kennard-(1+0.162amix) K nn rd (1+0.162a)

GAPCON- 1.8 Lloyd Lloyd Lloyd
THERMAL II

The models differ from each other in two aspects: first, in the manner in

which they handle mixed gases and, secondly, in the way the accommodation
coefficient enters the expression.

The coefficient of accommodation describes the extent to which molecules
achieve thermal equilibrium with the surface upon collision. It was defined
by Knudsen( } as

07_OR
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where 0; = mean energy of the incident molecules
-

O = mean energy of the reflected molecules
R

0 = mean energy of the reflected molecules if they were to reachg
#

thermal equilibrium with the wall.

If the incident and reflected molecules possess a Maxwellian velocity distri-

bution, one can replace the mean energies by the concept of a temperature for
the molecules, resulting in:

T -T
7 R

^"T -T (10)y y

where T and T are tne tempera;.urt: of the incident and reflected molecules,
y R

respectively, and T the temperature of the wall. Blodgett and langmuir(39)y
pointed out that the concept of a temperature, T , for the escaping molecules

R

has no clearly defined meaning unless the molecules depart with a Maxwellian
energy distribution which is probably not the case unless a = 1. Thus a defi-
nition of the coefficient of accommodation in terms of energy changes, Equation 9,
is more satisfactory. For instance, Loyalka( } has considered the effect of
diffuse specular reflectance on the velocity distribution of O which results

R

in a correction to the (2-a)/a relationship as shown in ' ble 2. It should also
be noted that values of "a" for translational, rotational, and vibrational energy

are not necessarily the same. This assumption is usually made for the sake of
simplicity in arriving at the expressions for "a" in Table 2. The reader is
referred to the work by Knudsen(30 and Sasaki et al.(40) for further discussion.

According to Equation 10, the accommodation coefficient ranges in value
from 0 to 1, corresponding to the case of negligible and complete thermal
equilibration of the incident molecules with the surface, respectively. The

particular value for "a" has been found to depend very strongly on the atomic
species at the surface and also on the surface geometry (i.e., roughness). It

has been shown(381 that if the surface atom is considered to act as an indepen-'

- dent particle (i.e., by ignoring neighboring bonds between the surface atom
and surrounding lattice) and if the collision between the gas atom and surface

.
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atom is assumed elastic, then the thermal accommodation will be most complete
when the gas and surface atoms are of equal mass. This may explain why the
accomodation coefficient will be higher on a contaminated surface (e.g. , H 0,

2
*

He, or Xe monolayer absorption) than on a surface which is atomically clean.
The accommodation coefficient will also be found to vary with temperature

insofar as the temperature influences the presence of any absorbed species or
by the way surface atoms are coupled to the la~.tice.

Most measured values of "a" take no account of the possibility of multi-

ple collisions of the gas molecule with the surface due to its microscopic
roughness. Roberts (4I) has derived an expression relating the a 'asured accom-

modation coefficient "a" to the value "a*" that would be obtained with an atom-
ically smocth surface. The relationship found was

a=1-(1 3*)" (11)

where "n" is the average number of collisions a gas molecule would make with
a surface before escaping. It can be seen from Equation 11 that a rougher
surface would have r higher value of "a" than for a smoother surface due to
the greater number of wall collisions within the deeper crevasses of the
rougher surface.

In reference to the expression for H as given by Equation 7 and the
g

T'D models listed in Table 1, the influence of the accommodation coefficient

on H will be the strongest when (g) + y, $ d. When d >> (g) + g2), the
influence of the accommodation coefficient on H is masked by the thermal

g

resistance of the bulk gas in the gap.

3.2.4.2 Free Molecular Regime (Regions 7 and 8).

In the free molecular regime (KN > 100) H is found to be independent
of the surface separation, thereby making H independent of e An expression

9
in the free molecular regime is given by(42)for H

g

H =H - GP 2 1/2 y +l\ l a j
Y-I/q 2-al (12)FM g 4 3
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re GP = pressure (P )
a

'

P,= gas constant (8.31 J/ mole - K)
y = ratio of specific heats, C /Cp y

.' T = temperature (K)

a = acconmodation coefficient .

The acconmodetion coefficient is seen to enter into this expression more

strongly than in the TJD expressions used in the continuum regime as given by
Equation 7. This implies that a stronger dependence of H on surface rough-

g

ness occurs in the fre: molecular regime than in the continuum regime. It is

also noted that in the limit when d = o, Equation 7 converges to Equation 12,
exactly, when the Kennard expression for the TJD is used. Use of other TJD

models in Equation 7 will result in a limiting case expression related to

Equation 12 through the manner in which the acconmodation coefficient is
expressed in the TJD model.

3.2.4.3 Continuum and Transition Regimes (Regions 1, 3, and 5: gap is

ill-defined).

Region 1 (KN < 0.01), Region 3 (0.01 < KN < 1) and Region 5 (1 < KN < 100)
where y 0.1, as shown in Figure 2, can be visualized as existing under the
surface conditions illustrated by Figure 1. An expression for the gap conduc-
tance under such conditions can be developed in the following manner.

Consider first the ideal situation when 0.01 < KN < 100, but Q<<0.1
(i.e., ideal gap). The gap conduction exp:ession at the two extremes of KN
are known (Equations 7 and 12), so it remains only to combine them in some
" appropriate" manner so as to describe the gap conductance in the transition
region.

The assumption is made that the fractional contribution of HFM (Equation 12)
to the total conductance is directly proportional to the probability that a mole-

cule could reach the opposite wall without intervening collisions, i.e. , pro-
,

bability = exp(-D /A). It is also assumed that the contribution from Equa-
5

tion 7 will be directly related to the probability that an atom will have at

least one collision before reaching the opposite wall, i.e. , as [1 - exp(-D / A)] .e j

Then, the total conductance in the transition regian can be written as
-

3.13
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H =HFM[exp(-D /A)] + H (1 - exp[-D /A)]; (13) ,TR j g j

utilizing Equation 1, one can write this as
.

H =HFM[exp(-1/KN)] + H [1 - exp(-l/KN)] (14)TR g

An expression for H in the more general case of $>0.1 can be developed in a
TR

similar fasnion given the following additional assumptions:

One dimensional heat flow exists in both the solid and gas phases.e

* D can be specified for the entire gap region of concern, either byj
actual measurement or by a suitable mathematical approximation.

The correct model for TJD is known for the case $<<0.1.*

On the basis of these assumptions, the projected gap area can be divided into
a large number, N , of thin rectangular columns wherein each column of height

c
D has the property that $<<0.1. The contribution to the totai conductancej
from each column is given by Equation 14. The total conductance in the
transition regime is the sum of the contribution from each column:

N
c

gas [1 - exp(-l/KN )]K

H exp(-1/KN ) + ( 5)H =
TR gg j Dj+gj + g2

On the basis of the assumptions used in its development, this equation is

valid not only for the transition region (0.01 < KN < 100) and $>0.1, but
for all values of KN and c. Equation 15 emphasizes two important points:

1. The gap conductance is not merely a simple function of "the gap" (however
that single parameter is defined) but instead depends on the geometry

- of the gap which necessarily must be expressed in terms of the gap
geometry function, D (y, z).j

2. The free molecular contribution to the gap conductance is significant
even for values of KN $ 1.

-

$

3.14
'

,



.

A

3.2.5 Model Convergence to the Free Molecular Gap Conductance

Gas molecules within a continuum regime have a Maxwellian velocity'

distribution (38) and therefore molecules leaving the gas continuum and striking
,

s a surface will do so with en incident velocity distribution which is Maxwellian.

On the other hand, if free molecular conditions are present the molecules

reflected from one surface will not have a Maxwellian velocity distribution (39)
unless the reflected molecules were first absorbed and re-emitted at exactly

the temperature of the surface, an event which is considered unlikely. These

molecules will strike the second surface with a non-Maxwellian velocity distri-

bution. The free molecular acconnodation coefficient, FM, under these condi-
tions may be different than the acconmodation coefficient when a continuum
(i.e., a ) is present by virtue of a difference in the mean energy of the

g

incident molecules alone (refer to Equation 9). Three general cases can be

considered where a is less than, equal to, or greater than the value of a "
FM c

With respect to these three general cases, information on the behavior of the

gap conductance can be obtained by inspection of Equations 7,14, and 15 as the
absolute value of tne gap distance decreases and the local value of KN increases.

In reference to Figure 4, the reciprocal of Equations 7 and 14 and 15 are

plotted verst. d or Dmp, Dpp, etc. , respectively, and the following observa-
tions can be made:

Equation 7: the " gap distance" is given by d with the continuum regime*

present (e.g., region 2; $<0.1; Figure 2).

The gap conductance will be specified by a straight line of slope 1/K
gas

which converges to a value of (g) + g2)/K when d = 0. Althoughgu
Equation 7 converges in the limit as d = o to the free molecular expres-

sion, it predicts that gas molecules in the transition regime behave in
the same manner as if a continuum were present.

Equation 14: the " gap distance" is given by d with the gap conductance.

containing contributions from the free molecular and-

continuum (i.e., regions 1, 4, 6, and 8; $<0.1; Figure 2).

.

.
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FIGURE 4. Comparison of Equation 15 to Equation 7 for Three General
Cases Where a a' FM " dc, and aFM > aFM c c

At large values of d, Equation 14 converges to Equation 7. If a is
FM

equal to a , the presence of a free molecular contribution to the gap
c

conductance requires departure from Equation 7 to higher conductance
values at smaller values of d. For example, if conditioi :hin the
gap were such that the gas molecules have a mean free path of 1 pm,
Equation 14 would show that the influence of H w uld still be signi-

FM

ficant at values of d of several pm. This value of d is considerably

greater than the value of 0.01 pm that the common use of the restriction
KN > 100 imposes on the range of validity of H When d = 0 convergence -

FM.

of Equation 14 to a value of (g) + g2)/K is btained. If a is lessgas FM

than a , the presence of a free molecular contribution requires departure
c

to lower values of H than predicted by Equation 7. When d = 0, Equation a
g

\ .i

.. D'
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will converge to a value of (gj + 9 )/K which will be less than pre-
2 gas

dicten in the case where a =a" " is greater than a , the pre-'

gg c FM c
sence of a free molecular contribution requires a departura to higher

Y values of H upon decreasing d than predicted by Equation 7. If the gas
g

molecules have a mean free path of 1 pm, examination of Equation 14 would

show that the influence of H would extend to values of d greater than
FM

undar conditions of a =a described previously. All three cases pre-
FM c

dict curvature at small values of the gap distance when Hg is plotted
in the manner shown in Figure 4.

Equation 15: the " gap distance" is given by Dmp' Opp, etc., with the gap*

conductance containing contributions from the free molecular
and continuum (i .e. , regimes 1, 3, 5, and 7; c> 0.1; and,
regions 2, 4, 6, and 8; Q< 0.1; Figure 2.)

At large values of Dmp' Opp, etc., convergence to Equation 7 is predicted.
When Dmp, Dpp, etc. is allowea to go to zero, convergence to Equations 14
and 7 is obtained when a =a nd to Equation 14 alone when a isgg c FM
greater or less than a . The presence of a surface roughness, error of

c

form (t and/or $E0F > 0.1), however, will cause an extension of theR

influence of the free molecular contribution to even greater values of

the gap distance. Thus, at the same absolute value of d and Dmp (shown
by the vertical reference line in Figure 4), the value of HTR (Dmp' Dpp,
etc.) will be greater than HTR (d) under conditions where aFM " c and

a d If a is < a then HTR(Dmp, Dpp, etc.) will be less thanFM c. gg c

HTR (d)-

3.2.6 Application of Heat Conduction Models to Reactor Conditions

Various heat conduction expressions have been discussed and Equations 7,

14, and 15 appropriate to describing the gap conductance under various " gap"
conditions presented in a generalized manner. In addition various TJD models

'

for describing the imperfect energy exchange between gas molecules and sur-
faces are presented. It is aopropriate to sk the following questions in regards

. to the use of the aforementioned heat conduction expressions and TJD models in

predicting fuel: clad gap conductance in the various regions diagrammed in
- Figure 2:

3.17

{g2 Ob2
~



6

* Is the value of H as currently computed in reactor safety codes such as
g ,

GAPCON-THERMAL II using the " ideal" gap conductance expression (Equation 7)

conservative or nonconservative when compared to experimental H values
g

obtained under realistic, nonideal gap geometries (i.e., regions 1 and
3 to 6 in figure 2)?

Which TJD model when used in conjunction with the " ideal" gap conductancee

expression (Equation 7) is most accurate in predicting the gap conduc-
tance under nonideal conditions?

Currently, Equation 7 is used for determining the " gap" conductance contri-
bution to the total heat transfer in various fuel performance codes. For

example, the Lloyd(36) expression for the TJD is modified by an empirical
correction factor and is used in the GAPCON-THERMAL II code.(10) Attempts

have been made to modify Equation 7 for use under $ 0.1 conditions by such

means as adding the quantity C(CLA) + CLA ) to "d" (the ideal gap) where CLA
2 j

and CLA are the fuel: clad centerline average surface roughnesses and C is an
2

empirically determined constant.(22'29)

Rapier et al.(30) attempted to calculate an " effective gap width" by vari-
ous methods but was forced to interject an empirically determined factor in
order to obtain agreement with experimental results.

The experiments performed in this study have been designed to determine
the extent which Equation 7 can predict realistic estimates of H in regions

g

1, 3, and 4 (Figure 2). As measurements of H have been made on values of
g

D representative of regions 1, 3, and 4, a test of Equation 7 can be made
mp

by letting the " ideal" gap distance, d, be equal to D nd expressing this
mp

equation as

KgasH =, (16)
9 O +91+92mp

The predictive capability of a particular fuel performance code (e.g. ,
GAPCON-THERMAL II) may be evaluated by use of Equation 16. The reader is .

referred to the Results and Discussion section for further details.
_
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3.3 C0t4 TACT CONDUCTAf1CE MODELS
.

As a result of an increase in fuel temperature, swelling and thermal
expansion of the fuel will occur. The fuel clad gap will close under these -

,

Y conditions and may appear as depicted schematically in Figure 5. Heat is then
transported by solid conduction through the fuel: clad contact points as well
as the gas contained in the gap between the abutting surfaces. The extent of
solid: solid conductance will depend upon the pressure or local compressive
stre>s which, if high enough, will increase the localized area of contact
thro;gh plastic deformatier of the softer material (cladding) by the harder

material (fuel). The surface roughness (R) and R ), pe k to peak asperity2

and L ), error of form (surface macrowaviness), and mechanicalseparation (L) 2

properties of the fuel and clad are important parameters in determining tt.2
extent of fuel: cladding contact. The amount of literature on the topic of

thermal contact resistance is extensive and may be considered to consist of
In the first area theoretical treatments ( 3,4) and model develep-two areas.

ment (28-30,45-48) of the subject has been based on the assumption that the

thermal contact resistance is closely coupled to surface roughness and the
elastic / plastic deformation of asperities. The second area considers that
the contact resistance is dependent on the effect of surface wavintss and

elastic deformation. This area has received little attention with the excep-

tion of a recent theoretical treatment (49) on the sut' ject.

In the former area, models have been developed which are baseJ on the
)early work of Cetinkale and Fishenden. This model proposes that abutting

surfaces form c series of cylindrical contact spots of equal area which are
uniformly distributed. The flow of heat converges to the points of contact
which are conside: ed to be cylindrical heat channels. Later work by Holm(46)

suggested the importance of elastic and plastic deformation of the surface
asperities. The model developed by Rapier, Jones, McIntosh( 0) (based on the
Cetinkale and Fishenden model) required reference to the experimental work of
Bowden and Tabor (47) to show that the ratio of the actual area and the appar-'

ent area of contact was related directly to the ratio of applied pressure and
.

m
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the hardness of the softer abutting surface. Ross and Stoute(29) also refer-
enced the work of Bowden and Tabor but used a somewhat different relationship'

than reported by Holm for relating the applied pres ure to the hardness of the ,

5 softer material. By the manner in which the number of contact spots per unit
area was handled, the Rapier model obtains a square root dependence of H on
applied pressure whereas the Ross-Stoute model predicts a linear dependence.
The difference in the exponent dependency of H depends on whether the contact

c
po'nts are assumed to remain constant in number but increase in area, or remain
ranstant in area but increase in number as the contact pressure increases.

Others such as Dean,(28) Fenech and Rohsenow,(7) Todreas,(0) Mikic,( 3) and

Shlykov(48) have put forth models in an attempt to fit specific experimental
measurements or correlate the work of others.

The basic form of the models cited is:

H = CV F(L and/cr R )(PA/H) (" } ( }c 3 j j 2
'

m -K = 2 (cladding)

where C is a constant and

1 * K ), W/m - KK = mean conductivity, 2K K /(K
m j2 2

F = a functico of surface roughness R and/or L the peak to peak
asperity separation; units of R and L are in meters

PA = apparent interfacial pressure, N/m

H = Meyer's hardness of softer material, N/m

N = an exoonent (between 0.5 and 1.0) whose value depends on how the
number of cantact points / unit area is considered to vary with
contact pressure (e.g., remain constant in number but increase
in area N = 0.5; remain constant in area but increase in number

N = 1.0).
,

A summary of the aforementioned models in compatible format is shown in

Table 3.
.

nhO
~
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TABLE 3. Equations for Thermal Contact Conductance
(AfterLanning(10)) -

- Authors Values for C The Function "F" Values of N
Cetinkale and 132.6 1/(L) +L) 1.33

2Fishenden

Rapier and 1.0 1/L) 0.5
Jones

Ross and Stoute 11.88 1/(R2 + R )l/4 1.02

1/(L)L ) / 1.0Dean 11.67
2

Fenech and 1.89 1.89(R) +R)+ L 1.0
2 j

Rohsenow
(Approximated)

Mikic and 2.314 R /(R2 + R )1/2L) 0.5 PA<6.89MPa2
j

Todreas 1.0 PA>6.89MPa

Shlykov 1.189E4 9 86 0.860

Q = 1 for (R) + R ) > 30 pm , for 10 pm -@ ) + R ) < 30 pm;2 , 2
i 2 /\

*and, for (R) + R ) < 10 pm.2
\ 1 2)

From inspection it can be seen that for a given set of conditions none
of the aforementioned models will yield the same results. Lanning and Hann(10)

in their review concluded that the variety in the models probably occurs because

each model is only a correlation to the data which the various authors developed
or chose to examine. The models by Dean, Ross and Stoute, and Rapier et al.
are based on individual UO :m tal results that are scattered not only in magni-

2

tude, but also in experimental conditions. For instance, the Dean model was

verified on the basis of experimental results performed by the author between *

UO and Zr2 in an argon atmosphere at atmospheric pressure. No atte...pt was
2 *

.,

%
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made in this reported work to determine the appropriateness of the contact
conductance model under vacuum conditions when the contribution by H to the*

g

total conductance would be negligible. The variations in the models may occur
,

s as a result of the assumption that the inclusion of the physically important
characteristics of the contact surfaces (i.e., roughness, peak to peak asperity
separation and/or elastic / plastic deformation of asperities) is sufficient or
even necessary to describe the problem. The extent of surface mating between
ceramic: metal surfar.es may be dominated by the error of form or macrowaviness

of the harder surface. None of the models in Table 3 considers the error of
form to be a first order effect.

Dundurs and PanekI49) have recently developed a theoretical treatment

covering the conductive heat transfer between two solids with wavy surf aces,
The description of the abutting surfaces is set in two dimensions, and it is
assumed that the surface profiles are purely sinusoidal and deformations
elastic. It is further assumed that heat is transmitted only where there is

solid to solid contact, and there is no resistance due to contamination of

the surfaces. In this treatment, the temperature problem is solved exactly.
Deformations are treated by relying on the well-known theory of Hertz for
contact between two bodies with cylindrical surfaces. The constriction
resistance of the interface is defined by

CR = AT/ q " (18)

whe e q~ is the far field heat flux and AT the temperature difference that
must be supplied to drive through the wavy surface the same amount of heat
as flows in two bodies with perfect contact. The resistance can be related

~
to tte applied pressure PA and q by applying the theory of Hertz. The

resulting expression for the resistance is:

CR = - f (
'

+ ) log (sin 1/2 C) (19)

;- ,J -

. 's "

bj

,
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where K) and K are the respective bulk material thermal conductivities, E
-

2
the half wave length of surface profile and C a term representing the extent
of contact. The term C is given by y

C = Aq" (f) - f ) + /{ [ Aq"( f) -f) + B} (20)
2 2

.2
where A= >0 b = amplitude of the sinusoidal gap

16PAE(S) +S)2 = uniaxial compliance in plane strainB= >3 S), S2itb

+ ) a = coefficient of thermal expansionand, f l,2 " k
v = Poisson's ratio

The term f in Equation 20 is called the distortivity of the material and
relates the distortion of a straight boundary to the local value of the heat
flux. The expression for the constriction resistance given by Equation 19
is seen to decrease with increasing applied pressure and indicates that a
directional effect will occur upon reversal of heat flow or exchange of

materials [(e.g., term q"'(f) - f )] in Equation 20.2

A comparison of the contact conductance models as given by Equation 17
and Table 3 and Equation 19 to current results is made in the Results and

Discussion Section. The reader is referred to this section for details
concerning the calculation of the various terms.

.
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+ 4.0 EXPERIMEtiTAL

*

4.1 TECHilIQUE SELECTION

'A variety of methods exist for the determination of the thermal conductivity
of solid materials (2) and the thermal contact conductance between materials at
low and intermediate temperatures and pressures (1 atm.(27-M ) However, there

is no generally acceptable techaique available for measuring both the thermal
gap and contact conductance between materials at the elevated temperatures
and gas pressures considered in this study. It was concluded that--with
modification--the thermal diffusivity (pulse) and classical axial (longitudinal)
techniques could be applied to obtain reliable measurements over the range of
variables of interest to this study (Table 1). A valuable advantage of using
both techniques is that the results of the modified pulse design (MPD) could
be verified by comparison to data obtained from the modified longitudinal design

(MLD). The following sections discuss the experimental details of the Modified

Pulse Design and Modified Longitudinal Design apparatus.

4.2 MODIFIED PULSE DESIGfi (MPD) TECHf11 QUES

4.2.1 General Features

The MPD technique is a modification of the classical heat pulse (flash)
method commonly used to determine the thermal diffusivity and conductivity
of materials.(50) In the MPD technique, a laser is used to supply a heat
pulse to the front face of a UO -Zr sample pair (under light contact or sepa-

2

rated by a gap). The subsequent temperature rise on the back face of the
Zircaloy is then monitored by an intrinsic fast response thermocouple. From

this transient temperature and knowledge of the thermal properties of the
respective specimens, the thermal gap conductance can be determined as a function
of changing variables (i .e. , temperature, mean-plane gap width, gas composition,

etc.). A photograph of the MPD apparatus is shown in Figure 6. A detailed
description of the MPD apparatus and measurement technique is discussed in .

.

the following sections.
.

4.2.2 Mathematical Description,

The following basic assumptions enter into the mathematical description
* of the MPD experiment:

4.1 e. 0 9
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Only one-dimensional heat conduction needs to be considered. (From an6

' experimental viewpoint this assumption is considered quite good since the
specimen holoer assembly and specimens were designed to minimize lateral ,

heat losses. Furthermore, Parker et al.(50) and Cape and Lehman(51) have.

shown that the lateral heat losses for the parallel plate geometries used
in the flash method can generally be neglected).

The thermal properties of the specimens do not vary over the rang! of*

the temperature transient. (Experimentally, it was found that the
temperature transients were no greater than 4 K).

Heat losses exist at the front and back surfaces of the samples.*

Figure 7 describes the problem geometry and boundary conditions. The

known parameters are the thermal diffusivities, aj, the thermal conductivities,
k , the sample thicknesses, E , and the radiant pulse shape, w(t). The unknown

j j
quantities are the front and back face heat losses, qf and qb, and the heat

j and q2'transfer across the gap, g

h$bhIbbh$$bYhhf//h/?I//hfhh
LASER SAMPLE GAP SAMPLE

PULSE 1 2

w(t)
> a a

y 2

k ww k >
<4 1 4 4 2 9

r 1 2 b
*- 1 e e24

1 1

%x1 *2 4--

fb ' '' '

FIGURE 7. Problem Geometry and Boundary Conditions for
MPD Analysis'-
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The governing equations for the temperatures of the two samples are:

2
IT 3T i . (21)I

E[3 4 "a2 1 = 1, 2 .

at
/ x j

w1ere T and T are the temperature deviations from the ambient. The associated
3 2

boundary cenditions are:

aT (t,x )
-k, gx)I = w(t) - qf = w(t) - h T)(t,o), x) =o (22)

j
j

where h i the unknown film coefficient for the front face. Also,
3

s

3T)(t,x )j
=h (23)-k) 3x 2 T)(t,E))-T (l'E ) *1 " El2 2 '

I

where h is the unknown gap conductance. In addition,
2

DT)(t,x ) DT (t,x )j 2 2
(24)=k *1 " 21'*2 " E2-k) 3x 2 ax '

1 2

3T (t,x )
2 2

(25)= h T (t,o), x =k "9b 32 22 ax
2

where h is the unknown film coefficient for the back face.
3

Implicit in the boundary conditions is the assumption that the heat

capacity of the gap is negligible, i.e. , g (t) = q2(t).j

Applying the Laplace Transform to the governing equations results in:

. ~
23 T.

[1_ pTj (p,xj) = 3 2 IP'*i), i = 1,2
(26) s

'

(" ) *i s
,,

N

N
n,g

)
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These partial differential equations have the general solutions:
.

T = A coshA xj 4 + B sinhA x , i = 1,2 (27)j j 4 4j ,

.

where

[ i = 1,2 (28)A'. =\/p a i

The ccefficients, A , B , are determined from the transformed boundaryj j
conditions:

-k) 3Y[(p,o)=U(p)-hfj j (p,o) (29)g
1

aY

b 1 (P' 1) - Y2 (P'9~2)] (30)(p,R)) = h2-k) 3

BY BT~

-k) 3 (p,E)) = k2 3x (P' 2) (31)
1 2

BY
k (p, )=h 2 (p, ) (32)2 3x 3

2

The laser pulse time is very short compared to the time iequired for the back
face temperature to reach a maximum. Therefore, w(t) is assumed to have a

Dirac Delta form
.

U(p) = C, a constant. (33)

'~

It is sufficient to obtain an analytic expression for the back face transient

temperature to compare with the experimental data. Substitution of Equation 27
,

into Equations 29 to 32 and some algebra yields:

4.5 gq p r: 3'
U'J;L~
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E(p)S S hj22
T 0'P) * (34)

.

2 Dh
3

.

where

S =kA, i = 1,2 (35)j jj

and

^

le
2+Ocoshz)

g

D = h) B coshz) + h sinhz sinhz
2 2j 2 l h

\ '
/-

[6 \-2 h coshz+ 8)co hz) 2 + h sinhz2
(7 2 /~

2
3

3 /s * h
-

2
+ 6) S)sinhz) + h coshz)I h

sinhz 2 * 0 c shz2 2 2j3

[8 \2
(36)+ 6 sinhz) 72h coshz 2 + h sinhz2

'

3 2

(3 /_

where

z =At, i = 1,2 (37)j jj

Deternining the coefficients A and B from the transformed boundaryj j
conditions, one can then determine the analytic. expression for the temperature
as a function of time using the inversion theorem:

c+il

T(t,o)=h tpT (p,o)dp (38)e
2 2

a-il -

,

J

c {'l
'

c
J
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Contour integration methods can be applied if o is chosen so that all the poles
of the integrand are to the left of the line x = 0 in the complex plane. The-

contour integral can be masily evaluated using the Cauchy residue theorem pro-
vided all the poles can be located and their orders determined. For the purpose

,

of fit'ing the temperature function to experimental data, it is generally suffi-
cient to locate and determine the order of only the first few poles. The form

of the integrand is rather complex and the possibility that there are no poles
and h is not precluded. Ifof order greater than one for any choice of h), h2 3

some choice of h , h and h results in a higher order pole, a slight adjustmentj 2 3
of the h's should elimir ate the multiple pole without significantly changing the
shape of the back-face temperature function. Hence, the search for a best fit-

ting back-face temperature f iction should not be hampered by limiting the choice
to those functions wnose first few poles are all of order one.

By the Cauchy residue theorem the back-face temperature can then be written
as:

t
T (t,o) = Cei (39)

2 j
1=o

where the V are the poles of the integrand of Equation 38 andj

(dT~I
P*v (40)C =

ij <d /
'

It c n be shown that all poles of +he integrand lie along the negative real
axis. Hence it is convenient to make the substitution p = -s in Equation 38
and convert to circular form to solve for the pcles.

Since w(p) oppears as a constant in Equation 3 it is convenient to normalize
the back-face temperatures by dividing by the maximum temperature. This normali-

zation is also easily performed on the data. In this way, it is not necessary

to know the magnitude of tne laser pulse.
..

The problem is now reduced to choosing values of h), h2 3
and h , deriving

the corresponding expression for the back-face transient temperature, and,

h (|| 0J
'
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checking the analytic result against the experimental data. The h's can then
,

be adjusted in a suitable manner so that the analytic temperature function may
more closely fit the experimental data. This procedure is carried on iteratively

until the agreement between the analytic temperature function and the experimental -

data is satisfactory.

4.2.2.1 Determining the Unknown Parameters

There are a variety of techniques available for determining unknown para-
meters in a functional expression such that the resulting function bst fits a
given set of data. Since the expressions dealt with here are highly non-linear,
a method developed by Peckham(52) was chosen. This particular method has been
shown to be fairly effective in problems involving non-linear functions.(OI)

Peckham's method attempts to minimize the sum of the squared errors, as do
many parameter fitting schemes, but it does not require the explicit calculation
of gradients. The equation to be minimized is

m f \ 2

S=E t h,h,h (4I)|

k j 2 3/
k=1

where h), h and h are the unknown parameters, and2 3

f =T2 (t , )-TE (t ) (42)
k k k

E (t ) is the experimentally deter-where t is the time of the kth data point, T
kk

mined back-face temperature at time t , and m is the number of data points
k

(equal to 6 in this study) at various times along the temporal history curve.

The difference function, f , may be linearly approximated by
k

~ 3
h (43)

^

f =E
k + 1=19ki 5k

If values for E nd gki, k = 1,2, . . .m are known then it is straight-forward to
'

k
find h , i = 1, 2, 3 to minimize Equation 40. Since the functions, f , are

j k ,

Sn G '
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nonlinear, Ii will not be the true minimum but can be used as a starting point
for the next iteration. Details on the derivation and application of this.

method can be found in the reference by Peckham.

In Peckham's method a set of guesses for the minimizing h-set is used to.

get a new estimate. Rather than calculating the coefficients in the linear

approximation by numerical differentiation, they are chosen to minimize the m

expressions

n' ( 3 \
[ (44)-I '

g (hk + 1=1
i 9ki*it kt

w
.

/R=1

where n' is the number of guesses being used and w is a suitable weightingg

factor. Once the values for Ek and gki re determined they can be substituted

into Equation 43 to determine the new estimated h-set to minimize Equation 41.

The iterative procedure used to find the h-set which best fits the data is

described in Appendix G.

This technique has been shown to be quite effective for a variety of para-

meter fitting problems. For this particular problem the data must be very
accurate (to three decimal places if possible). To obtain data of this accuracy
a curve fit of the digitized temporal history curve can be made to enhance the

signal-to-noise ratio. From this curve the selected T (t,o) datum points are
2

obtained. Also initial estimates for the unknown parameters, h), h2 nd

h within 2 one order of magnitude are required.
3

4.2.3 Samp a Preparation and Thermal Property Characterization

Depleted UO specimens used in this study were prepared by pressing highly
2

sinterable powder into discs and sintering at 1923 K for 4 hr in a hydrogen
atmosphere. The resultant 2 mm thick by 14.5 mm diameter discs were mounted
(in groups of nine) on a polishing block and ground to the desired thickness

''

(between 0.5 and 1.0 mm) in a manner producing a nondirectional finish, using
400 grit sic (silicon carbide) powder on a flat, cast iron surface. These

- specimens were designated as Interfacial Surface Morphology-II (ISM-II)
specimens. ISM-III specimens were produced by polishing with 1 pm size
aluminum oxide powder, while ISM-I specimens were produced by light abrasion of'

4.9
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the ISM-II surfaces with 80 grit abrasive paper. Talysurf-4 profilometer
'

measurements of surface roughness yielded centerline average (CLA) values of
14.4 2.8 pm, 1.6 0.7 pm, and 0.25 0.05 pm for the ISM-I, ISM-II and

ISM-III specimens, respectively, at a wavelength cutoff of 7CO pm. The U0 '

2

stoichiometry was determined gravimetrically to be 2.000 0.002, and the

density found to be 94.1% TD.

The Zr4 specimens were cut from an ingot of Zr4 reactor grade material and
lathe machined into 1.02 mm thick by 14.5 mm diameter discs. A small notched
groove was machined near the outer circumference of the disc for the purpose of
providing a barrier to lateral heat flow and to minimize any heat-shunting

effects through the spacers and specimen support contact points. The Zr4

specimens were individually hand-ground on flat glass plates with 400 grit
sic powder in a manner producing a nondirectional finish (ISh-II). ISM-III
Zircaloy specimen surfaces were prepared in the same manner as the ISM-III
UO specimens. ISM-I surfaces were produced by grit blasting the ISM-II

2
specimens with 80 grit sic particles. Talysurf-4 profilometer measurements
of surface roughness yielded centerline average (CLA) values of
4.5 0.4 pm, 0.4 0.2 pm, and 0.17 2 0.05 pm for the ISM-I, ISM-II, and

ISM-III specimens, respectively, at a wavelength cutoff of 760 pm.

To remove the effects of stresses induced by machining and polishing, the
UO nd Zr4 samples were heat treated in a gettered Helium atmosphere at 1273 K

2
and 1 hr prior to surface macrowaviness measurements. The Zr4 specimens were

given an additional heat treatment at 973 K for several hours to ensure that
only the alpha phase was present.

Essential to the accurate determination of thermal gap conductance from
the measured tamporal history curves is the need for accurate values of speci-
men thermal diffusivity, conductivity, and thermal expansion. The thermal

diffusivity of the Zr4 specimens used in this study were determined in this
laboratory from measurements on representative samples. Thermal conductivity*

,

and expansion values for Zr4 were obtained from a study (53) conducted earlier

in this laboratory on specimens fabricated from the same bar stock from which
both the MPD and MLD samples were obtained.

'

.

,
$
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The thermal diffusivity of the UO specimens were determined in this
2

laboratory from measurements on a series of representative samples. The'

thermal expansion value of UO was computed from an expression cited by
2

.
Bates.(54) The thermal conductivity of UO w s calculated from heat capac-

2

ity, ) thermal diffusivity, and temperature-ccrrected density values.

The reader is referred to Appendix A for particulars on the thermal property
equations used in this study.

4.2.4 Average Mean-Plane Gap Determination

The mating surface macrotopology of the UO and Zircaloy-4 specimens were
2

determined from a point-wise topographical surface map obtained using an optical

height gauge measurement technique. Height elevations were taken at 25 coordi-
nate positions on the specimen surfaces relative to an optically flat base plane
on which the specimen was mounted, as shown in Figure 8. The individual speci-

mens were rigidly mounted during measurement by employing either a vacuum hold-
down or a low shrinkage dental plaster. A computer program re-referenced the
measured height elevations to a plane defined by the three gap spacer contact

points conmon to each specimen. The local gap between asperity tips, (D )i, ata

each of the 25 coordinate positions could then be determined for any three gap
spacer thicknesses, as illustrated in Figure 9.

For the MPD sample pairs the average gap between asperities is

fi c

(D )iN' "c = 19 (45)D =
a ca

1

Due to the geometry of the Zircaloy specimen, only the coordinates within the
annular ring are of significance in determining the D . mmWhDa a

is a function only of the surface roughness since the same probe stylus was
used for all surface morphologies. The 3a uncertainty in D was determined to

a
'

' be 3.4 pm, 2.2 pm, and 1.7 pm for the ISM-I, ISM-II and ISM-III surfaces,

respectively.
.

O

o
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The local mean-plane gap (Dmp)i is the distance between respective surface
'

mean-planes (as shown earlier in Figure 1) and related to (D )i bya

(Dmp)i " (O )i + (Y )j + (Y }i (40).
a 1 2

where (y))$ and (y2)i represent the local distance from the tip of the probe
stylus to the surface mean-plane on the UO and Zr4 surfaces, respectively.

2

As (y)); and (y2)i cannot be determined at the time of measurement of (D )$ ,g

average values of y) and y2 were determined graphically from the Talysurf traces
and a scale model of the stylus tip as shown in Figure 10. The average mean-

plane gap can then be expressed as

19
D (D )i (47)+ Y) + Y2X
mp

1=1
a

Substituting Equation 45 into Equation 47 results in

D =D + Y) +Y {40)mp a 2

Values of (D )i, D , Y] and y2, and D for the various gap separations and
a a mp

surface morphologies used in this study can be found in Appendix F.

An evaluation of the reproducibility of the mean gap width values using

the optical height gauge technique was obtained by a repetitive mounting and

recharacterization [(D )i measurement] procedure for sample pair DUO 2-25:a

ZR4-25 (ISM-II). The uncertainty associated with the average gap between
2.1 pm. Repetitive mounting and redetermina-asperities was found to be 30 =

tion of the gap width yielded a 30 uncertainty of 4 pm about the mean D
mp

value. The change in D before and after each experimental run was found to
mp

be no more than 0.5 pm. The standard deviation o about each determined gap
Dmp

width in this study was found to be equal to or greater than (Da)i, depending
,

on the respective specimen surface error of form (or macrowaviness). The 30
uncertainties for each specimen pair can be found on the appropriate figures in
the Results section and in the MPD data appendix, Appendix D.-

4.13
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and 2 ) were also determined from the opticalThe specimen thicknesses (L) 2

height gauge measurements. The specimen thickness was defined as being the

average of the specimen thicknesses at the sarae nineteen coordinate positions
at which the gap width was determined. The variation in sample thickness over
the diameter of the disc was found to be no greater than 2%.

4.2.5 MPD Experimental System

4.2.5.1 Test Apparatus

The MPD experimental test apparatus and sample pair holder assembly are .

shown schematically in Figures 11 and 12. The sample pair is illuminated on
the front face of the UO sample with a laser pulse (30 joule maximum output;

2
800 psec pulse duration) and the resultant temperature transient on the back I'

surface of the Zr4 specimen is monitored by a 25.4 pm diameter Chromel-Constan- [
tan (type E) intrinsic thermocouple spot welded near the center of the disc.

'

)g >

'
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Tne resulting emf output of the thermocouple was amplified by a differential dc
pre-amplifier (gain %3050) and recorded on a transient waveform recorder in
digitized form. The transient temperature curve could then be displayed in
analog form on an oscilloscope for visual inspection prior to transmission of

.

the signal in RS-232C format to a graphic computing system for storage and
subsequent analysis.

The ambient temperature of the samples was determined by use of a 127 um

diameter, chromel-alumel (type K) thermocouple spot welded on the perimeter of
the Zr4 sample.

Heat losses to the specimen holder during the passage of the transient heat
pulse were minimized by supporting the UO nd Zr4 samples on the front and

2

back faces by three equally spaced A1 02 3 pins, as illustrated in Figure 12.

A fixed gap width was maintained between the UO and Zr4 specimens by
2

three stainless steel spacers spot welded to the outer Zr4 support ring.

A notched groove machined in the periphery of the Zr4 specimen was employed
to minimize thermal shunting through the spacers during the measurement period
following the absorption of the laser pulse on the front surface of the UO '

2

FAST RESPONSE , GETTER ED
THERMOCOUPLE ' GAS INLET,, ,,

AMBIENT DIFFER ENTIAL
TEM PER ATUR E AMPLIFIER VACUUM

r *-

' DETAILS SHOWNN 5 I IN FIGURE 12DISPLAY WAVEFORM I b> ISCOPE RECORDER
\ ["

'

./ |w -- FURNACE
p
||

- S. AMPLE SUPPORT
,I TUBE|

" IL

HARD GRAPHIC * ENCLOSURE
COPY 4- COMPUTING VESSEL
UNIT SYSTEM,
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.
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,

FIGURE 11. Schematic Diagram of Modified Pulse Design (MPD) Test Apparatus
,
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FIGURE 12. MLD Sample Holder Assembly

4.2.5.2 Sample Environmental Control

The construction of the MPD apparatus for Stage I measurements allows the
use of assorted gases at various pressures from atmospheric to 0.26 MPa. In

addition, the system also provides for evacuation of the test chamber for gaseous
backfiliing operations and for the removal of residual oxygen from the gas
supply. The gases used in this experimentation consisted of Helium (100), He:Ar
(51.8:48.2), Argon (100), He:Xe (89:11), and He:Xe (51:49). The gases were
obtained from a vendor premixed and analyzed as to composition and purity. A

list of the gas compositions and purity analyses used in the MPD measurements can
be found in Table 4. Due to the affinity for oxygen by Zr4 at elevated tem-

*

peratures, care was taken to assure removal of any residual oxygen from the gas.
An oxygen-free atmospherc was continually maintained by passing the gas through
two zirconium oxygen gettering systems before admission into the specimen .

chamber. Further gettering was obtained within the specimen chamber by the
.

%b4.16 ,
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placement of sacrificial zirconium sheets in proximity to the specimens and
specimen holders. The moisture content of the inlet gas was monitored with
an el 'ctrolytic hygrometer and determined to be <5 ppm.

Backfilling of the system was achieved by means of a control valve and,

mechanical vacuum pump. The gas pressure within the enclosure vessel was
measure; using a master test gauge accurate to 0.5%.

TABLE 4. Compositions and Impurity Analysis for Gases
Used in MPD Experiments

Purity
Gas Composition Analysis Grade (min) Impurity Content

Helium (100) 99.999 min Ultrapure 99.999 --

Argon (100) 99.999 Ul trapure 99.999 <1 ppm 0
299.999 0 -free grade 99.999 <0.5 ppm 0

2 2

He:Ar 51.86: 51.36% He Ultrapure 99.999 --

48.14 Balance Ar Ultrapure 99.999 --

51.79% He Ul trapure 99.999 --

Balance Ar Ul trapure 99.999 --

He:Xe 89.8: 10.2% Xe Research Grade 99.995 --

10.2 Balance He Ultrapure 99.999 --

11.0% Xe Research Grade 99.995 --

Balance He Ultrapure 99.999 --

He:Xe 51:49 49% Xe Research Grade 99.995 --

51% He Ultrapure 99.999 --

4.2.5.3 Data Acquisition and Reductinn

The magnitude of the resulting emf signal produced by the type E
thermocouple during a temperature transient ranged from approximately 150 pV
to 320 pV (2 to 4 K). This signal was amplified and stored in digitized form
in a minicomputer. A program for reduction of the time-temperature history ,

,

curve was then executed in which the curve was signal averaged over 60-cycle
time intervals to enhance the signal to noise ratio, normalized, and segmented .

' into two overlapping ianges. Each range was fitted with a 4 to 6th order

polyncminal and a set of six temperature-time points were calculated from the
'

592 Oso,
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polynominal curve fits at normalized temperature values of 0.5, 0.7, 0.85,
.

0.98, 0.99, and 0.988. (These six values were selected somewhat arbitrarily,
primarily for computational convenience. The final result was found to be
independent of which particular set of six points was chosen). This set of

*
experimental T (t,o) data was used along with the appropriate thermal and

2

physical property values for UO nd Zr4 as the basis for determining th
2

experimental gap conductance using the procedure discussed in the Mathematical
Description section.

4.2.5.4 Determinate / Indeterminate Errors

The errors involved in the measurement of thermal gap conductance, H ,
g

via the MPD technique can be divided into two areas--determinate and ind-

eterminate. Determinate errors are associated with the measurement of
guantities used in calculating a particular property. These errors can be
determined by the inaccuracies associated with instruments used to measure and
reproduce the quantities. Indeterminate errors arise from system variation,
from assumed boundary conditions, and from other sources that are often
difficult to recognize and eliminate. The purpose of this section is to
assess the uncertainty in the calculation of H and to discuss probable sources

g

and effects of indeterminate errors in its measurement.

The various determinate errors associated in the determination of H are
g

listed in Table 5.

TABLE 5. Determinate Errors in MPD Experimert

% Uncertainty,
Determinate Error 3a Coments

R and E 2 Dependent on error of form.j 2 Corrected for thermal expansion
effects.

k and k 4 Measured quantities or generatedj 2
from C and thermal diffusivity
da ta . p

- a 12 Measured results on four samples.j ,,

a 5 Mea sured.2

,
T 0.5 Calibrated type K thermocouples.
Temperature-Time 0.6 Transient waveform recorder used in
Waveform recording and computer analysis of

,

wa ve form.

D 7-144 Dependent on 3c 4 , uncertainties 1*mp in y values, andinagnitude of Dmp. n

4.18 4
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The uncertainty in T and the temperature-time waveform was small compared
. to the other variables and considered negligible. The MPD system apparatus

(used in the measurement of a) was calibrated using ARMC0 iron and PYRO CERAM

9606. The thermal diffusivity results are shown in Figures 13 and 14. The
'

results are in satisfactory agreement, 5%, with reported literature values.

The measured results on four samples of UO , however, were found to lie within
2

a 30 band of 12% between 293 and 1023 K (refer to Appendix A). The 3 uncer-
H

tainty in the MPD technique was calculated to be $ 12%. The reader is referred
to Appendix B for the details of this calculation.

The 30 uncertainty in the average mean plane gap is dependent on 3 nd
Da

the error of form of a particular specimen surface. The specific values for

3 are presented in fppendix F for the various UO -Zr4 pairs used in this
Dmp 2

study.

The indeterminate errors pcstulated to occur during the MPD experiment are
summarized in Table 6.

0.16

A SHANV S ITR ANS. MET. 50C. AIME
A 221. No. 2, 25.1961)

i s - - - " - COD V t j . A P Pl PH Y S , 33'
~

{ 's NO. 7, 2335 42,19611

$ 0. 12 - 'O B ATE S (BNm 489,
_

o

\
>J o's THIS STUDY: MPD Sv5IIMC 0.10 - A

]_ UP 'N TEMPER ATURE*

5 U.08
-

\p$ v DOWN IN TEMPER ATURE

sv -

n 's
U.00

- t5% f
N.y- m,-

k0.04

\
.

.

' ' '
.0. 2

473 673 873 1073 1273

TEMPERATURE, K
~

.

FIGURE 13. Comparison of the Thermal Diffusivity of ARMC0 Iron as
Determined in the MPD System to Results Obtained by Others

,

4.19
' col n o

J,G U D I)



4

.

2.0

- PYR0 CERAM 9606 -

1.8 - - TPRC RECOMMENDED VAldS -
i BASED ON o,a DATA

h
'

+ THIS STUDY, MPD SYSTEM '

T' l.6 -
-

N _
_

E _

D_

)4 _

g
-

5
_

a

h 1.2
-

# -a
$ _

+ a -

3 -

a
g 1.0 - 5% o 6

. 0

5 _
.

EE

0.8 -
-

-
-

' ' ' ' ' ' '
0.6

0 200 400 600 800 1000 1200 1400 1600

TEMPERATURE, K

FIGURE 14. Comparison of the Thermal Diffusivity of PYRO CERAM 9606 as
Measured in the MPD System to Results Reported by Others

TABLE 6. Indeterminate Errors in MPD Experiment

Indeterminate Error Comments

Radial heat losses occurring Dependent on sample thickness and gap
during measuring period. separation; minimized by reducing

specimen thickness and maximizing
specimen diameters.

Thermal shunting by spacers Minimized by groove and notching of
and heat losses to specimen Zircaloy sample. Also, each sample
holder. is supported on A1 02 3 pins.
Sample deflection occurring The effect on H was found to be

9as result of absorbed laser negligible.

heat pulse on front sample.
- Extraneous radiation. Reduced by radiation shielding.

,

True interface boundary. Dependent on sample surface deviation
. from averaged interfacial planes of

separation.
,
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Thermal shunting through the spacers, heat losses to the sample holder, and
laser induced thermal buckling of the UO specimer were considered to poten-

2

tially be the largest source of indeterminance in the experiment. Thermal shunt-

ing through the spacers was minimized by using spacers of small dimensions,

(%1/2 mm square) and by grooving and notching the Zr4 specimen to provide a
barrier to radial heat flow. In addition, the spacers were placed in positions
relative to the grooves that would maximize the thermal path length from the
spacer to the fast response thermocouple. Heat losses to the sample holder were

minimized by utilizing point contact supports on Al 02 3 pins. The effectiveness
of these measures is demonstrated by the observation that no significant thermo-
couple output over a 10 second interval was detected when a sample pair separated
by a gap was pulsed under vacuum (2.67Pa) conditions.

Laser induced thermal buckling of the UO was considered a potentially
2

serious problem because of the variation in the gap width it caused duririg the
course of the (transient) experiment.

It was expected that H would tend to decrease with increasing laser inten-
g

sity due to larger deflections--and thus larger gap widths--at the higher inten-
sity levels. Tnis effect, however, was not experimentally observed, but rather
H was found to be independent of the laser intensity, as shown in Figure 15

g
where H is plotted versus maximum Zr4 specimen temperature rise.

g

To guard against any other possible effects of laser buckling the following
precautions were taken:

1) Keeping the laser intensity at levels as low aa possible but still
producing an adequate signal / noise ratio associat2d with the fast
response thermocouple signal.

2) Maximizing the sample thickness within the constraints set by S/N
ratio and the need to maintain one dimensional heat flow.

.
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4.3 MODIFIED LONGITUDINAL DESIGN (MLD) TECHNIQUE

4.3.1 General Features

A schematic diagram of the Modified Longitudinal Design (MLD) test apparatus
A

is shown in Figure 16. The principle of operation is that once a steady-state

heat flux is established across two meter bars of known thermal conductivity,

the interfacial thermal conductance between the meter bars can be determined.
The primary difference between the MLD system al d classical axial (longitudinal)
design systems (employed previously by other investigators) is the use of a
double guarding technique consisting of a guard ring integral to the meter
bar and an enveloping electrically heated guard tube. Both of these guards

were used to minimize the temperature guarding problem inherent in longitudinal
heat flow designs.

The system has been operated from 0.13 Pa up to 2 MPa at a maximum mean

interface temperature of 900 K. A hydraulic ram integral to the vessel is used
to vary the contact force at the interface during contact conductance measure-
ments. A series of photographs depicting the MLD apparatus in various stages
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FIGURE 16. Schematic of the Modified Longitudinal Dc:ign (MLD) Apparatus
,
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of assembly is shown in Figure 17. A detailed description of the MLD apparatus
.

and measurement technique is contained in the following sections.

4.3.2 Mathematical Description

The determination of thermal conductances H , H , and H is based on the .

T g
steady-state measurement of geometry, heat flux, and temperature, and is derived
from the relationship:

=f [k)A k Ah (49)H or H or H +
T g 2T

( r) ( /s ( /r ( / s
2

where k = thermal conductivity of meter bar one and two
l,2

A = cross sectional area

h=temperaturegradientinmeterbar

AT = temperature difference across interface

r) = parameters of one meter bar (i.e., UO )2

r = p rameters of other meter bar (i.e., Zr4)
2

s = parameters of interface.

The apparent heat flux in each meter bar was calculated from the relationship:

=k AAT /Ax (50)
qA) y l,2 m

where qA = uncorrected heat flux in meter bar 1 or 2
l,2

k = thermal conductivity of meter bar 1 or 2
l2
AT = temperature difference across the

m
distance Ax in the meter bar

Ax = distarce between temperature sensors.
.

A model of radial heat flow between concentric cylinders of finite length

as described by Jakob (55) was used to correct for energy interchange between
'

the meter bars and the guard wall. The energy exchange with the guard wall

was calculated from:
a

4.24 g 7'
.; U,J
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_ K;Ln (r2+II) TG .

(51)L Q (r2 - r))1,2

where q = en rgy exchange between meter bar one or two and surrounding
L 1,2 annular guard -

K = thermal conductivity of insulation (packed quartz) between meter
y

bar and guard

L = Length of meter bar over which correction is applied

r) = outer radius of inner cylinder (meter bar)
= inner radius of outer cylinder (ID of guard)r

2

AT = temperature difference between meter bar and guard
G

? = a tabulated shape factor depending on r)/r '2

The corrected average heat flux Q was determined from the average of the heat
fluxes in the respective meter bars. This correction can be expressed as:

Q= 4A *9L A *9 2)+ 9 L
( l ll ( 2 2j

and is based on the assumption of a constant Q down the column stack. This

assumption is justified by the observation that the corrected heat fluxes in
the respective meter bars were experimentally found to be within 2%.

The temperature difference across the interface AT was determined from
calculation (by linear regression) of the respective interfacial surface
temperatures. Under the assumption of a constant Q down the column stack,

equation 49 can be expressed as:

(53)H or H or H *

T g c A AT

where H = total conductance when specimens are in contact, H =H +H
T T g c

H = gap conductance
g

"c = contact conductance (under vacuum conditions only) ,

Q = corrected average heat flux

A = cross sectional area
*

aT = temperature difference across the interface.

<-

4.26
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4.3.3 MLD Sample Preparation and Thermal Property Characterization

The depleted UO MLD meter bars used in this study were prepared from the
2

same lot of sinterable powder as were the MPD specimens. The specimens were

manufactured from approximately 1 kg of UO as-pressed in solid cylinders 68 nm-

7
3 3in diameter and 51 mm in length, with a green density of 5.15 0.05 x 10 kg/m ,

To obtain a uniform pressed density of 3 4, the powder was ball-milled for
12 hr and blended with the as-received powder prior to slugging in the powder

3 3preparation process. The slug density was 4.3 x 10 kg/m , granulation to
-20 mesh and 0.3 wt.% Sterotex used as a lubricant. The pressing pressure

0 2was 117.2 x 10 N/m . The samples were pre-sintered in a hydrogen atmosphere
at 1500 K (s50 /hr) prior to machining to improve the green strength. The

pre-sintered specimens were mounted in a lathe and a special tungsten carbide
cutting tool used to machine the annular groove. The thermocouple holes were

drilled with solid carbide drills. The machined specimens were sintered at
1930 K for four hours in a hydrogen atmosphere at a heating and cooling rate
of 50 /hr. The final density of the specimens ranged from 93-94% TD. The

single alumina specimen (Coors AD-85, nominally 85% Al 0 ) was used initially23
in this study due to difficulties in producing a suitable specimen of UO '2

The Zr4 MLD specimens were machined from the same ingot material as were the

MPD specimens. Dimensional detail of the UO , lumina, and Zr4 specimen
2

geometries are shown in Figure 18.

The desired surface finish was imparted to the specimen surface by hand

grinding the specimens on flat cast iron plates in a manner producing a non-
directional finish. The specimens were maintained in an upright position
inside a 100 mm OD x 54.7 mm ID x 51 mm high steel cylinder during the polishing

operation. The same polishing procedure as described earlier for the MPD

specimens was used. To remove effects of machining and polishing induced
stresses, the UO and Zr4 specimens were heat treated in the same manner

2
as described previously for the MPD specimens. Similarly, the alumina

-
.

specimen was heated in air to 1273 K for one hour.

The values for the thermal conductivity for Zr4 and UO were the same
2

as those used for the MPD specimens. The thermal conductivity values for'

the alumina specimens were obtained using a Dynatech Model TCFCM-N20 cut-bar
,

4.27 g g ,) g.
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F_IGURE 18. Geometry and Nominal Dimensions of Alumina /Zr4
and UO /Zr4 MLD Meter Bars

2

and Comparative Instrument over the range 473 to 863 K. The reader is referred
to Appendix A for particulars on the thermal property values used in this study.

4.3.4 Interfacial Surface Morphology and Average Mean-Plane Gap Determination

Talysurf-4 profilometer measurements were performed which yielded CLA
results within the uncertainty determined for the MPD specimens. The results

for the alamina specimens were the same as obtained on UO f r the same surface
2

(i.e., ISM-III).

The optical height gauge technique described earlier was used to charac-
.

.

terize the MLD specimen surfaces. The procedure was the same as used for the

MPD specimens: all 19 points in the center annulus were used to determine
the gap width. The uncertainties in the individual gap widths are notes on -

appropriate figures in the "Results" section.
.
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4.3.5 MLD Experimental System
.

4.3.5.1 Basic Facility
.

A schematic of the MLD system is shown in Figure 19. The meter bar
,

apparatus is contained within a high-pressure bell jar. The bell jar system

consists of a 190 mm thick by 810 mm diameter steel base flange with an
accompanying steel bell having a matching flange. These two sections were

bolted together during testing with twelve 75 nm diameter bolts through the
flanges. A vacuum and pressure tight fit between the flange was achieved by
means of a steel composite gasket designed to accept a loading of 1100 kg.
When working on the test stack the bell is lifted by a winch mounted to the
ceiling. The entire structure is mounted on a concrete pedestal with access

space below.

The interior of the bell measures 250 nm diameter by 610 mm in height.
Four 19 nm diameter rods support an elevated base plate which consists of a

water-cooled heat sink, electrical connections, and thermocouple terminals.

The 19 nm rods extend to the top of the bell, where a top plate is mounted to

acconmodate the hydraulic ram. All wires and plumbing extend through the
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316 stainless steel wherever possible. The temperature probes consisted of

calibrated Type K thermocouples which were insulated with Mg0 and sheathed
in Inconel. These probes were then connected to appropriate terminals on

-

From the terminals, Type K extension wire is passed throughthe base plate.
.

gas-tight feedthroughs and extended to a remote control area.

The extension wire is terminated in an isothermal block, where the thermo-

couple wire is joined to copper wire. The individual unreferenced thermocouple
outputs are connected to a selector switch. The output of the switch is

referenced to an electronic ice reference unit. The temperature was read in

millivolts using a digital voltmeter having a resolution of one microvolt
(approximately equal to 0.025 K).

4.3.5.2 Meter Bar Instrumentation and Insulation

A diagram showing the meter bar assembly is shown in Figure 19. The tem-

perature sensors chosen for the measurement of temperature were chromel/alumel
(Type K) thermocouples. The ungrounded thermocouple probes were packed in Mg0

and sheathed in Inconel 600. The overall diameter of the probes was 0.81 mm.
Prior to installation all the temperature sensors were pre-bent to the final
installation configuration corresponding to the particular locations in the

assembly and radiographed to accurately locate the thermocouple bead. Addi-

tionally all the temperature sensors were pre-tested over the rar ge from 290 K
to 1000 K by placement in a conmon test block. Those probes that indicated a

reading of more than 1 K outside the average reading were discarded. The

distance between thermocouple holes was determined from measuremcnt of the

midpoints of the thermocouple holes on the exterior of the specimens with appro-
priate corrections applied for the location of the thermocouple bead for the

particular sensor inserted. Radiographs of the MLD specimens prior to insertion
of the sensors revealed that the thermocouple holes were drilled perpendicular

to the axis of the meter bars.

The thermocouples were coated with a silicone heat sink compound prior to
,

insertion into the meter bars. The emf output of the thermocouples were refer-
- enced to an electronic ice reference unit. The respective thermocouple tempera-

'tures were read directly in millivolts on a digital microvoltmeter having c
resolution of 1 pV (approximately 0.025 K).

,
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Insulation was required _to minimize effects of gas convection within the
annular cavity and to minimize radial heat flow between the meter bars and
annular guard. Low density quartz wool was selected as the insulation material
on the basis of compatibility with the sensors and meter bars, ease of use,,

stability over the temperature range of use, and accuracy of known values of
apparent thermal conductivity over the temperature range of use. The quartz

3wool was packed in the annular cavity at approximately 130 kg/m . Measure-

ments of the apparent thermal conductivity from 373 to 873 K were carried out
in accordance with ASTM C177-76, " Steady-State Thermal Transmission Properties

by Means of the Guarded Hot Plate." The results of this evaluation are given
in Appendix A.

4.3.5.3 System Atmosphere

Th. MLD facility allows for the use of assorted gases at various pressures.
In conjunction with this it also provides for the efficient removal of residual
oxygen from the gas supply.

Gases used in the current experimentation consist of Helium (100), Argon
(100), and a 50:50 mixture of the two.

Gas pressure requirements currently range from vacuum to 1.7 MPa. Vacuum

capability is 3 Pa without a diffusion pump and is measured with a 0-338 Pa
McLeod gauge.

A zirconium gettering system with allowable flow rates of 0.01 to 5.0 liters
(atm)/ min and a maximum pressure of 2 MPa was used to getter the inlet gases to
below 0.1 ppm 0 . A high-pressure rotameter was connected to the getter to2

ensure the proper flow rate. Since the bell jar pressure was constantly chang-
ing during vacuum and backfill procedures, the getter and rotameter were kept at
a constant 1.9 MPa to ensure a uniform flow rate. Computer calibrations of
different ficats (glass, carbolloy, stainless steel) were used depending on gas
composition to produce a full-scale indication at 5 R/ min. Backfilling was

''

achieved by the manipulation of the control and metering valves. Pressure was

measured with various ranges of pressure gauges and excess pressure bled through
. a 6.9 kPa check volve.

.

* # 3
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4.3.5.4 Hydraulic Loading System

During some modes of MLD experimentation variation in the contact pressure
between the 0U0 and Zr4 was required. A heavy plate was mounted 380 mm above

2

the elevated base plate by four 19 mm stainless steel rods. Threaded into the
,

center of this plate is a water-cooled hydraulic cylinder having a 4500 Newton
capacity. The cylinder connected through the base flange to a hand pump with a
safety check valve and a 0 to 4500 Newton gauge at the control area. The gauge

and ram were regularly checked with a Dillon force gauge standard.

Because of the high temperature levels in adjacent areas, the top plate and
ram were water cooled with copper tubing and the temperature of the ram was
monitored. The heavy gauge stainless steel tubing carrying the hydraulic fluid
was also cooled.

Af ter completion of various gap conductance measurements on the meter bars,
approximately 0.2 nm of material was machined from the surface of the outer
annular guard ring on the Zr4 meter bar. This procedure ensured that only the

center meter bar sections would be in contact for subsequent contact conductance

measurements.

4.3.5.5 Temperature Control System

During the MLD testing, five separate heater assemblies were used. Two o f

these, the main and auxiliary, were used to set the temperature gradient along
the test specimen. The other three heaters were used to thermally guard the
stack by matching the sanple gradient. A group of three controllers and two
variacs were used to set the temperatures in the MLD experinents. A precision

two-mode controller was used for the main guard. Two single-mode controllers

were used for the auxiliary and middle guard, and the top and bottom guards were
powered by variacs. The three-control thern,ocouples were Type K. Heaters at
either end of the column were energized and adjusted until the desired mean
temperature and column temperature gradient were achieved. The power to the

outer guard tube sections was adjusted until the temperature gradients of the .

inner wall guard and test column were matched as closely as possible. The

criterion for achievement of steady-state conditions was that the measured
.

thermal interface conductance at successive readings of 20 minutes apart change
by no more than 1%. .

4.32
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4.3.5.6 Determinate / Indeterminate Errors

The purpose of this section is to assess the uncertainty (30) in the
measurement of H and H and to discuss the probable sources and effects of -

T c
indeterminate errors in its measurement.*

The various determinate errors associated in the measurement of the
thermal gap or contact conductance are listed in Table 7. Of the various
determinate errors considered, the uncertainty in iT/dx was considered to be

the largest when the e.vtr2pelated temperature drop at the interface was small.
Based on an analysis presented in Appendix C, the 30 uncertainty, W , can be

H

determined for e?.ch datum on the basis of the relationship between the W
H

and the cc rected heat flux Q and the extrapolated temperature drop AT:

TABLE 7. Determinate Errors in MLD Experiment

Factors Contributing to
the Uncertainty in the Uncertainty

Value of H or H !30 Comnents
9 C

1.5 K Refer tc Appendix C for detailKnowledge of dT/dx in 3 =

ATthe meter bars
Thermocouple locatier. 3 0. a nm=

a

Thermocouple reading 3a 0.5 K=
T

c
3% Neglecting possible TC leadKnowledge of heat flux 30 =

9(Q) in meter oars shunting and spacer : hunting
effects

Radial heat loss -- Determined in each measure-
ment and corrected for (see
Appendix E)

2% MeasuredThermal conductivity of 3 =

k
meter bars

D 2-88% Dependent on 3cD, uncertainty
mp in y values and magnitude of

D
mp

.

m
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/ 2) I/22 05063 + I (54)W =
g T )

This relationship is the basis for the determined 30 uncertainties which-

appear in the appropriate figures in the "Results" section. *

The indeterminate errors postulated to cccur in the MLD experiment are

summarized in Table 8.

TABLE 8. Indeterminate Errors in MLD Experiment

Indeterminate Error Comments

kxialandradialdistortion Minimized by use of as small a
around the thermocouples and thermocouple as practical,
holes.

Gas convection effects. Minimized by packing the annular
region in the meter bar with quartz
wool.

Nonuniform interface contact Minimized by having as large a
between meter bars during distance as practical between the
contact experiments. thermocouples and the in+erface.

Heat flow down thermocouple Minimized by using small diameter
leads. thermocouples and radial guarding.

Heat shunting through Minimized by use of small spacer
spacers. and placement on outer cnnular quard

(11 mm x 7 nm) .

Change in meter bar properties Co'iduct before/af ter experiments
during experimentation. prior to meter bar removal showed

similar results.

.
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5.0 RESULTS AND DISCUSSION
.

5.1 INTRODUCTION
,

The " traditional" method of design of experiment is to observe the effect-

of one factor on one other dependent variable while holding all other factors
constant. In this approach, control of conditions becomes important to achiev-
ing data reliability. In this study, the factors varied in the determination

of H and H ar.d are summarized in Table 9.
g c

TABLE 9. Factors Varied in H and H Experiments
g c

Factor Symbol

Temperature (MPD: ambient; MLD: mean) T

Interfacial contact pressure PA

Average mean-plane separation distance D,gp
Gas composition GC

Interfacial surface morphology ISM

Gas pressure GP

Time TM

In reference to Table 9 the re; der will recall that the use of a one-

dimensional parameter, Dmp, to describe the separation distance between surfaces
under nonideal conditions (i.e., when the fractional uncertainty in D due

mp
tc t oughness and/or arror of form is greater than 0.1) is not sufficient to
uniquely define the determined value of H . Inspection of Tables F.8 and F.9

g

shows that $ >0.1 for most all D values measured in chis study. The quantity
mp

D represents only the average of the 19 local separation distances (D )imp a
between asperity tips to which was added a term (y) determined for each ISM
(refer to Appendix F and Section 4.2.4 for details). The reader will recognize

that the one-dimensional factor D,p is only an approximation to the multi-,

dimensional gap geometry of egeriment. However, the aswmption is made that

the measured value of H is unique to the determined value of 9.,g at leastg
'

within the 30 uncertainty in D A test of this assumption i3 made inmp.

.

'k ,
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Section 5.2 where the results of the MPD and MLD experiments are compared. Addi- -

tional discussion is made in Section 5.4 where the consequences of using D
mp

,

(rather than some other average one-dimensional distance parameter) are examined.

If the " traditional" approach is followed, the question as to whether all
'

*other conditions can be held constant must be determined. In the H experiments,
g

TM need only be considered if changes in ISM conditions would occur (assuming

all other factors are held constant). The factor of TM was tested repeatedly

in the MPD measurements after each temperature and gas composition run from 293

to 873 K to 293 K by reintroduction of a helium fill gas at 293 K. Comparison

of the H value thus obtained was compared to the initial H helium fill gas
g g

value determined at the start of a given set (e.g. , a set being defined as a
collection of H values obtained under various gas compositions at a fixed value

g

of D and ISM). No change in the value of H with TM was observed. The fac-
mp g

tors of T and GC were varied in a controlled fashion; whereas, the factors of

D and ISM were held constant for a given set of measurements for experimental
mp

convenience. The factor of GP was fixed at a constant value of 0.103 MPa. For

the H measurements, TM is a factor to be considered as results obtained on
c

increasing and decreasing PA were found to vary. This factor can be accounted
for insofar as the H results are considered in the order in which they were

c
determined.

In the MPD and MLD experiments, the levels (values) of all the factors were
arranged in an organized manner to maximize the breadth of conclusion for a
minimum amount of experimental work. This organization also allows the system-

atic investigation of inieraction among the factors given in Table 9. Inter-

action may be defined as the change in measured response due to one factor
caused oy a change in anot;1er factor. For example, does H for a given sur-

g

face morphology (i .e. , ISM-1) respond to temperature in the same fashion as H g

for a different surface morphology (i.e. , ISM-II or III) with all other factors
kept constant? Analysis of varyirg levels of interactions among factors [e.g. ,

two-factor (D versus T), three-factor (D v rsus T versus ISM)] can also
mp mp

yield information related to: validity of the assumption that the thermo-

dynamic state of the system was at equilibrium; possible sources and magnitude
of experimental error associated with variables; anri, corrections to the data -

on the basis of time effects.
.
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,

The MPD experiments have been conducted as a function of temperature (293

to 873 K), gas composition (Helium; He:Ar (51.8:48.2), Argon; He:Xe (89:11) and*

He:Xe (51:49), mean-plane gap width (33.0 pm to 2.7 pm) and surface morphology
(ISM-I, II, and III). The MPD H data is listed in tabulated form in Appen-

. g
dix D. These data represent the average of two or more measurements taken at
the same conditions of experiment. The 3 uncertainty in these results was

H

determined to be 12% (Appendix B). A number of independent MLD experiments
were perfonned( } to provide data for correlation to the MPD H results. The

9
remainder of the MLD experiments were designed as a scoping study to investigate

2the effect of contact pressure (0 to 14.68 MN/m ), surface roughness (ISM-I
and II), and surface error of form on fi . The conditions of the MLD experiment

c
and tabulated results are listed in the order of determination in Appendix E.

Each datum represents the measured H or H value at steady-state conditions as
T c

defined previously in Section 4.3.5. The 3 uncertainty has been determined
H

according to an analysis presented in Appendix C. For convenience, the deter-

mined uncertainties appear adjacent to each datum in Appendix E. The average

mean-plane separation distance (Dmp) al ng with their associated uncertainties
can be found in the appropriate tables in Appendix F and adjacent to each set of

tabulated results in Appendix D and E.

5.2 COMPARISON OF MPD/MLD GAP CONDUCTANCE DATA

An assessment of the MPD and MLD techniques can be performed through com-

parison of H data generated by both techniques under similar conditions of tem-
g

perature and fill gas. Plots of H versus D for all MPD and MLD results in
g mp

Helium (100) and Argon (100) fill gases at 473, 673, 873 K are shown in Fig-
ures 20, 21, and 22, respectively. In these figures, graphic delineation among
the various MPD surface morphologies (e.g. , ISM-I, II, and III) has not been
made. The MPD and MLD (Alumina:Zr4) block 00 results were obtained at a gas
pressure of 0.103 MPa. The remainder of the MLD (DUO :Zr4) results in Fig-

2

ures 20 and 21 were obtained at a gas pressure of 0.172 MPa. The vertical error -
.

bar about each datum represents the absolute uncertainty (3a) in the experimentally

.

(a) Dynatech, Inc., Cambridge, MA 02939.

.
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FIGURE 20. Hg Versus Dmp. Comparison of all MPD and
MLD results at 473 K for Helium (100) and
Argon (100) fill gases,

determined value of H . In the MPD data this uncertainty is due mainly to the
g

nd Zr4. The uncertaintiesuncertainties in the thermal property values of UO2
in the MLD data are dependent not only the knowledge of the respective meter
bar thermal conductivities but also in the accuracy with which tat *

gap

determined. The horizontal error bars about each datum represent the 30 devia-

,

tion about the average mean-plane gap width (as defined in Section 3.2.1 and
*

determined by Equation 48).

The good agreement between the MPD and MLD data (within experimental uncer-
'

tainty) shown in Figures 20 through 22 for a wide variety of temperatures, gap

.

f f .
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FIGURE 21. Hg Versus Dmp. Comparison of all MPD and
MLD results at 673 K for Helium (iOO) and
Argon (100) fill gases.

separations, and gas compositions strongly indicates an absolute accuracy in H
9

for either technique to be no larger than the experimental uncertainties shown
in the figures since the two techniques are independent of one another. Thus,

the MPD and MLD techniques can be used to generate a data base to which various

computer modeling codes for predicting gap conductance can be compared for
code verification.

.

5.3 " GAP" CONDUCTANCE RESULTS

. The dependence of H on Dmp, T, GC can be shown in the " traditional" mannerg

by plotting the dependent versus independent variable and observing the particular
.

5.5
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m.

Argon (100) fill gases.

trend that exists. Various two-factor interactions can be observed by selection

of the proper third variable in accordance to Table 9 and determining if any
deviation from a family of curves defined by the selected variable exists. The

two-factor interaction of T-ISM and GC-ISM requires a fixed value of D at
mp

various levels of ISM. As a fixed value of D is difficult to achieve experi-
mp

mentally at various ISM, observations of this interaction may be obtained by
extrapolation of results to some particular value of D mp'

,

5.3.1 H Versus D at Various ISM
-g mp

The dependence of H on D for various ISM at a fixed value of T, GC, and
,g mp

GP are shown in Figures 23 through 26. In Figures 23 and 24, H results are
g

.
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FIGURE 23. Hg Versus Dmp for ISM-I, II, and III. T = 473 K;
GC = Helium (100), GP = 0.103 MPa.

shown for a Helium (100) fill gas at a pressure of 0.103 MPa at 473 K and 873 K,
respectively. In Figures 25 and 26, results are shown for an Argon (100) fill
gas at the same pressure at 473 K and 873 K, respectively. The error bars indi-
cate the corresponding 3a uncertainty in H and D In reference to these

g mp.

Figures, H is seen to decrease with increasing D . When D is less than
~

'

g mp mp

approximately 20 pm it can be seen that Hg (ISM-II) > Hg (ISM-III); whereas, at
_

_ larger values of Dmp, Hg (ISM-I) > Hg (ISM-II) R Hg (ISM-III). A two-factor

interaction between D and ISM is observed which is more pronounced in a
mp

.
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FIGURE 24. Hg Versus Dmp for ISM-I, II, and III. T = 873 K,
GC = Helium (100), GP = 0.103 MPa.

Helium atmosphere at 873 K and small values of Dmp (Figure 24) than for an
Argon atmosphere at larger values of D at 473 K (Figure 25). A similar obser-

mp

vation can be made at other temperatures (293 and 673 K) and fill gases. In
'

general, the interaction between D and ISM beccmes more pronounced with *

mp

decreasing separation distance below 20 pm and increasing gas conductivity
.

(i.e., Argon to Helium). .

*
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5.3.2 H Versus D at Various GC
g mp

ihe presence of a two-factor interaction between D and GC can be deter- -

mp

mined from a plot of H versus D for various GC at a fixed ISM and T as shown
g mp

in Figure 27. The effect of increasing thermal resistance of the gas is seen to
,

cause a decrease in H in a manner consistent with the known decrease in the
g,

thermal conductivity of the gas. For instance at D = 11. 5 pm, H decreases in
mp g

the same manner as KHe > Klie:Xe (89:11) > KHe:Ar (51.8:48.2) ' He:Xe (51:49) #

3.0 - 15% ||
AT: 473 K
GP: 0.103 MPa

a---4 o Heliu m (100

V : He: Xe (89: 11)

[ o : He. Ar (51.8: 43.2)
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_

7
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* -4
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H
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\ 5 x ,
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r f '

0 I I
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FIGURE 27. Hg Versus Dmp for Various Gas Compositions; T = 473 K;
P = 0.103 MPa ; ISM-II. -
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K A two-factor interaction between D nd GC as showa by the family of
Ar. mp

curves, is not apparent for the Argon, He: Ar, and He:Xe fill gases. Only for-

the Helium (100) fill gas when D < 10 m is a two-factor interaction seen.
mp

The interaction between D and GC is not as pronounced as seen in the nrevious
mp,

section between D and ISM.
mp

5.3.3 H Versus D at Various T-g mp

The dependence of H on D at temperatures of 473 and 873 K for an ISM-II
g mp

sample pair at a pressure of 0.103 MPa for a Helium (100) and Argon (100) atm
is shown in Figures 28 and 29, respectively. The effect of increasing tempera-

ture at a given value of D is seen to cause only a 20 to 30% increase in H .
mp g

The increase in H with T is an accordance with the increase in gas conductivity
g

with T.
40

T
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g

However, at values of D < 6 pm, a more pronounced dependence of H with tem-
mp g

perature is seen for an Argon fill gas than for Helium. A two-factor inter-
action between D and T is apparent at values of D < 6 pm in an Argon

mp mp

atmosphere (Figure 29); whereas, in a Helium atmosphere (Figure 28) such an
interaction is not apparent.

5.3.4 gVersusTatVariousGC
The dependence of H on temperature between 293 and 873 K for the various -

g
gases, D values, and surface morphologies at a pressure of 0.103 MPa are shoc

mp
in Figures 30 to 39 inclusive. The 30 uncertainties at selected values of H

H g .g
are represented by the error bars. In Figures 30 through 33 (ISM-III), a

.

4'
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g mp

noderate dependence on T for the Helium (100 fill) gas is observed at D values
mp

of 2.7 and 8.6 pm. However, at D values of 19.4 and 24.2 um a more pronounced
mp

dependence en T is observed. For fill gases of He: Ar (51.8:48.2) and Argon (100),
a dependence on T is observed at all values of D In Figures 34 through 38mp.
(ISM-II),H is seen to increase with increasing temperature for all values of

g
D ranging from 4.1 to 26.3 pm and for all gas compositions with the exception

mp
of the He:Xe (89.8:10.2) and He:Ar (51.8:48.2) gases at D 4.1 pm (sample=

mp

pair: DUO -40; Zr4-25) as seen in Figure 34. When D = 5.6 pm (sample pair:
2 mp

DUO -25; Zr4-25), Figure 35, this effect is not observed, nor is it observed in
2

Figures 36 and 37 where D = 10.5 pm (sample pair: DUO -25; Zr4-25) and Dmp "mp 2

11.5 pm (sample pair: DUO -40; Zr4-25), respectively. The behavior of H at
2 g

.
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g mp

D = 4.1 pm (Figure 34) is attributed to possible interactions among the fac-mp

tors of GC, Dmp, ISM, and I. A discussion of interactions is made in a later
section. In Figure 39 (ISM-I), H is again seen to increase with increasing T.

g

In all cases, with its exceptions as noted earlier, H is found to increase
g

with increasing temper:3ture. The two-factor interaction between T and GC can be
seen in Figures 30 to 39 by noting that the dependence of H with increasing T

g
is defferent for the different gas compositions.

5.3.5 H, Versus T for Various ISM
u .

.

The dependence of H on T for various ISM sample pairs is shown in Figure 40
g

for a Helium (100) fill gas at 0.103 MPa. At D values of 20.7 pm (ISM-I), -

mp
.

S
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FIGURE 38. H Versus Temperature for ISM-II Surfaces Separatedg
by a 26.3 um Average Mean-Plane Gap

24.6 pm (ISM-III), and 26.3 pm (ISM-II), H is seen to exhibit the same depen-
g

dence on T for all three surface morphologies. At smaller values of Dnip '

E 6 pm (ISM-II) and 2.7 um (ISM-III), a change in the dependence of H on T isg

observed where the ISM-II sample pair exhibits a greater dependence on T than
the ISM-III sample pair. A two-factor interaction between T and ISM is apparent
at D values less than approximately 10 pm; whereas, at larger values of Dmp "Ump
such interaction is apparent. A discussion of this observation is given in the
next section.

5.3.6 Summary of H Resul ts
g

In Sections 5.3.1 to 5.3.5, H is seen to depend on the variables of D
g mp'

T, ISM, and GC. In addition, two-factor interactions are observed among the

variables and are sunmarized in Table 10.-
.

The interaction between D and T, ISM, and GC is an indication that the
mp

thermodynamic state of the system is not at equilibrium with respect to the
,

.
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TABLE 10. Observed Two-Factor Interactions

Observed
Two-Factor
Interaction Section Comments

D - ISM 5.3.1 Most pronounced below 20 pm
mp and at higher temperatures

D - GC 5.3.2 Only for Helium (100); D*Pmp
<10 pm

D -T 5.3.3 Only for Argon (100):Dmp
<10 pm mP

. T - GC 5.3.4 Only at D >10 pm
mp

T - ISM 5.3.5 Only at D <10 pm
mp

'

,,.n

) " * .
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MPa; D = 2.7, 5.6, 20.7, 24.2, and 26.3 pm

mp

physical quantity D at various conditions summarized in Table 10. This find-
mp

ing is to be expected in that the gap conductance is not directly related to the
physical separation between surfaces in close proximity. When the temperature

jump distance is approximately equal to or greater than the separation distance,
the imperfect exchange of energy between the molecules and surface needs to be

considered. The two-factor interaction between D nd ISM, GC, and T indicates
mp

that the surface roughness, gas composition, and temperature are factors that
must be accounted for when relating the gap conductance to the physical separa-

tion distance. The manner in which the factors of ISM, GC, and T interact with

U are examined in the next section.
mp
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5.4 GAP CONDUCTANCE MODELS
~

5.4.1 Computation of Gap Conductance

The dependence of H on temperature, gas composition, and gap width at a
g

* fixed gas pressure can be calculated from the relationship

Kgas
(16)H =D + 91*92g

mp

where D is substituted for the " ideal" separation distance and g
mp j and g2 the

respective TJD at the UO and Zr4 surfaces. The temperature used in calculat-
2

ing Equaticn 16 can be taken c; the mean temperature of the experiment since
the MPD technique involves transient temperature measurement where the AT is
no more than a few degrees Kelvin (Section 4.2), and, that in the MLD measure-
ments H was found to be independent of AT gap over the range of 2 to 50 K
(Appenoix F). Furthermore, if the accomodation coefficients at the U0 nd

2

Zr4 surfaces are considered to be equivalent, Equation 16 may be approximated
as

H QKgas!(O +2) N)9g mp

where

9=91=92

The quantity g can be determined from various TJD models (Table 2). The

thermal conductivity of the gases and mixtures can be determined from the MATPRO
relationships 0) for calculating the thermal conductivity of a monatomic gas
and gas mixture. Accordingly, the thermal conductivity of the individual rare

gases based on the correlated work of Gandi and Saxena(57) are:.

.

O

% I
,

./ c'[,,l. ,

! ,
,
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T .6680
. = 3.366 x 10-3K Hellum

T .701 (56)
--4 0

K = 3.421 x 10Argon
K = 4.0288 x 10 T

Xenon
.

where T is in degrees Kelvin and K has units of W/m - K. The conductivity of a

gas mixture is based on the work of Brokaw( ) and can be determined from:

n K.

f' mix " 1=1.

n x.
1+ {g j

J=1 1

j/i

where

- -

(M; - M )(Mj - 0.142M )j j
1 + 2.41 (57)?jj = t jj

(Mj + M )2
_

j

and

_
2

1 + \
- j )l/2 (M )l/4/K'

\-j II

. . = 1- ~L|- Y* -

3/2 f + M V- /2'1J j
2 i l l

\ g/J

and

n = number of components in mixture

m = molecules weight

x = mole fraction ,

K = thermal conductivity as given by Equation 56
.

The accommodation coefficient (a) used in the model calculation is based ,

on results by Ullman et al (59) who measured the accomodation coefficients of
.

I
p
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Helium and Xenon on UO nd stainless steel. The data span the temperature
2

range from 500 to 1000 K. The dependence of the accommodation coefficient with-

temperature can be expressed (10) as:

.

= 0.425 - 2.3 x 10-4T (58)a
He

= 0.749 - 2.5 x 10-4T (59)a
Xe

where T is the average interface temperature (Kelvin). Calculation of a mix
and a for other gases (i.e., Argon) are computed using a linear extrapola-j

He "d # e based on molacular weight. The effective moleculartion between a
X

weight of the gas mixture is:

[fM (60)j$
1

where f is the mole fraction of species i. Justification for this procedure isj
given in Reference 10.

The free molecular heat conduction as given by Equation 12 can be con-
veniently expressed as

H = C GP 2_73-
2-a (61 )g

where

hC = 18. 746
-7

-2 -I -lis expressed in units of W m deg Pa Values of c for Helium and Argon..

have been reported (42) as 2.19 and 0.693, respectively.

,
The value of the accommodation coefficient for Helium and Argon are deter-

mined according to Equations 58 through 60. r c. 7 1<,
J , t. ;, 0

,

5.23
i



.

5.4.2 Comparison of Predicted to Experimental H Results
g

Based on the mathematical relationships and assumptions described in the '

previous section, the gap conductance using various TJD nudels can be calculated
at conditions of temperature, gas composition, gas pressu e, and gas separation ,

consistent with the measurement of H under the experimental conditio S in this
g

study (Appendix D and E). In the following sections graphical comparison of
predicted H to experimental results is made along with appropriate discussion

g

on the following: effect of the definition used for the physical gap separa-

tion; comparison of the TJD models, changing fill gas composition, influence of
temperature, effect of the absolute value of the accommodation coefficient.

5.4.2.1 Effect of the Definition Used for the Physical Gap Separation

pp (peak to peak asperity separation);In Section 3.2.2 the definition of D

mp (average mean plane separation) and D (average valley to valley separa-D

tion) were introduced. As D is the minimum physical separation distance
pp

between two surfaces, the nuximum physical separation between two surfaces can

be represented by D The quantities D and D are definea to be.y pp yy

D =D + 2.5 (CLA) + CLA ) (02)2

D =D - 2.5 (CLA) + CLA ) (63)pp mp 2

where CLA) and CLA are the center line average of the UO nd Zr4 surfaces and
2 2

D as defined by Equation 47. From inspection of Equations 62, 63, and 47, it

is apparent that D >D >D when nonideal surface geometric conditions are
pp

present. The extent to which the definition used for the separation distance

affects the predicted value of H can be shown by plotting the predicted H
g g

(i.e., Equation 55, GAPCON-THERMAL II TJD MODEL) deviation from experimental

results [(Hg (model) - H )/H ] versus H . These calculations are shown in Fig-
g g g

ures 41, 42, and 43 for the gap separation as defined by D ,Dpp, and Dmp'
respectively. In these plots, no delination is made among the various inter-

,

facial surface morphologies. In Figure 41, the use of D in Equation 55 is
yy

found to result in a conservative estimate for the gap conductance as seen by
.

I

k'g
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.

the clustering of calculated results below the line of zero deviation. The

definition of D implies that the solid surface asperities have the same ther-yy

mal properties as the fill gas; whereas, the definition D implies that the gas
pp

molecules contained within the valley regions below the plane defined by the
three highest peaks on each surface possess the same then11al property character-
istics as the solid. In Figure 42, the use of D in Equation 55 results in a

pp
positive (nonconservative) departure from the line of zero deviation. The

results for the ISM-I (coarse) surface are seen to cluster at negative values.
This occurs as a result of the predicted H acquiring a negative value since D

g pp

will be negative when 2.5 (CLA) + CLA ) > D nd |Dpg|>2. The ISM-I results
2 mp g

demonstrate the inappropriateness of using D as a definition of the gap separa-

tion distance.
'

The definition of D implies that the gas contained in the region below
mp

the mean plane of separation has the same thermal properties of the solid;
whereas, the solid contained in the region above the mean plane of separa-
tion has the same thermal properties of the gas. The results of these

.

\
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calculations are shown in Figure 43 and are seen to cluster below the line of
'

zero deviation. Insertion of D int Equation 55 results in a conservative
mp

estimate for H . For example, of the 230 datum points shown in Figure 43, only
g

D0 of the model calculated points are seen to lie above the line of zero devia-.

tion. The assumptions of D = d(ideal), gj = g2, and that the calculatedmp
acconmodation coefficient is the same as the experimental value are considered
responsible for the conservative results shown in Figure 43.

5.4.2.2 Comparison of TJD Models

The genera! influence of the TJD model in predicting the gap conductance
according to Equation 55 is shown in Figures 44, 45, and 46 for the Kennard,
Lloyd, and GAPCON-THERMAL II TJD models, respectively. The quantity D is

mp

used in these calculations. The general features revealed in Figures 44 through
46 show that the manner in which the accommodation coefficient is expressed in
the TJD model will exert an influence on the predicted H . In Figure 44, the

g
accommodation coefficient in the Kennard TJD model is expressed as (2-a)/a;
whereas, in Figure 45, the accommodation coefficient in the Lloyd TJD model is

+11% -
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expressed as (1/a). The predicted gap conductance using the Lloyd TJD model
shows a skew to more positive (i.e., nonconservative) values at higher H*

9
values. However, as shown in Figure 46, this effect is corrected in the GAPCON-
THERMAL II TJD Madel by inclusion of an empirical correction factor of 1.8

,

[i.e., g(GAPCON-THERMAL II) = 1.8 g(Lloyd)]. In addition, the factor 1.8 in the
.

GAPCON THERMAL II Model results in a more conservative estimate of H than the
g

Kennard model as comparison of Figures 44 and 46 will reveal.

5.4.2.3 Changing Fill Gas Composition

The influence of the fill gas composition enters the expression for gap

conductance, Equation 55, in two ways: first, as the thermal conductivity of

the 9,s and second, through the expressior for the accommodation coefficient.
The dependecce of the predit.ed H c;i K will be the same for all TJD models.

g gg
but will diffor according to the manner in which the accommodation coefficient

is expressed. Comparison of H to Equation 55 using the GAPCON-THERMAL II,
g

Lloyd, and Kennard TJD models is shown in Figure 47 where H is plotted versus
g

-
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mole % Argon (or Xenon). The MPD ISM-II H data shown was obtained at a value
g

of D = 11.5 pm at 473 K. For all TJD models Equation 55 predicts a nonlinear -

mp
decrease in the gap conductance with either increasing mole % of Argon or Xenon.
Agreema t of Equation 55 to the H results is seen for only the Helium 100% and

g ,

He:Xe (89:11) gas mixtures. At concentrations greater than 50 mole % Argon (and
Xenon), Equation 55 is found to underpredict H by %30% at Argon 100%. These

g

riifferences may be accounted for if the computed value of the acconmodation
coefficient were less thar the actual accommodation coefficient.

5.4.2.4 Iniluence of Temperature

The influence of temperature on the predicted H is accounted for in Equa-
g

tion 55 in three ways: first, as a square root dependence in the expression
far the TJD (Equation 8); second, in terms of the expression for the thermal
conductivity Jf the gas (Equation 56); and third, in the calculation of the
accommodation coefficient (Equations 58 through 60).

In Figures 48 and 49, H versus temperature is plotted for the MPD ISM-II
g

sample pair at D = 11.5 and 26.5 pm, respectively, along with the Lloyd,
mp

Kennard, Loyalka, and GAPCON-THERMAL II TJD models. Symbols for various

fil: gas compositions are also given in the legends.

At T = 673 K, the value of 29 will range from 6.56 to 11.82 pm [ Helium
(100)]; 2.36 to 6.46 pm [He:Xe (51:49)]; and 1.97 to 3.56 pm [ Argon (100)] for
Lloyd, Kennard, Loyalka, and GAPCON-THERMAL II TJD models. Since D %2 '9mp

the differences among the TJD models are apparent as inspection of Figures 48
and 49 shows. In general, the TJD models predict an increase in the gap con-
ductance with increasing temperature with a broad maximum at elevated tempera-
tures, shif ting to higher temperatures with a decrease in the thermal conductivity
of the fill gas. However, the temperature dependence credicted by Equation 55

for the various TJD models is not substantiated by the H results. For instance,
g

the H dependence on temperature for Helium (100) in Figure 48 is different
g

than predicted by Equation 55 using any of the TJD models. For gases of lower
.

thermal conductivity [i.e., He:Xe (51:49)], the H dependence is similar to
g

that predicted by Equation 55.
.

$
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5.4.2.5 Absolute Value of the Accommodation Coefficient

Equation 55 will be sensitive to the value of 29 whenever Dmp ( 2g and the
value of g) + g2 will increase directly as the square root of T. However, the

increase in g with temperature is initially compensated for by the absolute
value of the accommodation coefficient at lower temperatures. As temperature is

increased the compensating effect of the accommodation coefficient will depend
on its terperature dependence (e.g. , Equations 59 and 60). In an analogous

manner the experimental results are expected to vary depending on the conditions
of experiment and the temperature dependence of the accommodation coefficient.

The effect of the accommodation coefficient on the absolute value of the
gap conductance can be illustrated if it is assumed that for a given value of H

9
the corresponding value of D is unique. Using Equation 55 and the Kennard or

mp

Lloyd TJD model, a model dependent accommodation coefficient can be determined

using the H results at D = 19.4 and 26.3 pm for the respective ISM-II and
g

III sample pairs.
-

.
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The accommodation coefficient determined in this manner for a Helium fill
gas is plotted versus temperature in Figure 50. A similar calculation can also

,

be made on the basis of a free molecular model (Equation 61) using values of H
g

at D = 5.7 and 2.7 um. Also shown is the accommodation coefficient reported
" by U man et al.(59) and approximated (10) by Equation 59.

.

The experimental trend in the model calculated a is found to increase
He

with increasing surface roughness (i.e., ISM-III to ISM-II) and to increase with
increasing temperature for all models. The absolute values of a at 293 K

He
were also found to be in reasonable agreement with a value of 0.3 obtained by

MODE L D
mp

0.6- o ISM ll KENNARD 26.3 p m
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Loyalka for a on a Zr4 sphere. The results by Ullman et al., however,
He

indicate a decrease in a with increasing temperature. This difference in -

He

the temperature dependence of a is attributable to the fact that the Ullman
He

et al. measurements were performed under vacuum conditions, while in this
,

,
study measurements were performed near atmospheric pressure.

Also shown in Figure 50 are the reported results by Jody and Saxena(60)
for a n p rtially gas-covered platinum in the temperature range 300 to 1400 KHe

as calculated from results obtained using a constant power method. In these
measurements the variation in a was attributed to changing surface conditions

He

as the accommodation coefficient on pure metals is a very weak function of tem-
perature. Desorpsion of weakly held adsorbate particles and rearrangement or
mi.jration of adsorbate particles within the surface layer can cause a pronounced

temperature dependence. The rapid increase in aHe, seen in the range 500 to
775 K, was attributed to diffusion of gas adsorbates from the bulk to the
surface and/or oxidation of the platinum surface in the temperature range
700 to 1400 K. Thus, if an appreciation for the differences in specimen surface
condition, atmospheric conditions and assumptions made in the use of Equa-
tion 55, an account for the differences between H and the predicted gas

g
conductance can be m'de through this absolute value of the accommodation coeffi-
cient above, i.e., adjustment of the calculated value of the accommodation

coefficient in Equation 55 can bring the calculated H values into agreement
g

with experiment.

5.4.2.6 Convergence to the Free Molecular Limit

In Section 3.2.5 a discussion is given on the manner in which the gap con-
:tance may be expected to behave when the separation distance between two

surfaces is reduced to zero (e.g., Figure 4). Three expressions for the gap
conductance are examined (i.e., Equation 7,14, and 15) to which consideration
of the behavior of the gap conductance is made in respect to the value of the
" free molecular" accommodation coefficient being equal to, less than or greater
than the value of the accommodation coefficient when a continuum regime is

.

present. The purpose of this section is to examine the H results to determine
g

if the accommodation coefficient and/or free molecular gap conductance, H '

FM'
will exert a first order effect on H . sil9 s' .

- j-
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Examination of H in relation to convergence to the free molecular limit
g

can be made by plotting the reciprocal of H versus D as shown in Figures 51-

g mp

and 52 for Helium and Argon fill gases respectively at 473 K. The gap conduc-

,

tance expression as given by F;oation 55 is represented in these figures as a
straight line of slope 1/K The intercept at D = 0 will depend on the TJDgas. mp

model, i.e., Kennard, Lloyd, GAPCON-THERMAL II. Equation 55 reduces to the

free molecular expression (Equation 61) exactly for the Kennard TJD model and
is shown by the horizontal line in Figures 51 and 52.
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The ISM-II H results shown in Figures 51 and 52 do not indicate the pres-
g

ence of a significant departure from the slope of 1/K within the 3a experi-
gas

mental H and D uncertainties. The ISM-III H results for Helium (Figure 51)
g mp g

indicate that departure to lower H values with :reasing Knudsen number (i .e. ,
g

KN > 0.05) may be real. However, the effect appears to be overpowered by the .

increasing surface roughness (ISM-II) or increasing Knudsen number (Figure 52

Argon fill gas). It appears, therefore, that the manner in which convergence to-

the free molecular limit is achieved is a second order effect at least when the
-

Knudsen number is less than 0.1.
,
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The ISM-I results shown in Fioures 51 and 52 are seen to approach or exceed

The fact that the ISM-I H result atgas /0mp. gthe limiting case where H =K*

g

D - 33.0 pm falls be. low the limiting case is a strong indication that the use
mp
of the one-dimensional distance parameter D is not sufficient to uniquely

mp,

describe the multi-dimensional gap geometry of two nonideal surfaces in close
proximity. The reader will recall that both H and D are independently

g mp

determined experimental quantities. It is clear from inspection of Figure 2

and the accompanying discussion that the problem of defining a " nonideal gap"

is complex. The experimentally determined value of Dmp (Section 4.2.4) is
based on the definition of the averaged mean plane of separation (Section 3.2.1).

If the definition of D w re relaxed and the experimental value of the physical
mp

separation distance taken as D , r example (e.g. , Equation 35 where y) anda

y2 are set equal to zero), this would result in a lowering of the ISM-I, II,
and III D values by 19.3, 3.2, and 0.29 pm, respectively (Table F-7), For

mp
example, in Figures 51 and 52, the ISM-I H results plotted at D = 20.7 pm

g mp

would now be shifted to the left to a value of Da " l*4 U*'

5.5 CONTACT CONDUCTANCE RESULTS

A scoping study was performed using the MLD apparatus to investigate the
effect of contact pressure (0 to 14.68 MN/m ), surface roughness (ISM-I and II)

and surface error of form on H . Inf rmation was also acquired under Argon
c

atmospheric conditions (0.172 MPa) to measure the total gap conductance H 'T

This information was obtained for the purpose of comparison to the reported
results of Ross and Stoute,(29) Dean,( 0} and Rapier,( 0) and was acquired in

a manner which would bridge the differences in previorly reported contact
pressures.

The results of this scoping study are shown in Figure 53 where Hc(rH)T

is plotted versus applied contact pressure at an approximate interface tempera-
ture of 680 K. The results for Block 0 (ISM-II), Block 1 (ISM-II), and Block 2

~

(ISM-I) are shown with conditions of experiment appropriate to the datum symbols
given in the legend. Additional information or cor,ditions of experiment (e.g. ,

gap) or corrections to the data (radial heat loss) are located in Appendix E.AT,

The error bars about each datum rerresent the 30 uncertainties associated with
.
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each determination (Appendix C). The H results for all blocks show an increase
c

in H with increasing pressure from 0.043 to 14.68 MN/m . The value of H at.

c c
4 4 20.043 MN/m ranges between 0.01 x 10 to 0.025 x 10 W/m -K; whereas, at

4 214.68 MN/m the results range from 0.21 x 10 to 0.63 W/m -K. The intioduction
.

of Argon gas improves the interfacial conductance most significantly at lower
contact pressures but this contribution decreases with increasing contact pres-
sure.

The effect of surface roughness on H can be seen by comparison of the
c

Block 1 (ISM-II) and Block 2 (ISM-I) test results. The ISM-I and ISM-II sample

pairs exhibit a similar dependence on applied pressure. The Block 0 (ISM-II)
and Block 1 (ISM-II) results on the other hand show a different dependence on
applied pressure. The Block 0 results are in general higher than the Block 1
results and exhibit a greater dependence on applieJ pressure. This is attri-

buted to the difference in " error of form" between these sample pairs as inspec-
tion of Figures F-9 and F-10 ( Appendix F) shows, rather than the surface rough-
ness.

Comparison with the reported results by Ross and Stoute, Dean, and Rapier
is made in Figure 53. The H results are in agreement with the H resul ts

T T

reported by Dean at 1 atmosphere of Argon. On the other hand, the H ISM-I
c

results at lower contact pressures are below that reported by Rapier (whose
value of H approximately corresponding to the surface roughness of the ISM-Ic
sample pair is indicated) by about a factor of 2 and by about a factor of 5 for
the ISM-II sample pair. The reason for these differences is attributed to dif-

ferences in mating error of form which will determine the number of initial

interfacial contact points and hence the initial value of H . At high contact
c

pressures the Block 1, 2, and 3 results are in apparent agreement with the
reported results by Ross and Stoute (sample pair No. 7).

5.6 CONTACT CONDUCTANCE MODELS
.

As outlined in Section 3.3, two main approaches have been taken in develop-
ing models to predict H as a function of applied contact pressure. The firstc

.

O

)

| c'. c95.39 "'4

e



approach emphasizes the surface roughness and elastic / plastic deformation of
micro-asperities and results in a general expression of the form -

H = C K F(L and/or R )-(PA/H) *

c m 5 $ 2m -K

where the various terms have been defined previously in Section 3.3 and listed
in convenient form for various models in Table 3.

Values of K are computed using the thermophysical property relationships
m

listed in Appendix A. The temperature at which Equation 17 is evaluated is

taken to be the approximate mean temperature at the interface region of the
experiment (e.g. , 660 K). The values of L and R j (i.e. , CLA ) for the variousj j
MLD specimc-ns are derived from the Talysurf-4 profilometer traces and are listed
in Table 11.

The Meyer's hardness is taken to be the value reported by Peggs(02) for

UO and Zr2.
2

The second theoretical approach developed by Dundars and Panek(49) empha-

sizes the viewpoint that the contact resistance is dependent primaril.y on the

surface waviness and surface deformation. The contact conductance :- given by
the reciprocal of Equation 19

h = CR = (h+h) log [ sin (hc)] (19)
c 1 2

TABLE 11. Relevant MLD Specimen Surface Parameters

Peak
CLA to Peak Initial Half Wave- Amplitude

Block ISM DU0 ZR-4 L)_ Lg -2- O 1 ngth UO2 -2
U0

0 II 1.6 0.4 70 30 7.6 3000 20

1 II 1.6 J.4 70 30 3.6 3000 12 -

2 I 14.4 4.5 160 110 21.8 -- --

.

9

9
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This expression was evaluated for the MLD Block 0 (ISM-II) Block 1 (ISM-II)
sample pairs assuming that the mean interface temperature of the experiment*

was 660 K. The amplitude of the sinusoidal gap (b) and the half wavelength
(t) are given in Table 11 and are approximated from the surface error of

,

forms given in Appendix F. Poisson's ratio for U0 and Zr4 are taken to be
2

0.35(63) and 0.25,(64) respectively. The uniaxial compliances in plane strain
2 2(63) and

Zr4,(64) 2) are taken to be 4.903E-12 and 1.219E-7 m /N for UO(S).and S
respectively.

Comparison of the Centinkale and Fishenden, Dean, Fenech and Rohsenow,

Mikic/Todreas, Rapier, Ross and Stoute, and Shlykov contact conductance
models to the Block 2 (ISM-I) results is shown in Figure 54. The Mikic/
Todreas model is seen to be in the best agreement with the Block 2 (ISM-I)
results, especially in the range from 1 to 7 MN/m . This model, however, under-

estimates H at lower contact pressures 0.04 to 1 MN/m and higher contact
c

pressures 7 to 14.68 MN/m The Ross and Stoute model underpredicts H ; whereas,
c

the other models are seen to overestimate H , at contact pressures above ml MN|m .
c

In Figure 55 comparison of the models shown in Figure 54 (which the addi-
tion of the Dundurs and Panek model) is made to ,the Block 0 (ISM-II) and Block 1

(ISM-II) results. Within the 3a H experimental uncertainties the Mikic/
g

Todreas model is in excellent agreement with the Block 0 results. However, the

same model overestimates the Block 1 results. The Dundurs and Panek model is in
agreement with the Block 0 results over the range of contact pressures from 2 to
14.68 MN/m , but overestimates the results at lower contact pressures (0.043 to

2
2 MN/m ). The Dundurs and Panek model is not seen to be in agreement with the
Block 1 results. However, it does predict correctly a decrease in contact
conductance with decreasing surface error of form amplitude. In addition,

2the model predicts a crossover in the Block 0 and 1 results at 3.8 MN/m whereas
2

the data shows a crossover beNeen 0.1 and 0.25 MN/m . The Ross and Stoute

model overpredicts the Block 0 and 1 results; whereas, the remaining models are
2' seen to overestimate H at contact pressures above %0.4 MN/m .

Assuming that the contact pressure is proportional to the applied pressure
- raised to exponent (i.e., H cx PA"), determination of this exponent from the H

c c

.
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results can be performed and comparison to the exponent used in various models
made. This comparison is shown in Figure 56 where N is plotted versus applied '

contact pressure. The experimental value of N for the different Blocks is

determined from the change in slope between various H determinations on the
c ,

first increase in pressure. The value of N use in the models listed in Fig-

ure 56 is shown as lines appropriate to the models listed in the legend. The

value of N is seen to increase as a function of increasing pressure for all the

sample pairs measured. For Block 0 (ISM-II), N exhibits a straight line depen-
dence increasing with increasing pressure from 10.5 at lower pressures to sl.35

2
at 12.7 MN/m . However, the value of N calculated from the Block 1 and 2

results does not show a similar dependence of N with increasing pressure. The

H a(PA)"( ASSUMED)
- C

FIRST INCREASE IN CONTACT PRESSURE --- CET I NK ALE-F IS HENDEN

o ISM 11 BLOCK 0 ..- ROSS AND ST0UTE

2.0 -

a SM 11 BLOCK 1 -_ _ __ MIK lc - TODREAS

o ISM l BLOCK 2 -- RAPIER et.al.
a
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FIGURE 56. N Versus the Applied Contact Pressure. The experimental results
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results indicate that N does not have a unique value; but rather will vary with

pressure and surface conditions. Thus, the assumption that N has a fixed value'

is incorrect. However, this point has been considered in the Mikic/Todreas
model and the approximation of the value of N = 0.5 between 0 and 6.9 MN/m and,

2N = 1.0 at pressures above 6.9 MN/m is seen to be a good first approximation to
the experimental results of this study. The agreement between the Mikic/Todreas
model and H as noted earlier in Figures 54 and 55 is attributed to the afore-

c
mentioned approximation.

The rssults of this study suggest that the surface waviness tray exert a
first order effect(21) on determining the magnitude and pressure dependence of
the thermal contact conductance. The controversy over the covert exponent N in
the relationship between the applied pressure and the hardness of the cladding
[i.e., (PA/H)"] would cease to exist if the hypothesis put forth in the Dundurs
and Panek model is found to be correct since the (PA/H)" relationship does not

enter into their model. Additional experiments are needed however to substan-
tiate or refute the necessity for inclusion of the surface wavelength in any

model describing the contact conductance between UO and Zr4.
2

-

9
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6.0 CONCLUSIONS AND RECOMMENDATIONS

.

6.1 EXPERIMENTAL TECHNIQUES

6.1.1 MPD Mea;urement Technique,

The MPD measurement technique and apparatus described is capable of mea-

suring the thermal gap conductance between two surfaces in close proximity under
a variety of experimental conditions. Data has been acquired at temperatures
ranging from 293 to 873 K for various fill gases, surface morphologies, and
separation distances. The mathematical description of experiment satisfaction
of the mati,ematical model boundary conditions was achieved by minimizing poten-
tial sources of indeterminate experimental error, i.e, radial heat losses,

i.hermal shunting through the spacers, and laser induced buckling of samples.
Sources of determinate error were minimized through the use of well-character-
ized specimen thermal and physical property data and the use of experimental and
computer techniques to enhance the temperature transient signal to noise ratio.
The MPD technique cannot be used to measure H primarily due to the difficulty

c
in applying suitable contact pressures to the specimens.

The MPD technique can be used to measure H at gas pressures above atmo-
g

spheric by t"e use of an autoclave. However, attention must be given to the
elimination of heat losset at the outer specimen surfaces that would occur from
gaseous convection within the autoclave. Enclosure of the specimens within a
quartz or sapphire container maintained in an isothermal temperature zone would
reduce the potential of this effect.

6.1.2 MLD Measurement Technique

The MLD measurement technique and apparatus is capable of measuring H , H '
g c

and H . The double guarding system is effective in maintaining an outer radial
T

temperature gradient which minimizes the corrections to the data arising from
radial heat losses. In addition to the requirement of accurate thermal and

- physical property data on the specimens used, care is needed in thermocouple
selection and accurate positioning. The major source of error in this techni-

que, is the determination of AT This can be reducea by maximizing AT by
-

gap. gap,

increasing the heat flux.
.

6.1
~
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6.1.3 Gap Measurement Technique

The description of the " gap" between two non-ideal surfaces in close proxi- '

mity is a difficult problem both in its definition as well as its determination.

Knowledge of the separation distances between two surfaces in close proximity,
,

whether ideal or non-ideal surfaces are involved, is essential to a meaningful
measurement of H or H . The optical height gage technique used in this study

g T

Can provide precise and accurate data on a surface geometry relative to an
optical flat. The use of welded spacers allows a fixed plane to be maintained
above the Zr4 surface. Referencing the optical height gage surface measurements
of the CO to the plane defined by the welded spacers can provide information on

2

the interface gap geometry. However, it should be noted that the gap geometry

determined t,y the 19 points (Da)$ in the study is not necessarily sufficient to
uniquely define the gap geometry under non-ideal surface conditions.

Additional information is considered necessary if an adequate description
of the interface geometry is to be obtained. The use of a Talysurf profilometer

coupled to a data acquisition system can be used to acquire more data on the
respective surfaces. The use of various stylus heads and cutoff wavelengths will
alse allow the determination of interfacial separation distance over various

wavelengths of the surface. Information of this type would be useful in arriv-

ing at a gap geometry function relating a non-ideal separation geometry to one
that is ideal (i.e., one dimensional). The use of a device that would allow the
separation of two surfaces in-situ may be a better method than using welded
spacers. Such a device, however, may not be practical considering the necessity
of maintaining a uniformly parallel surface separation geometry, the gap dis-
tances involved (e.g., microns), and the precision required (e.g, 0.1 pm)

at narrow gaps.

6.1.4 Specimen Preparation

The surfaces of specimens used in this study all were created by grinding
and polishing on optically flat surfaces with sic or Al 0 particles. This

,23
method was found to be incapable of consistently reproducing surface flatnesses
(error of form) of less than approximately 1 pm. Considerable improvement in

the sample surface flatness and in the ability to impart specific surface
*

.

%g
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waveforms on the specimen surfaces could be achieved with the use of high
precision diamond tool machining techniques. Surface flatness on the order of

,

SE-10 meters have been claimed for soft materials such as copper and aluminum,

however, the feasability of utilizing such techniques to machine hard ceramic
materials such as UO nd metals such as Zr4 needs to be established.*

2

6.2 INTERFACIAL HEAT TRANSFER

6.2.1 Gap Conductance

The gap conductance between UO nd Zr4 was measured using a transient
2

(MDD) and steady state (MLD) technique. Comparison of the MPD and MLD results

shows agreement between the techniques within the 30 H and D experimental
g p

uncertainties. The measured gap conductance exhibits a dependence on tempera-
ture (T), gas composition (GC), interfacial surface morphology (ISM), and gap

separation (Dmp). Two factor interactions of D -T, D -GC, D -ISM, T-GC,
mp mp mp

and T-ISM are observed amongst the variables. The interactions of D with T,
mp

GC, and ISM serve to demonstrate that the gap conductance is not uniquely
related to a fixed physical separation distance and that allowance for the

temperature jump distance at the respective interfaces must be made.

Comparison of results to various expressions for the gap conductance was
made. The " ideal" gap conductance expression, Equation 55, was examined for
various definitions of the separation distance, D ,D ,and D and tempera-

ture jump distance models. Computation of Equation 55 using algorithms for the
gas conductivity and the temperature jump distance as applied in the GAPCON-
THERMAL II fuel performance code was made under conditions consistent with
experimental results, i.e. , temperature, gas composition, and average mean plane
separation distance. Comparison of the predicted and experimental H results

g

shows that the GAPCON-THERMAL II TJD model yields a conservative estimate for

H. Comparison of results to the free-molecular model reveals convergence to
g

this limit and also reveals no first order effects due to accommodation coeffi-
~ cient changes or surface roughness within the 30 uncertainties in H or Dg mp-

The results for the ISM-III sample pair shows an apparent departure from the
slope of the reciprocal of the gas conductivity for Helium (100). However, this

,

effect is overpowered by both increasing surface roughness and increasing
Knudsen number.-

6.3 592 131
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6.2.2 Contact Conductance
~

The thermal contact conductance between UO and Zr4 was measured for three
2

sample pairs of differing roughness and error of form. The results show an
increase in H with increasing pressure with the presence of a fill gas (e.g., .

c
- Argon) causing a substantial improvement in the interfacial heat. transfer at

lower contact pressures. The H results on Block 1 (ISM-II) and Block 2 (ISM-I)
do not appear to substantiate the hypothesis that H has a first order depen-

c
dence on the surface roughness. The Block 0 (ISM-II) and Block 1 (ISM-II)
results show that the error of form can effect the dependence of H on the

c
applied load. The MLD results support the reported results by Ross and Stoute(29)

in that convergence of H at higher contact pressures (e.g., 14.68 MN/m ) to
c

the lower pressure results of Ross and Stoute is observed. At contact pressures

similar to that reported by Rapier, ) the H results are found to be below
c

the Rapier results by a factor of 2 to 5 (depending on sample pair). This

difference is attributed to differences in mating error of form. This effect
can alter the number of initial solid: solid contact spots and hence the absolute
value of H measured. The measurements of H are seen to be in agreement with

T

reported by Dean (28) at 1 atm of Argon.the result

Comparison has been made with various contact conductance models which are

based on the assumption that sarface roughness and elastic / plastic deformation
are the dominant factors in predicting the thermal contact conductance.

Of the models examined the Mikic/Todreas(10) model is in best agreement

with the results of the study. Computation of the axperimental factor N in the
relationship H 2(PA/H)" is made and the results show that N will vary as a func-

c
tion of pressure. The recommended values of N suggested by the Mikic/Todreds

2model (N = 0.5, PA < 6.8 MN/m ; N = 1, PA > 6.8 MN/m ) appears to be a good

first approximation. The observation that N is not a constant but varies with
pressure also suggests the H may not be related to (PA/H)" lnne.

c

A new model developed by Dundurs and Panek(49) which considers that the .

contact resistance is dependent on the surface waviness and elastic deformation,
is compared to the experimental results. The similarity in features between

.

1
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this modei and the results (crossover of H with increasing wavelength and con-
c

tinuously increasing value of H with pressure) suggest that the surface wavi-*

c
ness exerts a first order effect in determining the magnitude and pressure
dependence of the thermal contact resistance. The controversy over the covert

,

exponent, N, in the relationship between the applied pressure and the hardness
of the cladding would cease to exist if the hypothesis put forth in the Dundurs
and Panek model is found to be correct since the (PA/H)" relationship does not

enter into their model.

6.3 FUTURE STUDIES

The measurement of H will be extended to higher gas pressures. These
g

results would provide information to test the ability of fuel performance codes
such as GAPCON-THERMAL II to predict the absolute value and dependence of the

gap conductance under condiitions of high gas pressure, temperature, gap separa-
tion, and interfacial surface morphology. The data will be directly applicable
to BWR and LWR operating conditions.

The information will also be valuable in testing the dependence of the
temperature jump distance nodels with increasing pressure and determining the
importance of the spacial gap geometry under conditions of high gas pressures.

Experiments of the accommodation coefficient are also in order. If gener-

ated as a function of temperature, informatiot, of this nature would allow for

the determination of the correct temperature jump distance model from the

results of this study.

Theoretical treatment of the problem of specifying a " gap" under nonideal
conditions is considered necessary. The " gap" conductance cannot be uniquely

determined in reference to a one-dimensional distance perameter called the " gap
distance" except under ideal conditions. The development of a gap geometry

function which considers surface roughness, error of form, wavelength and ampli-
- tude would allow for a more refined and meaningful definition of a " gap" -

' c;.
.) ;: { 1 ,
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8.0 NOMENCLATURE
,

a Accommodation coefficient. (D )i Local separation distance -

a

A Cross-sectional area of a MLD between asperity tips on adja-'

2meter bar (m ), cent surfaces (m),

*
a Accommodation coefficient for D Average gap between asperities

a

an atomically smooth surface. on adjacent surfaces (m).

D Local surface separation dis-
a Accommodation coefficient for jj

gas species "i" in a gas mix- tance (m). (The index refers
to some specific y-z coordin-

ture.

ate.)
a Net accommodation coefficientmix

D Arithmetic average of all D .for a gas mixture. j

b Amplitude of the sinusoidal (Dmp)i Local mean-plane separation

distance.gap used in the Dundurs and

Panek(49) contact conductance D Average mean-plane separation
mp

modr'. distance [ arithmetic average

C Specific heat at constant of all (Dmp}i '
p

pressure (J/ mole - K). D Separation distance between
pp

C Specific heat at constant parallel surface planes
v

volume (J/ mole - K). defined by the three highest
" '

CLA Center-line average roughness
l,2

D Separation distance betweenfor DUO and Zr4, respectively yy
2

(m). parallel surface planes
defined by the three deepest

CR Constriction resistance of an
2

valleys on each surface (m).
interface (m /W).

2d Ideal surface separation dis-

f Mole fraction of gas species'

tance for perfectly smooth and i
flat surfaces (m). "i" in a gas nixture.

1

e
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g1 2 Temperature jump distance at K Thermal conductivity of a
gas ,

the DUO and Zr4 surfaces, gas (W/m-K).
2

respectively (m),
eM Mdih of de

GC Gas composition. insulation used between the '

GP Fluid (gas) pressure (Pascals). meter bar and guard in toe
MLD technique (W/m-K).

h Heat transfer coefficient forj
K Uthe front (DUO ) surface m

2

(W/m -K). (W/m-K).

KN Knudsen number.ti Gap conductance value solved
2

for in MPD analytical tech- KN Local Knuden number.
L

2nique (W/m -K).
Thickness of DU0 and Zr4'1 2 g

|1 Heat transfer coefficient for specimens, respectively (m).
3

the rear (Zr4) surface
L Length of meter bar over

(W/m -K). which energy interchange cor-.

H Meyers hardness of the softer rection is applied (m).
2material (N/m ).

L Peak-ta-peak asperi ty separa-1,2
H Solid-solid contact conduc- tion on DUO nd Zr4 surfaces,

2

tance (W/m -K). respectively (m).

H Gap conductance in the free- M Number of digitized data loca-FM

molecular flow regime tions along a temperature his-
(W/m -K) . tory curve (MPD technique).

2
H Gap conductance (W/m -K). M Molecular weight of atomic

g j

H Total conductance across an species "i" (K / mole).
T

g
2

interface (W/m -K). MLD Modified Longitudinal Design.

H Total gas conductance in the MPD Modified Pulse Design.TR

transi tion regime.
eme Mer of Mlish ,

ISM Interfacial surface morphology. a gas molecule would make

with an atomically rough st.r-
k Thermal conductivity of DUO1,2 2 7

and Zr4, respectively.
face before escaping.

,
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N An exponent determining the R Surface roughnesses (equivalent1,2
- pressure (PA) dependence of the to CLAl,2)"

contact conductance (H }'c S Uniaxial compliance in plane1,2
N Number of rectangular columns strain for DUO and Zr4, respec-.

c 2

used in the calculation of H tively (m /N).
TR.

PA Apparent interfacial contact TM Time (sec).
pressure (N/m ).

T Temperature (K).

qA Uncorrected heat flux in meter
T Gas temperature (K),

l'2 2 gasbar 1 or 2 (W/m ),
T DUO and Zr4 surface tempera-
l'2 2

q Energy exchange between meter
tures (K).

bars and surrounding annular'

T Temperature of a molecular streamguard. y

impinging upon a wall (K).
q) Heat flux into the gap gas from

T Temperature of a molecular streamthe DUO surface (W/m ). R
2

reflected from a wall (K).
q2 Heat flux into the Zr4 surface

T Wall temperature (K).from the gap gas. g

TJD Temperature Jump DistanceHeat loss from back of Zr4gb
2specimen (W/m )' N 30 uncertainty in H or H

H g c

qf Heat loss from front (laser using the MLD technique,

irradiated) side of DUO x Coordinate perpendicular to the
2 2

specimen (W/m ). surface plane.

Q Heat flow per unit area per y Coordinate lying in the plane of
2second across a gap (W/m ). the surface.
2~

q Far field heat flux (W/m ). Z Coordinate lying in the plane
f the surface.

R gas constant (8.31 J/ mole - K).
Zr4 Zircaloy-4

r) Outer radius of inner cylinder
,

in meter bar (m). a Thermal diffusivity of DUO nd
l,2 2

2Zr4, respectively (m /sec).
r Inner radius of outer guard

2
'

around meter bar (m).

,

)h( '
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AT Temperature difference across an 0 Mean energy of a molecualar
7

interface (K). stream iricident on a surface
"

(joule / molecule).
AT Temperature difference between-

G
meter bar and guard (K). O Mean energy of a molecular '

R

stream reflected from a sur-
oX Distance between temperature

f ce (joule / molecule).sensors in MLD meter bars

(m). e Mean energy of molecules
W

within a reflected stream
y Ratio of specific heats, C /C .

p that had reached thermal
(yl,2)i L cal distance from optical

e@l M e M Ge M1
gage probe tip to the surface g

mean-plane on the DUO and Zr4
2

respectively (m).

Arithmetic average of allY l,2

(yl,2), v lues (m).
A Mean free path of a gas mole-

cule (m).

4 Tabulated shape factor depend-

ing on r)/r '2

Q Total fractional uncertainty

in the average mean-plane

separation distance = Q * * EOF'r

t Fractional uncertainty in the
R

average mean-plane separation

distance due to the surface
roughness.

* EOF
Fractional uncertainty in the

average mean-plane separation e

distance due to the surface
error-of-form.
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MPD AND MLD SPECIMEN THERM 0 PHYSICAL

PROPERTY DETERMINATION
,

A.1 MPD SPECIMENS
.

A.l.1 UO Thermophysical Properties
2

Thermal Diffusivity (range: 290 K to 1023 K). The measured diffusivity

data in this study are shown in Figure A.1 and were obtained using the flash
technique and optical detector. These data are the combined results of four
representative UO samples. The data were corrected for thermal exoansion

2
and heat loss effects. Finite pulse time effects were found to be negligible.
A fourth order polynomial curve fit of the data shown in Figure A.1 yielded
the following coefficients:

j= 3.59426E-6a

-9.23546E-9 x (T - 273.16)
+1.36176E-ll x (T - 273.16)2 (A-1)

-8.18246E-15 x (T - 273.16)3
2

+3.51509E-19 x (T - 273.16)4 m /sec.
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FIGURE A.l. Thermal Diffusivity of Depleted UO '
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The residual error in the curve fit was determined to be 1.16E-6 and the
resulting R-square valve was 0.9714. The 3a uncertainty associated with -

Equation A-1 is 1121.

Heat Capacity (range: 300 to 2800 K). Refer to Reference 54 for further -

details.

C 2.288151E+2=

pj
+3.872301E-1 x (T - 273.16)
-8.325954E-4 x (T - 273.16)2
+1.070569E-6 x (T - 273.16)3 (A-2)
-7.778425E-10 x (T - 273.16)
r2.891270E-13 x (T - 273.16)5
-4.080387E-17 x (T - 273.16)6 J/kg - K.

Linear Expansion Coefficient (range: 290 to 2773 K). Refer to Refer-
ence 54 for further details.

L = -2.0701E-4j

+8.4051E-6 x (T - 273.16)
+1.6502E-9 x (T - 273.16)2 (A-3)

+2.6128E-13 x (T - 273.16)3 m/m - K.

Density (range: 290 to 2773 K). Refer to Reference 54 for further
details. The density of UO specimens used in this study was measured at

2

297.1 K and was determined to be 1.0317E+4 kg/m3 (i.e., 94.1% TD). The den-

sity at a particular temperature T was calculated from the expansion:

1. 0317 E + 4 3= - kg/m . (A-4)p)
(1 + L )3j

This approximation assumes the thermal expansion to be isotropic.

Thermal Conductivity (range: 290 to 1023 K). The thermal conductivity .

of UO s.as determined from the relationship:
2

.

jp o) W/m - K (A-5) (3k) =aC
'

,

o
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Impurity Limits for Uranium Dioxide. The milled natural uranium dioxide

used in thi- . oy .as supplied by Exxon Nuclear Company, Richland, Washington..

TI. . . tent was determined to be 0.25 0.005%. The maximum impurity limits

in the as-received powder are listed in Table A.l.
.

TABLE A.l. Impurity Limits for Uranium Dioxide

Limits in ppm by
Element Weight Uranium Dioxide, Max.

Aluminum 500

Beryllium 20

Boron 10

Cadmium 20

Calcium 100

Carbon 150

Chlorine 25

Chromium 200

Cobalt 10

Flourine 50

Iron 400

Lithium 10

Magnesium 25

Nickel 400

Nitride Nitrogen 200

Phosphorus 50

Potassium 200

Sodium 500

Sulfur 300

Vanadium 400

Tantalum 400

Tungsten 100
'

The sum of copper, zinc, silicon, -

and titanium 800

The sum of silver, manganese,
molybdenum, lead and tin 200'

The sum of samarium, europium,
gadolinium, and dysprosium 100"

Cnm
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A.l.2 Zr4 Thermoschysical Properties
.

Thermal Diffusivity (range: 290 to 973 K). The data showri in Figure A.2
Was obtained using the flash technique with an intrinsic chromel-constantan
fast response thermocouple (25.4 um wire diameter). The results were corrected -

for heat losses and thermal expansion effects. The finite pulse time correc-

tion was negligible. Equation A-6 below is a fourth order polynomial curve fit
to the data shown in Figure A.2.

7.25741E-6=
u2

-4.99332E-9 x (T - 273.16)
+2.52369E-11 x (T - 273.16)2 (A-6)
-3.56742E-14 x (T - 273.16)3
+1.86149E-17 x (T - 273.16)4 m /sec.

2

The residual error, R-square, an:13a uncertainty value for Equation A-6 were
determined to be 4.77E-6, 0.845926, and 5%, respectively.
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FIGURE A.2. Measured Thermal Diffusivity Values for Zr4 -
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Thermal Conductivity (range: 290 K to 1073 K). Refer to reference (54)
'

for further details.

k2= 1.39543E+2.

+1.86955E-2 x (T - 273.16)
-7.01687E-5 x (T - 273.16)2
+2.56948E-7 x (T - 273.16)3 (A-7)

-4.34449E-10 x (T - 273.16)4
+2.63369E-13 x (T - 273.16)5 W/m - K

Thermal Expansion (range: 293 to 1073 K). Refer to reference (54) for
further details. Curve fitted to results for specimen containing 0.7 at %

oxygen.

8.4857E-4L =

2

-8.4687E-6 x (T - 273.16)
+1.0077E-7 x (T - 273.16)2
-2.9410E-10 x (T - 273.16) (A-8)

+3.8536E-13 x (T - 273.16)4
-1.8357E-16 x (T - 273.16)5 m/m- K

Density (range: 293 to 1073 K). Refer to reference (54) for further
3

details. p2 at 293 K was taken to be 6.54E+3 kg/m , then

6.54E+3 3kg/m (A-9)=
p2

(1 + L )32

Heat Capacity (range. 293 to 1073 K).

*
Joules /kg- K (A-10)

~

C =

p2 "2 2P

'

Zr4 Ingot Analysis. The MPD and MLD specimens used in this study were

obtained from a single 63.5 mm diameter x 400 mm ingot of Zr4 supplied by,

A.5 g- .a
,
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Teledyne Wah Chang Albany, Albany, Oregon. The ingot analysis, impurity con-

tent, and product chemistry are listed in Table A.2. The thermal conductivity, '

thermal expansion, and density results cited from reference (54) were obtained
in samples taken from this sane ingot.

.

TABLE A.2. Zircaloy-4 Ingot Analysis, Product Chemistry,
and Impurity Content

Im; + -ral pis
ruqusjtia n in Perc e nt

E le + rt Spyt 'op B|s t t o a

5n 1. t e -l.7J ?) 1.2td. 1.279
fe 0.lF-0.24 0.21 0.20

tr -0.13 .12 0.12v

Fe+Cr , 1 0. 37 0.33 0.32s

_

Pro:a em stry, Fiw
._ _ 2 __ __

+

ile en* 5pe _ 1

Sn 1.2J-1./J 1. 31 1.34

Fe 1 ;U . 00 .;ij 2l00
tr ,-l 3c 11 ; 11 ,s

Al 75 45 46

B 0.5 e c .2

LJ 0.5 12 02
C

'
s m3 tJ

io -15 la''

la 53 10 10

"f .'O to 57

H E 7 ,3

*r 5' 25 2b

Ni 70 J5 <35

9 bJ 23 25

5i 12- 66 64

T1 5J c' 25

15. ss 25.

3.5 s.5 0'

_J. p e_1tjes in r'M
_ _

r-

Al 46 4',

8 5 C.. s <

tj 0s 'C..'

71C 4 s s

CO 'l; 10'

Ca s0 13 14

ef .: 57 53'

a a 9 6

. Mn 50 25 25 .

Si i0 35 '35
% - 31 27

Li 123 73 32

it 50 25 25 ,

IJO 25 25.

-J 3.5 J.5
.

b Oa

A.6 J / 2. ; Qy
.
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A.2 MLD SPECIMENS
'

A.2.1 Al 023
Thermal Conductivity. Coors Ad-85 alumina data was obtained from the -

' manufacturer. The information was generated by ASTM C408-58, " Thermal Con-

ductivity of Whiteware Ceramics." This specification specifically states that

materials can only be evaluated up to a maximum of 423 K. The specification

is basically a longitudinal heat flow technique using copper as meter bar
materials and utilizes no temperature guarding. Therefore, guarded measure-

ments were made using a Dynatech Model TCfCM-N20 Comparative Instrument over

the approximate temperature range of 473 to 873 K. Comparing these results
to the literature data yielded the following results: At 473 K, the data

agreed to 2%; while at 873 K, there was a 16% variation in results, with the

literature data being lower than the measured results. This is what would be
expected for an unguarded system. The results of these measurements are shown
in Figure A.3.

12
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.

FIGURE A.3. Thermal Conductivity of Coors AD-85 Al 023
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Over the temperature range of interest, the comparative method yields
results with an accuracy of 25%. This was determined by evaluating a series "

of materials of known thermal conductivity.
.

Thermal Expansion. The coefficient of linear thermal expansion for -

alumina (from 289 to 973 K) was reported by Coors Porcelain Company to be

6.9 x 10-6 m/m - K.

A.2.2 UO
2

Thermal Conductivity. The thermal conductivity of the UO was taken to be
2

the same as that for the MPD specimens.

A.2.3 Zr4

Thermal Conductivity _. The Zr4 thermal conductivity data was obtained from
an EPRI report (NP-524, March 1977). This data was obtained on samples taken

from the same Zr4 ingot from which the MPD and MLD specimens were obtained.

The measurements were performed utilizing a Dynatech Model TCAGM Axial Rod

Instrument. This technique ir an absolute method and accuracies of 22% are
obtainable in the temperature range of interest. This accuracy has been deter-
mined by evaluating standard materials of known thermal conductivity. A poly-
nominal curve fit e..pression to this data can be found in Appendix A, "Zr4

Thermophysical Properties."

A.2.4 Quartz Wool

The insulation material selected for insulating the MLD sample column was

quartz wool, This material was selected on the basis of minimum contamination
possibility with temperature sensors, meter bars and specimens, ease of use,
stability over the temperature range of use, and having a low yet well known
values of apparent thermal conductivity. The quartz wool was packed in the

3annular cavity surrounding the specimens at approximately 130 kg/m . Measure-
ments of the apparent thermal conductivity from 373 to 873 K were carried out
in accordance with ASTM C177-76, " Steady-State Thermal Transmission Properties '

by Means of the Guarded Hot Plate." The results of this evaluation are given
in Figure A.4. ,

.
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MPD TECHNIQUE UNCERTAINTY ANALYSIS

.

Using a procedure described by Kline and McClintock(65) for estimating the

uncertainty of experimental results, the 30 uncertainty in the interface con-
i

ductance, WH , can be defined as:
g

. -

faH )2 l/2n
* ' N (B-1)W

H i=1 (aV i)I9 1
,

_ _

where H is a function of the independent variables, V), V , . . . V *g 2 n

Since no explicit analytical function is available for H , the values of
g

DH /BV were numerically determined by calculating the dependence of H on V
g 5 g j

for perturbations about each V; equivalent to the uncertainty in V . Usingj
this method, the calculated uncertainty (30) inherent in the MPD technique was

found to be % 12%.

As an example of the calculational procedures, Table B.1 below shows the
steps involved in calculating the uncertainty for an arbitrarily selected run

4 2in which H = 0.3538 x 10 W/m _g,
g

TABLE B.l. Example Calculation of Uncertainty in MFD H Determination
g

3H (a) 3H (d )2BH
- 9- 3 x W. l xW i
aV 3V 1 BV iVariable W$ (%) L,$ j j j

X = 1.04E-3 2 2.08 E-5 9.06 E+6 1.88 E+2 3.53 E+4j
X = 9.72E-4 2 1.94 E-5 3.28 E+6 6.38 E+1 1.07 E+32

k = 3.91E+0 4 1.56 E-1 3.24 E+2 5.07 E+1 2.57 E+3j
k = l.96E+1 4 7.84 E-1 1.20 E+2 9.44 E+1 8.90 E+32

a) = 1.23E-6 12 1.48 E-7 -2.28 E+9 3.37 E+2 1.13 E+5, ,

a = 8.05E-6 5 4.03 E-7 -4.32 E+8 1.74 E+2 3.02 E+42

(a) Numerical calculated {( )2 1.94 E+5* =

B.1

592 19
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Then, from Equation E-1,
.

- -

(aH T2 1/2
W * *
H i/9 ( 1

'
-

-

1/21.94 E+5=

-

2

'n'H = 4.40 E+2 W/m -K (3c)
9

cr, expressed fractionally,

x 100% = 12.4%f "

H S E+3
g

$12%

. .

e

.

B.2

c c) j 1 r. r
J/c IJ3
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C.0 MLD UNCERTAINTY ANALYSIS
.

The following is a discussion of the analysis made to determine the 3a
.

uncertainty in the MLD H and H measurements.,

g c

.

C.1 UNCERTAINTY IN ATgap

The standard deviation, AT, associated in determining the temperature
drop AT at the interface may be expressed as

2+ 2
o (C-1)AT = \j T

oo

2/ ( Zr4j( UO

where are the uncertainties in the extrapolated UO and Zr4
T r4 2T O2U Z

interface temperatures, respectively. It is reasonable to assume that the
uncertainty in the interface temperature is no greater than twice the uncertainty

of the thermocouple reading themselves, thus

%2
T t

c

Furthermore, if it is assumed that

T T
UO Zr

2

then from Equation C-1

AT " 2 % 0.5 KT

'

or that

3 % 1. 5 K = W
~

AT AT.

C.1
~

.
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C.2 UNCERTAINTY IN H OR H DETERMIt4ATION
g

According to the procedure described by Kline and McClintock(65) for esti-
- mating the uncertainty in experimental results, one can write the uncertainty

'

in H = H(V), V ' *** v ) as2 n
.

- -

faH 32 1/2n

{i W (C-3)3a =W
_i=1

(gy, 5)I _
=

g g
1

The expression for H or H is given by Equation 25:
g

H or Hc"~ATg

Applying Equation C-3,

_ _

(3g 32 (3g )2 (3g )2 1/2
+ '

kii AT }I
(C-4 )lgWg )|

W
+lgg a) WW=

g
N\ \

2 !
[W-S -)| (-QWA) (-QW \AT

+1 I +i I (C-5)W" = A 2\ AT / (A AT/ (A(AT)2j _
_

The following values of the variables were chosen from the MLD results as a
representative example:

Q = variable W = (0.03) x Qg
AT = variable W = 1. 5 K

AT
2 2A = 5.07E-4 m W = 1.014E-5 m

A

Insertion into Equation (C-5) yields the following expression:

2 0
(5063) + (C-6)W =

H

ep
1

f \v

C.2
,
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Once Q and AT are determined experimentally, W can be calculated. As ang
'

example of the calculational procedures, Table C.1 shows the steps involved in
determining the uncertainty in H for a A10 -Zr4 sample pair under the follow-

g 23 ,

ing conditions:,

Temperature (mean) = 481 K

Gas atmosphere = Helium

Gas pressure = 0.103 MPa

135.0 pmD =

mp

TABLE C.l. Example Calculation of Uncertainty in MLD H or
ri Determination g

c

H , W/m -K Q = HAAT,g
2WT, K x 10-4 Watts W , W/m -K U,%g H

5 0.166 4.20 501 30.2

6 0.166 5.05 419 25.3
10 0.166 8.42 256 15.4
20 0.166 16.8 138 8.3

The results from Table C.1 are plotted in Figure C.1 and can be compared with
Figure C.2 which shows the results for the same sample pair in the Argon atmo-
sphere. Clearly, the 3 3 uncertainty in H increases with decreasing AT. Underg

conditions of high interfacial stresses, the temperature drop across the inter-
face is of ten only a degree or two, which suggests that many of the contact
conductance values published in the literature contain very large errors. This

may, at least in part, explain the discrepancies between much of the reported
thermal contact conductance data.

,

&

e

1 1FO
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MPD EXPERIMENTAL DATA

.

CONTENTS

Pair ISM
'

DUO 2-41:Zr4-32 I .

DUO 2-40:Zr4-25 II

DUO 2-25:Zr4-25 II

DUO 2-33:Zr4-30 III

.

5(12 162-

D.1

.
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Pair Code: DUO 2-41: Zr4-32

ISM-I -

Gas Pressure: 0.103

Specimens in light contact:
2Contact Pressure: 1310 N/m

Average Mean-Plane Gap: D = 20.7 3.2 pm (3c }mp D
mp

2
H (W/m - K) x 10'Temp

K He(100)(a) He:Ar51.8:40.2 Ar 100) .;e :XeT89:11 He:Xe(51:49J
293 0.751 0.405 0.160 0.562 0.297

473 0.984 0.546 0.228 0.778 0.383

573 1.028 0.618 0.255 0.821 0.443

673 1.062 0.638 0.284 0.861 0.498

773 1.138 0.709 0.306 0.895 0.509

873 1.166 0.732 0.314 0.934 0.528

(a) mole:

Specimens separated by spacers:

Gas Pressure: 0.lC3 MPa

Average Mean-Plane Gap: D = 33.0 2.4 um (3mp D
mp

-4
i(W/m - K) x 10Temp H

K He 100)

293 0.581

473 0.717

573 0.764

673 0.829

773 0.844

873 0.847
.

-

5 .L
D.2

.
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Pair Code: DUO 2-40: Zr4-25
* ISM-II

Gas Pressure: 0.103 MPa
.

Specimens in Light Contact:
2Contact Pressure: 1310 N/m

.1 1.8 pm (3 )Average Mean-Plane Gap: D =
mp D

*P(Refer to Results and Discussion Section for
comments on this set of results)

Temp H (W/m - K) x 10-4
2

K TieTTD0 He: Ar(5198:48.2 (a) Ar 100 He:Xe 89:11

293 2.06 0.850 0.521 1.31

473 2.67 1.04 0.660 1.31

573 2.96 1.04 0.886 1.35

673 3.25 1.06 1.11 1.32

773 3.49 0.935 1.15 1.25

873 3.50(b) 0.941 1.17 1.22
4.17(c) -

(a) mole %
(b) 45 min at 873 K
(c) 95 min at 873 K

Average Mean-Plane Gap: D = 11.5 2.4 pm (3 }mp D
mp

He:Ar 51.8:48.2 h(W/m - K) x 10-4
2

HTemp
al Ar(100) He:Xe 89:11) He:Xe(51:49)K He(100

293 1.03 0.571 0.212 0.798 0.388

473 1.22 0.633 0.270 0.913 0.471

573 1.25 0.688 0.288 0.946 0.492

673 1.31 0.716 0.323 0.986 0.522

. 773 -- 0.743 0.340 0.950 0.500

873 1.28 0.706 0.357 0.950 0.51 6

(a) mole %
*

592 1v4

D.3
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Pair Code: DUO 2-25: Zr4:25
*

ISM-II

Gas Pressure: 0.103 MPa

Specimens in Light Contact:
2Contact Pressure: 900 N/m

5.6 t 3.8 pm (3a )Average Mean-Plane Gap: D =
mp g

2 ~4H (W/m - K) x 10 -
Temp

K He (l00) He: Al-(TIT 8!48T21Ta-)AF[lUa) He:Xe[8E8ilo.2)

293 1.30 0.680 0.339 1.06

473 1.62 0.866 0.432 1.39

673 1.84 0.990 0.538 1.53

873 2.10 1.031 0.619 1.77

_

(a) Mole 2.

10.5 ! 6.5 um (3a }Average Mean-Plane Gap: D =
gg D

mp

-4
H (W/m - K) x 10Temp

K He [100) He : Ar(51.b_:48. 2).Ar (100) He:Xe(89.8:10.2

293 1.07 0.598 0.208 0.832

473 1.37 0.693 0.324 1.08

673 1.49 0.783 0.412 1.30

873 1.63 0.820 0.432 1.43

Average Mean-Plane Gap: D = 26.3 2 6.6 pm (33 )mp D
mp

2 4
Temp H (W/m - K) x 10

K He (100) He : Ar [51. b_: 48. 2 )Ar 100) He:Xe(89.8:10.2) ,

293 0.481 0.221 0.080 0.370

473 0.625 0.301 0.115 0.500

673 0.745 0.330 0.152 0.627

873 0.825 0.346 0.177 0.710 fL
SU Jngo

j/ L

D.4
.
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Pair Code: DUO 2-33: Zr4-30

ISM-III*

Gas Pressure: 0.103 MPa
*

Specimens in Light Contact:
,

Contact Pressure: 1770 N/m

Average Mean-P16ne Gap: D = 2.7 i 3.9 um (30 }mp D
mp

2 -4
Temp Hg_[W/m - K) x 10

_

K lie (100 fie : Ar( 51. 8 :48. 2 ', ( a ) Ar(163I

293 1.31 0.717 0.384

473 1.47 0.938 0.481

573 1.55 1.01 ----

673 1.56 1.04 0.518

773 1.48 0.995 0.529

823 1.54 ---- 0.524

873 1.54 1.12 0.534

(a) Mole %.

Average Mean-Plane Gap: D = 8.6 ! 2.6 cm (30 )mp 0

2 -4
H j /m - K) x 10Temp g

K lie 100 He:Xr 51.8:48.2 Ar TT(tot

293 1.01 0.540 0.272

473 1.07 0.629 0.346

573 1.15 ---- 0.387

673 1.10 0.694 0.416

773 1.16 ---- 0.383

. 873 1.17 0.687 0.293
,

C C :) 3 ' 0(I ! i 41, s

D.5
.
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ISM-III
Average Mean-Plane Gap: D = 19.4 2.6 pm (3a }mp D

mp

.

2 -4 '

H (W/m - K) x 10Temp

He(lbO) He:Ar(51.8:48.2)K

293 0.557 0.281

473 0.733 0.396

673 0.836 0.440

873 0.827 0.442

Average Mean-Plane Gap: D = 24.2 1 4.6 pm (3a }
mp D

mp

Temp H (W/m - K) x 10-4
K He 10 He : Ar( 51. 8 : 48. 2

293 0.496 0.242

473 0.666 0.298

673 0.726 0.365

873 0.789 0.a93

. .

,

\ u< 7l.c

C]) [D.6
.
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MLD EXPERIMENTAL DATA

.

CONTENTS

Block Sample Pair ISM,

00 Al203-1: Zr4-1A III
*

0 DUO 2-0: Zr4-0 II

1 DUO 2-1: Zr4-1 II

2 DUO 2-2: Zr4-2 I

.

a

O

E.1 E. c Te 1 ' , C)
J,L | *

.
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TABLE E.1. MLD Experimental Data. Pair Code: AL203-1: Zr4-1A;

Block 00; ISM III. .

Codes (d) Mean % Energy H x 10 2 Error (D) x-4

GC CP D T K AT K 1.oss Q1 h/m-K 10-4 W/m -K2 2

.

1 2 2 477 5.97 0.00 0.163t 0.041
.

1 2 2 481 7.78 0.27 0.166t 0.033

1 2 2 480 9.47 0.10 0.166t 0.027

1 2 2 480 9.54 0.07 0.165t 0.027

1 2 2 676 6.52 -0.39 0.232t 0.054

1 2 2 868 5.67 -0.93 0.244t 0.065

2 2 2 474 39.70 -0.97 0.0226t 0.0012

2 2 2 473 38.82 0.31 0.0231t 0.0012

2 2 2 473 31.78 0. 31 0.0232t 0.0014

2 2 2 474 24.42 0.07 0.0234t 0.0017

2 2 2 658 28.12 -0.50 0.0295t 0.0019

2 2 2 843 26.28 -1.43 0.0308t 0.0021

1 2 1 479 3.61 -0.56 0.486 0.203

1 2 1 480 3.37 0.00 0.492 0.220

(a) Code values (this page only).

Gas Gas Average
Composition Pressure Mean-Plane

(Mole %) (MPa) Gap (pm)

GC 1. He (100) GP 1 : 1.33E-7 D l- 29.8

GC 2: Ar (100) GP 2: 0.103 D 2: 135.0

(b) 3a

t Large-gap (133 and 135 pm) cata was considered unusable due to the
possibility of a 25 pm (0.001 in. ) error in the determination of Enp.
This error is considered to be the basis of the observation of anom-
alously high experimental Hg values in comparison to the maximum pre-
dicted by theory for both Helium and Argon gas as given by

,

gs
H

-

9 D
mp

,
,

where, 91 = g2 = 0. The experimental values of H themselves are notg
suspect and are considered to be valid within the uncertainty range ' Sh

\specified in Tables E.1 through E.6. s' *

n

E.2 ['
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TABLE E.2. MLD Experimental Data. Pair Code: AL203-1: Zr4-1A;
Block 00; ISM III.-

Codes (a) Mean % Energy Hg x 10-4 Error (b) x
GC CP D T K AT K Loss Q1 W/m2-K 10-4 W/m2-K

.

1 2 1 480 2.77 -0.23 0.498 0.270

1 2 1 676 3.17 -0.26 0.524 0.249

1 2 1 870 2.63 -0.55 0.599 0.342

2 2 1 474 12.93 -0.20 0.0781 0.0095

2 2 1 484 14.18 -0.52 0.0800 0.0089

2 2 1 490 8.59 -0.05 0.0768 0.0137

2 2 1 675 12.28 0.00 0.0971 0.0124

2 2 1 668 9.07 0.18 0.0958 0.0162

2 2 1 848 13.19 0.24 0.112 0.013

2 2 1 860 6.50 1.20 0.135 0.032

(a) Code values (this page only).

Gas Gas Average
Composition Pressure Mean-Plane

(Mole %) (MPa) Gap (um)

GC l' He (100) GP 1: 1.33E-7 D 1: 29.8.

GC 2: Ar (100) GP 2: 0.103 D 2: 135.0

(b) 30

.

*
#

| 1 iJL

E.3
.
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TABLE E.3. MLD Experimentai Data. Pair Code: DUO 2-0: Zr4-0;
Block 0; ISM II. .

Codes (a) Mean % Energy Hg x 10-4 Error (b) x
GC CP D T K AT K Loss Q1 W/m2-K 10-4 W/m2-K

.

2 2 1 471 9.77 -0.03 0.103 0.016

2 2 1 672 5.60 0.11 0.169 0.046

1 2 2 466 5.25 0.26 0.304 0.088

2 2 2 472 17.09 -0.09 0.0510 0.0048

1 2 3 469 6.64 0.31 0.192t 0.044

1 2 3 666 4.13 0.49 0.289t 0.106

2 2 3 468 32.05 0.55 0.0251t 0.0015

2 2 3 665 22.16 0.44 0.0385t 0.0030

(a) Code values (this page only).

Gas Gas Average
Composition Pressure Mean-Plane

(Mole %) (MPa) Gap (pm)

GC 1: He (100) GP 1: 1.33E-7 D 1: 30.3

GC 2: Ar (100) GP 2: 0.172 02: 56.0

D 3: 133.0

(b) 3a

t Large-gap (133 and 135 pm) data was considered unusable due to the
possibility of a 25 pm (0.001 in. ) error in the determination of Dmp-
This error is considered to be the basis of the observation of anom-
alously high experimental Hg values in comparison to the maximum pre-
dicted by theory for both Helium and Argon gas as given by

H _ gas
9 - Dmp

themselves are notwhere, 91 = g2 = 0. The experimental values of Hg
suspect and are considered to be valid within the uncertainty range
specified in Tables E.1 through E.6.

.

O

O e
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TABLE E.4. MLD Experimental Data. Pair Code: 0U02-0: Zr4-0;
Block 0; ISM II.,

Codes #) Mean % Energy HT or Hc x Error \"# x5
2

GC GP D CP MN/m T K AT K Loss Q1 10-4 W/m2-K 10-4 W/m2-K
,

2 2 4 0.043 466 2.81 -0.71 0.459 0.246

2 1 4 0.043 486 33.57 -1.21 0.00823 0.00047

2 1 4 0.043 671 35.13 0.12 0.0144 0.0008

2 1 4 0.043 661 36.76 1.15 0.0164 0.0009

2 1 - 0.965 663 14.66 0.72 0.0635 0.0069

2 1 - 3.447 660 /.59 0.97 0.140 0.028

2 1 - 6.895 659 4.58 0.95 0.254 0.084

2 1 - 10.342 662 3.10 0.75 0.390 0.189

2 1 - 14.686 659 1.95 0.68 0.633 0.488

2 1 - 6.895 663 2.92 0.55 0.405 0.209

2 1 - 0.043 672 34.03 -1.05 0.0167 0.0010

(a) Code values (this page only).

Gas Gas Average
Composition Pressure Mean-Plane

(Mol_e %) (MPa) Gap (um)

GC 1 - He (100) GP l'. 1.33E-7 D 4: 7.6

GC 2: Ar (100) GP 2: 0.172

(b) 3a

. .

9

IO5 1 7
E.5 J/t i,J
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TABLE E.5. MLD Experimental Data. Pair Code: DUO 2-1 Zr4-1;

Block 1; ISM II. ,

Codes Mean % Energy HT or Hc x Error (b) xlI
2

GC GP 0 CP MN/m T K AT K Loss Q1 10-4 W/m2-K 10-4 W/m2-K
.

2 2 4 0.043 628 6.26 1.7 0.616 0.i49

2 1 4 0.043 118 53.73 0.72 0.0245 0.0011

2 1 - 0.965 704 35.94 0.29 0.0503 0.0028

2 1 - 3.29 676 32.44 1.62 0.0692 0.0041

2 1 - 6.83 657 23.77 2.19 0.110 0.008

2 1 - 10.41 641 15.83 2.55 0.184 0.019

2 1 - 14.79 630 10.51 2.98 0.299 0.044

2 1 - 10.48 635 13.72 2.68 0.218 0.025

2 1 - 6.94 649 22.56 2.41 0.119 0.009

2 1 - 3.21 670 44.96 1.80 0.0475 0.0023

2 1 - 0.043 735 54.32 -2.07 0.0223 0.0010

2 1 - 3.29 675 40.74 1.67 0.0526 0.0027

2 1 - 7.00 655 26.73 2.28 0.0974 0.0065

2 1 - 10.41 640 17.01 2.56 0.172 0.016

2 1 - 14.65 630 11.38 2.74 0.286 0.039

(a) Code values (this page caly).

Gas Gas Average
Composition Pressure Mean-Plane

(Mole %) (MPa) Gap (um)

GC l< He (100) GP l- 1.33E-7 D 4: 3.6.

GC 2: Ar (100) GP 2: 0.172

(b) 3a

-
.

.

p
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TABLE E.6. MLD Experimental Data. Pair Code: DUO 2-2: Zr4-2;

Block 2; ISM I.,

2 Error (b) xCodes (#) Mean % Energy HT or Hc x
2GC GP D CP MN/m T K AT K Loss Q1 10-4 W/m2-K 10-4 W/m _g

2 2 4 0.043 625 6.34 2.67 0.578 0.138

2 1 4 0.043 728 57.77 -1.45 0.0196 0.0009

2 1 - 0.414 711 58.28 -0.41 0.0223 0.0010

2 1 - 0.931 710 57.77 0.23 0.0231 0.0010

2 2 - 0.931 696 6.56 1.12 0.417 0.097

2 1 - 3.31 71 0 36.36 0.06 0.0430 0.0024

2 1 - 6.83 707 27.01 0.08 0.0724 0.0048

2 2 - 6.76 697 3.48 0.83 0.835 0.361

2 2 - 10.41 696 1.98 0.86 1.49 1.13

2 1 - 10.45 697 16.72 1.26 0.1 51 0.015

2 1 - 14.48 686 13.04 1.67 0.212 0.026

2 2 - 6.90 695 2.40 0.81 1.23 0.77

2 1 - 6.83 706 27.82 0.71 0.0704 0.0046

2 1 - 3.52 706 38.44 0.70 0.0428 0.0023

2 1 - 0.043 736 34.37 -2.93 0.0261 0.0015

2 2 - 0.043 625 4.13 2.21 0.896 0.327

(a) Code values (this page only).

Gas Gas Average
Composition Pressure Mean-Plane

(Mole %) (MPa) Gap (um)

GC 2: Ar (100) GP l- 1.33E-7 0 4: 21.8

GP 2: 0.172

(b) 30

-
.

.

9
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F.0 SURFACE CHARACTERIZATION OF MLD AND MPD SPECIMENS
.

F.1 OPTICAL HEIGHT GAGE CHARACTERIZATION
.

Figure F.1 shows the coordinate positions on the sample surface at which-

the local height elevations were measured. Tables F.1 to F.6 contain the cal- -

culated local gap between asperity tips (D )i and the average gap betweena

asperity tips D for all MPD and MLD specimen pairs used in this study.
a

UO 0R Al 0 H-d
2 23

SURFACES SURSACES

r r
;L g

11 mo o. -
<,

,,

,, <,

6 2 2 6
r 3r"''

r 3 2

r
5 r

5 4,
,,

, ,

4 e.g. d -d 4
r 3,4

RADIAL MPD MLD (mm) MLD (mm)
(Al 0 -Zr4) (UO -Zr4)COORDINATE (mm) 23 2

r 0 0 0
1

r 1.73 2.54 2.54
2

r3 3.46 5.08 5.08

'

r4 5.19 11.43 11.43 ,

r5 6.92 22.22 23.50

~

FIGURE F.1. Coordinate Positions Used in the Optical Height
Gage Technique for Surface Characterization of
MPD and MLD Specimens*

F.1 592 177
.
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TABLE F.1. Local (Da)i and Average D Gaps Betweena
Asperity Tips for DUO 2-41:Zr4-32 MPD Speci-
men Pair (ISM-I) as Calculated from Optical
Height Gage Measurements

Coordinate *

Position DUO 2-41;Zr4-32 DUO 2-41:Zr-32
.

O, r Index i glj(b)(um) (D 1 (pm)
9

1,5(a) 20 12.98 0.00

1, 4 14 0.03(c) 12.83

1, 3 8 1.22 13.41

1, 2 2 3.18 1 3.51

1, 1 1 1.14 13.96

4, 2 5 0.74 13.97

4, 3 11 1.83 13.94

4, 4 17 1.25 15.67

4, 5 23 9.78 24.61

2, 5 21 16.92 26.44

2, 4 15 0.44 12.17

2, 3 9 1.55 14.25

2, 2 3 1.04 12.83

1, 1 1 1.14 13.96

5, 2 6 0.03(c) 13.34

5, 3 12 0.91 14.25

5, 4 18 3.96 14.33
I8)5, S 24 10.33 0.00

3,5(d) 22 11.68 10.00

3, 4 16 0.00(c) 12.57

3, 3 10 0.97 13.97

3, 2 4 2.16 14.05

1, 1 1 1.14 13.96

6, 2 7 1.73 14.02

6, 3 13 2.95 14.05

6, 4 19 1.32 12.98

6, 5 25 10.39 22.66

Da (um) 1.4 13.7=

3 Da (um) =
3.2 2.4

'

'Da (t) 2291 17=

(a) Spacer location. '

(b) Calculated under light contact conditions.

\m0
(c) Contact spot (assumed).

io
C)o ,L

,

;

F.2
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TABLE F.2. Local (Da)i and Average Da Gaps Between Asperity
Tips for MPD and ISM-II DUO 2:Zr4 Specimen Pairs

'

as Calculated from Optical Height Gage Measure-
ments

Coordinate DUO 2-40 DUO 2-25 DUO 2-25 DU02-40 DUO 2-25.

Position Zr4-25 Zr4-25 Zr4-25 Zr4-25 Zr4-25
0, r Index i [D lj (um) [D lj (pn) glj(um) 1Dlj(um) glj(pm)g g

1,5(b) 20 1.17 5.13 9.91 0.00 25.65

1, 4 14 1.37 2.36 3.07 9.02 18.82

1, 3 8 1.27 0.08(c) 3.23 7.82 18.97

1, 2 2 1.47 0.69 5.97 7.52 21.72

1, 1 1 0.86 1.50 6.25 7.57 22.00

4, 2 5 1.75 3.78 10.36 8.18 26.11

4, 3 11 0.79 2.44 9.09 8.59 24.84

4, 4 17 1.32 2.64 9.86 9.07 25.60

4, 5 23 0.76 0.00(c) 6.99 9.78 22.73

2, 5 21 0.41 2 79 12.42 11.73 28.17

2, 4 15 0.00(c) 1.ii 8.03 9.09 23.77

2, 3 9 0.23 1.09 7.54 7.98 23.29

2, 2 3 0.64 1.73 8.41 7.44 24.16

1, 1 1 0.86 1.50 6.25 7.57 22.00

5, 2 6 1.07 3.68 8.51 7.26 24.26
5, 3 12 0.18 2.92 6.48 7.95 22.23
5, 4 18 0.36 5.08 7.01 8.92 22.76
5,5(b) 24 0.00(c) 9.07 9.91 0.99 25.65

3,5(b) 22 1.91 0.00(c) 9.91 0.00 25.65
3, 4 16 0.00(c) 1.52 9.50 9.98 25.25

3, 3 10 0.23 2.41 10.16 9.40 25.91

3, 2 4 1.70 2.15 8.56 8.99 24.31

1, 1 1 0.86 1.50 6.25 7.57 22.00
6, 2 7 0.23 2.57 6.91 7.24 22.66

6, 3 13 1.14 2.97 5.28 8.26 21.03
6, 4 19 1.45 4.57 4.98 8.26 20.73

6, 5 25 2.59 8.38 6.76 10.80 22.50

Da (Lm) = 0.9(a) 2.4 7.3 8.3 23.1Id}

Da (Lm) = 1.8 3.8 6.5 2.4 6.6, 3c

3.'Da (%) =
200% 1: 8% 89% 29% 29%

(a)Lightcontactconditions.,

(b) Spacer location.
(c) Contact point (assumed). S ') c'- o/

3 '

. ,

.
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TABLE F.3. Local (Da)i and Average Da Gaps Between Asperity Tips
for DUO 2-33:Zr4-30 MPD ISM-III Specimen Pairs. Local
gaps were calculated from optical height gage measure-

,

ments.

Coordinate ,

Position
{D lj_(pm)(8) {D lj (t.m) (D lj (t:m) glj (t.m)9, r Index i g g g

1,5(b) 20 1.35 10.87 21.74 25.20
IC)1, 4 14 0.00 8.59 19.46 23.85

1, 3 8 1.12 8.79 19.66 24.08
1, 2 2 1.19 7.95 18.82 25.56
1, 1 1 3.35 9.19 20.06 24.74

4, 2 5 3.84 8.76 19.63 23.77
4, 3 11 3.30 7.32 18.19 22.15
4, 4 17 3.10 6.20 17.07 20.78

4, 5 23 0.00(c) 2.13 13.00 23.65

2, 5 21 6.12 14.33 25.20 29.18
2, 4 15 0.00(c) 7.80 18.67 24.03
2, 3 9 1.07 8.10 18.97 23.32
2, 2 3 2.26 8.69 19.56 23.55
1, 1 1 3.35 9.19 20.06 24.74
5, 2 6 3.89 9.14 20.01 25.55
5, 3 12 3.89 8.56 19.43 24.00
5, 4 18 3.45 7.54 18.41 24.33
5,5(b) 24 7.37 10.87 21.74 26.01

3,5(b) 22 6.35 10.87 21.74 24.56
3, 4 16 2.16 7.01 17.88 20.93
3, 3 10 2.36 7.54 18.41 22.10
3, 2 4 3.84 9.35 20.22 25.25
1, 1 1 3.35 9.19 20.06 24.74
6, 2 7 3.12 9.32 20.19 25.73
6, 3 13 2.41 8.92 19.79 25.50
6, 4 19 1.42 8.26 19.13 25.50
6, 5 25 3.30 10.49 21.36 26.49

Da ( t. ) = 2.4 8.3 19.1 23.9

33Da (cm) = 3.9 2.6 2.6 4.6
,

3;aDa (%) = 163% 31% 141 19%
'

(a) Light contact conditions.
(b) Space:r location. '

(c) Contact point (assumed).

.

F.4 cai }00
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TABLE F.4. Local (D )i and Average D Gaps Betweena a
. Asperity Tips for MLD Block 00 Al 0 :Zr423

ISM-III Sample Pair. Local gaps were cal-
culated from optical height gage measure-
ments.

Coordinate -

Position
e, r Index i g}g(um) _(D )-i (L*)a

1,5(a) 20 24.61 129.79

1, 4 14 31.88 137.06

1, 3 8 29.46 134.65

1, 2 2 29.03 134.21

1, 1 1 28.32 133.50

4, 2 5 28.50 133.68
4, 3 11 28.12 133.30

4, 4 17 30.15 135.30
4, 5 23 22.25 127.43

2. 5 21 21.89 127.76
2, 4 15 32.61 137.80

2, 3 9 29.32 135.00
2, 2 3 29.13 134.32
1, 1 1 28.32 133.50

5, 2 6 27.79 132.97

5, 3 12 28.63 133.81

5, 4 18 30.20 135.38
5,5(a) 24 24.61 129.79

3, 5(a) 22 24.61 129.79

3, 4 16 30.68 135.86
3, 3 10 29.11 134.29
3, 2 4 28.32 133.50

l,1 1 28.32 133.50
6, 2 7 29.18 134.37
6, 3 13 29.44 134.62

6, 4 19 30.73 135.92
6, 5 75 29.46 134.65,

'

Da (um) = 29.5 134.7

3 Da ("*} " ' *

Da ( } '3
,

(a) Spacer locations.
,

F.5 in1
g g| ,LJ id'
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TABLE F.5. Local (D lai nd Average D Gaps Between Asperity Tips for MLDa
Block 0 and Block 1 DUO :Zr4 ISM-II Sample Fairs. Local gaps2
were calculated from optical height gage measurements.

Coordinate
Position Block 0 Block 1

glj om)Tb) Qlj (;.m) Qlj(pm) [D lj (um) Qlj(um)(b)0, r Index i g

Id)~

1, S 20 -- 0.00 25.70 102.77 --

1. 4 14 7.42 29.54 55.25 132.31 0.08

1, 3 8 5.23 27.66 53.37 130.43 0.08

1, 2 2 4.93 27.46 53.16 130.23 0.23

1, I l 4.98 27.61 53.31 139.38 0.48

4, 2 5 4.52 27.31 52.98 130.05 0.05

0.03(c)4, 3 11 4.04 26.92 52.63 129.69

4, 4 17 0.08(c) 23.24 48.95 126.01 1.22

4, 5 23 -- 23.95 49.66 126.72 --

2, 5 21 -- 17.58 43.28 120.35 --

2, 4 15 0.00(c) 24.82 50.50 127.56 3.00(c)

2, 3 9 4.60 28.27 53.93 131.04 0.15

2, 2 3 5.51 28.68 54.38 131.45 0.28

1, 1 1 4.98 27.61 53.31 130.38 0.48

5, 2 6 4.37 26.49 52.20 129.26 0.36

5, 3 12 3.98 25.55 51.26 128.32 0.91

5, 4 18 0.00(c) 20.29 46.00 123.06 1.40

Id)5, S 24 -- 0.00 25.70 102.7/ --

3, 5(a ) 22 -- 0.00 25.70 102.77 --

3, 4 16 3.70 30.18 55.05 132.92 0.53

3, 3 10 5.08 28.98 54.69 131.75 0.20

3, 2 4 6.27 29.57 55.27 132.33 0.25

1, 1 1 4.98 27.61 53.31 130.38 0.48

6, 2 7 5.44 27.46 53.16 130.23 0.46

6, 3 13 5.03 26.44 52.15 129.21 0.43

0.03(c)6, 4 19 8.08 27.89 53.59 130.66

6, 5 25 -- 25.30 51.00 128.07 --

D ( d = 4.4 27.1 M.8 18.8 0.4
g

7.1 7.1 7.1 1.2
Da (La) = 6.7

3

26t 13 5.5% 300;

Da (1) = 152%
3c

(a) Spacer location.
(b) Light contact conditions.
(c) Contact spot (assumed). ,

i ri ] '

g G '') \U"
J/

F,. 6
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TABLE F.6. Local (D )j and Average D Gaps Between3 g
Asperity T1ps for Block 2 DUO -Zr4 Sample2
Pair ir Ligi.o Contact. Local gaps were
calculated from optical heiaht gage

'

measurements.

coordinate
Position

glj(Lm)(a)0, r Ir.Jex i

1, 5 20 ---

1, 4 14 5.96

1, 3 8 2.06

1, 2 2 0.00(b)
1, 1 1 2. 31

4, 2 5 0.18

4, 3 11 0.00(b)
4, 4 17 3.10
4, 5 23 ---

2, 5 21 ---

2, 4 15 4.47

2, 3 9 1.17

2, 2 3 0.05
1, 1 1 2.31

5, 2 6 0.81

5, 3 12 3.58
5, 4 18 5.69

5, 5 24 ---

3, 5 22 ---

3, 4 16 4.67
3, 3 10 0.00(b)
3, 2 4 2.49

1, 1 1 2.31

6, 2 7 4.55
6, 3 13 3.66

6, 4 19 2.36

6, 5 25 ---

D, (pm) = 2.5
*

3aDa (pm) = 6.0

3 Da (%) = 240%
.

(al Light contact conditions. IO7 1
F' 7

(b) Contact spot (assumed). J/L i u;
,

F.7
-
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F.2 PROFILOMETER TPACES

Figures F.2 and F.3 show typical prefilometer traces obtained from ISM-I,
ISM-II, and ISM-III DUO and Zr4 specimen surfaces. Table F.7 summarizes the

2

CLA and y values for all surfaces. (The determination of Y values is described
in Section 4.2.4 of the Experimental Section.)

_

f \
DUO ISM I

'
CLA .14.4,i m

10pm f
<

Imm

4, y

J

FIGURE F.2. Typical Profilometer Traces of ISM-I DUO
2and Zr4 Surfaces

_

' j k
'qv.%V|[H[ Ndepf , 's%gg(,gUj,wp,#

D00 15M 11
.,,, / CLA 1.6 p n

Sp m 1mm

.'.,%%%"bAk%, Am ,g, * ZR4 l'M | I
CLA . 0.4 p m

- - ~ ~ . -
-

-
_ duo Ib" III2

CLA 0.25y a

1 m f
100 u m

* -- ^^ - - - -- - ^^ '
ZR4 ISM lli
CLA . 0.17 m,

FIGURE F.3. Typical Profilometer Traces of ISM-II and -

ISM-III DUO nd Zr4 Surfaces
2

.
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CL.'1, CLA , E, y , and y2 Values for the ISM-I, II, and IIITABLE F.7. 2 j
Surfaces

CLA(a) ( m) 3a (um) iId} (pm) y (pm) 30 (pm)
.

' UO ISM-I 14.4 2.8 2 11.3 10.6
2

U0 ISM-II 1.6 0.7 1 1.8 1.1
~

2
UO ISM-III 0.25 0.05 0.1 0.15 0.05

2

Zr ISM-I 4.5 0.4 2 8.0 4.9

Zr ISM-II 0.4 0.2 1 1.4 0.5

Zr ISM-III 0.17 0.05 0.1 0.14 0.03

(a) Cut-off avelength = 760 pm.
(b) Averaging interval used to determine the pcsi. ion of the mean-plane (line).

F.3 AVERAGE MEAN-PLANE GAP

Tables F.8 and C.9 summarize the values obtained for the average mean-

plane gap (Dmp) for the MPD and MLD sample pairs.

'

,

.nC .

* O'
,

s.

.

F.9
.
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TABLE F.8. Determined Values for D for all Mi'D Specimen Pairs
mp

Average Gap Average Mean-Plane Gap
UO Zr Between Asperities 3'

( ,.m ) ( C ) iT-' p(d)IfM P

L 12 (..m) D fa T 33 ml DISM *

1 41 11.3 32 8.0 1.4(b) 3.2 20.7 3.2 15 4.57
,

I 41 11.3 32 8.0 13.7 2.4 33.0 2.4 7 2.86

II Au 1.8 25 1.4 0.9(b) 1.8 4.1 1.8 44 2.44

II 40 1.8 25 1.4 8.3 2.4 11.5 2.4 21 0.87
IDI

11 25 1.8 25 1.4 2.4 3.8 5.6 3.8 68 1,79

!! 25 1.8 25 1.4 7. 3 6.5 10.5 0.5 62 0.95

!! 25 1.8 25 1.4 23.1 6.6 26.3 6. 6 25 0.38

111 33 0.15 30 0.14 2.4(b) 3. 9 2.7 3.9 144 0.78

III 33 0.15 30 0.14 S.3 2.6 8.6 2.6 30 0.24

III 33 0.15 30 0.14 19.1 2.6 19.4 2.6 13 0.11

III 33 0.15 30 0.14 23.9 4.6 24.2 4.6 19 0.09

19

( a ) 0, = [ (D,) x 1/19
,131

(b) Light contact.

~19
~

(C) D g (D }i *ll*12 = D, + rj +'2*
mp a

(d) - 5(CLA; + CLA.,)'
D
mp

TABLE F.9. Calculation of D for all MLD Specimen Pairs
mp

Average
Average Gap W in-Plane Gap

Sa'*)1e Pair Eetween Asperities 3 ~D
f' - 'b 3 1 U I'*) QB_l o c k ISM 5_gpi e e. p Sample * 32 -h '- g

00 III Al 0 -1 0.15 Zr4-lA 0.14 29.5 3.8 29.8 3.8 13 0.07p3

00 III Al q -1 0.15 Zr4-1A 0. M 130 7 3.8 13L O 3.8 2.8 0.02y3

0 II DC0 -0 1.3 Zr4-0 1.4 4.4(d) 6.7 7.6 6.7 .8.8 1.32j

0 !! DC0 -0 1.8 Zr4-0 1.4 27.1 7.1 30.3 7.1 23 0.33
2

0 II DUO -0 1.8 Zr4-0 1.4 52.8 7.1 56.0 7.1 13 0.18j

0 II DUC,-0 1.8 Ir4-0 1.4 129.8 7.1 133.0 7.1 5.3 0.08
I

1 II DUC,-1 1.8 Zr4-1 1.4 0.4 * 1.2 3.6 1.2 33 2.78

I
2 1 DUO,-2 11.3 Zr4-2 8.0 2.5 ' 6.0 21.8 6.0 28 4.33

e ,

6

(a) Lig*1t ccntact.

5(CLAj + CLA,).

(b) . - D #
mp

*
0 ..

\O
F.10
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G.0 NUMERICS FOR CALCULATING THE BEST FITTING MPD

. H VALUES FROM A SET OF DATA
2

G.1 NUMERICS
,

The numerics for calculating the best fitting h values for a set of data

have been lumped together in one code under the name FLASH. A generalized

flow chart is provided in Figure G.l.

The process for determining the unknown parameters is started by reading
in the normalized experimental data, the sample thicknesses, conductivities
and thermal diffusivities and initial estimates for the h values.

The iterative procedure for finding the optimum h values for a particu-
lar set of data begins by generating several random guesses for each of the
unknown parameters near some specified initial estimates. For each set of

h's (e.g. , h), h , h ,) an analytic expression for the back face temperature2 3

is calculated as described in the Mathematical Model section. The analytic
expression is evaluated at t = t , k = 1,2...m where t is the time at which

k k
the kth data point was taken. The total error is computed according to

Equations 41 and 42.

A new set of h's, based on the total error for each old set of h's, is

calculated by the method described by Peckham.(52) The total error for

this set of h's is calculated and compared with the total errors resulting

from each of the other set of h's. If the tctal error corresponding to one

of the old h sets is larger than the newly calculated error, the new h set

replaces the old and the process contintm to _alculate another, hopefully

improved, estimate for the unknown parameters. If a new h set is not an

improvement over any of the previous h sets, the new h set is adjusted by

using a weighted average of the previous best h set and the new h set. This

readjustment may be applied several times if necessary.

- By this process either one set of h's will be found which rese .s in a

total error less than some acceptable value or all the h sets will be within
'

some small neighborhood and the resulting average h set is taken as the best
.

for the given data.

.
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A list of the subroutines and a short description of their function*
.

is given below. A FORTRAN listing is supplied in this appendix.

MINSSQ. This is the main calling program. It contains the initializa-
,

tion and iterative process for calculating new h sets as described in the
numerics section. It checks on convergence and also handles all the input
and output.

LIN2 (A,N,NN,EPS,B,M,MM,LTEMP,IERR,DET,NPIV,PIV,LPR,LPC). This routine

solves the matrix equation Ax = B. It is essentially gaussian elimination
using a maximum pivot strategy.

A -- coefficient matrix.

N -- order of A.

NN -- number of words of storage provided for each column of A in the
calling program.

EPS -- all pivots must exceed this number in magnitude.
B -- right sidt 4 the matrix equation.

M -- number of columns of B.
MM -- number of words of storage provided for each column of B.

LTEMP -- temporary storage - at least N words.
IERR -- error indicator 0 if no trouble.

2 if pivot fails to exceed EPS, calaculations
stop.

DET -- product of the pivots.
NPIV -- number of the current pivot.

PIV -- current pivot.

LPR, LPC -- integer arrays which hold the pivot locations

ROOTS (HF,HG,HB,TMIN). Given an h set, this finds the poles of the

integrand of Equation 38. It also calculates the residues by numerical dif-

ferentiation according to Equation 40. The poles are fcund using an inter-

val halving technique and using a first order Taylor Series approximation
,

to find the first step length out from zero.
.

%
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.

HF -- front face film coefficient
,

HG -- gap conductance

HB -- back face film coefficient
$

TMIN -- smallest time value for the data. This determines the number of
poles required for a given accuracy in the computed temperature.

2i(o,t ) - TE(T )FUNVAL_(KK). This routine fills the array F =T
k kk,i

where k = 1,2...m, the number of data points and i = k,7 .n the number of

h sets. This routine is the calling subprogram for R00YE and MAXT.

KK -- number of the h set for which the temperature function and errors
is to be computed.

TEMP (TIME). This short routine calculates the back face temperature

according to Equation 39.

TIME -- time for which the back face temperature is to be calculated.

MAXT (TMAX,DELT). Af ter a back face temperature function has been cal-
culated, this routine is called to find the maximum for the given temperature

function. This is done by finding the root of the derivative of the temper-

ature function. Here again an interval halving technique is used. This

routine calls TEMP and DTEMP.

TMAX -- comes into the routine as the largest time value for the data. It

is returned as the maximum temperature need to normalize the analy-
tic back face temperature.

DELT -- dif ference between the largest and smallest time values for the data.
It is assumed that TMAX must occur at some time between TMIN and
TMAX. If it does not then the temperature at TMAX is taken as the
maximum.

DTEMP (TIME). This routine is similar to TEMP but the derivative of the
back face temperature is returned.

TIME -- time for which the derivative is to be evaluated.

As the code is listed it requires six data points. These data points .

should be such that they limit the possible analytic functions which will'

fit the data within some error bound. That is, they should be well distri-
*

buted through the time span of the experiment. They should not include

r
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very small times as the model does not accurately describe the transient
.

behavior for small times. It has been found that the best results were
obtained when four or five points are taken from data before the maximum

'

temperature is reached and, correspondingly, two or one points af ter. Also

the code uses the five best estimates for the h sets in determining a new

es tima te. This seems to be an adequate number to give good results without
taxing the code as far as the computation time is concerned.

.
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G.2 PROGRAM LISTING / INPUT INSTRUCTIONS
,

THE FIRST ROUTIHE COHCERHS SETTING VARIOUS SYSTEM OPERATION
PARANETERS AHD TliE DATA IHPUT FROM A TEK 4051 GRAPHIC-

COMPUTEP. THE DATA UNITS AND IHPUT FORMAT IS GIVEN IN THE
' COMMENTS' OH THE HEXT PAGE.

C
C THIS ROUTIHE CREATES A DATA FILE FOR THE FLASH PROGRAM
C INFORMATIOH IS RECEIVED FROM THE 4051 TEK GRAPHICS COMPUTER
C (TRANSMITTED VIA R R 232-C COUPLER). THE DATA TRANSMITTED
C IS FROM THE MPD EXPERIMENTS BEING CONDUCTED AT PHL. THIS
C HORK IS UNDER THE SPONSORSHIP OF HRC-RSR. THE PROGRAM IS
C TITLED: "EX-REACTOR GAP CONDUCTANCE HEASUREMENTS BETWEEN
C UO2:ZIRCALOY-4 IHTERFACES"
C

IMPLICIT DOUBLE PRECISI0H (A-H,0-Z)
DOUBLE PRECISI0H K1,K2
COMM0H/BLK1/EPSSUM. ITERAT H ADJ, IM AX, KM AX , LMAX,

1 XCEHT(3),XDELTA(3),X(3,6),F(7,6)
COMM0H/POIHTS/ DATA (7),DATAT(7)
COMMOH/GEH/R00T(50), RES(50), X1, X2, A1, A2, K1, K2, HR00TS, IR00TS
COMMOH/BLK2/IPRINT,KMAXM1 MAXTRY,IRUH,ANS1,AHS2,AHS3,AHS4
COMM0H/ SAMPLE /IGDATA(6),JGDATA(23)
REAL JGDATA
READ (2,3) H
IPRINT=0
IF(H.LT.0) IPRINT=1
H= ABS (H)
KMAXM1=6
MAXTRY=1
IEHD=99999
DO 10 I=1,H
XCEHT(1)=0.01
XDELTA(1)=0
XDELTA(2)=0
IRUH=I
READ (2,3)(IGDATA(J),J=1,4),JGDATA(1),IGDATA(5),(JGDATA(K),K=2,23)
READ (2,1) IGDATA(6)

C SCAH DATA FOR IHPUT ERRORS PRIOR TO CALL FLASH EXECUTION
DO 50 l'.=1,6
IF (IG ATA(II) .GT. 0) GO TO 50

,1GDATA(1),' ERROR VALUE ',IGDATACII)PRIHT*,' EDT RUH H0. '=

GO TO 54
50 COHTINUE

DO 52 II=1,23
IF (JGDATA(II).GT.O.0) GO TO 52

,IGDATACII),' ERROR VALUE ',JGDATA(II)'PRIHT*,' EDT RUH HO. =

GO TO 54
52 COHTIHUE

IF(IGDATA(6).EO.9999) GO TO 56 ,

54 WRITE (6,55) IGDATA(1)
55 FORMAT (/,3X,'EDT RUH H0.= ',I5,' DATA INPUT ERROR-SKIP RUH')

GO TO 10
56 CONTIHUE

,

.
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C
C'

C IGDATA (I) IHPUT I.D INFORMATION
C
C 1:RUN 8 2:U02 I.D. 3:ZR4 1.D.
C 4:ATM CODE 5: GAP /COHTACT CODE 6: EOF 9999 ,

C*

C JGDATA(K) I.D. IHFORMATICH AS IHPUTTED
C
C 1: TEMP (DEG C) 2:GW(CH)/ LOAD (PA) 3:ATM PRESS (PA)
C 4: GAS COND(W/CM-K)5:X1 CM 6:X2 CM
C 7:K1 W/CM-K 8:K2 W/CM-K 9:DIFF 1 CMt2/SEC
C 10:DIFF 2 CMt2/SEC11:H(GUESS) W/CMt2-K12/13: TIME,Y
C 14/15: TIME,Y 16/17: TIME,Y 18/19: TIME,Y
C 20/21: TIME,Y 22/23: TIME,Y
C

X1=JGDATA(5)
X2=JGDATA(6)
K1=JGDATA(7)

K2=JGDATA(8)
A1=JGDATA(9)
A2=JGDATA(10)
XCEHT(2)=JGDATA(11)
DATAT(1)=JGDATA(12)
DATA (1)=JGDATA(13)
DATAT(2)=JGDATA(14)
DATA (2)=JGDATA(15)
DATAT(3)=JGDATA(16)
DATA (3)=JGDATA(17)
DATAT(4)=JGDATA(18)
DATA (4)=JGDATA(19)
DATAT(5)=JGDATA(20)
DATA (5)=JGDATA(21)
DATAT(6)=JGDATA(22)
DATA (6)=JGDATA(23)
CALL FLASH
IDIAG=0
IF(IDIAG.EQ.0) GO TO 23
DO 20 II=1,5
WRITE (3,40)
WRITE (3,*) IGDATA(II)
WRITE (3,41)

20 CONTIHUE
DO 21 11=1,23
WRITE (3,40)
WRITE (3,*) JGDATA(II)
WRITE (3,41)

21 CONTINUE
JGDATA(1)=AHS1
JGDATA(2)=AHS2

' JGDATA(3)=AHS3
JGDATA(4)=AHS4
DO 22 II=1,4
WRITE (3,40)
WRITE (3,*) JGDATACII)

m 'iWRITE (3,41) n
"

22 C0HTINUE g(]. [ LvL

G.7
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WRITE (3,40)
WRITE (3,*) IEHD ,

WRITE (3,41)
WRITE (3,40)
WRITE (3,42)
GO TO 10*

*

23 WRITE (3,*) IGDATA(1)
WRITE (3,*) IGDATA(2)
WRITE (3,2)IGDATA(3)
WRITE (3,*) JGDATA(1)
WRITE (3,*) JGDATA(2)
WRITE (3,*) AHS1
WRITE (3,*) AHS2
WRITE (3,*) AHS3
WRITE (3,*) AHS4
WRITE (3 *) IEHD

10 CONTIHUE
WRITE (3,42)

40 FORMAT ('RO')
41 FORMAT ('RC')
42 FORMAT ('RE')

RETURH
EHD

C
SUBROUTINE FLASH
IMPLICIT DOUBLE PRECISION (4-H,0-Z)
DOUBLE PRECISI0H K1,K2

C
C DIMENSIGH S(LMAX+1),WCLMAX+1),H(KNAX),EP(INAX,LMAX),
C F(KMAX,LMAX+1)
C GTG(INAX,IMAX),GTH(IMAX),XCEHT(IMAX),XDELTA(IMAX),X(IMAX,LMAX+1),
C EPEPT(IMAX,INAX),EPFP(INAX,KMAX),LTEMP(IMAX),LPR(IMAX),LPC(IMAX),
C

DIMENSION S(6),W(6),H(7),EP(3,5),EPEPT(3,3),EPFP(3,7),
1 LTEMP(3),LPR(3),LPC(3),GTG(3,3),GTH(3)
COMM0H/BLK1/EPSSUN,ITERAT, HADJ,IMAX,KMAX,LMAX,

1 XCEHT(3),XDELTA(3),X(3,6),F(7,6)
COMM0H / POINTS / DATA (7),DATAT(7)
COMMON / DEBUG /JRUN
CONH0H /GEH/ P00T(50),RES(50),X1,X2 A1,A2,K1,K2,HR00TS.IR00TS
COMM0H /BLK2/IPRIHT,KMAXM1,MAXTRY,IRUH,ANS1,AHS2,AHS3,AHS4
COMM0H/ SAMPLE /IGDATA(6),JGDATA(23)
REAL SEED
REAL LAMBDA
REAL JGDATA

C IDIAG=0 00 HOT PRINT DIAGHOSIS INFORMATION
IDIAG=0
LAMBDA =0.

.

IP=4
EPSSUM=1.E-8
EPSX=.01
HPRIHT=1000
IEND='EHD '

-

'IBLANK='
ITERAT=120
JRUH=IRUH o

;
. -
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HADJ =20
HR00TS=10,

IMAX=3
LMAX=5
KMAX=KMAXM1+1
' TRIES=0A
ITEST=0'

d=0
XCENT(3)=0.
XDELTA(3)=5.

752 CONTINUE
H=0
HTRIES=HTRIES+1
HSURF=XCEHT(1)
HGAP=XCEHT(2)
LMAXPl=LMAX+1

814 COHTIHUE
XDELM=.3
IF(HTRIES.GT.1)XDELM=.1
D0902 I=1,2
XDELTA(I)=XCEHT(I)*XDELN

982 CONTIHUE
SEED =0.
DO 10 I=1,IMAX
DO 20 L=1,LMAX
IF(IDIAG.EA.0)GO TO 19
PRIHT*, 'I= ',1, ' L= ', L, ' SEED = ', SEED, ' XCENT =', XCEHT(I)

19 COHT! HUE
X(1,L)=XCEHT(I)+XDELTA(!)*(1.-2.*RAHF(SEED))
IF(IDIAG.EQ.0)GO TO 20

' XDELTA(I),' SEED = ', SEED,' X= ',X(1,L)PRIHT*,'XDELTA = ,

20 COHTIHUE
10 COHTINUE

DO 15 I=1,LMAX
15 CALL FUHVAL(I)

00 30 L=1,LMAX
REC 01=0.0
DO 40 K=1,KMAX

C REC 01= REC 01+ ABS (F(K,L))
REC 01= REC 01+FCK,L)**2

40 COHTIHUE
S(L)= REC 01
W(L)=1./SQRT(REC 01)

30 CONTINUE
45 H=H+1

REC 01=0.0
DO 50 L=1,LMAX
REC 01= REC 01+1./S(L)

50 COHTINUE
00 60 I=1,IMAX
REC 02=0.0
DO 70 L=1,LMAX
RECO2=RECO2+X(I,L)/S(L)

70 CONTIHUE
XCEHT(I)=RECO2/ REC 01

60 CONTINUE
n n ;) .
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DO 80 K=1,KMAX
RECO2=0.0
DO 90 L=1,LMAX .

RECO2=RECO2+F(K,L)/S(L)
90 CONTIHUE

H(K)= REC 02/ REC 01
<80 CONTINUE

IHC0=0
DO 100 I=1,IMAX
REC 01=EPSX* ABS (XCEHT(I))
DO 110 L=1,LMAX
RECO2=X(I,L)-XCEHT(I)
IF(ABS (RECO2).GT. REC 01) INC0=1
EP(I L)=W(L)*RECO2

110 CONTIHUE
100 CONTINUE

IF(IHCO.HE.0) GO TO 105
PRIHT 6001
PRIHT*,' COHUERCED SOLUTIOH'
GO TO 450

105 CONTINUE
DO 120 J=1,IMAX
DO 130 I=J,IMAX
REC 01=0.0
DO 140 L=1,LMAX
REC 01= REC 01+EP(J,L)*EP(I,L)

140 COHTIHUE
EPEPT(I,J)= REC 01
EPEPT(J I)= REC 01

130 COHTIHUE
DO 150 K=1,KMAX
REC 01=0.0
D0 160 L=1,LMAX
REC 01= REC 01+EP(J,L)*W(L)*F(K,L)

160 COHTIHUE
EPFP(J,K)=-REC 01

150 COHTINUE
120 CONTINUE

IF(MOD (H-1,HPRINT).NE.0) GO TO 213
IF(IDIAG .EQ. 0) GO TO 213

5002 FORMAT (1HO,3X,'RUN HO.',I5/)
PRIHT 1000,H
WRITE (6,5002)IRUN
PRIHT*,' SETS HF HF-BAR HG HG-BAR HB

$ H8-BAR'
PRIHT 1010,(L,(X(I,L),XCEHT(I),I=1,1NAX),L=1,LMAX)
PRIHT 1005
PRINT 1006
DO 700 L=1,LMAX
PRINT 1020,L,(F(K,L),K=1,KMAX),S(L)

700 CONTINUE
1006 FORMAT (//41X,'TCALC-TDATA'/' SETN TIME 1 TIME 2 TIME 3

$ TIME 4 TIME 5 TIME 6 S')
213 CONTIHUE

CALL LIH2(EPEPT,IMAX,IMAX,0.0,EPFP,KMAX,INAX,
1 LTEMP,IERR.DET,HPIV,PIV,LPR,LPC)
IF(IERR.HE.2) GO TO 217

'IF(ITEST.HE.1)GO TO 521
PRIHT 6001

7^.OG.10 e
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PRIHT*,' ILL-CONDITIONED MATRIX FOUND RECOVERY FAILED'
WRITE (6.5001)IGDATA(1),HTRIES,

PRINT *,' PROGRAM TO COHTIHUE OH HEXT RUH'
GO TO 745

521 COHTINUE
ITEST=1 ,

GO TO 814
217 CONTIHUE

DO 200 J=1rIMAX
00 210 I=J,1NAX
REC 01=0.0
DO 220 K=1,KMAX
REC 01= REC 01+EPFP(J.K)*EPFP(I,K)

220 CONTINUE
GTG(1,J)= REC 01
GTG(J,1)= REC 01

210 CONTIHUE
REC 01=0.0
DO 230 K=1,KMAX
REC 01= REC 01+EPFP(J,K)*H(K)

230 CONTIHUE
GTH(J)= REC 01

200 CONTIHUE
DO 305 I=1,IMAX

305 GTG(1,1)=GTG(1,1)*(1.+ LAMBDA)
CALL LIH2(GTG,IMAX,IMAX,0.0,GTH 1,IMAX,

1 LTEMP.IERR,DET,HPIV,PIV,LPR,LPC)
IF(IERR.HE.2) GO TO 218
IF(ITEST.HE.1)GO TO 522
PRIHT 6001
PRIHT*,' ILL-COHDITIOHED MATRIX FOUND RECOVERY FAILED'
WRITE (6,5001)IGDATA(1),HTRIES
PRIHT*,' PROGRAM TO 8CONTIHUE OH HEXT RUN'
GO TO 745

522 COHT! HUE
ITEST=1
GO TO 814

218 CONTINUE
DO 250 I=1,IMAX
X(1,LMAXP1)=XCEHT(I)+GTHCI)
IF(I.EQ.INAX) GO TO 252
IF(X(I,LMAXP1).GT. 1.5*XCEHT(I)) X(1,LMAXP1)=1.5*XCEHT(I)
IF(X(I,LNAXP1).LT. .5*XCEHT(1)) X(I,LMAXP1)= .5*XCEHT(I)
GO TO 250

252 IF(X(I,LMAXP1).GT.1.E6) X(I.LMAXP1)=1.E6
IF(X(I.LMAXP1).LT.-l.E6) X(I,LMAXP1)=-1.E6

250 C0HTINUE
LOOP =0

255 CONTINUE
IF(MOD (H,HPRIHT).NE.0) GO TO 214
IF(IDIAG .EQ. 0) GO TO 214

PRIHT 1005
PRIHT*,' SETN HF HF-BAR HG HG-BAR HB

$ HB-BAR'
PRINT 1910,LMAXP1,(X(I,LMAXP1),XCEHT(I),I=1,IMAX)

214 CONTINUE -

CALL FUHVAL(LMAXP1).

REC 01=0.0
DO 260 K=1,KMAX .

C REC 01= REC 01+ ABS (F(K,LMAXP1)) c, n h
REC 01= REC 01+F(K,LMAXP1)**2 - v u

260 CONTINUE C C)'[
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S(LMAXP1)= REC 01
W(LMAXP1)=1./SQRT(REC 01) ,

IF(MOD (H-1,HPRINT).HE.0) C0 TO 215
IF(IDIAG .EQ. 0)GO TO 215

PRIHT 1005
* PRIHT 1006

PRINT 1020,LMAXP1,(F(K,LNAXP1),K=1,KMAX),S(LMAXP1)
215 COHTIHUE

IF(S(LMAXP1).GT.EPSSUM) GO TO 216
PRINT 6001

219 PRIHT*,' COHVERGED SOLUTIOH'
GO TO 450

216 CONTIHUE
IF(LOOP.HE.0) GO TO 300
LSMALL=1
LLARGE=1
SMIH=S(1)
SMAX=S(1)
DO 300 L=2,LMAX
IF(S(L).GE.SMIH)GO TO 304

302 SMIH=S(L)
LSMALL=L
GO TO 300

304 IF(S(L).LE.SMAX)GO TO 300
306 SMAX=S(L)

LLARGE=L
300 COHTIHUE

IF(SMIH.LE.EPSSUM) GO TO 219
308 IF(S(LMAXP1).LT.SMAX) GO TO 315

IF(LOOP.HE. HADJ) GO TO 309
PRINT 6001
PRIHT*,' MAXIMUM HUMBER OF READJUSTMENTS - CHECK C0HUERGEHCE'
GO TO 450

309 COHTINUE
LOOP = LOOP +1
DO 310 I=1,IMAX
X(I,LMAXP1)=<W(LMAXP1)*X(I,LMAXP1)+W(LSNALL)*X(I,LSMALL))/

1 (W(LMAXP1)+W(LSMALL))
310 COHTINUE

GO TO 255
315 IF(N.LT.ITERAT) GO TO 316

PRINT 6001
PRIHT*,'MAXINUM HUMBER OF ITERATIDHS - H0 CONVERGENCE'
GO TO 450

316 CONTINUE
DO 320 I=1,IMAX
X(I,LLARGE)=X(I,LMAXP1)

320 CONTIHUE
DO 330 K=1,KMAX
F(K,LLARGE)=F(K,LMAXP1)

330 CONTINUE
S(LLARGE)=S(LMAXP1)
W(LLARGE)=W(LMAXP1)
GO TO 45

450 CONTIHUE
WRITE (6,5001)IGDATA(1),HTRIES

,

5001 FORMAT (/,3X,'EDT RUH HO. = ',I4,' 5 ITERATIOHS = ',.'4)
PRIHT*,' EDT TAPE: BCDEFGHIJKLMH0PQRSTUVW

$X Y Z (CIRCLE)'
WRITE (6 3121)
WRITE (6,3111) IGDATA(2),IGDATA(4)

nn}
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WRITE (6,3112) IGDATA(3),IGDATA(5)
WRITE (6,3113)JGDATA(1),JGDATA(2)

' WRITE (6,3118)JGDATA(3),JGDATA(4)
WRITE (6,3115) JGDATA(11)

IF(IPRIHT.EQ.0) GO TO 852
WRITE (6,3121)

852 WRITE (6,2188)X1,X2 '

WRITE (6,2189)K1,K2
WRITE (6.2190)A1,A2

IF(IPRIHT.EQ.0) GO TO 854
WRITE (6,3121)

PRINT *,' IHITIAL ESTIMATES'
WRITE (6,3116)HSURF,XDELTA(1)
WRITE (6,3117)HGAP,XDELTA(2)

WRITE (6,3121)
PRIHT*,' EXPERINEHTAL DATA'
IP=KMAX-1
DO 14 !=1,IP

WRITE (6,2187) DATA (I),DATAT(I)
14 CONTIHUE

WRITE (6,3121)
PRIHT 2191

854 WRITE (6,3121)
HRITE(6,3123) H

PRIHT 2191
PRINT *,' SETN HF HF-BAR H(GAP) HG-BAR HB

$ HB-BAR'
XCEHT(3)=10.*XCENT(1)*(1.01+XCEHT(3)/(1.+ ABS (XCEHT(3))))
DO 460 L=1,LMAX
X(3,L)=X(1,L)*(1.01+X(3,L)/(1.+ ABS (X(3,L))))*10.

IF(IPRIHT.EQ.0) GO TO 460
PRINT 1010,L,(X(1,L),XCEHT(I),I=1,IMAX)

460 COHTINUE
PRIHT 2191
SMAX=100.

LLARGE=1
DO 744 L=1,LMAX
IF(S(L).GT.SMAX) GO TO 744
SMAX=S(L)
LLARGE=L

744 CONTINUE
L=LLARGE
AHSl=X(1,L)
AHS2=X(2,L)
ANS3=X(3,L)
AHS4=S(L)
PRIHT3122,AHS1,AHS2,ANS3,AHS4
WRITE (6,3121)

IF(IPRINT.EQ.0) GO TO 856
PRINT 705

705 FORMAT (30X,'TCALC-TDATA'/' SET TIME 1',6X,' TIME 2',6X
s,' TIME 3',6X,' TIME 4',6X,' TIME 5',6X,' TIME 6')

DO 706 L=1,LMAX
PRINT 1910,L,(F(K,L),K=1,KHAX-1)

706 CONTINUE
PRIHT 2191
PRIHT*,' SET e STATS: (S) SUN SQUARE OF RESIDUALS'
DO 710 L=1,LMAX'

PRINT 2192,L,S(L)
710 CDHTIHUE
B56 WRITE (6.3121)

MRITE(6,3121) (6\'m ~

WRITE (6,3121) : .u
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WRITE (6.3121)
HRITE(6,3121)

'

HRITE(6,3121)
743 COHTINUE

ERROR = ABS (XCEHT(2)-HGAP)/HGAP
IF(ERROR.GT. 01.AHD.HTRIES.LT.MAXTRY) GO TO 752

,

745 C0HTINUE
RETURH

1000 FORMAT (1H1,165,/>
1005 FORMAT (1HO)
1010 FORMAT (15,6E11.4)
1020 FORMAT (IS,11E11.4)
6001 FORMAT (1H1,/>
2107 FORMAT (' HORMALIZED TEMP = ',F10.4 ' AT TIME (SEC) ',F10.5)=

2188 FORMAT (' THICKHESS 1 (CM): ',F10.6,' THICKHESS 2 (CM): ',F10.6)
' F10.6,' COND 2 (W/CM-K): ',F10.6)2189 FORMAT (' COND 1 (W/CM-K): ,

' F10.6,' DIFF 2 (CM*2/SEC): ',F10.6)2190 FORMAT (' DIFF 1 (CM*2/SEC): ,

2191 FORMAT (3X,' ')
2192 FORMAT (3X,I5,10X,E11.4)
3111 FORMAT (' U02 I.D.: ',I4,' ATM CODE: ',I4)
3112 FORMAT (' 2R4 I.D.: ,I4,' GAP /COHTACT CODE: ',I4)'

3113 FORMAT (4X,' TEMP (DEG C) : ,F6.1,' GW(CM)/ LOAD (PA) : ',E11.4)'

3118 FORMAT (' ATM PRESS (PA) :',E11.4,' GAS COND(W/CM*2-K) ',E11.4)=

,F10.4)3115 FORMAT (' H(GAP) GUESS '=

311G FORMAT (' HSURF = ',F10.6,' DELTA SURF = ',F10.6)
3117 FORMAT (' HGAP = ',F10.6,' DELTA HGAP = ',F10.6)
3121 FORMAT ('----------------------------------------------------------

$------------- ',2X)
3122 FORMAT (' BEST:',E11.4,10X,E11.4,11X,E11.4,' S =',E11.4)
3123 FORMAT (' ANALYTICAL RESULTS e LOOP ITERATIONS = ',15)

END

SUBROUTIHE FUHVAL(KK)
IMPLICIT DOUBLE PRECISI0H (A-H,0-2)
COMMOH/BLK1/EPSSUN,ITERAT, HADJ,IMAX,KMAX,LMAX,HCEHT(3),HDELTA(3)

S ,H(3,6),FUNC(7,6)
COMM0H / POINTS / DATA (7),DATAT(7)
KMAY=KMAX-1
EPSHFB=2.
DATA 1H= DATA (1)/2.
CALL R00TS(H(1,KK),HC2,KK),H(3,KK), DATA 1H)
DELT=DATAT(KMAY)-DATAT(1)
TMAX=DATAT(KMAY)
CALL MAXT(TMAX,DELT)
DO 20 J=1,KMAY
T= TEMP (DATAT(J))/TNAX
FUNC(J,KK)=T-DATA (J)

20 CONTINUE
FUNC(KMAX,KK)=0.
RETURH
END -

FUNCTIOH TEMP (TIME)
IMPLICIT DOUBLE PRECISION (A-H,0-2)
DOUBLE PRECISI0H K1,K2
COMM0H /GEH/ R00T(50),RES(50),X1,X2,A1,A2,K1,K2,NR00TS,IR00TS ,

TEMP =0.
DO 10 I=1,IR00TS c.,9

10 TEMP = TEMP +RES(I)*EXP(-ROOT (I)* TIME)
n 'u,

,

RETURH -
b

z .| 1,EHO c
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FUNCTION DTEMP(TIME)
IMPLICIT DOUBLE PRECISI0H (A-H,0-2)'

DOUBLE PRECISION K1,K2
COMMON /GEH/ R00T(50),RES(50),X1,X2,A1,A2,K1,K2,HR00TS,IR00TS
DTEMP=0.
DO 10 I=1,IR00TS *

10 DTEMP=DTEMP-RES(I)* ROOT (I)*EXP(-ROOT (I)* TIME)
RETURN
END

SUBROUTIHE ROOTS (HF,HG,HR,THIH)
IMPLICIT DOUBLE PRECISION (A-H,0-2)
DOUBLE PRECISI0H K1,K2
COMM0H / DEBUG /JRUN
COMMON /Gr.He R00T(50),RES(50),X1,X2,A1,A2,K1,K2,HR00TS,IR00TS
F(S)=(HF*((G1*CV1+HG*SV1)*(-G2*G2/HB*SU2+G2*CU2)+G1*CVl*(G2/HB*HGt

* CU2+HGtSV2))+ Git ((-G1*SV1+HG*CU1)*(-G2*G2/HB*SU2+G2*CU2)-
* Gl*SV1*(G2/HB*HG*CU2+HG*SU2)))*HB/(HG*Gl*G2)
HB=HF*(1.01+HR/(1.+ ABS (HR)))*10.
TEMTOT=0.
IR00TS=HR00TS

C IDI AG=0 THEH DO NOT PRIHT DI AGHOSIS INFORMATION
IDIAG=0
J=0
W=1
ISTART=1
E=1.E-5
HH=1000
D=0.
S=0.
DS=1.E-8
DO 200 HI=1,2
S=S+DS
S01=SQRT(S/A1)
SQ2=SQRT(S/A2)
G1=K1*SQ1
G2=K2*SQ2
V1=SQ1*X1
V2=SQ2*X2
SV1=SIH(U1)
SV2=SIH(U2)
CVl=COS(U1)
CU2=COS(V2)
D=F(S)
IF(HI.EQ.1) Di=D
IF(HI.EQ. 2) D2=D

200 CONTINUE
IF(IDIAG.EO.0) GO TO 199
IF(JRUH.GT.3) PRINT *,'DS= ',DS,' Di= ',D1,' D2= ',D2,' HG= ',

$HG,' HB= ',HB,' HF= ',HF,' HR= ',HR
199 COHTINUE

DS=-D1*DS/(D2-D1)*.5 .

S=0.'

100 COHTINUE
.

. rx
d
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DO 10 I=ISTART,HH
ITEST=0. .

IF(J.GE.1)DS=AMAX1(DS,.1)
IF(J .GE. 2) DS=.2*(R00T(J)-R00T(J-1))
E=DS*1.E-5
E=AMIH1(E 1.E-4),
S=S+DS

$8 CONTINUE
SQ1=SQRT(S/A1)
SQ2=SQRT(S/A2)
G1=K1*SQt
G2=K2*SQ2
U1=SQ1*X1
U2=SQ2*X2
SU1=SIH(U1)
SU2=SIH(U2)
CU1=COS(U1)
CU2=COS(U2)
D=F(S)
IF(I.EO.1) DOLD=D
IF(ITEST .EQ. 1) GO TO 20
IF(D*DOLD .GT. 0.) GO TO 30
SSAUE=S
DSHUE=D
00LDL=DOLD
SOLDL= SOLD
DOLDR=D
SOLDR=S
S=.5*(S+ SOLD)
ITEST =1
GO TO 50

20 CONTINUE
IF((SOLDR-SOLDL).LT.E) GO TO 40
IF(DOLDL*D .LT. 0.) GO TO 60
SOLDL=S
DOLDL=D
GO TO 70

60 DOLDR=D
SOLDR=S

70 CONTINUE
S=.5*(SOLDL+SOLDR)
GO TO 50

40 COHTINUE
J=J+1
IF(J .GT. HROOTS) GO TO 90
ROOT (J)=S
RES(J)=-W*(SOLDR-SOLDL)/(DOLDR-DOLDL)
IF (J .LT. 2) GO TO 80
TPLUS=RES(J)*EXP(-TNIN* ROOT (J))
TENTOT=TENTOT+TPLUS
IF(ABS (TPLUS/TENTOT) .GT. 000001) GO TO 80
IR00TS=J
GO TO 90

80 CONTINUE
S=SSAVE
D=DSAVE

30 CONTINUE "

SOLD =S
00LD=D

10 CONTINUE .
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IF(J .GE. HROOTS) GO TO 90
ISTART=HH+1,

HH= HH+1000
IF(HH.LT.10000) GO TO 100
PRIHT*,' EXCESSIVE STEPS TAKEN IN ROOTS CALCULATIONS STOPPED'PRIHT*,' HEED TO DELETE THIS RUN FROM THE STREAM'
STDP

90 CONTINUE
RETURH
EHD

SUBROUTIHE MAXT(TMAX,DELT)
IMPLICIT DOUBLE PRECISI0H (A-H,0-Z)
DOUBLE PRECISI0H K1,K2
COMNOH /GEH/ R00T(50),RES(50),X1,X2 A1,A2,K1,K2,HR00TS,IR00TS
TMAX=2.*TMAX T

EST
DT=.05*DELT
TIME =.01-DT
DO 10 I=1,400
TIME = TIME +DT
D=DTEMP(TIME)
IF(I .EQ. 1) DOLD=D
IF(DOLD .LT.O.) GO TO 15
IF(DOLD*D .LT. e.) GO TO 20

15 CONTIHUE
DOLD=D
TOLD = TIME

10 COHTIHUE
TMAX= TEMP (TMAX)
PRINT *,' MAXIMUM TEMPERATURE HOT FOUHD, TMAX SET TO LAST DATA

$UALUE.'
RETURH

20 CONTIHUE
TOLDL= TOLD
DDLDL=DOLD
TOLDR= TIME
DOLDR=D
H=ALOG(DT/.001)/ALOG(2.)+1.
DO 30 !=1,H
TIME =.5*(TOLDL+TOLDR)
D=DTEMP(TIME)
IF(DOLDL*D .LT. 0.) GO TO 60
TOLDL= TIME
DOLDL=D
GO TO 30

60 DOLDR=D
TOLDR= TIME

30 CONTINUE
TMAX= TEMP (TINE)
RETURH
END .

. _ ,,
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SUBROUTIHE LIH2(A,H,HH,EPS,B,M,MM,LTEMP,IERR,DET HPIV,PIV,LPR,
I LPC)

,

IMPLICIT DOUBLE PRECISION (A-H,0-2)
DIMEHSIOH A(HH,H),B(MN,M)
DIMENSION LTEMP(1),LPC(1),LPR(1)

C
C SUBROUTIHE LIH2
C DECK BB46A
C
C SUBROUTIHES CALLED - H0HE
C
C THIS ROUTIHE SOLVES THE MATRIX EQUATION AX+B=0 OVERWRITING B WITH THE
C SOLUTION MATRIX X. A NUST BE SQUARE AHD H0H-SINGULAR. 8 MUST
C HAVE THE SAME HUMBER OF ROWS AS A. THE DETERMIHANT OF A IS
C COMPUTED. BOTH A AND 8 ARE DESTROYED.
C
C THIS ROUTIHE IS RECOMMENDED FOR THE SOLUTION OF SINULTAHEOUS LINEAR
C EQUATIONS.
C
C THE NETHOD CONSISTS OF GAUSSIAH ELIMINATION FOLLOWED BY BACK
C SUBSTITUTIOHS. THIS IS NORE EFFICIENT THAH SOLUTION BY NATRIX
C IHUERSIDH REGARDLESS OF THE HUMBER OF COLUNHS IN B. BOTH ROWS AND
C COLUMHS ARE SEARCHED FOR MAXIMAL PIVOTS. INTERCHANGING OF R0WS OR
C COLUNHS OF A IS AVOIDED. CHAPTER I 0F E.L. STIEFLE, INTRODUCTION TO
C HUMERICAL MATHEMATICS, ACADEMIC PRESS,H.Y.,1963,SHOULD BE HELPFUL IN
C FOLLOWIHG THE CODE.

C THE CALLING FROGRAM MUST SET A.H,HH,EPS,B,M,MM LTEMP T0-
C
C A-THE COEFFICIENT MATRIX
C
C H-THE ORDER OF A

C HH-THE HUMBER OF WORDS OF STORAGE PROVIDED FOR EACH COLUNH OF
C A IN THE CALLING PROGRAM
C
C EPS-A H0H-HEGATIVE HUMBER WHICH EACH PIVOT IN THE ELIMINA'10H
C PROCESS IS REQUIRED TO EXCEED IN ABSOLUTE VALUE (CUSTOMARILY
C ZERO)

h B-THE CONSTANT TERM MATRIX

h M-THE HUMBER OF COLUNHS OF 3

h 8 IN THE CALLING PROGRAM
C MM-THE HUMBER OF WORDS OF STORAGE PROVIDED FOR EACH COLUNH OF

C LTEMP-A BLOCK OF AT LEAST H WORDS OF TEMPORARY INTEGER STORAGE
C
C IH ADDITION TO OVERWRITING B WITH THE SOLUTION MATRIX X,THE ROUTIHE
C SETS IERR,DET,HPIV,PIV,LPR,AHD LPC TO

IERR- 2 IF HO COLUNHS OF X ARE FOUND, THE ELIMINATION PROCESS
C BEING HALTED BECAUSE THE CURRENT PIVOT FAILS TO EXCEED
C EPS IN NAGHITUDE

C 0 IF ALL COLUMHS OF X ARE FOUND, H0 TROUBLE BEING DETECTED-

'

C

nil,v
,i
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C DET-PLUS OR HIHUS THE PRODUCT OF THE CURRENT AHD ALL PRECEDIHG
C PIVOTS
C
C HP!V-THE HUMBER OF THE CURREHT P!VOT (FIRST,SEC0FD,ETC.)
C
C PIV-THE CURRENT PIVOT
C
C LPR-THE FIRST HPIU POSITIOHS LIST THE PIUOT ROW INDICES IN ORDER
C OF USE A UECTOR OF LENGTH H
C
C LPC-THE FIRST HPIU POSITIONS LIST THE PIVOT COLUNH INDICES IN
C ORDER OF USE,A UECTOR OF LENGTH H
C
C IF THE ELIMINATION PROCESS IS HALTED PREMATURELY (IERR HEGATIVE),THEN
C THE DATA HPIU,P!V,LPR,LPC,MAY BE HELPFUL IN DIAGHOSING THE UNDERLYING
C CAUSE OF THE TROUBLE. IF THE PROCESS GOES TO COMPLETION THEH HPIU=H,
C DET SHOULD BE THE DETERMIHANT OF A,PIU WILL BE THE HTH PIVOT,AND LPR
C AHD LPC LIST ALL PIVOT POSITIONS.
C
C 00 IHITIALIZATIONS
C

1 IERR=0
DET=1.
DO 2 I=1,H
LPR(I)=I

2 LPC(I)=I
C
C BEGIH ELIMINATION PROCESS
C

DO 18 HP=1,H
HPIU=HP

C
C SELECT PIVOT

PIU=0.
DO 4 K=HP,H
!=LPR(K)
DO 4 L=HP,H
J=LPC(L)
IF (ABS (A(I,J))-ABS (PIU)) 4,3,3

3 KPIU=K
LPIU=L
IPIU=I
JPIU=J
PIU=A(I.J)

4 CONTINUE

UPDATE DETERMIHANT AND P!VOT ROW AHD COLUNH LISTS
C

DET=DET*PIU
ITEMP=LPR(HP)
LPR(HP)=LPR(KPIU)
LPR(KPIU)=1 TEMP
ITEMP=LPC(HP)
LPC(HP)=LPC(LPIU)
LPC(LPIU)=ITEMP

.\C
-en, 5C EXIT IF PIVOT TOO SMALL gg ct

C 3;u
.
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IF (EPS-ABS (PIU)) 8,7,7
7 IERR= 2

'

RETURH

b H0DIFY P1UOT ROW OF A AND B (ELEMENTS IN PRESENT OR PREVIOUS PIVOT
C COLUNHS OF A ARE SKIPPED)

8 IF(HP-H)9,11,9
9 HHP =HP+1

00 10 L= HHP,H
J=LPC(L)

10 ACIPIV,J)=-A(IPIV,J)/PIU
11 DO 12 J=1,M
12 B(IPIV,J)=-B(IPIV,J)/PIU

C
C MODIFY H0H-PIVOT ROWS OF A AND 8 (ELEMEHTS IN PRESENT OR PREVIOUS
C PIVOT ROWS OR COLUMHS ARE SKIPPED)

IF(HP-H)13,18,13
13 DO 17 K= HHP,H

!=LPR(K)
TEMP =ACI,JPIU)
IF(TEMP)14.17,14

14 DO 15 L= HHP,H
J=LPC(L)

15 A(I,J)=ACI,J)+A(IPIU,J)* TEMP
D0 16 J=1,M

16 B(I,J)=B(I,J)+B(IPIV,J)* TEMP
17 CONTINUE
18 COHTIHUE

C
C END ELIMINATION PROCESS
C
C DO BACK SUBSTITUTIONS
C

00 23 J=1,M
DO 21 K=2,H
KK=H-K+1
!=LPR(KK)
DO 21 L=2,K
LL=H-L+2
II=LPR(LL)
JJ=LPC(LL)

21 B(I,J)=B(I,J)+B(II J)*A(I,JJ)
23 CONTINUE

C
C UNSCRAMBLE R0WS OF SOLUTION MATRIX AND ADJUST SIGH OF DETERMIHANT
C

DO 24 !=1,H
L=LPR(I)

24 LTEMP(L)=LPC(I)
DO 28 !=1 H

25 K=LTEMP(I)
IF(I-K)26,20,26

26 DET=-DET
DO 27 J=leM
TEMP =BCI,J)-

,
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B(1,J)=B(K.J)
27 B(K,J)= TEMP

' LTEMP(I)=LTEMP(K)
LTEMP(K)=K
GO TO 25

20 COHTIHUE
RETURH
EHD

FUNCTION RAHF(SEED)
DOUBLE PRECISION RAHF
DATA CHANCE /.314159265/, PRIME /997./
IF(SEED.GT.O.)CHAHCE= SEED
CHANCE = PRIME * CHANCE **2
CHANCE = CHANCE-AINT(CHANCE)
RAHF= CHANCE
RETURH
END

r; ' ja -
,

-
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EXAMPLE RUN HUNBER OHE.........
3

41 # ITERATIONS = 1EDT RUH HO. =

EDT TAPE: BCDEFGH IJKLMH0PQRSTUVW X Y Z (CIRCLE)
_ _ _ _ _ _ _ _ _ _ _ - _ - _ _ - - _ - _ _ _ _ - _ _ _ _ _ _ - _ _ _ _ _ _ _ _ - - _ _ _ _ - - _ _ _ _ - _ - _ _ - - _ _ _ _ _ _ _ _ - - _ _

002 I.D.: 40 ATN CODE: 4
ZR4 I.D.: 25 GAP /COHTACT CODE: 1

TEHP (DEG C) : 600.5 GWCCM)/ LOAD (PA) : .7510-003
ATM PRESS (PA) : .1027+006 GAS COND(W/CM*2-K) .2346-002=

1.4537H(GAP) GUESS =

_ _ _ _ - - - - - - - - _ _ _ - - - _ - - _ _ - - - - - - _ _ - - - _ _ _ - - _ _ _ _ _ _ - - _ - _ - - - - - - - _ _ _ - - - _ - _ _ . . - _ -

THICKHESS 1 (CM): .103163 THICKHESS 2 (CN): .096804
COND 1 (W/CM-K): .039088 COND 2 O' 'C M-K ) : .195905

DIFF 1 (CM*2/SEC): .012324 DIFF 2 (CM.2/SEC): .080550
_ _ - _ - _ - - - - _ _ _ _ - _ _ - _ - - _ _ - - - - _ - - - _ _ _ - - - - _ _ _ _ _ _ _ - - - - - - _ _ - - - - _ - _ - - - - - - _ - - _ -

INITIAL EST.AATES
HSURF = .010000 DELTA SURF = .003000
HGAP = 1.453734 DELTA HGAP = .436120

_ - _ _ _ - - _ - _ _ _ _ _ _ _ - - _ _ - - - _ - _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ - _ - _ - - - - - _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ - -

EXPERIMENTAL DATA
HORMALIZED TEMP = .5000 AT TIME (SEC) .30402=

HORMALIZED TEMP = .7000 AT TINE (SEC) .42117= ,

HORMALIZED TEMP = .8500 AT TIME (SEC) .55721=

HORMALIZED TEMP = .9800 AT TINE (SEC) = .84338
HORMALIZED TEMP = .9900 AT TIME (SEC) .90166=

HORMALIZE9 TEMP = .9880 AT TIME (5EC) 1.28683=

_________-__________________---_________________-__-____-______________

AHALYTICAL RESULTS # LOOP ITERATIONS = 58

SETN HF HF-BAR H(GAP) HG-BAR HB HB-BAR
1 .4926-002 .4925-002 .9589+000 .9589+000 .9714-001 .9713-001
2 .4925-002 .4925-002 .9589+006 .9589+000 .9714-001 .9713-001
3 .4926-002 .4925-002 .9589+000 .9589+000 .9712-001 .9713-001
4 .4925-002 .4925-002 .9589+000 .9589+000 .9712-001 .9713-001
5 .4925-002 .4925-002 .9589+000 .9589+000 .9712-001 .9713-001

BEST: .4925-002 .9589+000 .9712-001 S = .6665-005

_ _ _ _ - _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

TCALC-TDATA
SET TIME 1 TINE 2 TIME 3 TIME 4 TINES TINE 6

1 .1325-002 .1595-002 .2907-003 .7289-003 .2091-003 .1314-002
2 .1329-002 .1591-002 .2938-003 .7277-003 .2002-003 .1315-002
3 .1342-002 .1575-002 .3092-003 .7198-003 .2023-003 .1323-002
4 .1341-002 .1577-002 .3077-003 .7208-003 .2031-003 .1321-002
5 .1345-002 .1572-002 .3121-003 .7186-003 .2015-003 .1323-002

SET e STATS: (S) SUN SQUARE OF RESIDUALS
1 .6686-005
2 .6685-005
3 .6686-005
4 .6685-005
5 .6685-005*

,[\ *- - - _ _ - _ _ _ - _ _ - - - - _ _ - - - - _ - - _ _ - - _ _ - - _ _ - _ _ - _ - - - - _ _ - - _ _ - - _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
A \
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EXAMPLE RUH HUMBER TW0........
I

42 # ITERATIONS = 1EDT RUH HO. =

EDT TAPE: 8CDEFGHIJKLMNOPQRSTUVW X Y Z (CIRCLE.

-------------------------------------------------------------------_-_.

UO2 I.D.: 40 ATM CODE: 4
ZR4 I.D.: 25 GAP / CONTACT CODE: 1 .

TEMP (DEG C) : 400.4 GW(CM)/ LOAD (PA) : .7510-003
ATM PRESS (PA) : .1034+006 GAS C0HD(W/CN*2-K) .1966-002=

1.5356H(GAP) GUESS =
----------------------------------------------------------------------.

THICKHESS 1 (CH): .102952 THICKHESS 2 (CM): .096665
COND 1 (W/CM-K): .048200 COND 2 (W/CM-K): .182286

DIFF 1 (CM*2/SEC): .015631 DIFF 2 (CM*2/SEC): .074925
----------------------------------------------------------------------.

INITIAL ESTIMATES
HSURF = .010000 DELTA AURF = .003000
HGAP = 1.535612 DELTA HGAP = .460684

--------------------------------------------------------------------_--

EXPERIMENTAL DATA
HORMALIZED TEMP = .5000 AT TIME (SEC) .26746=

HORMALIZED TEMP = .7000 AT TIME (SEC) .37374=

HORMALIZED TEMP = .8500 AT TIME (SEC) .49738=

HORMALIZED TEMP = .9800 AT TINE (SEC) .76374=

HORMALIZED TEMP = .9900 AT TIME (SEC) .81963=

HORMALIZED TEMP = .9880 AT TIME (SEC) 1.22737=

-_-------------------------------------------------------------------_-

.

- - _ - - - - - _ _ _ _ - - - _ - _ _ _ _ _ _ - - _ _ - _ _ - _ - - - - _ - - - - - - - _ - _ _ - - _ _ _ _ _ _ - _ _ - _ - _ _ - _ _ _ _ _ _

AHALYTICAL RESULTS # LOOP ITERATIONS = 40

SETS HF HF-BAR H(GAP) HG-BAR HB HB-BAR
1 .4560-002 .4560-002 .1020+001 .1020+001 .8496-001 .8495-001
2 .4560-002 .4560-002 .1020+001 .1020+001 .8496-001 .8495-001
3 .4560-002 .4560-002 .1020+001 .1020+001 .8495-001 .8495-001
4 .4560-002 .4560-002 .1020+001 .1020+001 .8496-001 .8495-001
5 .4560-002 .4560-002 .1020+001 .1020+001 .8491-001 .8495-001

BEST: .4560-002 .1020+001 .8495-001 S = .7454-005

-----------------------------------------------------------------------
TCALC-TDATA

SET TIME 1 TINE 2 TIME 3 TIME 4 TIMES TIME 6
1 .3238-003 .1971-002 .1667-002 .3221-003 .5053-003 .5726-003
2 .3189-003 .1977-002 1661-002 .3192-003 .5031-003 .5756-003
3 .3291-003 .1965-002 .1673-002 .3250-003 .5075-003 .5696-003
4 .3187-003 .1977-002 .1661-002 .3191-003 .5031-003 .5757-003
5 .3530-003 .1937-002 .1700-002 .3389-003 .5180-093 .5550-003

SET 4 STATS: (S) SUN SQUARE Ol' RESIDUALS.

1 .7455-005
2 .7456-005
3 .7454-005 n'
4 .7456-005 ^O ., n
5 .7455-005 9

-------------------------_
n i

e
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