INTERIM REPORT

7-23-79

Accession NO, e

Contract Program or Project Title: LOCA Analysis As.essment

Subject of this Docums .t: “Przliminary Application of Quantitative
Assessment Procedure"

Type of Document: Interim Report

Author(s): J. A. Dearien, C. B. Davis

Date of Document:  April 1979

Responsible NRC Individual and NRC Office or Division: S. Fabic, NRC/RSR

This document was prepared primarily for preliminary or internal use. It has not
received full review and approval. Since there may be substantive changes, this
document should not be considered final.

L

7
-~

A_ ‘-‘7 7 P 7 o

H. P. Pearson, Supervisor

Information Process’ng
EG&C Idaho

I3

Prepared for
U.S. Nuclear Regulatory Commission
Washington, D.C. 20555

NRC Fin #A6047
INTERIM REPORT

L
Mo
ad

| 265

l NRC Research and Technical \&ﬁ

' Assistance Report &‘a
Ak

7]



CNDE ASSESSMENT AND APPLICATIONS PROGRAM

T wAsR b st Aile il dina o
PRELIMINARY APPLICATION

-

ANTITATIVE ASSESSMENT PROCEDURE

:

IDAHO NATIONAL ENGINEERING LABORATORY
DEPARTMENT OF ENERGY ey

IDAHO OPERATIONS OFFICE UNDER CONTRACT EY-76-C-07-1570



i e ——~

INEGEG ... -

FOMRNA ¢ A a8
e 1778

INTERIM REPORT

AccessionNo.
CAAP-TR-047

2 Report No.

Cntract Program or Project Title: LOCA Analysis Assessment

Subject of this Document: Preliminary Application of Quantitative
Assessment Procedure

Type of Document: Interim Report

Author(s): J. A. Dearien
C. B. Davis

Date of Document: April 1979

~

Hesponsible NRC Individual and NRC Office or Division: S. Fabic, NRC/RSR

L

1 his document was prepared primarily for preliminary or internal use. It has not received
full review and approval. Since there may be substantive changes, this document should
not be considered final

EG&G ldaho, Inc
idaho Fails ldaho 83401

Prepared for the
U.S Nuclear Regulatory Commission
and the U S Department of Energy
Idaho Operations Office
Under contract No. EY-76-C-07-1570
NRC FIN No. 6047

INTERIM REPORT

N
™2
o
™~
s
—J




ABSTRACT

B A procedure for the quantitative assessment of computer codes is
described and applied to two Semiscale tests. Results of the
» application of this procedure are described and conclusions drawn

regarding the use of this procedure in the assessment of computer
codes. A method has been develcped as part of the procedure to
indicate the percentile of knowledgeable persons who would deem the
code as doing an acceptable job.
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SUMMARY

A procedure has been developed to quantify thc results of code
assessment and ra2late this quantified result to the percentage of
knowledgeable analysts who would be expected to find the code
acceptable.

The quantification procedure was applied to two Semiscale tects
and the results of the assessment process indicate that 50% to 70% of

knowledgeable analysts would find the code results an acceptable
representation of the experimental data.

The results are preliminary due to the limited amount of data at

present but are very encouraging with respect to future application of
the procedure.
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I. INTRODUCTION

The assessment of compiex computer codes is a procedure by which
the capabilities and limitations of these codes are determined by
» comparison of predicted results with experimental data. Code
Assessment has been carried out at the INEL for over four years with
the fuel codes (FRAP-S, FRAPCON, and FRAP-T) and the first assessment
of a large therm:] hydraulic code (RELAP4,/MOD6) was completed in
Necember 1978, a

Assessm. “ of i1hese codes has, to date, been primarily a graphic
approach with data/prediction comparisons presented in various
graphical form. with the readers left to their own judgement as to the
quality of the comparisons. I those cases where assessors' comments
are made on the quality of the comparisons, those comments are of the
form "good", “"not .o good", "compare quite well", etc. The lack of a

. quantitative assessment criteria has precluded anything but
qualitiative statements as assessment results.

A nrocedure has been developed at INEL to quantify the type of
data/prediction comparizons encountered in the assessment of thermal
hydraulic codes. This report describes the procedure (Section I1) and
presents an example of its application to two Semiscale tests,
(Section 111} using the RELAP4/MOC6 code. Results are described in
Section IV and conclusions regarding the use of the procedure are
’covered in Section V. Section VI describes future work planned and
needed in the area of code assessment.

Appendix A describes the quantitative assessment procedure in
detail. Appendix B scribes research done on the human perception of
. code acceptability and how the results of this research are used in the
assessment process.
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IT. DESCRIPTION OF PROCEDURE

A detailed description of the guantitative assessment procedure
has been previously documented and is included in this report as
Appendix A. The procedure will be discussed briefly with a description
of a modification made to the appended procedure.

I

} In the comparison of predicted results wih experimental data, a

' problem arises in that the =xperimental data has a certain amount of
uncertainty associated with it. This uncertainty arises from several

[ sources and must be considered when comparing it to a "single valued"

I prediction from a compiter code. In Figure 1, the reader can see the

| five different areas considered as error indicators, A) deviation of

, prediction from the data mean (absolute), B) deviation of prediction

i above the data mear, C) deviation of prediction below the data mean,

| D) deviation of prediction outside data error bands and E) deviation of
prediction trend (slope) from data trend.

described in Appendix A with the exception of indicator E. The error
indicators on prediction trerd vs. data trend was recognized as a
significant indicator and has since been added to the four transient

error indicators of Appendix A. The equaticn for quantifying trend
| error is

I
i The procedure for quantifying the five error indicators is

t
r 1 (P(t) - P(t-T) - (X(t) - X(t-T
E (t) o 1 - E- * 0‘0/ t - N t

P and X are the calculated and measured parameters respectively, and

XMAX and XMIN are the error bands of the data. The results described

where £ measures the trend error, t is time, T is constant time offset,
l in Section V were obtained with T=1 s.

|
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Weighting factors are applied to each of the error indicatore as
well as to the individual parameters being assessed for compar ison
(clad temperature, flows, etc). The combined effects of the weighted
parame. ', and weiohted error indicators are accumulated by the summing
procedv.-e describec in Appendix A. This accumulation results in a
Quant ification of the code results between 0 and 100 which can then be
used as an indicator of the code capability or a relative indicator
when scores of two codes are known.

The score calculated for the code is used to determine a
percentile acceptance (PA) of the code to perform its desired
function. The PA of a code is the percentage of people who would deem
the code as doing an acceptable job. Appendix B describes the
procedure and research used to arrive at the PA relations.
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I11. DESCRIPTION OF EXAMPLE PROBLEM

The objectives of this initial test of the quantification
procedure were to determine 1) if it could he applied to a real
problem, 2) the effort involved in applying the procedure and 3) if the
results obtained are of a nature that can be realistically used in the
ast2ssment process. [tems 1 and 2 have been resolved satisfactorily in
that the procedure can be applied to a real problem with little effort
(given that the uncertainty bands are available). The remainder of the

report will address the applicability of the results in the assessment
LrOCess,

1. SEMISCALE TEST PROBLEMS

Two Semiscale tests (S-04-6, $5-06-6' were used in the example
evaluation. These tests were selected because they were from a series
of tests for which the data uncertainty bands were derivable.
Furthermore, RELAP4/MOD6 system calculitions had been made for these
tests anu were aveilable for comparison with the data.

The Semiscale experimental program is part of the investigation of
the therm:1 and hydraulic phenonema accompanying a hypothesized
loss-of-ccolant accident in a water cooled nuclear reactor system.
Seniscale Tests 5-04-6 and $-06-6 simulated the response of a
pressurized water reactor during a loss-of-coolant experiment initiated
bf a'200% double-ended offset shear in the cold ieg piping. Test
5-04-6 was conducted from initial conditions of 15.6 MPa pressure,

557 K cold leg fluid temperature, 1.44 MW core power, and 38 K fluid
temperature rise across the core. Test $-06-6 was conducted from
initial conditions of 15.8 MPa pressure, 563 K cold leg fluid

temperature, 1.00 MW “ore power, and 36 k fluid temperature rise across
the core.
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Nine key parameters ware selected for comparison and
quantificaticn of error. These nine key parameters and the key
parameter weighting functions (Section IV, Appendix A) are listed in
Table I. The weighting f.nctions were salected by a group of thermal

hydraulic assessment engineerc.

TABLE [

KEY PARAMETER WEIGHTING FACTORS

H
|
|
Key Parameter Weighting Function \
|
|
|

Clad Temperature - Middle of the Core 20

Volumetric Flow - Vessel Side Break 15 |
Fluid Dens.cy - Core Inlet 13 [
Fluid Density - Vessel Side Break 11 |

Volumetric Flow - Core Inlet
Mass Flow - Pump Side Break

Clad Temperature - Lower Core
Clad Temperature - Upper Core
Fluid Pressure - Upper Plenum

& o O N

The next selections by the assessment engirnzers were the weighting r
factors for the five individual error indicators. Table II lists these i
weighting factors.

|
:
i
|
|
|
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TABLE 11

ERKOR INDICATOR WEIGHTING FACTORS

Weighting Factors
Fluid Parameters Clad Temperatures

Error Indicators

A 0.05 0.05
g 0.30 0.10
C 0.30 0.50
D 0.05 0.05
E 0.30 0.30

The weighting factors shown in Table II were determined in the
following manner, Severa) hypothethical curves which compared a
calcslation with data {including error bands) were shown to a sample of
150 engineers (see Appendix B). The engineers svhjectively graded the
“goodness" of each calculation by assigning it a score between 0.0 and
1.0 (1.0 corresponding to a perfect calculation). A set of weighting
factors was determined so that the scoring procedure, when applied to
2ach hypothetical case, yielded a score approximately equ-1 to the mean
of scores subjectively estimated by the sample of engineers. This set
of weighting factors was applied to the fluid parameters as shown in
Tahle II. Similar weighting factors were used to score the clad

temperature predictions except that modifications were made io penalize
underpredictions.

2. APPLICATION OF PROCEDURE

The procedure as defined in Appendix A was applied to the
RELAP4/MOD6 predictions of the two Semiscale tests with the weighting
factors described in the preceding secton. The results of the
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application were individual time dependent scores for eazh of the nine
key parameters and a combined score which included the weighting
contribution of each of the key parameter scores.

The only "specific" that bears noting here is the procedure for
- hand1ing negative scores. In the evuluation of the individual error
L indicators, it is possible to obtain a negative value if the prediction
is of sufficient error. The adopted procedure for handling negatives
; was to allow the individual error indicators to be n2yative but not

allow the weighted sum of the error indicators for any one key
1 parameter to be negative. The logic being that the worst comparison
one can obtain for a key parameter is zero.




IV. DISCUSSION OF RESULTS

The results are presented by key parameters in which the
data/prediction plots for each of the two Semiscale tests are shown and
then followed by the key parameter score plot. A discussion is given
on each key parameter and the resulting score for that key parameter,
Only the behavior of the data/prediction comparison relative to the
computed parameter ccore will be addressed; the behavior of the
exper iment and/or the calculation wili not be discussed. The ‘otal
code score and percentile acceptance (PA) are presented at the end of
the key parameter series and discussed.

1. CLAD TEMPERATURE NEAR THE CORE CENTER

Figures Z and 3 compare predictions with clad temperatures
measured near the axial center of the core, where the highest clad
temperatures occurred for Tests $-04-6 and 5-06-6. The figures show
the prediction, the mean of the measurements, and the range of measursd
values versus time after rupture. Figure 4 -ompares ttre computed
parameter scores. which were based on the results shown in Figures 2
and 3, for the two predictions. The parameter score for the $-06-4
calculation was high ( 0.85) while the score for the $-06-6 calculation
was generally low ( 0.40). The parameter score fcr “he S-04-6
calculation was higher because 1) its prediciion was nearer the mean
and 2) the range of the data was much larger in $-04-6 than $-06-6.

2. VOLUMETRIC FLOW NEAR THE VESSEL-SIDE BREAK

Figures 5 and 6 show predicted and measured flow near the
vessel-side break for both Semiscale testy. Figure 7 shows the



N N —= A P— P —— e e e

parameter scores for the two predictions. The data/prediction
comparisons are quite similar for the twe tests resulting in similar
scores for both predictions.

3. FLUID DENSITY AT THE CORE iNLET

Figures 8 and 9 show predicted and measured fluid density at tne
core inlet., Fiqure 10 shows the parameter score for each prediction.
In both tests, the sudden density decrease at about 0.5 s is predicted
to occur later than actuaii, meisured causing the predictions to be far
outside of the uncertainty limits during the first second of blowdown.
Consequently, the scores for both predictions are 0.0 early in the
test. When the predictions return inside the error bands, both
parameter scor2s improve.

4. FLUID DENSITY NEAR THE VESSEL-SIDE BREAK

Figures 11 and 12 show predicted and measured fluid density near
the vessel side break. Figure 13 shows the parameter score for each
prediction. The pradictions are generally within the data error
bands. However, because the calculations are smooth and the
measureme-ts noisy, the trends are somewhat different resulting in
lower scores than would have occurred if the measurements were smooth.

5. VOLUMETRIC FLOW AT THE CORE INLEV

Figures 14 and 15 show pradicted and measured volumetric flow near
the core inlet. Figure 16 shows the parameter score for each
prediction. Both predictions ..e frequently cutside the error bands
resulting in the relatively low parameter scores shown in Fiijre 16.

L) {-l
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6. MASS FLOW MEAR THE PUMP SIDE BREAK

Figures 17 and 18 show nredicted and measured mass flow near the
pump side break. Figure 19 shows the parameter score for each
prediction. Since the prelictions are near the measurements, the
parameter scores are relatively high. Because the measurements are
noisy and the predictions smooth, the parameter scores are lower than
would have occurred if the measurements were smooth,

7. CLAD TEMPERATURES NEAR THE BOTTOM OF THE CORE

Figures 20 and 21 show predicted and measured clad temperatures
near the bottom of the core. Fioure 22 shows the parameter score for
each prediction. Both predictions are generally about 50 K higher than
the data mean. Because the range of data is much smaller in $-06-6,
the prediction is relatively further away from the mean and the
procedure produces a lower score for the 5-06-6 prediction.

8. CLAD TEMPERATURE NEAR THE TOP OF THE CORE

Figures 23 and 24 chow predicted and measured clad temperatures
near the top of the core. Figure 25 shows the parameter score for each
prediction. The calculated temperatures are far higher than tne
measurements for both tests. The overprediction is large enough that
both scores are 0.0 by 20 s after rupture.
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9. FLUID PRESSURE IN THE UPPER PLENUM

-
Figures 26 and 27 show predicted and measured fluid pressure in
the upper plenum. Figure 28 shows the parameter score for each
prediction. The pressure is generally underpredicted for both tests.
Since the S-04-6 prediction is considerably closer to the data, the
S-U4-6 prediction received a better score than the S$-06-6 prediction.

The comparison in Figure 26 and the resultant score ( 50%) is an
example cf where the known data uncertainty may not be realistic for
use in calculating a score. Over much of the range the prediction is
within 5-10% of the data mean. The low score illustrated in Figure 28
is due to the code's inability to predict within the tight error
bands. If this prediction were considered "good", the error bands
might be broadened to reflect "allowable" error bands and thus give a
score more compatible with the subjective evaluation of the comparison.

10. TCTAL CODE SCORE AND PERCENTILE ACCEPTANCE

The parameter weighting functions shown in Table I were applied to
the parameters shown previously in this section to obtain the total
calculation scores shown in Figure 29. Both total calculation scores
are quite constant with respect to time. The two total calculation
scores behaved similarly since they are based on similar calculations.
The score for the S-04-6 calculation is higher than the $5-06-6
calculation primarily because of the results shown in Figure 4 where
the 5-04-6 calculation received a higher score for the most heavily
weighted parameter,

The important thing abuut the s.ores is that they are very close
to each other and are relatively constant over the duration of the
analyses. This indicates that the procedure is measuring something
about the code that is relatively constant since the individual
parametric scores vary a great deal.

& LU B



The total code scores for these two test cases (55 +5) were used
to obtain a PA of the code of 60% + 10%. This PA was obtained from
Figure B-9 (Appendix B) and indicates that from £0% to 70% of
knowledgeable persons would find these analyses an acceptable
representation uf the data. No statement can be made, at present, if

this is an acceptable PA s‘nce a formal acceptance criteria has not
been agreed upon.

11. TOTAL CODE SCORE SENSITIVITY

The relatively constant nature of the total code score is an
important factor in the quantitative assessment procedure since a large
variance in this quantity could render it unusable as an evaluation
Criteria, Because of this importance, a sensitivity analysis was
performed on the total code score to determine its dependence on the
relative weighting factors of the key parameters. One can see that for
the case where one parameter is given all the weight, the total code
score would be equal to the key parameter score but for practical

applications, there would be a reasonable distribution of weight based
on the importance of the key parameters.

The sensitivity analysis was performed by modifying the individual
key parameter weights of Table I as show: in Table III.

12
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TABLE 111

KEY PARAMETER SENSITIVITY MODIFICATIONS

Key Parameter Orig. Wt. MOD1 MoD2
Clad temperature - middle of the core 20 10 20
Volumetric flow - vessel side break 15 10 15
Fluid denisty - core inlet 13 10 13
Fluid density - vessel side break 11 10 11
Volumetric flow - core inlet % 10 50
Macs flow - pump side break 7 10 7
Clad temperature - lower core 5 10 5
Clad temperature - upper core 5 10 5
Fluid presure - upper plenum a4 10 4

Results of the sensitivity study are shown in Figure 30 and
indicate that 1) the relatively constant behavior of the total code
score is maintained and 2) the variations are within the range of the
two base case runs (55 45). Thus, the results indicate that for
reasonable variations in the key parameter weighting functions, the
constant behavior of the total code score is maintained within a small
range. Also, this near constant behavior is not a function of the
natural smoothing obtained in integral functions as the final score is
only an additicn of the key parameter scores (which do benefit from
integral smoothing and yet still exhibit significant variations with
respect to time). Thus, this near constant behavior gives further
credance to the assumption that a basic, inherent capability of the
code is being reflected through this total code score.
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V. CONCLUSIONS

The conclusions reached here are based on a small sample but the
results obained are encouraging enough to pursue the procedure further.

|

Code Assessment results can be quantifierd. The procedure has
been tried and results of an assessment comparison were
quantified. The procedure is such that it can be automated
and thus used in the assessment process with very little cost.

Individual .parametric scores give quick identification of
problem areas in code. It is possible to look at the
individual parametric scores and get a quick idea of the
relative calculational capabilities of the code in dif “erent
aspects of the analysis (temperature, flow, etc) since the

procedure is a normalizing process.

Individual parametric scores can be used as an indication of
experimental data needs. If a parametric score is high and
the analyst feels (or knows) that the calculation was really
in substantial absolute error, an examination of the
data-scoring plots will most likely indicate that the error
bands on the data are large. Better instrumentation or

experimental procedures may be callcd for.

Total code score is stable and appears to be measuring an
inherent capability of the code. This is the most imrortant
finding to date with the procedure. The relatively constant
values of the code scores for the two example tests were

obtained from two sets of highly variable and individually
differing sub scores. The consistency and near single-value
output of the procedure appear to inaicate the measurement of
something inherent to the overall code itself rather than any

14
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particular model. While the numeric score does not have
sufficient meaning at the present to indicate, by itself, the
capability of the code, it appears to be something which can
be used in the future fcr establishing an acceptance criteria.

The percentile acceptance value of the code is a better
indicator of code acceptability than code score. This
conclusion is drawn primarily from the research findings
discussed in Appendix B. The variability in human perception
is such that there will always be a range of value judgement
(scores) even when the decision of acceptable or
nonacceptable is the important final outcome. Also from the
standpoint of a person(s) having to make a decision on the
acceptance or nonacceptance of a coae, there will (provally)
never be 100% consensus on whether or not something is
acceptable. Therefore, having i1 process which indicates that
70%, 80%, or 90% of the knowledgeable analysts find a code
acceptable gives the decision making person (or body)

better idea of the worth of the code.
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VI. FURTHER WORK NEEDED

The results presented in this repnrt are preliminary in nature and
are pased on the limited amount of data available at this time.
Although the initial results are very encouraging, there are several
areas in which additional work and data are needed.

1. AUDITIONAL APPLICATIONS OF PROCEDURE

This preliminary application of the quantitative assessment
procedure was made with two Semis-ale tests taken from two similar
Semiscale test series. Before concrete conclusions can be drawn on the
applicability of the procedure, applications should be made on 1) other
Semiscale tests series and 2) other facilities. Application of the
procedure for these other tests must wait until error bands are
obtained for the other tests. Thece error bands are to be a part of
future experimental data reports and tests of the procedure will be
made on these tests as the data and error bands are available.

7. ADDITIONAL DATA FOR PERCENTILE ACCEPTANCE ANALYSIS

Data on acceptability of results have been taken from 118 analvsts
and these data have been used to correlate code scores with
acceptability of the code. While the number of engineers surveyed 1s
large, there are other factions of the engineering and zcientific field
that could provide additional iaput and perceptions nto the data base.

78
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3. DEVELOPMENT CF AN ACCEPTANCE CRITERIA

Given the documented research on human perception and the fact
that different percentages of people are willing to accept different
results, how do we set an acceptance level for a code or particular
results? The acceptance level must be set recognizing that there may
never be 100% of the reviewers that will agree on a code being
acceptable. The task at hand is to decide what percentage acceptance
1S reasonable,

17
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APPENDIX A

QUANTITATIVE ASSESSMEMT OF CODES
AND
ACCEPTANCE CRITERIA

by
J. A. Dearien

November 7, 1978
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CODE ACCEPTANCE CRITERIA

? i, INTRCDUCTION

The purpose of this document is to present a procedure for the
quantitative assessmant (QA) of code accuracy and develcpment of an
acceptance criteria (AC) based on the guantitative assessment.

The procedure for both QA and the AC of the code is based on the
tact that data used in the evaluation process has an inherent scatter

B T e e i s SN A B S S T i 0 T i e e,

and an exact corparison between data and predicton will never be possiple.
Therefore ..y procedure used to evaluate the code and any criteria used

in judging the acceptability of the code must be in the form of a numeric/
subjective evaluation. This document presents some representative data
from the fuel area and the thermal-hydraulic area (Section 2), a discussion
on how data exhibiting inherent scatter can be used to quantify errors

in the code calculation (Section 3) and a proposed method for overall

. quantification of code accuracy (Section 4). Section 5 is a summary
which describes certain fine points of the procedure and what can be
gained from the procecure. Attachment 1 to this document is a draft
standard practice directed toward obtaining the experimental dat: needed

for this procedure. Attachment 2 to this document is a bDrief discussion
of a similar procedure in which a combination of numerical and subjective
approaches are used to evaiuate options for a problem solution.

2. SCATTER IN REACTOR BEHAVIOR DATA

| The data on which we base the deve''onent and evaluation of our
E reactor safety codes exhibit a great deal of scatter. This scatter is
| due to many things (see attachment 1) and is more than just instrument
t error. t is not the purpose of this document to perform an in-depth
| analysis of the error, only recognize that it exists and deal with it as
, part of the procedure.
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The data we deal with have quite a range of variance, depending on
the phenomena and its pertinent parameters such as time, temperature,
flow regime, ‘etc. Figure | shows the measured centerline temperature of
a large number of fuel rods as a function of power level. The reader
will note that the logical trend of increased centerline temperature
with increased power is evident but that the range of temperatures for a
given power level is on the order of 500-600 K. Since a fuel code
analyzing a rod at one power wouid be expected to produce only one value
for centerline temperature, it is obvious that some account musi be
taken for the real world in which the code is trying to cumpute. The
*20 lines on Figure | define the 20, 95% confidence limits of the data
and will be addressed in the following section.

Figure 2 is a similar plot showing a typical set of thermocouple
traces from THTF Test pproximate 20 lines have been added to the
data along with the code prediction of this test. Further comment on
this plot and its use in a QA and AC of the code will be discussed in
the following section.

Figures 1 and 2 are only two examples of typical data used '~ ccde
assessment work and the scatter associated with that data. One has only
to survey the literature to see that there are data .ith tighter bands
(pressure decay during biowdown) and far broader bands (zircalay burst
strain and burst at high temperature). A orocedure for dealing with
this data behavior and arriving at a guantitative assessment ¢ l.ude
accur-ty is discussed in the following section.

3. QUANTITATIVE ASSESSMENT OF CODE ACCURACY

The objective of this section is to identify several different
methods for evaluation of data/calculation comparisons when one calculation
exists and a number of "equally applicable" data points exist. Section 3.2

o
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discusses the situation where the number of "equally applicable” points is
are too small for a gooa statistical evaluation. Qurntitative evaiuation
of the code using these evaluatian criteria is coverad in Section 4.

The procedure described in this document deals with a single nre-
diction or single prediction "history" and a distribution of data. The
basic procedure is equally applicable to situations where a distribution
of predictions are available (some results of this nature are now available
from the fuel codes and are being developed at Sanadia for RELAP).
Modifications to the assessment relations of Section 3.1 can be easily
made to quantify the comparisons between data spread and prediction
spread for this situation.

3.1 "Twenty to One You're Right"

The basic premise of this title, and this section, is that if the
code is calculating 3answers that fall within the 20 bands of the data,
you are getting answers that have less than a 5% probability cf seing
wrong. This in 1tself is not totally sufficient for acceptance of a
code for two reasons, 1) if the code consistently predicts a response
near 2 %0 band of the data, a bias in the calculation is evident and
further development i: . ~obably required and 2) i¥ the code occasionally
goes beyond the 20 1 » s, it may stil] be producing overall integral
response which is acceptable.

Use of the 2o bands on the data as .n evaluation criteria has the
logical basis of recognizing the inh rent behavior of the phenomona
through the data, and not requiring the code to be significantly more
precise than nature. The mechanics of this evaluation proceduﬁe is;
therefore, to calculate the 20 limits on the experimental data and check
the calculation for behavior within these limits. The quantitative
assessment of the calculationr is not made on whether or not the calcu-
lation remains within the +z0 data bands but the manner in which the
calculation behaves in this regime. This behavior of concern is relative

tc the two items cescribed zbove and s discussed below in more detail.
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3.1.1 Calculational Bias in the 20 Region. The ideal behavior for
a best estimate calculation is for it to split the data band and if not
overiay the mean of the data, at least remain close to it. The degree
to which this is obtained can be measured quite readiiy by the following

relations;

i 2 iy ‘
hLe PRI #20 TTe20
4
3 '
] bife 4 P-M
g = 1 ' -
gt B +20 “-20 i £
"
i (M-P)
1 = -
€ * Lo e - M-? 3
85°% H (4,25 .20/
1.

where M is the mean of the data, P is the predicted parameter and 002

d
=20
reoresent the parametric range over which the evaluation is to be made.

are the + ; limits of the data. The incegration limits a,, a, .
This range could be, for example, time (beginning to end of blowdown),
temperature (- rmal operating to cladding turst) or length (bottom of
core to hot spot). Eguation 1 gives the integral difference between

mearn data and pradictions and equation 2 and 3 reflect any oscillatory
behavior in the comparisons.

ind.cation of the bias and the timewise behavior of the calculation and

These three factors give the assessor an

can be factored into an overall evaluation.
fos Figure 2 are 0.77, 0.94, and 0.7 respectively.

The values of these integrals

The assessment relations of equations 1-4 are examples of linear
additive models.
used to gquantify the behavior of a prediction relative to appiicable

These are but one example of functions which can be




data. Other relations, such as those involving root-me2 -square calcu-
lations, 1o limits vs. 20 limits are equally applicable .n the quantifying

of data/prediction comparisons.

3.2.1 Excursion Beyond the 20 Reqion. Many types of data and code
calculations can be expected at some time to show spikes or deviations

from the expected or desired path. The impurtance of these deviations
depends on both magnitude and duration. Quantification of these excursions
beyond the 20 region is obtained with tre lowing relation

[P>d’2°] [d'ZU>P]
+ .
2 (P-d.,.) 2 (4 ,_-P)
] +2a ] -2
0 . ]‘ = Slatay— - o enssmmsegnend 4
3,-3 (d,24-%.25) 3,73, (dep, = .50
| 4

This relation includes both biased deviation from the +20 region and
oscillatory behavior. It is not deemec necessary to separate the two
since any significant deviation from the +20 range is not desirable.

3.1.3 Single Value Comparisons. Section 3.1.1 and 3.1.2 dealt
with the procedure for quantifying data/¢ »diction comparisons of a
transient nature or over a range of another variab’e. It is often
required that an assessment be made on how well a point phenomena is
calculated, such as peak clad temperature, time to ONB, rod burst, etc.
Two relations are defined to indicate this degree of fit,
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= calculated parzmeter
X = mear. of data parameters
ZZG = 95% confidence limits on data parameters. : .

The reacer will note that it is possible to cotain values for all »
the relations from Figure 2. By selective weignti.; of the individual
assessment relations, it is possible to emphasize the importance of,
say, calculating a conservative peak clad temperature as opposed to
calculating a less than conservative value.

3.2 "what to do Until the Data Comes"

The data in Figures 1 and 2 are typical in that when large amoun.s
of data are available on a particular parameter, the dats show a consider-
able scatter. The figures are atypical in that many of the parameters
for which we are concerned have little and sometimes no =s*s T ig
Just not possible to have as many flow meters or gamma dens)tometers as .
thermocouples. Yet it is necessary to make some sort of evaluation of
the accuracy of the code in predicting these parameters. .

The point to be made and recognized in this section is that you
cannct realistically evaluate the code against a criteria that is more
restrictive than your urderstanding of t e data. For example, if only
two measurements are taken on flow (actual case where 8:13g disk reads
7 kg/s and turbine meter reacs 10 kg/s) the 95% confidence limits can be
exceptionally large (~10.5 to 27.5 ka/s for the above va:e). A
procedure that can produce seemingly ridiculous results, l1ike the avove,
can be used to an advantage, however, in highlighting areas that 1)
should have more dali taken and 2) should have special attentior paid
when selecting ac-eptance criteria.
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4. QUANTIFICATION OF CODE ACCURACY

The procedure for quantification of code accuracy (and .herefore
acceptance) is based on the selection of a number of key paramei.:’s,
deriving a value(s) by the methods of Section 3 for how well the parameter
‘s calculated and combining the calculated parametric values (with
weighting factors) into a total value for the code (TCV). Subjective
analysis of the TCV for various probler. types then gives a level of
acceptance for the code. This section discusses key parameter selection,
acceptance matrix formulation, weighting factors and subjective analysis

procedure.

4.1 !py Parameters

The code acceptance procedure requires that a set of key parameters
be selected and weighted for use in obtaining the TCV. The following
list is selected as an exanple only.

Parameters Parameter Weigh®

Peak Clad Temp 1
Temperature History
Critical Flow

Core Flow

Time to ONB

Rod Burst

Time to Turnover

Time to Quench

Stored Erergy

Fission Gas [nventory

Total Weight

OWOoN O U a N -~
— et (PO N0 WD O
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w
&

The reader will note that the weighting does not have to be sequential,
but is meant to be a relative weighting.



4.2 Acceptance Matrix

The purpose of the acceptance matrix is tc sum the weighted and
norma)ized values of the key parameters and arrive at a TCV that can be
uysed as an indication of the code accuracy. Figure 3 illustrates a code
acceptance matrix showing key parameters, assessment relations from
Section 3 and the weighting factors applied to each assessment relation.
The various matrix weighting factors are discussed below.

4.2.1 Acceptance Matrix Weighting Factors. There are a number of
different weighting and normalizing factors in the acceptance matrix.
This large number of facters is for the purpose of removing subjectiveness
from the total evaluation and placing it in areas where only relative
evaluations are required. The first set of factors are the Key Parameter
Weighting Factors (KPWF) discussed in Section 4.1. The KPWF's are
summed to give a total weight and this total weight is used as a normal-
izing factor to obtain a "perfect score” distribution for the key para-

meters. A value for the sum of the assessment relation weighting factors
is obtained by normalizing the "perfect score" to the total weight of

the KPWF's (100/54 = 1.85). This total is then subjectively apportioned
to the individual assessment relations. These numbers (< 1.85) are

shown in the rignt side of each matrix location. It is by choice of
these weigntings that the assessor emphasizes the relative importance of
each of the individual response calculations of the code.

4.2.2 Calculational Procedure for Matrix Evaluation. The philosophy
of the acceptance matrix is that if the code is perfect ir the calculation

of all key parameters, all the assessment reiation entries would be 1.0
and the following calculational procedure would produce a score of 100%
for the code.

The calculational procedure is to generate a value for each of the
key parameter assessment relations and place this value in the left side
of each matrix position. These values are then multiplied by their
associated as.essment relation weighting factors (right side of each
matrix location) and summed horizontally to give a total key parameter

10 220 329
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assessment weight (column 1). The key parameter assessment weight is
then multiplied by the key parameter weighting factor (cclumn 2) to give
4 key parameter score (column 3). The key parameter scores are then
summed to give the total code value (TCV).

The sample acceptance matrix in Figure 3 has been filled out to
show the procedure with numbers and results in a TCV of 80.41. The
significance of this number and how it can be used is discussed in the
following section. '

4.3 Application of TCV for Code Acceptance

The TCV derived from the Acceptance Matrix is stil] a subjective
value until there are known gauge points to judge the TCV against. We
have two gauge points, 100% and 0%, but the significance of TCV's between
these limits reguires a disciplined evaluation. A procedure for estab-
lishing a more complete set of acceptance gauge points is described
below.

4.3.1 Selection of Acceptance Gauge Points. There are data/prediction
comparisons developed as part of the I[ndependent Assessment of RELAP4/MOD6
that e.eryone would agree on a< being "OK", “pretty good" or "not bad".
These favorable comparisons are generally in the blowdown phase of the
LOCA. ihere are also comparisons developed which elicit comments such
as "“that's terrible", "we've got to do better thar that”, or “the code
stinks". Comparisons of this nature are generally found in certain

reflnod situations and temperature comparisons in the upper core.

The process of selecting significant TCV gauge puints is to select
a number of Comparisons on which experts can formulate a subjective
opinion and calculate the TCV for these comparisons. Figure 4 illustraces
some hypothetical results from such analyses. Since the key parameters
can be changed and their weighting factors varied, the flexibility of
the evalvation procedure can be utilized to obtain a guantitative assess-
ment of what has, to date, been a purely subjective evaluation. Once a
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TCV

100 "Perfect”

“Really Good"

"“There's nothing wrong with this”

90 4=
‘ “A11 right, but needs i little more
+ accuracy in the '
a0
"Mara 2, OK in some spots, but it
coui. uec a lot berter”
——
+ "You know, this is just not a very
good analysis of the situation”
'!)--
"“This is terrible”
S0 “The code can't be used”
A = yalue from calculated TCV
Fig. 4 Subjective Assessment
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sfgnificant number of TCV's have been calculated and compared with the
experts' subjective opinion, a brea: point or transition zone should
e~2rge which separates the acceptable from the unacceptable.

4.3.2 Use of TCV for Application Regime Acceptance. The preceding
section dealt with overall code acceptance. A function of the Independent

Assessment process is also to define those areas where the code does

well or areas whare it should be used with caution. The variable inte-
gration limits on the assessment relations allow the assessor to evaluate
a TCV for various regimes of a accident sequence. Thus, a TCV for only
the blowdown phase can be calculated and compared with the TCV calculated
from the refliood portion of the accident. The same process can be used
fir component evaluation. The relative as well as the absolute values

of the TCV's are an indicator of the capability of the code in various
regime and component analyses.

5. SUMMARY

A procedure has been described which can be used for the guantification

of code accuracy.

The procedure described allows the code assessor to quantify code
accuracy while taking into consideration the inherent scatter in experimental
data. The procedure has sufficient flexibility to allow quantification
of bias in the calculation, deviations from specified bounds and quan-
tification of both transient and single value comparisons.

The subjective nature of code evaluation, while not completely
removed, has been placed in the evaluaticn process at points where it
can be used most effectively.

As long as there is some deviation between data and the predicted
response, subjective analysis will be required by experts close to the
problem. The assessment procedure described in Section 4 channels this
subjective analysis into a decizion on relative worths and then lets the

14 20 335
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fundamenta) procedure quantify the outcome. Expertise in an area can be
applied quite rigorously and with more consensus on the relative worth
of a parameter *t“'n on the numeric value of worth.

The developed *ssessment procedure can be used to define application
areas where the code does well and where the code should be used with

caution.

By analyzing different problems and different response regimes
within specific accidents (blowdown, refill, reflood) relative magnitudes
of the total code value (TCV) can be used to quantify the applicability
of the code in these various response regimes. After sufricient evaluation
of the TCY numbers with subjective analyses of aifferent problem solutions,
the adequacy of the code to perform 3 particular calculation can be
assessed directly from the indicated TCV for that problem type (see
Section 4.2).

The developed assessment procedure can be used to evaluate the need

(or lack of need) for further model development and exgorimqntal data

In the 2nalysis of TCV for component behavior (steam generators,
pressurizers, etc.), if an evaluation is indicated that is contrary to a
subjective analysis of the problem (i.e., tne procedure indicates Tow
performance and observations indicate acceptable performance or vice-
versa) the problem may be traceable to » lack of suitable data for
comparison (see Section 3.2). If the data required to perform a reali .tic
comparison is truly lacking, more data should be obtained before requiring
the code to meet an i1] defined criteria. If adequats data is availabie,
then further modeling s indicated.

The evaluation procedure is adaptable to autcmatic data processing
and can thus be done as part of the independent assessment process.

In the independent assessment process, both data and predictions
are manipulated and plotted within the computer from remote terminals.
Since the assessmeni relations described in Section I are fixed procedures

5ZU ﬁﬁi
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for caiculating various data/prediction relations, values for these
various relations can be calculated at the same time the data/predictions
are manipulated for plotting. These calculated assessment relation
values can then be output and used with the subjactive weighting factors
for calculation of the TCV.

The TCV's calculated by one code can be compared with the TCV's
calculated by another code to allow comparisun between codes.

This application of the evaluation procedure can be a very impertant
aid in the comparison of codes or comparison of various models or optior.;
within one code. Use of the procedure for this application has an added
advantage of not requiring an exact association o7 TCV and code accuracy
since only a relative evaluation is required.

16 %; FAY
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1.9 Pur203e

The purpose of this Standard Practice is to astablish require-
ments for the presentation of data reporter by WRRD experimental

programs and the '.OFT project It is the intent of the practice
that reports of e.merimental results

a- describe the source, recording, and processing of the data

b-  quantify the accuracy of the data

S0 that the users of the data, who may be separate or remote from -
the experimental program, can fully understard and interpret the
accuracy of the data and any uncertainties in |

Section 6 gives detailed practices for reperting both the data
and data uncertainty. Uncertainty injormation is essential to
both assessment and code development activities in comparing cal-

culatiors to data and in determining the significance of differ-
ances.
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3.0 Policy

3.1 Estimates of uncertainty must be reported for all experi-
mental results produced under WRRD and LOFT management.
This policy applies to all repurted quantities. It should
he noted that the policy requi.es only that uncertainty be
estimated and therefore, it applies to Quick Lock Reports as
well as Experimental Data Reports, journal publicatiors, and
presentations at meetings.

Where valid statistical procedures for estimatina uncer-
tainty exist, they shuuld be used. Where formal statistical
procedures are impractical the experimental group's best
subjective estimate of the uncertainty should be usea. As
the data presentation progresses from the Quick Look Report
to more formal levels of presentation the uncertainty esti-
mates may become correspondingly more formal.

.
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3.2 Uncertainty estimates must be individually reviewed in a
manner determined by the manager ‘f the experimental pro-
gram. As determined by the manage , review may be by one
p:rson, by several persons acting in rotat! , or by a com-
mittee.

3L Reviews of uncertainty should be thorough. If
uncertainty estimates appear larger than neces-
sary, reviewers should ask: 1is there a valid
basis for narrowing our uncertainty estimates? On
the other hand, if in-situ calibrations of some
measurement frequently show calibration errors
larger than its stated uncertainties, reviewers
should ask: should the uncertainty estimates be
increased?

3.2.2 When data is transmitted by a letter or report,
the reviewer's cignature must appear in an
aporoval block which accompanies the data. When
data is transmitted by computer tape, the
reviewer's signature must appear in an approval
block contained in the letter of transmission for
the tape. In cases where review is by a com-
mittee, the committee chairman signs for Lhe com-
mittee.

33 The u ~rtainty estimates generated rursuant to this Stan-
dard 'tice are to be repo-* “ along with the data, but
when _ertainty estimates r...in relatively fixed through-
out = series of experiments, the uncertainty may be docu-
mented in a TREE (Technical report 7 G.&G External) report
with any discrepancies described in ihe data reports.

3.4 Reported uncertainties must include 'he effects of all types
of error - specifically the effects of random errors, syste-
matic error and possible mistakes.*

3.4.1 In calculating or estimating bounds to systematic
error, deliberately "optimistic" and deliberately
"pessimistic™ assumptions should both be avoided.
Instead, "best estimate" assumptions should be
used in order to calculate reasonable, credible
bounds.

* See Section 5 and Appendix B
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3.5

Experimental groups must recognize an obligation to supply
the users of their data with uncertainty estimates for all
reported quantities. This obligation exists because the
experimental results produced under WRRD and LOFT management
are extensively used to check calculations and to support
decisions affecting nuclear system safety, and because many
users are separate or remote from the experimental

programs.

The ASME (American Society of Mechanical Engineers) requires
such estimates for all pa~ers accepted by its Journal of
Fluids Engineering. rhis requirement is stated in Refer-
ence 2.1. Further, Kline and McClintock (in Reference 2.2,
cited by Reference 2.1) express the point of view that a
subjective estimate is better than no estimate at all:

“Determination of the actual value of the uncertainty
interval . . . is one of the jobs of the experimenter. As
already noted, at least some of these intervals will have to
be based on estimates. . . . Despite this the experimenter
owes it to himself and to his= readers to go ahead anu do the
best he can; no one else is in an equally good position to
make the required estimates which are essential to . . .
interpretation of the results. Such estimates are, of
course, not pure quessaes. Factors such as instrument back-
lash *, sensitivity, and fluctuation, as well as the
accuracy of the basic theory of operation of the instrument,
somet imes can be accounted for. Calibration of the instru-
ment against some type of standard is sometimes available,
and experience based on prior experiments or auxiliary
experiments can be used."”

4.0 Responsibilities

4.1

4.2

The manager of the experimenta! program is responsible for
developing the information required by this standard prac-
tice, for keeping it current, and for assuring its accuracy.

This Standard Practice gives genera! guidelines for the
quantification of measurement uncerteinties, and should be
regarded as a minimum standard. Where the members of exper-
imental programs are aware of additional information which
is pertinent to measurement uacertainty, this information
should be reported. Deficiencies in this Standaru Practice
should be reported ) the Director, WRRD or directer, LOFT.

= "black .sh® is used here as a metonym for all hysteresis effects.
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4.3 The director, WRRD, .nd Director, LOFT are responsible for
assuring consistent application of this Standard Practice
among experimental programs and for correction of deficien-
cies reporteu according to 4.2, above.

5.0 Exposition of Assumptions, Definions and Basic Terms

5.1 "True Values"

In this Standard Practice, a basic assumption is that "true
values® of measured quantities exist. This assumes for
example, that effects of the Heisenberg uncertainty prin-
ciple are negligidle and that philosophical questions such
as "what is truth?" may be bypassed.

5.2 Error and uLncertainty

In practice, the measured values differ from tne true values
bocause of errors of measurement. That is:

error = (true vaiue) - (measured value) (1)
If error were known Equation (1) could be rearranged to
true value = (measured value) + (error) (2)

and the true value could also be known. In reality the
error is not known and uncertainty results. “Error" should
be carefully distinguished from "uncertainty". The actual
error in a measured result is a single number and, by
definition is unknown and unknowable. Uncertainty, on the
other hand, is a magnitude (a measure of the length of an
interval) the error 1s unlikely to exceed.

5.3 Classification of Errors

The components of measurement error are usuall, placed in
three classes:

Systematic errors
. Random errors

1istakes

520 549
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These are defired below in Sections 5.3.1, 5.3.2 and 5.3.3.

However, Reference 2.2, p. 4, points out that the boundaries .
of these classes are not perfectly clear, since obvious mis-

takes are uften corrected by the experimenter (while small

mistakes go unnoticec and therefore may be confused with

systematic or random error). Similarly, an unknown syste-

matic error often cannot be distinguished frcm a random

error. Hence, an actual measured result usually contains

unknown proportions of random and systematic errors and

sometimes some small mistakes.

5.3.1 Systematic errors.

Corresponding to any real measurement svstem, it
is possible to postulate an ideal measurement
system which is frictionless, massiess, has
infinite resolution, zero response time, and so
forth. Any terdency of actual measurerents to

, deviate consistently from hypothetical measure-

- ments made with the postulated ideal system is a
component of systematic error. Included among

| such systematic errors are ", . . 2] those errors
which cannot be regarded as fortuitous, as partak-
ing of the nature of chance. They are character-
istics of the system involved in the work; they
may arise from errors in theory or in standards,
from imperfections in the apparatus or in the
observer, from false assumptions, etc. To them,
the statistical theory of errors does not apply"
(Reference 2.5).

When systematic errors are constant, they are
sometimes called biases or fixed errors. When
systenatic errors change slowly with time, they
are called drifts. When systematic error results
in the measurement of one variable's being
dependent on another variable, (as when a pressure
measurement is deprndent on ambient temperature)
the systematic errov is called a sensitivity.

In principle, the magnitud. of systematic errors
can be determined by a comprehensive calibration
nf the measurement system. For example, drift can

atermined by halding the measured variable

1t and observing any change with time in the

Jrement, A comprehensive calibration should
~Count fur at least the following: drift, aging,
wear, response t.me, flow regime, environmental
effects, and threshold affects.
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In many cases . however, comprehensive calibration
(as defined a.ove) is impossible for WRRD and LOFT
instruments. In such cases the systematic error
must be estimated at least in part. Consequently,
systematic crror is not known and contributes to
uncertainty.

Random errors. These errors are also called

exper imental or accidental errors. The random
error is the component of the error which causes
repeaied measurements of the same quantity to
differ without apparent reason. The random com-
pcnent of e or can be estimated statistically if
repeated measurements of the same quantity are
made. In scme situations it can also be estimated
by more sophisticater statistica! techniques such
as time series analysis.

§.3-

ra

$.3.3 Mistakes. These are also called blunders or
egitimate errors or human errors or bugs. In
general, mistakes are made by people, and if an
exper iment is repeated, the mistake may or may not
be repeated. A more extended discussion of mis-
takes is given in Appendix 8.

5.4 Uncertainty Interval

Since in practice calibrations cannot remove 211 systematic
errors, random errors can only be estimated, ind mistakes dc
happen, error is no* known and uncertainty re-ults. In
practice, they, ‘he measured value and an est mate of the
arror are ccmbined to give an uncertainty nterval which is
believed to include the true value.

5.5 Confidence Level

The estimatad uncertainty interval may or may not actually
include the true value. The probability that it does is
called the confidence level.* The contidenca level is often
gxpressed as a percentage. For example, a 95% confidence
level indicates a belief that - 95 times out of 100 - the
uncertainty interval will include the true value.

A more precise stateme~t is:

“The probability [prior to actually conducting the experiment)
that the confidence interval computed, using the experimental
gata, will contain the true value is called the confidence level."
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§.5.1 Confidence Level For Objectively Estimated Random
Errors. When random error is objectively esti-
mated statistical techniques (Reference 2.6,
pp. 283-285) can be used to associate a confidence
interval with a confidence level. Objective
estimates >f random error can be obtained by
repeating experiments. Alternatively, if the
measured guantity is a time-series, the ~>ndom
component may sometimes be estimaied by
time-ser ‘es analysis.

§.5.2 Confidence Leve]l for Subjectiveiy Estimated Random
Errors. [f the experiment has not been repeated,
or 1r time-series analysis is inapplicable, the
random error must be subjectively estimated. When
the randon e-ror has been subjectively estimated
the confidence interval and the confidence level
are connected using the concept of “odds“. For
example, a 95% confidence level is associated with
19 to 1 odds. (For details, see Section 6.6.2,
Appendix A and Reference 2.2).

6.0 Practice of Data Presentation

6.1

6.2

Kequired Scope

The measurement uncertainty should be stated for each tabu-
lated or p) ited experimental result in reports, and for
each channe) in data tapes.

Uncertainties in direct measurements (such as pressures and
temperatures), derived data* (such as mass flow rates and
average density based on multiple beam gamma densitometers),
and initial and boundary conditions should be reported.

A1l components of uncertainty including the effects of
systematic error, random error, and mistakes (if, in the
experimenter's ‘udgment mistakes were made) must be reported
for every experimental result.

Description of Measurement Device

A description of each measurement should -~ supplied, either
as part of individual data reports or in a TREE reference
document. The description should include location, details

- . erred to as "computed parameters" within LOFT.
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6.2.1

6.2.2

6.2.3

5.2.4

of local geometry that may affect the measurement, and
a brief description of the measurement device itself.

Zero Setting and Offsets. The description of each
measuremor- should include a description of any
procedures used to zero or offset the initial
readings. In generzl, an initial zero setting
procedure is epected to reduce the fixed (*bias")
component of instrument error. Such reductions
should be reflected in a reducticn of uncertainty
interva's, but see 3.2.1 above.

Calibration and Test Environment. Available ca -
Bration information should be reported (or refer-
enced) for each measurement device. Where cali-
bration conditions differ from the test ecviron-
ment, the calculated or estimated effects or the
test environment on the validity of the calira-
tion should be reported (or referenced).

Functional and Time Dependence of Uncertainty.
Uncertainties may be functions of time, Tiow
regime, fluid density, and rate of change of the
measured variable. If the uncertainty is a func-
tion of these parameters or other aspects of the
test environment, this dependence should be
reported (or referenced). It may be apprcpriate
to report different uncertainties in different
parts of the measurement range. In any case, the
entire measurement range ¢xperienced in a parti-
cular test should be covered when regorting
uncertainties for data tapes. For reports, the
entire measurement range reported in the parti-
cular document should be covered.

Responsibility to Report Factors Affecting the
Accuracy of the Measurement. fther information
that is pertinent to interpreting the data such as
measurement ranges, amplifier saturation points,
dead bands and response times should be reported.
In particular, wh~. physical constraints for mea-
surement devices (such as mechanica! stops to
1imit deflection) affect the results, this event
should be unambiguously reported.
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6.3

6.4

A comprehensive 1ist of factors which are known to
affect measurement accuracy is given in Appen-
dix C. The effects of any such factors which
affect a particular measurement should be repcrted
(o~ referencad).

Description of Data Processing Procedure

Any aspects of the data acquisition and processirg system
which affect the interpretation of the data should be
reported (or referenced). This descripcion should include
filtering, smoothing, sampling, and shiftling. Aiso, if data

compression (understood to mean the use of every nth samole
with n # 1) is used, its effect on the reported results
should be described. Any effects of smoothiny and
compression on the magnitude or timing of real oscillations
or rapid changes in the measured quantities shouid be
reported.

General Requirements for Reporting Uncertainty

Most WRRD and LO"T experimental results fail intc the cate-
gory described by Eisenhart (Reference 2.3, p. 271) as
“Neither Systematic Error nor Imprecision Negligible".
(*“Imprecision" is Eisenhart's term for random error.) He
points out that uncertainty for this category of results
cannot be specified by a simgle unqualified number, and
strongly urges that experimental results should not be
reported-as a * b without precise definition of wnat "b" is.*

Accordingly, for WRRD and LOFT 2xperimentai data, uncer-
tainty should be described in detail in a separate uncer-
tainty chapter or report, and this chapter or report should
te mrerenced to qualify the condensed incications of
uirertainty given for tables, figures, and data-tape chan-
nfls. Separate bounds to the systematic ("bias”) ard random
r omponents of uncertainty should be given in this chapter or
report.

* Eiserhart points out that "b" has at least 6 differert interpre-
tatioss in the literature: (one-sided) 1imit of error, probable
error, standard deviation, 2x{standard deviation), 3x{standard
deviation), and average deviation. So "b" must be defined.
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6.5 Constistency of Redundart Measurements

6.6

Uncertainty estimates must be consistent with mulitip.e mea-
surements of the same parameter. If one of a set of redun-
dant measurements of a given paramet»r lies outside the
estimated uncertainty interval for tnat parameter, it should
be shown ihat the frequency or infrequency of occurrence of
this event is consistent with the confidence level.

Form of incertainty Reports -

6.6.1

Uncertainty Rasulting from Systematic Error.
Bound< to systematic error should be stated as
follows:

Where systematic error has been reliably
established (i.e., by calibration traceable to a
Stanuvards Laboratory) the bounds on the systematic
e~ror should be stated in sentence form using
positive wording:

e . the systematic errors are not in
excess of . . ."

". . . a systematic error of not more
than ¢+ . . .".

where systematic error is estimated (in whole or
in part) from prior experience or :udgement, the
uncertainty statement should be qualifieu:

", . the systumyiic errors are (be.ieved.
estimated, consic.red, judged) not to be in
excess of . . ."

". . . a systematic error (belijeved,

estimated, considered, judged) not %0 exceed
* . Il.

A brief descristion of the method which produced
the uncertainty bounds should be included or
referr :d to. The various contributions to the
uncertainty should be identified. The effects of
flow regime dependence and other two-phase effects
on the uncertainty analysis should be described
(see Appendix C).
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6.6.2

Wher2 the systematic error is & combination ot a
number of elementa’ systemati. errors the discus-
sion should state 'xplicitly the method of combi-
nation such as "tr2 simple sum of the bounds" or
“the square root (f the sum of squares”.

The numerical sta ement of the systematic uncer-
tainty should be

xx + (yy percent of reading)

where both xx and yy are non-negative, and are
expressed to not more than two significant fig-
ures. Either xx or yy may be zero.

Uncertainty Resulting from Random Error. Bounds
on random error should be identified as confidence
intervals at the 95% confidence level. These
bounds snould be reported 73 follows:

Where bounds on random error are based on statis-
tical techniques, the bounds should be stated in
sentence form. Paraphrasing Reference 2.3, p. 72
this sentence might be ". . . with err_. bounds of
+3.4 meters/second derived from a computed stan-
dard deviation of 1.5 meters/second (based on 9
degrees of freedom). (The number 3.4 is egua’ *o
2.26 x 1.5, where 2.26 is the critical value ot
Stucent's t for 9 degrees of freedom at the 95%
confidence level) .

Where the random component of the uncertainty
interval is based on the experimenter's judgment,
the experimenter should choose the size and loca-
tion of the uncertainty interval to correspond
with his judgment that there is only one chance in
twenty *hat the true value of the measured
quantity lias cutside the confidance interval.
(See Appendix A). Where judgment is used, the
confidence level shoula be stated as fullows:

" . . it is estimated that the error bounds
at the 95% confidence lev. | do not exceed
+ " h Il

wn
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The numericzl statement of the confidence interval
should be

2z + "'~ nercent of reading)

where both zz and ww are non-negative, and expres-
sed to one or two significant figures. Either 2z
or ww may be zero.

A brief description of the method which produced
the uncertainty bounds should Ye included or
referred to. As .in §.6.1 abov ', both physical and
mathematical aspects of the un ertainty analys.s
should be de-cribed.

6.7 Reporting Uncertainty for Tabular Data

cvery table of measured results must carry the uncertainty
st2tament Juxtaposed to the results. The brief uncertainty
statement forns a part of the table and must refer the
reader elsewhere (e.g., to a separate chapter or reference)
for details of the uncertainty calculation. ror example:

Temperature Length Pressure
() (m) (M Pascals)
642 + 8* 29.3 + 0.1 0.134 + 0.002
536 + 8 16.7 + 0.1 0.270 + 0.003

C—

* Total experimental uncertainty including bias and
random error (95% confidence level ) see (chapter or
reference) for details

When the form a + b is used, the footnote is essential tu
explain the meaning of b. Similar requirements » 21 to

unsymet: ical intervals of the type a f g
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6.8

Where mistakes occur*, but the data still retain utility,
the mistakes shoul” be noted. For example: “Note - Pres-
sure measured on 0-100 M Pascal range, uncertainty band
includes this effect".

Reporting Uncertainty for Graphical Data

Every figure must carry the uncertainty statement juxtaposed
to the results. This may be done in any of the following
ways:

(a) by reference to a separate uncertainty analysis report
or chapter '

(b) by direct grapnical presentation on the figure itself
(c) by notes appended to the figure.

6.8.1 Use of Uncertainty R:ferences on Figures. A block
may appear on the figure, referencing a separate
uncertainty analysis report or chapter. This
method of presentation is acceptable only if the
referenced report

a - exists

b - is available to ever yone who has access to
the measured results _.hown in the figure.

65.8.2 Direct Graphical Presentation of Uncertainty.
Unce=tainty information may b< presented directly
on the figure itself. The presentation may use
such means as muitiple traces, color, shading, or
special symbels such as uncertainty bars. In
every such case, however, the figure caption must
contain the information that total uncertainty at
the 95% confidence level is depicted and must
contain a refarence to a detaiied uncertainty
description. The example below illustrates the
use of uncrrtaiaty bars.

Note that the uncertainty information in the
caption is essential.

o See Appendix 8 for a discussicr of mistakes and their effects on
uncertainty.
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Fluid temperature (K)

FLUID TEMPERATURE VS. TIME AFTER RUPTURE

(TOTA" 'INCERTAINTY ESTIMATES AT 95% CONFIDENCE LEVEL,
See (Chapter or Reference) For Details)
550 T T T T T T T T T T
540~ -
X TFV-CIG-T0A

1 T
530~ -
520 = I -

? 1 1 L 1 i |
500-10 -5 0 5 10 15 20 25 30 35 40 45
Time after rupture (s) INEL-A-9066

The use of the above method of presentation is
acceptable only if the uncertainty bars are
clearly distinguisiable in size from the symbols
used to plot points on the figure.

The use of three traces to indicate best estimate,
upper limit of confidence int.rval, lower limii of
confidence interval, is not an acceptable methnd
of data presentation uniess the three traces zre
clearly distguishable from one another and from
any other traces on the figure.
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6.8.3 Use of Uncertainty Not - an Figures. A block may
e appended to tre fiJ.. €, gTvgng notes on
uncertainty, as in the example below. Use of such
a block is preferred when the methods of 6.8.2
lead to cluttered figures. Again, the reader must

be told where to find the details.

UNCERTAINTY OF TIME. TEMPERATURE

COORDINATE | UNCERTAINTY*
t < 2.5 sec + 0.01 sec, + 1K
2.5 < t < 5.0 sec + 0.01 sec, *+ 15K
t > 5.0 sec + 0.01 sec, * 1K

* Tutal experimental uncertainty including bias
and random error (95% confidence level) see
(chapter or reference; for details

6.9 Requirement ., Report ..eady State Data

When results of transient events (such as blcwdowns) are
reported, the repor. should include figures or tables show-
ing a1l measured quantities during the steady-state period
immediately preceding the transient, and during any
steady-state period which follows the transient. This sec-
tion of the rerort should be sufficiently detailed to allow
ysers of the results to compare the measured initial con-
ditions with the specified or assumed initial conditions,
and to allow data users and experimenters to compare mea-
sured quantities for consistency (in-situ comparisons).
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APPENGIX A - SUBJECTIVE EXTIMATION OF COGNFIDENCE INTERVALS

In applyiig this standard practice, experimenters will frequently
need to estimate confidence intervals and to associate them wi h Zon-
fidence levels.

Such subjective estimates are not as difficult as they might seem
at first. [f the reader will simply consider all the velocities,
times, distances, and <olumes* a driver must estimate in surcessfully
driving a car from his home to his office, he will agree t~ { the
human brain is a first-rate estimator.

Suppose the driver's best estimate of the required time to drive
to the >»¥fice is 15 minutes. In his experience he seldom covers the
distance in less *han 10 minutes; on the other hand, he can conceive
of weather or traffic delays which could stretch the trip to 25
minutes. 1nus ne could state his travel time as:

g minutes

15 1
.n effect, the driver has placed an unsymmetrical 15 minute con-
fidence interval on his best estimate of the driving time.

Associating a confidence level with subjective estimates is a
litt . harder. As an aid in this process, the idea put forward in
1953 b;oxline and McClintock (Reference 2.2) still retains validity in
the 1970's: -

"A useful viewpoint is that one is willing to bet with certain
odds (say 19 to 1) that the error falls within the given limits®
(Reference 2.6, pp 58-59).

Note that the "odds" point of view tends to place both lower and
upper bounds on the size of the uncertainty interval: if the interval
is too small, the experimenter may lose his bet, but if the interval
is too large he may not find anyone to bet with!

In choosing the limits +10, -5, the driver should be willing and
able to place a bet with 19 to 1 odds that one can make the trip in
more than 10 minutes, and less than 25 minutes. He could then say,
"1t is estimated, at the 95% confidence level, that travel t:me from
my home to t1is office is between 10 and 25 minutes.”

= of gasoline
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APPENDIX B - MISTAKES

Engineers have a very Victorian attitude toward mistakes. Every-
body knows that mistakes occur, but almost no one w#ill write about
them in the serious literature. Like Victorian sex, engineering mis-
takes are csalt with euphemistically -- they are referred to as bugs,
glitches, "unplanned events" -- anything but mistakes. References to
mistakes tend to be quotations from off-the-record remarks at sympo-
siums. Basing his estimate on such informal sources Hampel (Reference
2.7, p. 88) states that

"Altogether 5-10% wrong values in a data set aypear to be the rule,
rather than the exception® -

On the other hand, Beers (Refernce 2.4, pp. 5-6) states under the
guaint heading "I1legitimate Errors”

“ . . there are three types of avoidable errors which have
no place in an experiment. and the trained reader of a
report is justified in assuming that these are not present.

(1) Blunders. These are errors caused by outright
mistakes in reading ‘nstruments, adjusting the condi-
tions of the experiment, or performing calculations.
These may be largely eliminated by care and Dy repeti-
tion of the axperiments and calculations.

(2) Errors of computation. The mathematical machinery
selected for calculating the results of an experiment
should have errors small enough t> be completely
negligible in comparison with the ratural errors of the
experiment. . .*

(3) Chaotic errors. If the effects of disturbances
become unreasonably large--that is, l.rye compared with
the natural random errors--they are called chaotic
errors. In such situations tie experiment should be
discontinued until the source of the disturbance is
removed. "

* The deleted sections of this quotation refer to slide-rule and
logarithm table methods which are not applicable to WRRD and LOF™
practices.
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The opposite positicns or Hampel (who expects 5-10% wrong values
in a data set) and Beers (who says that the reader has a right to
expect that illegitimate errors are nol present in reported results)
need to be reconciled for WRRD and LOFT.

Because of the cost of LOCA experiments, an experiment cannot
easily be repeated just because a few measurement mistakes have
occurred. Because of their visibility and importance, the results
cannot be suppressed, either. Consequently, when mistakes occur, they
must be reported, and their effect on the data uncertainty must be
estimated. Some hypothetical examples follow:

A transducer output is 2xpected to have a range of + 10 voits.
For whatever reason, the actual output never exceeds 1.5 volts. The
output is digitized by an 8 bit A to D converter. Such an occcurrence
should be reported in a data report by a note “"effective resolution
reduced ‘rom 7 bits and sign to 4 bits and sign - transducer out of
range" - - equivalent language.

A d.p. cell is overranged during one test and used in another
test without replacement or recalibration. Suppose that experience
has shown tha* such occurrences have resulted in biases of 0.1 psid
and calibration errors of 10%. Such an occurence should be reported
in a data report hy a note: "bias (95% coafidence level - estimated)
0.1 psic and calibration error increased from 1% to 10X - damaged
transducer” or equivalent language.

A differential pressue wh, ., should have a final value of zero is
found to have a non-zero final value. The experimenter judges that
there is only one chance in 20 that the measured final value is less
than -0.2 psid. Such an occurrence should be reported by a note "mea-
surement contains an unexplained negative long term offsat of -0.2
psid (95% confidence level-estimated).

Experience shows that a frank, open treatment of the minority of
data which contains mistakes increases the credibility of the majority
of data which is free of mistakes.



FORM EGAG JO8A Rew 177}

WRRD <
STANDARDC PRACTICE MEASUREMENT UNCERTAINTIES OF WRRD Page 20 of 21

Title: REQUIREMENTS FGR QUANTIFYING |No.. WRRD #11

AND LOFT EXPERIMENTAL DATA

Date: February 1979

APPENDIX C - A PARTIAL CATALOGUE OF EFFECTS WHICH CAN

PRODUCE SYSTEMATIC ERROR OR AMBIGUITY IN DATA INTERPRETATION

The effects listed below are drawn from the experience of a small
group of data users. In the experience of this group these effects
have produced systematic errors or have led to ambiguity in the inter-
pretation of LOFT and WRRD data. The list is not complete, nor is it
in order of most important or significant effects.

The list is presented to give experimental groups a starting
point for identifying frequent causes of systematic error.

(1)
(2)
(3)

(9)
(10)
(11)
(12)

(13)

Instrument orientation
Instrument environment
Instrument response time

Instrument sensitivity to temperature, pressure, and
radiation

Thiesholds and dead bands
Orift and aging %

Sensitivity to flow regime (particularly inhomcgeneous
two-phase flow)

Gravity effects on differential pressure (typical interpre-
tation ambiguity: "“does zero differential pressure mean
that the hydrostatic head is zero?")

Thermocouple fin effects

Thermocouple wetting effects

Thermocouple thermal radiation effects

Sampling, filtering, shifting, smoothing and time-compres-
sion in data processing.

Replacement of an instrument or component wi:hout recalibra-
tion of the instrument channel

A mor: subtle kind of systematic error occurs when square law and
logarithmic data are first filtered and then subjected toc nonlinear
transformations. This applies to both analog and digital filtering.

(]
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Filtering and nonlinear transformaticns do not commute: that is,
filtering followed by a nocnlinear transformatior is not equivalent %o
a nonlinear cransformation followed by filtering.

The above phenomenor may affect the following types of measurr -
ments:

(a) Density measurements using gamma densitometers (logar thmic
amplifiers)

(0, Flow measurements using orifices and differential pressure
measurements

(c) Mass flow measurements derived by comtining drag-disc mea-
surements with gamma densitometer measurements.
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" TTACHMENT II
METHODOLOGY FOR FIGURE-QF-MERIT

Decision tree analysis is a systems evaluation method in which 2
complex decision problem may be structured so that each important factor
can be evaluated separately and then ultimately combined into a single
number representing the worth of the system to the evaluators. Qual-
jtative as well as quantitative factors can be included. In practice,
using the one-factor-at-a-time procedure is often more beneficial than
the actual numbers produced, because the insight developed supplants
intuitive feelings. The evaluation procedure used by the task force is
essentially the scme as that developed at LASL by William *. Whitty, but
his report has not yet been rejeased.

'n order to validly compare alternative radwaste treatment pro-
cesses, sach must be so specified as to meet the same pracessing ob-
jective. Thus, every proces .uncept must be specified to treat the
same waste material mix and to meet the same standards for the output
product. This means that the evaluation of TRU waste processing con-
cepts is site-specific. A processo~ or concept that works well at one
laboratory may be inappropriate at another laboratory.

After the waste processing application has been specified, a set of
detailed evaluation criteria is defined. These criteria represent the
major areas of importance for the application as perceived by the eval-
uators. The major criteria may each be divided into subcriteria, and
these again into sub-subcriteria. The next step is to link the cap-
abilities of the alternative processes to the evaluation criteria. This
is accomplished by devising performance measures that are called levels
of performance.

As an example of these ideas, suppose that a major consideration in
evaluating a waste processing facility is energy conservation. Then
energy consumption would be an important criterion. The performance
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measure selected could be, say numbers of kik-h per year as a quantitative
measure. or "high, medium, or Jow" as a qualitative measure. A particular
process alternative under evaluation might be assigned a perfoimance level
of 10,000 kiW=h or a performance level of "low".

In decision analyses with multiple evaluation criteria, the perform-
ance measures usually have dissimilar units. (onsequently, the performance
levels must be transformed to a common unit of measure. The ideal
common unit would be one widely recognized such as monetary worth. This
ideal is not pos<ilic in many situations, and the common unit is often a
subjective value judgment of an evaluator as to how well a particular
performance level satisfies a criterion. Naturally, the perceived value
is different for different people. Thus, when more than one evaluator
is involved, a consensus must be reached on each criterion.

The relationship between levels of performance and a common unit of
measure are called utility functions in decision problems under un-
certainty. After all performance criteria are evaluated with utility
function values, a single scalar value of process performance, called a
figure-of-merit (FOM), is computed as a weighted combination of the
utility values. Tne weighting factors used express the relative importance
of the criteria to the success of the process alternative.

The computational procedure may be explained by means of a decision
tree. A simple three-branch decision tree is shown in the figure. This
exampie tree nas three tiers of performance criteria. For purposes of
illustration, thes~ are called branches, limbs, and twigs. Each branch
has a weight that reflects the importance of the branch criterion in
satisfying the goal of the system. The sum of the branch weights must
be unity. Likewise, the weights of the limb criteria for each branch
criteria must sum to unity. Thc same is true for the weights of the
twig criteria ‘for each 1imb.



The overall weight for each twig criterion is the product of the
weights of the associated branch, iimb, and twig. A utility value is
acsigned to each twiy criterion on the basis of the performance level of
the particular system under evaluation. The contribution of the twig to
the FOM for that system is the product cf the overall weight and the

utility value. The FOM for the system is the sum of the twig contributions.

In summary, the FOM computational procedure is based on partitioning

an m-comporent problem into m one-component problems, with each being
easier to solve than the original, and then to combine the m solutions.
Such a computational procedure is said to be a linear acditive model.

When conducting a decision analysis in the face of uncertainty, as
particularly epitomized when weighting factors, performance levels, ar
utility functions are obtained through subjective judgments, there i-
the question whether differences in FOMs are significant. In such
cases, it is prudent to conduct a sensitivity study of the computational
pirocedure. One way to study sensitivity is tu condult a Monte Carlo
simulation in which all weights and utilily values are assumed to be
statistical random variables. This is the technique used by the waste
processing task force.
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I. INTRODUCTION

. As part of the development of an overall code assessmen.
procedure, research was conducted *o determine analysts' con’.pt of
» "good", "bad", "acceptable", and "uracceptable". These concepts must

be known if the results of code as.essment are to be conveyed from one
human to another and if an overa:] acceptance criteria is to be
developed.

B-1
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I1. DESCRIPTION OF RESEARCH

The type of data/prediction comparisons made in code assessment
are so varied and individually complex that no unigue plot could be
picked as representative. Therefore, a number of "thought" comparisons
were assembled to test different aspects of data/prediction
comparisons. Attachment B-1 shows the letter transmitted to
150 engineers at EGAG asking them to score the comparisons illustrated
in Figur2 B-1. The letter was designed to minimize the technical

detail of each plo: and thus address only the person's feeling for the
“goodness” of fit

B-2
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ITI. RESULTS

. Figures B-2 through B-8 show the individual scores given for each

‘ of the thought problems. There were 118 responses to the

- questionnaire. Those not responding gave several reasons including
1) not qualified, 2) not enough data given (statisti-ians, generally,
who said they could not respond unless they knew the distribution,
etc.), and 3) those who said you cannot quantify this sort of thing.
Those who did respond gave us data from which several conclusions can
be drawn and most importantly, an indication of the variance in
people's opinion on what is good and bad.

T DISCUSSION OF SCORE PLOTS

The mean score for each problem is shown on each plot and the
dividing line between pass and fail (acceptable and unacceptable) is
shown at 60%. Figures B-2 and B-3 are the scores for thought
problems 1 and 2. These two results show a slight tendency to reward

conservatism with problem 1 obtaining a 3% better mean score than
problem 2.

Figure B-4 shows an extreme range of values for a prediction that

is essentially at the 44-1imits of the data. One can only surmise that
the high scores were given for having the correct trend.

Figire B-5 shows the score for problem 4 where the prediction is
at the limits of the data error band. The variance here is over the
full range of acceptability (»60%), weighted to the low side of

acceptability with less than 5% denoting failure or unacceptability of
the code predictions.

53 521
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; Figure B-6 for the prediction which oscillates within the full
width of the error bands shows a wider spread with more analysts
l willing to fail the code for this type of behavior. This type of
behavior tended to divide the analysts into two camps (based cn ..
| conversations with individuals foliowing the evaluation); 1) those who
gave the code good marks for "trying" to stay on the mean and 2) those T |
who gave it bad marks for errors in local trends and implied numeric
instabilities. This division is further amplified in Figure B-7 for
“he case of the prediction oscillating outside the data bands. Those
who felt the code was getting the overall trend and oscillating ahout
|
E
!
F

the mean gave it higher marks than those who put weight on local trends
and impliea instabilities.

Figure B-8, for the prediction oscillating within th ~*“4le of
the error band, also shows the results of the two camps but was

generally given high marks because of the nearness of the prediction to
the mean.

2. INTERPRETATION OF RESULTS

The results of this survey were discussed with Dr. L. Mathews, an
experimental psycologist at Idaho State University. Two important
facts were determined. One, these results and their veriability
reprasent typical human behavior with respect to perception of worth
and second, the actual scores given by the analyst do not have
individual significance since they tend to be ordina)l (sequential or
ranking) in nature. Because of this ranking nature the best way to
look at the results is from a percentile standpoint (i.e. what
percentage believe the code to be better than a certain level). As the f
i survey was taken with the information that a score less than 60% was to '
be considered failure, the data can be divided into pass-fail f i
|

l (acceptable-unacceptable) groups and percentile calculations made as a
function of group mean scores.
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Fiw:s 8-9 is a percentile plot of the group mean scores against
the percentage of analysts finding the code results acceptable. The
data show a remarkable straightline trend with the exception of one
data point. This data point represents problem 7 and wh le the average
score was high (82%), there were seven (7) analysts who felt the
oscillations should fail the code and this number dropped the
percentile acceptance below the trend line. One should note that in
this region (95%-98%), the percentile acceptance values are very

sensitive in the vertical directions.




IV. USE OF PERCENTILE ACLIPTANCE

Having Figure B-9, the numeric score produced by the quantitalive
assessment procedure can now be used to obtain the percentage of
knowledgeable analysts who iould find the results of a particular
analysis acceptable. This resulting n'mber, the percentile acceptance
(PA) does not mean that a code, or the results of its application, are
acce~*able or nonacceptable, only that a certain percentage of
knowledgeable analysts do find it acceptable. This process does two
things, 1) it takes into account the variance in human perception of
worth and 2) it does not force a decision on any particular analyst,
(although 99 out of a 100 people may think the code is good, there is
still a slo* for the one person who doesn't like it).

B-6
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Attachment B-]

énQ EG:E 1daho

INTEROFFICE CORRESPONDENCE

date February 2, 1979

to Distribution

trom J. A, Dearien\ﬁi:)

subject QUANTITATIVE ASSESSMENT - JAD-29-79

The Code Assessment Sranch at EG&G Idaho, Inc. is developing a
procedure for guantifying the accuracy of computer code predic-
tions. The procedure is based on decision theory wherein
subjective or relative weightings are used to obtain quantitative
results. As an expert in the field, you are being asked to
supply your subjective opinion on several items which will be
used in the formulation of our assessment procedure.

Attachment 1 is a representative plot of temperature vs. time
from Semiscale. On this plot, you will see the mean of the data,
the maximum and minimum bounds of the data (taken from the range
of thermocouple readings at that level), and the code prediction.
Various behaviorial patterns are shown in the plot, i.e.,
predictions above the mean, below the mean, and outside the data
bounds. It is behavior of this type we wish to gquantify.

Attachment 2 is a group of idealized comparisons of code
predictions and data, The data are shown as tne mean of the data
Wwith error bands. The error bands represent values for which
there is a 95% probability that the true value is within these
bands. You are asked to score the various romparisons from

0% to 100% (100% would be the situation where che prediction
overlays the mean of the data) much as you would grade a college
paper, i.e., <60% = Failure, 60-70% = D, 70-80% = C, 80-90% = B,
and 90-100% = A. The reason for this being that tne on. thing in
common between all of us is our association with scholastic grades
(however, please use » numeric value and not the alphabetic).

The scorinc should represent your assessment ¢f the accuracy of
the code in maving a best estimate prediction of the beha' ior.
As we are attempting to develop a procedure which will hive wide
spread acceptance/understanding, you are reques*ed to m nimize
(¢ not eliminate) any qualification or hedging of the s-ores.
Comments would be appreciated.

Please return this information to P. H. Vander Hyde by February 7, 1979.

Thank you for your participation.
p B-7
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Attachment 2
JAD-29-79

February 2, 1979
Page 1 of 1

Score

Score

Score
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