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FOREWORD

This report covers the progress made during the work period October, 1976 to
January, 1978, by the Waste Management Technical Support Project of the
Lawrence Livermore Laboratory for the Nuclear Regulatory Commission, under
FIN A0277-7.

Delays in publication have been the result of the document review process in
an evolutionary regulatory environment and changes in programmatic priorities.




PREFACE

The Nuclear Requlatory Commission is currently developing a framework of
requlations, criteria, and standards, within which it can effectively and
efficiently reqgulate management and disposal of radioactive wastes.

This framework is an evolving one, involving the development of many different
aspects of waste management. As part of this framework, during FY77 the
Nuclear Requlatory Commission sponsored work on:

1. performance criteria for solid high-level waste (SHLW),

2. SHLW repository/storage facility design criteria,

3. site suitability criteria for SHLW repositories, and

4. classification and disposal criteria for radioactive wastes.

During FY77, the Lawrence Livermore Laboratory (LLL) provided broad technical
support on a continuing basis to aid in the development of this framework.

As the need for regulations, standards, and models emerged, LLL capabilities
provided technical support towards the development of disposal criteria for
radioactive wastes in general. This report describes progress made in
particular on site suitability criteria for SHLW repositor.es.

This report, a composite of several working papers, has been through a number
of draft stages. Each draft contains more technical detail than the preceding

one, reflecting continuing progress on the project.

The initial report was first issued as a draft working paper for a
Jrogrammatic review held at LLL on March 22 and 23, 1977. At that time, it
was used for the briefing on the preliminary results of the work on site
suitability criteria. Another draft was generated a; a briefing document for
the meetings with NRC at LLL on August 16-18, 1977.




On September 30, 1977, a draft report on the status of this work was prepared
and sent to an NRC peer review panel. The report was used by the panel in
their deliberations on the proposed NRC draft requlations on site suitability
criteria for SHLW repositories. The NRC staff forwarded comments and
suggestions on format and these were incorporated into a May, 1973 draft. A
final technical editing of the May, 1¢ 8 draft has resulted in this revised
status report for FY 77.

This report describes, in turn, 1) a physical model which simulates the

natural environment of many potential sites, ?2) mathematica models for the
calculation of the performance of hypothetical repository sites, 3) a parameter
data base representative of the natural environment, and 4) analyses and
recults, The appendices give details of the mathematics and of the analytic
methods employed.
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SUMMARY

The disposal of high-level waste (HLW) in an underground repository requires a
method for determining the suitability of the repository site while
considering potential hazards to public health and safety. The main purpose
of our study is to identify and analyze the physical factors that are
important for making this determination. This work entails the analysis of
relevant geologic events and their effects on gechydrologic parameters, the
modelirg of waste transport through the hydrologic system, and the calculation
of associated radiologic risk.

PHYSICAL MODEL

A six-layer hydrologic mode! was developed wiiose parameters and dimensions can
he varied to simulate the natural environment of many potential sites. The
variables define the environment that detemines the confiqurations and lengths
of flow paths, as well as the properties that influence flow rates and waste
concentrations. Composition and solubilities of the waste source and the
influences of different water table levels, pressures, and pressure gradients
can also be varied. This allows study of the effects of fractures around the
repository, faults, solution breccia pipes, boreholes, and shorter aguifer
paths tec the biosphere.

MATHEMATICAL MODELS

A series of computer simulation programs representing the mathematical models
was developed to calculate the performance of hypothetical repository sites.
The Oak Ridge ORIGEN program was used to calculate the inventory of nuclides
considered important. The WASTE program, the waste transport code, was used
to calculate the amount of radioactive waste released to the biosphere via
groundwater transport. Included are the effects of mass transport, chemical

interactions between waste components and pathway media, hydrodynamic
dispersion in the direction of flow, and radioactive decay. BIODOSE, our
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biosphere transport and dose program, was used in conjunction with the WASTE
program to calculate expected individual and population doses. Potential flow
pathways that can be modeled include water wells, lakes, and a river, estuary,
and ocean system., BIODOSE was derived from many models cdeveloped during the
past 10 y to compute the consequences of radionuclide releases to the
environment. Development has generally followed the methods outlined in NRC
Regulatory Guide 1.109, but departs in two main respects from previous
methods. First, it considers the buildup of radioactivity in soils and
sediment, since radionuclide releases can occur over a period of 10 000 y or
Tonger. Second, it computes population doses without referring explicitly to
the local demography, since future population statistics are unknown. Our
goal in developing the model was to furnish a means of evaluating the
consequences and risk for conditions not too different from those we
experience today.

PARAMETER VALUES

For our generic repository model, we specified parameters, events, and values
that are representative of the natural environment, excluding rare extremes.
Values were obtained from published and unpublished data on the sedimentary
sequences of shale-sandstone and shale-evaporite-sandstone. Where laboratory
and field data were inadequate, we relied on theoretical treatments and on the
judgments of those experienced in the field. The model data base comprises:
(1) geochemical processes, (2) hvdrologic factors, (3) natural tectonic
features, (4) man-made features, (5) seismic considerations, and (6) climatic
effects.

One of the major factors influencing radionuclide migration in natural
environments is retardation due to ion exchange. On the basis of available
data and chemical theory, we have estimated retardation factors for three
radionuclide groups: (1) the actinides, (2) the fission products, and (3) a
separate group of fission products with no sorption characteristics
represented by the radionuclides 1291 and 99Tc.
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Studies of water- and oil-bearing systems provide the major portion of our
data base for hydrologic parameters. These data have been supplemented with
the results of flow tests for civil engineering works, particularly tests in
frartured rocks.

Features that affect hydraulic continuity include fracture zones with and
A#ithout faults and solution-collapse breccia pipes. All these features may
have a wide range of permeahility and porosity. Our data are based on field
measurements, the history of active faults, and the history of collapse
features in terrains of soluble rocks. Dimensions, hydrologic values, and
rates of change are provided,

Shafts, tunnels, and boreholes may form permeable pathways. From experience
and roc% mechanics analyses, we specified dimensions and hydrologic
~haracteristics of the fracture zones formed around the man-made features, and
estimated their changes with time. Seals have not yet heen designed for the
purpose of near-perfect sealing over long time periods. Therefore, we expect
<haft and borehole seals to fail relatively early in the life of the
repository, and have analyzed the effects of such failures.

We have assumed that seismic activity would not cause significant damage or
change to the rock or the rock openings except in epicentral regions.
Formation of a new fault on a repository site is an event of low probability.
Reopening (or closing) of an existing fault is a more frequent occurrence.

Nata from the CLIMAP project allow us to reconstruct climate regimes for the
nact one million years and to identifv the wet and dry extremes. Correlation
of past climate conditions with solar energy incidence provides a basis for
projecting future climatic conditions to analyze their effect on the hydrology
init waste isolation system o° the repository model. Although we have changed
hvdrnlogic system parameters as a first step in this analysis, climatic change
h1, not been explicitly introduced into the calculations,
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SENSITIVITY ANALYSIS

By changing parameter values in the basic physical model, the breaching of
barriers and radionuclide migration through different pathways can be
simulated in shale and salt repositories. The resultant changes in dose and
concentrations test the relative importance of the different parameters. Our
studies have included "unflawed" and "flawed" environments.

In "unflawed" cases having no faults or other failure mechanisms, we varied
simple parameters and combinations of parameters in 62 simulations. In the
"flawed" cases we made 23 simulations with varied parameter values and added
pathways. The "flawed" category included faults; failed borehole seals;
failed backfill and shaft seals; and, in the case of the salt repository, the
formation of a solution breccia pipe.

Three performance-measure formats are used to assess the parametric

sensitivity analyses: peak individual dose for whole body and critical organ,
population dose integrated over three million years following decommissioning,
a4 the maximum groundwater concentration in an aquifer above the repository.

In the unflawed shale repository, actinide and fission product retardation,
porosity, permeability of the tunnel and shaft fracture zone, thickness of the
repository and barrier layers, and dissolution rate of the waste showed a
major effect on individual dose to a critical organ. Except for the
4issolution rate of the waste, the above parameters are related to transition
time from repository to biosphere. These same parameters are valid in the
salt repository, except that salt permeability replaces the fracture zone
permeability in importance.

Integrated population dose is relatively insensitive to change in parameter
values. Critical organ dose in most cases was between 0.16 and 0.51
man-rem/MWe-y to the gastrointestinal tract. Higher values occurred in the
few cases where actinides migrated to the river within three million years.
Once the waste reaches the river, the population dose depends on yearly use
rates of the water system,
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Aquifer concentrations showed the most sensitivity to changes in the model
parameters, especially the transition time from the repository to the
aquifer., This time dependence makes retardation the single most important
parameter in the sensitivity analyses.

Excavation and backfilling can produce flow paths to the aquifer. Excavation
creates a fracture zone around the shaft and tunnel, and backfill deteriorates
with time. Increased levels of radionuclides in the above aquifer could
result, Because of dispersion, however, they have little effect on
concentration or dose some distance from the repository. This is also true
for seal failures in exploration boreholes.

Two types of geologic events investigated to date are: the activation of a
fault intersecting a repository, and the formation of a breccia pipe above a
salt repository. In general, the doses did not differ significantly from what
we calculated for the baseline models without geologic events. Expected
values of dose were essentially unaffected by a change in prohability of two
orders of magnitude. Geologic events such as volccnos and major meterorites
were excluded because their probability of c:currence was so low.

UNCERTAINTY ANALYSIS

ODur estimates of HLW repository performance are subject to scientific
uncertainties, both in the site descriptors and the mathematical models used
to analyze future events. If, for the moment, the potential uncertainties
associated with the mathematical model are ignored, a methodology can be
established to determine the effect on the site performance of uncertainties
associated with the site descriptors. To this end we have devised a Monte
Ca-lo technique for the hydrologv/geology radionuclide transport code, WASTE,
This 2z1lcws not only "best-estimate" prediction but also a measure of the
data-induced uncertainty of the "best-estimate."

The Monte Carlo approach to the uncertainty analysis facilitates a statistical

characterization of the precision of the site performance prediction. The
technique is simple to implement, and can be modified to accommodate many
parameter distributions and constraints,
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1. INTRODUCTION

The high-level waste managemerit system has been defined as: solidification of
high-level waste and interim storage, transportation to the repository site,
handling and emplacement of the waste until the repository is sealed, and the
future history of the sealed repository., Each component can be anal rzed
separately and modeled with a consistent set of assumptions. The risks
15sociated with each component can *hen be minimized by identifying thc
critical factors. Thus, the overa isk from waste management processes can
be minimized. Activities that coula v.cur and initiate risk within the system

must be considered in modeling.

Historically, the approach to a nuclear svstem has been to identify the
components of a facility whose failure could threaten public health and
safety, and to require multiple barriers against radiation release, strict
quality control, and safety features that could be engineered into the
facility., For containment of waste for geologic times substantial reliance
must be placed on natural existing conditions. Physical characteristics,
qeologic behavior patterns of prospective sites, and estimated time
constraints must be defined and analyzed. Therefore, assessing the
suitability of a repository site¢ for high-level waste storage becomes a
complex problem with many interrelated, but not always well-defined, factors.

LLL is currently perfcrming a multicycle systems analysis approach to the
problem of site suitability through development of different models, including
a physical medel and mathematical models. This approach allows data
foyelopment and model development to proceed in parallel. Each progressive
cycle more clearly defines the parameters and their uncertainties, further
rofines the models developed, and validates assumptions and approximations

used,




A six-layer horizontal model was developed whose parameters and dimensions can
be varied to simulate the natural environment of many potential repository
sites. The geologic-hydrologic properties that influence groundwater flow
rates and waste concentrations, as well as variables that determine the
configurations and lengths of flow paths were incorporated and analyzed.

The mathematical models were developed to calculate the performance of
hypothetical repository sites. The ORIGEN, WASTE, and BIODOSE programs were
employed to calculate and evaluate the inventory of important nuclides, the
amount of radiactive waste released, and the expected individual and
population radiation doses, respectively.

This report describes the analytical methods employed, the parameter data base
used, and the preliminary resuits obtained.



2. PHYSICAL MODEL

A flexible model capable of simulating many geological environments was
developed to investigate and calculate the consequences of high-level nuclear
waste release and evaluate major parameters that control containment., In this
way, parameters that can be measured ur controlled might be used in developing
site suitability criteria. The mode:, applicable only to bedded formations,
is not intended to be explicit for any particular site; it simulates the
natural environment of many potential sites. Because the model is
sufficiently flexible for this purpose, it can also provide risk analy:as of
specific sites if the requisite data are provided.

Our model simulates release, Waste in deep geologic repositories would never
escape, by natural events, if it were totally insoluble, if the rocks were
totally dry or totally impermeable, or if there were no pressure differentials.

Since these conditions cannot be permanently quaranteed in the real world, we
assume waste dissolution and transport in the hydrologic environment. Other
release routes (gaseous, aerosol, and so on) might be possible, but the
probabilities are so low we have deferred possible analyses to a later date.

In our mod=21: (1) solution and waste release begin when the repository is
saturated and the hyvdrologic regime reestablished; (2) hydraulic continuity
‘flow pathways with inherent permeability, however small) exists between the
repository and the biosphere; and (3) a pressure gradient causes flow toward
the biosphere. We assume an a~tesian head, in a water-bearing stratum below
the repository, sufficient to cause flow upward to a permeable stratum
connected to the biosphere., Other geometric and pressure configurations
‘e.q., downward flow to some pathway to the biosphere) would suffice., Our
purpose is to simulate a pathway to man along which we can vary physical
pa~ameters and calculate the consequences. We assume a stable geologic and
tectonic environment similar to that of large areas of the United States.
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Eifects of geologic features and their probability er rate of occurrence nead |
only be analyzed until one can show the point at which the effect is |
negligible or the probability of occurrence is so low as to be impossible in a
practical sense. Such results will allow us to truncate our analyses at that

point and keep our task manageable.

Most of our analyses have been deterministic, i.e., analyzing the effect of

the occurrence of a specific state. Calculation of expected values requires

one to multiply a deterministic consequence at a certain state by the

probability of that state occurring. In a physical system whose properties

and processes are well known, predictions of future bchavior or states can be

made with a high degree of confidence. The more simple the processes acting

and the slower the rate of change, the greater the confidence in predicted
behavior. If we specify that geologic stability is a characteristic of our
model, we are specifyi~> a low rate of cnange. Geologic processes are
extremely slow in human terms, and most of them follow well-documented habhits
that adhere to fundamental physical laws. The expression, "the present is a
key to the past" (the doctrine of uniformitarianism), can be extrapolated to
"the past is the key to the future," if near (in geologic terms) past and
futures are specified and stability (slow rate of change) is assumed.

The history (changes in “state") of the Earth's geologic environment over the
past 1 to 10 million y is well documented. (Detail in the past is lost
increasingly as a function of time.) From this we can, in a "stable" area,
predict with confidence that changes in geologic parameters will be small.
With further documentation we can estimate the possible range of variation and
be able to truncate our analyses.

By varying the geometry and characteristics of the flow paths, we can simulate
the effects of fractures around the repository, faults, solution breccia
pipes, boreholes, and shorter aquifer paths to the biosphere. In addition, we
can simulate the effects of flowing or pumped wells, changes in fundamental
regional water flow characteristics, erosion or deposition that decreases cr
increases path length to the biosphere, and ;o0 on., Factors such as a meteor
strike, severe fault displacement at the site, or a drill nole or mine shaft
placed directly into the repository can be simulated, but are not as likely to

14f\
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occur as natural events. Releases with severe consequences have required us
to model several multiple low-probability conditions or events occurring
simultaneous!ty.

DESCRIPTIuN

A simple six-layer horizontal model was designed as shown in Fig. 1. The

physical parameters can be specified by preferred values and generic ranga,
and inc lude:

@ Hydraulic factors

Porosities
Conductivities |
Cross sections of pathway
ength of pathways and tunnels
ressures
Pressure gradient 'horizontal)
Dispersion coefficient
Layer thickness
Distance to surface water

e Chemical factors

Retardation factor (Kf) of I and TC
Retardation factor (Kf) of other fission products
Retardation factor (Kf) of actinides
Rate of waste dissolution
e Geometric Factors

Distance to surface water
Length of tunnels and pathways

The selected parameter values simulate layered sedimentary environments with
repository in either shale or salt, and with water flow through interstices or

|
J
Layer thickness
fractures. Our simulations to date have used values for hydrclogic parameters I
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v tne modal values of the real world, as shown in Table 1. A detailed
model might be designed if more specific data were available as, e.g., at a
=oughly explored site. Except in the most simple geologies, building a
rently detail=d generic model may be impractical, and, if more
nhostacated models are desired, they may need to be made specific to a

aarticytar site,

"3t on of the Model*

metar yaluyes and dimensions can be changed to simulate a variable number
f ot taand different media types and geomet-ic configurations. These

narameterc and dimensions are important because they define the environment
trat fetarmines flow path configurations, path lengths, and the properties
mat nflyence flow rates and waste product concentrations. By changing

poacanetee yalyes in the basic physical model, we simulated the results of

©yt - 1i4e migration through many pathways and the breaching of several
in faur basic sequences of sedimentary media: (1) sandstone-shale,
ancitary in shale and interstitial flow in the shales; (2) the same
e with fracture flow in the shales; (3) sandstone-shale-salt, with
*ory o in salt and interstitial flow in the shales; and (4) the same
- with fracture flow in shales,

1'nq valies and different release mechanisms, waste containment and
foancport processes can be evaluated, and resulting doses can he
"ited,  The resylts obtained enable us to identify parameters and

» their relative importance,

1« it Tangths of the zones were calculated from the dimensions of a
repysitory described by Office of Waste Isolation Report
s/ 4" T'IB27R/1A506., A fracture zone with a specified permeability is assumed
“armed around all tunnels and shafts because of excavation work.

+ ' no omotel 15 applicable only to bedded formations, and simulates physical

imateristics of many potential waste disposal sites.
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TABLE 1. Comparison of model values and published ranges.

Parameter Modela Published
values ranges
Conductivities (cm/sec)
Shale 1071%(1076y107* 3.5 x 107 to 2 x 1074

Sandstune
Salt

Porosities
Shale
Sandstone
Salt

Dispersion constant(m)

Retardation Factor
I and Tc

Other fission products
Actinides

-2
-5

10%(107%) 10
1071910910

0.01(0.05)0.10°
0.02(0.10)0.20°
0.004{0.01)0.07°

10(50) 100

1 (1)1

2 3

1 (10%) 10
4 5

10° (10%) 10

1077 to 1.1 x 1072

6.5 x 10°2 to 3.5 x 1070

0.07-0.45
0-0.51%
<0.01

11.6 - 38.1

1 - 10°
10 - 10

Minimum value (preferred value) maximum value.

b

Effective porosity (a fraction of total porosity).

Source: U. S. Geological Survey Open-File Report 74-158; Lawrence Livermore

Laboratory, UCRL-52078.




Vertical flow in the repository area is assumed through a horizonatal area of
5 x 106 square meters, the area of a conceptual ERDA repository in bedded
salt. Horizontal flow in the upper aquifer occurs through an area computed by
multiplying the vertical thickness of the aquifer by 2000 m, which is the
horizontal length of the repository. Variations in the baseline model are
made by specifying additional flow paths by their location, dimensions, and
hydraulic properties, e.g., porosity, permeability, and pressures. The added
flow paths allowed us to simulate faults and breccia pipes, as well as
man-indu ‘ed features including failed seals and backfill in tunnels and shafts
at the repository.

Geometry

Basecase thicknesses and other dimensions in our study are similar to those of
the conceptual ERDA bedded <a2lt repository. Different stratigraphy is
simulated by changing thicknesses. Different geography or extreme erosion of
the aquifer bed is simulated Cy changing the path length in the aguifer. The
number of boreholes and the existence, or change in character, of faults and
other features, such as breccia pipes in soluble rocks, can be simulated by

changing the geometry and the dimsenions and characteristics of the flow paths.

Chemistry

Retardation factors, initial inventories, solubilities, solution rates, and
other chemistry-related parameters can be varied independently of rometric
and hydrologic factors. We are thus able to analyze a variety of waste
materials and waste forms.

Hz'!ro‘.ogz

In addition to geometric considerations, such as pathway length and areas, the
tlow regime is specified by assigning values to properties of the rocks and
hydraulic system. Rock properties include effective porosity and
permeability. A preferred value and a generic range are assigned to both.
Sensitivity studies have considered the preferred value and the highest values
of permeability. Properties of the system include pressures and pressure
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gradients in our model. By varying the excess artesian head in the lower
aquifer and the horizontal pressure gradient, the flow velocities in the
system are changed, which in turn influence retention time and dispersion.

Other Variables

Man-made features, including backfill and seals of boreholes and shafts, may
have properties that vary in time; permeability and porosity, in particular,
may increase with time as the engideered seals deteriorate. The hydraulic
properties of natural features such as faults, fracture zones, and breccia
pipes also vary with time. When faults and their associated fracture zones
move, we expect them to become more permeable for a period and then return to
a less permeable condition. Breccia pipes will form after the solution of the
more soluble rocks has formed a cavity of some minimum critical size. Breccia
pipes provide a new permeable flow path for a time.

Variations in climate may affect the hydrologic regime by changing water table
levels, pressures, and pressure gradients. These can be modeled by changing
the values of the appropriate parameters.

Seismic events sufficiently severe to affect integrity of the repository are
so rare in stable geologic environments that we have deferred their

consideration. These factors are discussed in a later section.

Uncertainties

Data-induced uncertainties may result from lack of pracise measurement, a
small data base, or imperfect understanding of a system--conditions that could
exist in a generic model study such as ours. The first may be important in
some cases of actual sites. The processes of hydredynamic dispersion and
radionuclide retardation are not well known. Their study needs a larger base
of field measurements.
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Fev: data exist on the hydraulic behavior of faults over long periods. We have
had to extrapolate this behavior theoretically, The same is true for some
natural features, such as breccia pipe formation and seismic activity. The
behavior of man-made seals, tunnels, and shafts is better known; experience
with these can be extrapolatel and some technical progress can be assumed.

FLOW PATHS

We simulate two- and three-dimensional flow of groundwater with a network of
pathway segments, in each of which the pressures and the flow velocities and

volumes can be found by a one-dimensional analytical calculation.

We have specified a vertical gradient throughout, forcing flow of water up
from below. In the permeable aquifer beds, we specify a horizontal pressure
aradient that forces flow in the aquifers toward the biosphere (a river in
simulations to date). Within the aquitards and aquicludes (the much less
permeable repository and barrier beds), we specify only a vertical pressure
gradient,

We examined the flow system in each case and specified a set of pathways. All
pathway segments have been straight and either vertical or horizontal,
connecting at right angles at all branches or changes in direction. The
numerical code is capable of handling curved and other configurations, but in
the simple cases analyzed to date this capability has not been invoked.
Figqures 2 through 5 show configurations of the flow paths. Areas, lengths,
and hvdrologic parameter values are spacif * in each segment of the flow ; *h
as it passes through the several rock types. Flow rate is calculated by
Narcy's law, and the results are used in later stages of the calculation.

consider that our assumption of vertical flow through less permeable
iquitards and aquicludes to be an adequate representation for generic criteria
development.
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FIG. 3. Flow pathways for repository with fault or breccia pipe.
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ONE-DIMENSICNA!. ANALOG TESTS

This section presents the important factors and basic principles in water flow
and solute transport, followed by assumptions and uncertainties in the simple
transpo-~t mede!. Analytical and numerical methods for solving the transport
probiem in addition to alternative calculations to assess the possible errors
induced by simnplifying assumptiors in our one-dimensional model are also given.

Tests of alternative calculations of travel time to river or retention time vs
calculations used in our modeling indicate that model-induced erior produced
minimal effects considering the many assumptions and uncertainties in the
modeling data at this time.

Hydrologic and Geologic Factors

Groundwater circulation is the major transport mechanism for radionuclides.
The factors describing a repository site, therefore, are properties of the
groundwater, the geologic materials, and the radionuclides, as well as the
characterictics of the interactions of these three materials. Brief
discussions of several important factors are presented here. Detailed
discussions of these parameters can be found in the sources listed in the
references.

Hydraulic conductivity, or effective permeability, describes the ability of a
rock or soil to transmit a fluid. Effective permeability is a proportionality
constant between the flow rate of water through a cross section of rock and
the change in hydraulic pressure per unit length in the flow direction. It is
related to lithologic characteristics of the rock, such as stratification,
grain size, and porosity, as well as to the specific weight and dynamic
viscosity of the fluid. Useful hydraulic conductivity values are determined
in the field with well-pumping tests. These tests measure permeability
resulting from flow in fractures and pores in relatively undisturbed
cunditions. Anisotropic permeabilities and extremely low or extremely high
values of permeabilities are difficult to measure, even with elaborate field
methods. Moreover, clasic groundwater techniques have been applied mainly to
homogeneous, isotropic, pcrous media. Application of these terhniques to
fractured nr highly anisotropic media .ust be done with caution.
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Effective porosity is the ratio of the volume of voids open to groundwater
flow to the total volume of the porous medium. Average velacity of flow
through pores, U, is related to the average macroscopic velocity, V, through a
cross section of rock by the relationship

Uus=vme . (2-1)

Empirical and theoretical arguments suggest that

o -av , (2-2)

and where D1 is the coefficient of mechanical dispersion, V is the average
fluid flow velocity, and a is the dispersivity of the medium. In isotropic
media, a can be described by two components with respect to the flow direction:
the longitudinal dispersivity, a5, and the transverse dispersivity, Are Useful
estimates have been made for dispersivity in one dimension by calibrating
mathematical models with observed transport. However, i 2se coefficients have
not been measured effectively for anisotropic or failed conditiors.

Solute Transport Model

The transport model calculates the migration of radionuclides along various
sequences of one-dimensional flow paths. For the basic case of an undisturbed
repository, groundwater is routed through two paths: (1) vertically through
the rock layers; and (2) through fractures around the repositcry, shaft, and
tunnel. These paths join in the upper aquifer, where the waste travels in a
horizontal path to the lake or river. For more complex scenarios such as
faulting or borehole seal failure, a more complex set of paths is used and
waste migration is calculated. Pressures at the ends of the paths,
permeabilities, porosities, retardation factors, and dispersivities are
specified from base data provided. Pressures at intermediate nodes on the
path and velocities through the path are calculated by Darcy's law. Detailed
descriptions of the transport model and the scenarios used in the model are
discussed .in the Mathematical Models section.

1 15
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Fresent efforts include modification and improvement of the transport medel to
reduce uncertainties. To validate the model, we compa‘e it with other
multi-dimensional flow and solute tranport analyses. In realistic problems,
flow and transport problems must be solved by numerical methods. The
techniques usually applied are finite differences, finite elements, or methods
of characteristics. Comparable results can be obtained using any of these
methods. Finite element methods are preferred, however, if higher order
approximations must be considered. Available codes suitable fcr solute

transport modeling are summarized in Appendix A.

Two codes have b:en put on line at LLL for use in our study: a
two-dimensional finite element flow code by Taylor and Brown (1967), and a
two-dimensional finite element solute transport code by Duguid and Reeves
(1976). f(hese codes are suitable for comparison/validations of the present ‘
transport code, as well as for later application to specific sites. Other
codes are listed in Appendix A. We are using the groundwater flow code to
evaluate and validate the flow pathways used in our model. The first cases to
be modeled with the Taylor code are: (1) the basic case with flow in
fracture zones around the repc:itory and shaft, (2) the case where a
| high-permeability fault intersccts the repository, and (3) the case where a
low-permeability fault intersec s the repository. The two-dimensional
groundwater flow code could become an integral part of the input procedure for
our transport model.

Extension of modeling to include new parameters may be necessary as the
project progresses. The two-dimensional transport code will be run for
several flow cases to evaluate the effects of lateral dispersion. Other
effects, such as thermal gradients, variable fluid densities, and long-range
climatic changes may affect groundwater flow regimes. The importance of these
effects and the technological Timitations for their treatment will be
evaluated,

The mode! considers only one-dm:nsional flow within each stream tube. The
two major assumptions are that: (1) lateral dispersion across stream tube
walls does not significantly affect ion concentrations and travel times and
(2) the choice of stream tube paths through the media does not introduce
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The first assumption cannot be tested without calculations. Dispersion is
poorly understood and difficult to measure experimentally, although limited
experimental results, show that lateral dispersivity is significantly less
than the longitudinal dispersivity. Given the limited state of knowledge of
dispersion phenomena, one-dimensional treatment of dispersion is probably
sufficient for our sensitivity analyses on a simple model. The second
assumption can be tested partially by some simple calculations. This is
carried out in Appendix L.

505 ]23 17



3. MATHEMATICAL MODELS

A series of computer simulation programs representing the mathematical models
has been developed to calculate the performance of hypothetical repository

sites as shown in Fig. 6. A program has also been developed for uncertainty
analysis,

Origen Nuclide inventory caiculation
Waste Waste transport and concentration calculation
Biocose  { | Biosphere transfer and dose calculation

FIG. 6. Computer simulation codes used for analysis of mathematical models,

The WASTE program is used to calculate waste flow without considering
radioactive decay. The results obtained are fractions of the total inventory
nf each nuc'ide, and must be multiplied by the inventories (radioactive decay

is included) of *he nuclides to provide numbers that directly measure
concentration and ri1s". These inventories are derived from the Oak Ridge
ORIGEN code. We reviewed the ORIGEN code. No modifications of the original
ORIGEN code were necessary; however, only those nuclides considered to be
important were analyzed (see Bel!l, 1973, for additional detail).




Defining the input. to the WASTE program requires an understanding of the flow
pattern of groundwater in the repository area. Currently the flow patterns
are obtained by solving the hydrology problem analytically. More complex
methoas, including two- and three-dimensional models, will be used later as
appropriate.

Doses to humans will deperd on the waste movement through surface waters and
waste concentration in the ecosystem, as well as on human diets and living
habits and the biochemistry of the waste nuclides in the human body. These
factors are modeled in the BIODOSE program.

Two subprograms that calculate doses and concentration multiply the outputs of
the different programs and do final data manipulations.

WASTE PROGRAM

WASTE, the computer simulation proar>m for subsurface waste migration,
calculates the magnitude of release of buried radioactive waste tc the
biosphere resulting from groundwater transport., The program incorporates the
effects of mass transport, chemical interactions between waste components and
pathway media, and hvdrodynamic dispersion. WASTE is used to simulate
hydrogeological characteristics and perform sensitivity analyses. To maximize
flexibility, WASTE avuids procedures such as finite element and finite
difference methods that divide the regions of intsrest into a lattice of
cells. Inste “he program approximates groundwater flow pattern by a
network of simp.e flow paths, which need not be straight. More details appear
in Appendix B. This approach increases computational efficiency and allows
straightforward representation of small discontinuities (faults, boreholes,
an1 so on) and regional flow patterns, and thereby avoids the difficulties of
solving the time-dependent solute migration problem by finite-element or
finite-difference methods.

Future events, such as faulting or failure of engineered seals, may affect the
movement of groundwater and dissolved radionuclides. These events can be
predicted only on a probabilistic basis; the model can account for future
events by either of two analyses: (1) consequeicec can be calculated for
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scznarios in which events occur at speci®ieu vimes, and (2} risk can be
calculated for events that occu: at random times with given probability of
occurrence per year. Appendix C shows the statistical method that makes
possible the second analysis.

The WASTE model approximates the groundwater flow pattern around a repository
hv a network of interconnected simple flow paths. The tabulation below lists

the variables that describe each flow path,

B(j,ml,mz,n) Retardation factor for nuclide type j in the
flow path from node m to m,, in geologic
state n (dimensionless). A state implies a
set of parameter values that define the
condition of the repository site.

W(ml,mz,n) Cross section of flow path My My in

ctate n (mz)
(1 (ml,mz,) Dispersion constant (m)
K(ml.mz,n) Permeability (cm/sec)
HEAD(m,n) Hydraulic head at node m (m)
Z(ml,mz) Distance from m to m, (m)
e(ml,mz.n) Effective porosity (dimensionless)

Fach point in the network at which flow paths branch, or at which any of the
variables listed above change value, is defined as a node. The nodes are
numbered in such a way that water is shown as aiways flowing from
lower-numbered to higher-numbered nodes. This method does not preclude
situations where flow reverses when the state changes, because we artifically

place more than one node at the same location. The WASTE program sequence is
as follows:



First, the amount of waste leaving the repository (node 1) is calculated as a
function of geologic state and time. Second, each node in the system of flow
paths is examined in sequence. The rate at which waste arrives at a given
node is calculated from the amounts of waste that had earlier left
lower-numbered nodes. Time is divided into discrete intervals for digital
calculations, Third, a quantity Fj(z,m,n) that is the amount of waste of
type j passing through node m during time interval £ is calculated, given
that the system is in state n multiplied by the probability of the system
being in state n.

The following equation calculates F for nodes other than the repository
itself

F(R,m,n) :E EE :E F(2',m',n")

m'<sm L <2 n'

« SP(m',m,n') G(2',2,m',m,n") TP(L',2,n",n)
(3-1)

In this {ormula, one begins with F(L', myn'), the amount of waste leaving
node m' in state n' during interval &'. This amount is multiplied by SP,

the fraction of the waste leaving m' that enters a flow path leading directly
from m' to m. (If there is no such flow path, SP equals zero.) G is the
fraction of the waste entering the flow path during the interval &' that
reaches the end of the flow path (node m) during interval &. This
calculation assumes that the system is always in the same state, n', as it was
in when the waste entered the flow path. Thus, the waste does not react to
the system's cha ge of state until it reaches a node. The factor TP accounts
for changes of state when the waste reaches node m. Factor TP is the
probability that the system, having been in state n' during interval &',

will be in state n during interval L. The effect ~F multiplying by TP is to
distribute waste, which migrated through the flow path from m' to m on the
assumption that the system was still in state n', among all the states
(including n') in proportion to the probability that the system went from
state n' to state n while the waste was in the flow path.




The mathematical approximation (as compared to an exact solution of Eq. C-18)
of delaying tne effect of state changes on waste until the waste reachrys a
node greatly simplifies calcula* ons. [Its effect on uncertainty may be
reduced by inserting intermec. .. nodes in flow paths. Waste will react to
state changes when reaching these intermediate nodes. It will then proceed
through the remainder of the flow paths at a velocity appropriate to the new
state. The overall effect of the approximation may be analyzed by measuring
the effect of adding such intermediate nodes. Such tests are planned as part
of model validation.

The assumptions and methods used to calculate the factors SP, G, and TP are
described in Appendix D.

RECONCENTRATION EFFECT

Reconcentration will pe important for a parent-daughter pair in which the
daughter has a smaller retardation factor than its parent. Our present model
computes the flow rate of the daughter with the assumption Lhat both members
of the pair move at the same speed. If the daughter moves at a greater speed
than the parent, the peak value of daughter entering the biosphere should be
increased, since daughter created at a distance from the biosphere will move
ahead and join with daughter created near the interface with the biosphere.
The model will underestimate the peak value and tutal amount of daughter
nuclide in the biosphere, because it does not include this additional
contribution from farther back in the system.

The reconcentration effect has been analyzed for the case where the nuclides
enter the biosphere through a flow path that is sufficiently long for any
initial input of daughter to have decayed to an insignificant level in the
time required for the parent to traverse the flow path. Cases where the
daughter products have long half-lives will be analyzed in the near future.
[t is shown that the amount of daughter leaving the flow path during time
periods when there is outflow of the parent is increased by an amount
approximately equal to the ratio of the retardation factors.
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Hign-level radioactive waste contains two parent-daughter pairs for which the
reconcentration effect is of particular interest because large amounts of the
following nuclides are present: 230Th, with a half-life of 7.7 x 104 Y,
which decays to 226Ra with a half-life of 1.6 x 103 y; and 93Zr, with
a half-life of 1.5 x 106 y, which decays to 93mNb with a half-life of 14 y.
;2; analysis has heen restricted to these two cases specifically. 230Th and
' "Ra are part of & larger decay chain, which currently is being analyzed.
The reconcentration factor p is defined as the ratio of the flow rate of
daugnter entering the biosphere, when retardation factor differences are
present, to Lhe flow rate of daughter entering the biosphere when the
retardation factor of the daughter equals the retardation factor of the
parent. The WASTc program is used to calculate the flow rate of the daughter,
assuming equal factors. Multiplying the model output by p corrects for the
reconcentration effect in a computationally simple manner. Our computed
reconcentration factor is based on three assumptions:
(1) The retardation factor of the daughter is significantly smaller

than that of the parent.
(2) The half-life of the daughter is significantly shorter than

that of the parent.
(3) The flow path is sufficient’y long that any original input of

daughter to the flow path will have decayed to an insignificant

level in the time required for the daughter nuclide to traverse

it.
Assumption 3 is especially significant for the calculation. When a large
amount of input daughter nuclide is flowing out of the flow path, the factor
o is small. The third assumption allows computation of the retardation
factor without regard to the amount of input daughter, and guarantees that the
calculated p will give the maximum effect.

Appendices E, G, and H present calculation details.
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BIODOSE Program

The BIODOSE program is used in conjunction with the WASTE program to calculate
expected doses to man resulting from radionuclide release to the biosphere.
For example, water pathways considered in the BIODOSE program include water
wells, lakes, and a river. estuary, and ocean system. Figure 7 illustrates
the latter model and lists the exposure pathways considered.

SEDIMENTATION
RADIOACTIVE DECAY

SEDIMENTATION
RADIOACTIVE DECAY

)

= Y w ———

AQUATIC FOOD
DRINEING WATER
IRRIGATION
SWIMMING
SHORELINE

ESTUARY

Coastal Waters

® AVERAGE MAN
® MAXIMUM MAN
® TOTAL POPULATION

FIG 7. Radiation exposure pathways from contaminated river,
estuarv, and ocean system modeled in the BIODOSE program.

Following closely the methods outlined in NRC Requlatory Guide 1.109, BIODOSE
was derived from numerous models that were developed during the past ten years
to compute the consequences of radionuclide release (Fletcher and Dotson,
1971; Soldat et al., 1974; KRC, 1977, Booth et al., 1971). Our model differs
on two major points from the previous models: first, we consider the problem
of buildup in soils and sediment since radionuclide release can occur over a
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long time period, i.e., 10 000 y or more. Second, we compute population doses
without referring explicitly to the local demography, as future population
statistics are unknown. The basic philosophy in developing the model was to
provide a tool for evaluating the consequences of radionuclide release under
conditions not significantly different from those we currently experience.

The model is sufficiently general to accommodate a wide variety of assumptions
including diet, irrigation use, water pathway characteristics and so forth.

Transport Model

The transport model is used to calculate the mean concentration of
radionuclides occurring in sediment, topsoil, and water subsystems. Each
parameter is modeled in a “compartment,"” which represents a particular section
of the physical world as shown in Fig. 8. A1l relevant dynamic processes are
converted into transfer coefficients between the compartments. The model is
based on calculating the mass balance in each department. The basic equation

is
v AL+ V ZA + -V A C
vpa-%—crp zcm T 2% % PO A Gy (3-2)
J q
where
Crp = concentration of nuclide r in

compartment p(Ci/m3)

qu = concentration of nuclide g decaying
into nuclide r in compartment p(Ci/m3)
Ajp = flow rate from compartment j to
compartment p for p # j
A = radioactive decay constant for nuclide r
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Dynamic processes that are modeled affecting radionuclide concentration in the

O
"

rp

v
P

input rate of nuclide r into compartment
p from outside the system (Ci/m3)

volume of compartment p.

water, sediment, and topsoil include:

Flrw

into th2 System

Dilution by mixing

Diffusion between sediment and water

Sedimentation

Removal of water and food products by man
Return flow from the topsoil to the water system

Ion exchange and biogeochemical processes, which are

expressed as distribution coefficients.

Bathing, Swimming, Etc.

Aquatic Foods

p—

Drinking Water

Irrigation

Water
cf Nuclides

LU

|

Plants Domestic
Animals
Topsoil

Ground Water

—= Flow to Another
Surface—-Water System

Sediment,
{ Subsoil, Etc.

FIG.

8.

The transport model.
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Quasi Steady-State Model

Calculations for the quasi steady-state model can be simplified because it is
assumed that the waste release from an aquifer is constant over a long period
compared to the waste transition time through the water use system. The basic
assumptions for all compartments of the trancport model, except topsoil, are:
e The times vp/Ajp associated with transfers between the
compartments in the model are smaller than the time over
which changes in Qrp occur.

o Times Vp/A are also much smaller than the times over

jp
which concentrations are affected by the combined processes

of radionuclide production and decay.

These assumptions permit the use of a steady-state model in which all time
dependence is contained in the input term for flow of waste from the aquifer
into the water system. The terms in Eq. 3-2 expres-ing radioactive decay and
the derivative of the concentration may be disregarded, so that

0 = }3_ Crj Ayy * Qpp (8) (3-3)

Our assumptions yield a conservative estimate of the peak individual dose.
This (esult occurs because water concentrations from a continuous source input
rise from zero until they reach their equilibrium value, whereas the model
assumes that the concentrations are always at an equilibrium value.

A less conservative analysis would be possible if there were a thorough
understanding of the processes that remove contaminants from the biosph- -e.
The main processes in river and estuary system are sedimentation and diffusion
into the sediment. Radionuclides can recenter the biosphere from the sediment
by physical, chemical, and biological means. Both the potential for
remobilization and the time period over which it might occur are unknown,
although it has been suggested that some radionuclides such as plutonium
tecome irreversibly bound to the sediment.
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For other radionuclides, recent evidence suggests that remobilization can
occur (Bowen et al., 1975). Therefore, we have adopted tie following
conservative assumptions for our analysis:
® The water and sediment system are in dynamic equilibrium. For each
radionuclide, the distribution coefficient gives the concentration in
the sediment divided by the water concentration.
e No irreversible losses take place from the water system to the
sediment.
e The time over which buildup in the sediment occurs is less than the
time over which changes in Qrp occur.

Radionuclide buildup in topsoil is not assumed to reach equilibrium. Topsoil
is assumed to be irrigated at a constant rate for a fixed period, which was
varied from 100 to 1000 y to test the sensitivity of the dose from cirect
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exposure to the topsoil or from plant uptake. Except for Sn, the dose

from the topsoil was consistently less than doses from other pathways.

Concentration Equations

We divided the ocean pathway into two compartments: the coastal region and
the river plume region. This division was necessary because the average fish
harvest is usually greater closer to shore. Hence, the river plume
contributes disproportionately to the net dose from the ocean. Concentration
equations for the plume of contaminated water flowing from the estuary to sea
are given in Appendix . Site-specific calculations are based on data for the
Columbia River system.

Dose Calculations

The concentrations calculated for the five transport media, sediment, river,
estuary, ocean, and topsoil, are used with a simple ecosystem model to yield
readionuciide dose rates to man. In the model, doses are received by ingestion
and external exposure. The ingestion pathways include drinking water, aquatic
foods, irrigated crops, and farm animals; the external exposure pathways
include water related activities and topsoil contact.
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Further assumptions are that: (1) each adult drinks all his water and eats
all his aquatic food from the river or lake system into which radioactive
material was released; (2) each adult's diet consists solely of food products
that were either directly or indirectly contaminated by the river or lake
water; and (3) all water-related recreation time is spent somewhere within the
river, estuary, and ocean system. These assumptions ensure that no important
exposure pathways for each nuclide are excluded from the system.

The basic dose equation is (Burkholder, 1975)
= 3=
Repu = Crp Uy urpu . (3-4)

where

Rrpu = dose rate to organ u from nuclide r via pathway p
Crp = concentration of nuciide r in pathway p

Up = use rate associated with pathway p

Drpu = radiation dose factor for nuclide r in pathway p

for organ u.

The dose calculations for water withdrawn directly from the aquifer through a
well are identical to those for wastes flowing into a river or lake, except
that the aquatic food, shcreline, and swimming pathways are eliminated.

Dose factors used in the mecdel represent the accumulated dose over 50 y to an
individual adult resulting from chronic ingestion and exposure to radiation.
We calculated dose factors, using those already tabulated by Burkholder
(1975), and multiplied them by a dose accumulation factor. The tabulated
factors represent a one year accumulated dose from a single intake of
radionuclides on the first day of the year. The basic equations for the l-y
and 50-y dose factors for chronic ingestion of radionuciides are
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f e 1 - e-x

~ W -
D =18.7 = (3-5)
f e -50) -
050 = 18.7 ¥ 50 A + e -1 ) (3-6)
m F
X
where
D = 1-y dose factor (mrem/pCi)
D50 = 50-y dose factor (mrem )
pCily
fw = fraction of the ingested nuclide reaching the organ
m = mass of the organ in grams
e = effective energy of the nuclide in the organ under
consideration (MeV/disintegration) (rem/rad)
A =4 (0.693/BHL + 0.693/AHL)
BHL = biological half-life for the nuclide in the organ (y)
AHL = atomic half-life for the nuclide (y).
The appropriate dose accumulation factor is
-50)
DAF = 500 -1 txe (3_7)
(1 - e ")

Values for X\ were taken from Burkholder (1975).

The same 50-y dose factor was used to calculate individual and population
dose. This method results in a measure of the accumulated dose to a
population over a 50-y period. The population dose per year was calculated by
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dividing the above measure by 50. This dose was used in our calculation of

the integrated population dose, and represents the population as consisting of

adults evenly distributed over a 50-y age range. Doses were calculated for
the whole body and seven organs: gastrointestinal and lower large intestine

(GI-LLI), thyroid, bone, liver, lung, kidney, and skin. The means of exposure

included water-related recreation as well as ingestion.

Table 2 shows average and maximum use rates for calculating individual dose.
The table gives use rates for water and food products, and the amount of time
spent in water-related recreation for an adult. The values reflect those
given in NRC Regulatory Guide, 1.109 (March 1976); however, we expanded the
number of food products considered, using the data given by Burkholder
(1975). Therefore, while the totals for a given source, e.g., meat and
poultry, are stated in the NRC regulatory guide, the breakdown within that
category is determined from the Burkholder data.

The aquatic diet for an individual was apportioned according to the
contributions from the river, estuary, and ocean pathways. Results were
obtained by multiplying the aquatic food intake in each pathway by sz’

the fraction of food product & (fish, crustacean, or mollusk) consumed from
pathway p (river, estuary, plume, or ocean). The sum of ng over all
pathways for a fixed & was set equal to one. Table 3 lists the values used
for ng. They are estimated from the fish harvest data given in Appendix J,
Tible J-1. Other assumptions can easily be implemented, but they will not
materially change the final calculated dose.



TABLE 2. Average and maximum use rates for an average adult.?

Diet and Recreation

Use rate, Up/y

Average Max imum
Milk, 1 110 310
Fish, kg 6.9 21
Mollusk, kg 0.5 2.5
Crustacean, kg 0.5 2.5
Water, 1 370 730
Eqqs 487 730
Berries, kg 5 10
Melons, kg 7 14
Orchard produce, kg 43 90
Wheat, kaq 50 113
Other grains, kg 4 12
Beef, kg 39 a5
Poultry, kg 17 45
Pork, kg 39 20
Leafy vegetables, kg 32
Other above-ground vegetables, kg 32
Potatoes, kg a4 131
Othe, root vegetable;, kg 28 86
Shoreline recreation, hr 8.3 12
Swimming and boating, hr’ 5 200

aAppendix K presents the calculations of radicnuclide

concentrations in vegetable and animal food products.

beurkholder, 1975.
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TABLE 3. Fraction of food product consumed.

Water system Fish Crustacean Mo1lusk
River 0.1 0 0
Estuary and near shore 0.4 1 1
Plume and ocean 0.5 0 0

Individual Doses

Some of the doses computed for an average individual appear in Figs. 9 and 10.
The annual steady-state input of waste into the river is set at 1 MWe-y. The
radionuclide selection and composition of solidified high-level waste (SHLW)
from reprocescing (assuming uranium and plutonium recycle) and of spent fuel
was determined by use of the ORIGEN code developed at Oak Ridge. Figures 13
and 14 aggregate the doses according to major types cf radionuclides, based on
their rates of migration in groundwater. Dissolution is assumed to be

instantaneous.

In both figures, the fission products dominate the dose initially. After
90

about 600 y, the actinides become the principal hazard as the ~ Sr and

137(35 decay. Peak actinide dose occurs at about 100 000 y, as a result
226 .

of Ra production.

Our sensitivity analysis showed that the dose to an individual is almost

inversely proportional to the river flow rate. This result is expected,

since dose is proportional to concentration and river water concentration

is approximately inversely proportional to the river flow rate.
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wses (50-y dose commitment) are calculated by integrating the
fose nver an entire population. The integrated population dose
bv integrating the population dose over the entire lifetime of

tory. Since doses are proportional to the concentrations in each

e tteam b

LA

, we can integrate Eq. 3-2 directly. For a repository lifetime of

ntegration gives

tf = 3 g 6 = -
 « 108y) Z[crj] Ay + Vg ;"r _qu]
j
+ VoA, crp] + [Q,p] , (3-8)

lefined as

3x10%y
/ £ dt
0

'vct the quantity on the left hand side of Eq. 3-8 for nuclides
ther decayed to negligible amounts or left the ecosystem by

¢, 1n addition, the terms involving radioactive decay are
“1. 3-8 reduces in form to Eq. 3-3. Equation 3-8 is independent

npthons made in deriving the steady-state relation, Eq. 3-3.
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‘150 is often calculated for a real or assumed population within a
nf the contaminated region. For calculations of projected future
fhees, it is difficult to make realistic estimates. However, total

ame pathways will be essentially independent of the size of the
1 population. For example, the aquatic food pathway depends on the
narvest, the vegetable and animal food pathway depends mainly on the
jition rate; therefore, population dose from these pathways is

¥ how those products are distributed. The parameters in the
o4 for calculating population doses in appendix J are essentially
f the size of the population living near the river system.



Population dose is usually independent of water system flow rate, in contrast
to the individual dose, which is inversely proportional to the flow rate.
This conclusion assumes that:
e Potential vse of the water system is proportional to the average flow

rate.

Actual use is equal to the potential use.

Concentrations within the water system are almost inversely

proportional to the flow rate.

The use rates for drinking water and irrigation are influenced by water system
flow rate. Maximum potential use rate of the water system is difficult to
estimate. Theoretically it could amount to more than 100% of the water flow
if there were considerable recycling. The following factors militate against
high use rates:
e Extensive water reuse implies the removal of waste products.
Presumably radionuclides would also be removed during water treatment.
e About 60% of the water used for irrigation is consumed and does not
return to the water system. This water is not available for reuse.
o About 30% of the water used for municipal supplies is consumed and
does not return to the water system. Furthermore, only a small amount
(0.2%) of municipal water is used for drinking.
Aquatic food and recreational pathways are influenced by area and volume of
the water system, and only indirectly on the flow rate. These latter ?gghways
Sn

and 93ml‘lb. The water system characteristics and the aquatic food harvests

are of secondary impertance in determining the total dose, except for

used in the model were based on data collected from the Columbia River system
(Barnes et al., 1972; Neal, 1972; Pruter, 1972). Irrigation use rates for
river, lake, and underground water were based on values typical of the western
United States (Kazmann, 1965; Todd, 1959). Appendix J gives values used and
their sources.

Figures 11 and 12 illustrate population doses for SHLW from the reprocessing
of spent fuel (with uranium and plutonium recycle) resu’ting from 1 MWe-y/y of
waste flowing into the river system. Aquatic food is an important pathway
only in determining the dose from the other fission products after 9OSr and

137Cs have decayed. The fission products that then contribute to the dose
are primarily 1265 and S ™. 506 147
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Figures 11 and 12 are similar to Figs. 9 and 10 for individual dose.

The major difference is the increased importance of 99Tc and 1291 in

129

comparison to the other fission products. The critical pathways for I

and gch are those of vegetables and animals.
UNCERTAINTY ANALYSIS

We are developing a methodology to predict HLW repository performarice,

These predictions are subject to scientific unce tainties, both in the

site descriptors and predictive model, Every scientific result consists

of a scientific estimate (prererred value) and a characteristic range that
indicates the precision of the estimate. The accuracv of the estimate is

a measure of how close the estimate is to its "real" value. The uncertainty
of a result is a combination of both the accuracy and the precision of the
scientific estimate.

Uncertainty of HYLW repository performance predictions results from a
combination of imprecise data, inaccurate data, and invalid modeling.
Imprecise data cause prediction uncertainties because the range in values

of a site descriptor usually leads to a corresponding range in the site
ner“ormance predictions. The uncertainty in a prediction can be no better
than the precision of the prediction. The precision of the HLW predictions
s obtained by propagating the descriptor uncertainties through the model to
the predictions via a Monte Carlo techniqusz.

Inaccurate data, when used in a valid predictive model, lead to inaccurate
predictions. This fact is of concern only when the precision of the data is
relatively gqood. Otherwise, the inaccuracies in the prediction are hidden by
the data imprecision.

Invalid modeling is the most troublesome of our three concerns. It can
reside in incomplete, insufficiently detailed, or erroneous numerical
modeling. Incomplete modeling suggests that it is extremely difficult to
determine when all the important processes have been included in a predictive
model., In fact, because of the synergistic effects that firequently occur
between different physical processes, caution must be used in simplifying the
506 144
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analysis of a particular physical process. Insufficient detail refers to the
scientific necessity of choosing a physical size scale of interest, then
lumping smaller size-scale phenomena into larger size-scale parameters.

In some cases the effects of smaller-size scale phenomena on larger size
scales can be great. When this occurs, the choice of size scale can produce
inaccurate predictions. Erroneous numerical modeling is not as subtle as the
previous two concerns, but sufficient care should be taken to ensure that
untoward numerical results are not generated. Careless formulation of
analytical expressions has frequently led to erroneous and misleading results.

Low-confidence predictive models are easy to obtain., High-confidence models
can only be obtained in a careful and insightful program by expending the
technical expertise required to ersure, as much as current technology allows,
that one is not surprised by a forgotten process ~sufficient detail, or
numerical blunders. The invalid predictive modei without all the important
phynical processes, is the most difficult problem to deal with, It is rooted
in man's lack of omniccience, and is why supposedly well-engineered bridges
are nlown down ard buildings tumble in earthgquakes, Obviously, important
phvsical nrocesses were not considered in these instances. To develop
high-confidence predictions, careful consideration must be given to the
predictive mode! assumptions, both implicit and explicit.

Scientific error analysis gives us scientific confidence in our predictions.
This procedure requires us to determine our prediction accuracy and

pre 2ision, A careful analysis also tells whether the accuracy and precision
can be improved, and where the most improvement can be made.

For a good perspective on scientific error analysis, it is instructive to see
a symbolic analog error analysis. By perceiving all its facets, one obtains a
complete set of uncertainty concepts applicable to our program.

To this end, we define H(X) as the prediction probability distribution
function (PDF) obtained for the set of site descriptors (X) = (Xl, X?,...Xn).
Fach subscripted term represents a preferred value and a distribution about

the prefarred value for one of the site descriptors. H is the symbolic

/ \ &5;
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predictor model. The prediction for a bac~line case is a one-to-one mappirg
of Xy to H(XO) = (xl,O’XZ,O""xn,O)' For the sake of this ana!og_glscu551on,
we assume that there is a set of mean descriptors (X) such that H(X) = H,

the mean of the prediction PDF.

The precis .a) is found by considering the spread of values from the
individual j mappings

H, = H(X

J j) )

= HXp 50 Xp 500 Xg

In the limit of an infinite number of measurements, Ne=, the variance of H,
which is the square of the standard deviation oy is

N
2 _1 2
J=1
where AHj = Hj - H is the predicted deviation of Hj from the mean
prediction H.
The predicted deviations can be expressed in terms of the descriptor

deviations by use of a generalized n-dimensional Taylor's expansion about X,
n y n 2. =
- aH( X 1 :E 3 H(X 2
Ay = :E X, Myt A k

=i =1

C 3%H(X
+ :E Axi K ij k + higher order terms,
- ‘ 1 £ ’
1, j=1 J
i2j
where

Axi,k = X, - X,

and

aHéYQ means that this partial derivative is evaluated at X.
ax.
i
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If the deviations Axi,k are sufficiently small, the higher order terms can

he neqlecteu, then, to good approximation, the first order Taylor's expansion,
which is linear in the deviations, would be adequate to describe our
prediction space, Under these conditions, a sensitivity study would require
only n + 1 computations by H to map the space. This is not the case for the
site deccriptors Thus, if one does not wish to be surprised, the total space
must he mapped out, baseline case by baseline case, until one has sufficient
experience to gain a heuristic understanding of the site performance in every
portion of the n-dimensional space. As the Axi become large, terms like
*'H/BXian become important, and correlations between the parameters must be
considered. Because many of the parameters such as porosity and permeability
ire known to be correlated, a simplistic analytical description is likely to
mislead in its predictions. Our only way to determine the precisicn of the
predictions is a Monte Carlo type investigation on a full-blown numerical

model.

[t we use the expression for the covariance of Xl and X2

N
1 : "
Oy x. = N z [(xl,j X\(Xz‘j - X) ] .

j=1
we obtain the familiar statistical form of the standard deviation of H in
terms or the standard deviations and covariance of the site descriptors,

2 e —
H{X) aH(X) 3H(X) :
:E ; < + 2 :E a xix’ 3Xi BXJ + higher order terms
i

+, and the partial derivatives in this expression are the analytical

14110qs of the unknowns we are looking for in our numerical sensitivity and
Mante Carlo studies, Obviously, our other two concerns must be the
inderstanding of the ox's and the validity of H. Assuming H is valid, one
jains greater scientific knowledge as oy is reduced. Knowing the partial
ferivatives and the oy's, one can determine the dominating terms in Ty

This procedure allows one to formulate a strategy that maximizes the rate of
reduction in o

N




We have assumed to this point that our descriptor space is adequate, but this
need not be the case. The descriptor space may not be sufficiently expansive,
realistic, nor detailed enough. In p>-*i nlar, for the site suitability
criteria program the set of n descripiors may need to be expanded to m
descriptors, where m > n, Several reasons, for example, mav be that: the
salinity of the water must be included 1n the model, the permeability of a
layer may have to be made nonuniform to be realistic, or the sedimentary rock
may need a more detailed description of its microstructure. These
descriptor-space changes may become justified as the program progresses,
probabily requiring a reactionary change in the predictor H. This change, in
turn, could alter the sensitivities of the descriptors and lead to a change in
the direction of the technical data base development.

'n summary, improvements in accuracy of H and precision, OHs in our analog
data base will occur when: (1) H(X), the prediction space, is mapped out; (?)
vesearch is done to reduce or better understand the ox's; (3) research is

done t. astablish more realistic site descriptors; and (4) validations of H,
the prediction operator, are made., These procedures are exhaustive in the
sense that complete, high-confidenc~ technical information about our
analytical analog would follow from these efforts. They imply three closely
coupled development efforts for the actual data base, which include:

e Developing physically realistic descriptors and their uncertainties,
Initially tle descriptors are generic idealizations.

e Developing a predictor model that is valid in the descriptor space.
Initially only the physical processes considered the most important
will be included,

e Mapping the prediction to obtain information on the descriptor
sensitivity, the precision of the predictions, and the magnitude of
the predictions. Results of this indicate where resources can be
optimally appropriated to improve the data base as quickly as possible.

Appendix L presents a discussion of the uncertainties associated with the
development of the site descriptors, a description of the uncertainties in the
prediction model, and a discussion of the Monte Carlc method used to establish
the precision of the predictions.

g
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4. THE PARAMETER DATA BASE

This section describes parameters of the important barriers to radionuclide
release: geochemical processes, hydrologic factors (system and rocks), and
natural tectonic features. In addition man-made flow pathways produced by
construction and exploration are discussed, as well as the possible effects of
seismic events and climate changes.

For a generic respository model development, parameters and values that are
representative of the natural environment must be specified, excluding rare
cxtremes. A conprehensive literature search was performed to establish a data
hace on sedimentary rock environments with (1) shale-sandstone sequences, and
(?) shale-evaporite-sandstone sequences. Other environments are being
investigated. Where nc satisfactory laboratory or field data were available,
~e have relied on experience and on informed judgment. The quality of data
for hydrologic systems operating in low-permeability rocks and those with flow
through fractured rock, as well as the understanding of these systems, are not
as reliable as those concerning more common hydrologic sys'.ems. Chemical
factors are understood in theory, but more empirical dat~ are needed to
establish valid quantitative relationships. Systews analysis and a
statistical approach demand data on, or estimates of, probabilities, frequency
distributions, process rates, and the frequency of events. These kinds of
data and concepts are not common in the geological sciences or in geotechnical
engineering. Some of the data that may be required are not currently
ivailable. Our estimates, based on theoretical considerations or informed
engineering judgment and experience, provide a set of statistical parameter
values whose quality will remain lower than that of more traditional physical
values pending major advances in geostatistics.
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GEOCHEMISTRY

The main geochemical barrier to radionuclide migration from a high-level waste
repository is ion exchange. Other geochemicai barriers are ion filtration,
hydrolysis, and solubility.

The retention ¢f radionuclides via sorption processes is represented in the
hydrologic model ac a retardation factor (Kf); that is, the velocity of

the groundwater -elative to that expected for the individual radionuclide.
Retardation f.:tors are based on the rock's physical properties and on the
ion exchange distribution coefficients determined experimentally for the
individual radionuclides.

lo provide input to the mass transport hydrologic model, we ad to estimate
retardation factors on the basis of available data for distribution
coefficients. The radionuclides were divided into three goups: fission
products with no sorption (K = 1), fission products with sorption (K

10° ), and the actinides and thexr daughter products (Kf 104) M1n1mum

and maximum values were assigned the latter two groups. Uncertainties as a
function of time were estimated at + one order of magnitude, as discussed in
Appendix L.

Retardation Factors

water velocity
nuclide velocity

The retardation factor, Kf = =1 + rk

d
K4 1s the ion exchange distribution coefficient, that is,

amount of nuclide / mass

Kqy = _in solid phase of solid - ml o,
amount of nuclide / volume of g
in liquid phase liquid
and
o u p = rock density
) 8 = effective porosity
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Thus, when there is no sorption, Kd = 0 and the retardatlon factor is 1.
Also, as porosity increases, Kf decreases (see Fig. 13).  Although the
retardation factor is defined primarily as a function of the ion exchange
distribution coefficient, retardation factors as used in the transport model
represent the combined effects of ion exchange and adsorption of charged
colloidal species on silica surfaces. Other processes that also affect
radionuclide concentrations (e.g., low solubilities) are not accounted for
in the retardation factor.

The retardation factors used in the transport model originally came from
Burkholder's (1976) estimated values** for sorption in a western U.S. desert
soil, and are given in the tabulation below. Our recent evaluation of these
retardation factors based on published values of Kd shows that Burkholder's
results are applicable to sedimentary rocks as well,

Retardation factor Retardation factor
Radionuclide Kf Radionuclide Kf
Technet ium 1 Zirconium 104
lodine 1 Promethium 104
Strontium 102 Niobium 104
Ant imony lO2 Lead 104
Polonium 102 Protactinium 104
Neptunium 102 Uranium 104
Rubidium 103 Plutonium 104
Tin 103 Americium 104
Cesium 103 Curium 104
Rad1um 103 Europium 10%
Yttrium 104 Thorium 10°

*For m .e complete discussions on sorption and the relative movement of
radionuclides in groundwater, see Borg et al. (1976) and Levy (1972).

**Rounded to the nearest order of magnitude.
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Because it was not practical to treat each radionuclide separately in tne

transport model, the 23 biologically significant nuclides in Table 4 were
divided into three groups: (1) fission products with no sorptior properties,
(2) fission products with sorption, and '3) the actinides and th:ir daughter
products. The division between fissic1 products and actinides -eparates the
alpha emitters into one group. Each group was assigned maximum, minimum, and
preferred values for shale and salt repositories as shown in Table 5. The
uncertainties for retardation factors were taken as + one order of magnitude.
This includes the possibility that the chemical properties of the ock (e.g.,
ion exchanae capabilities) may vary slightiy over the next million y or so.

Fcr the salt repository, sorption was modeled only in the aquifer (i.e.,

Ke = 1 in the salt layer and barrier bed). Salt has essentially no ior
exchange capacity. We assumed that the high salt content of the groundwater*
in the harrier bed would saturate the exchange sites to the extent that
sorption would be severely limited. We assumed fuc-ther, that dilution of the
salty groundwater in the aquifer would decrease the salinity effect on ion
2xchange, and that sorption would occur as the radionuclides move thrcugh the

cquifer.

The same retardation factors were used for interstitial and fracture flow.
This assumption is based partly on Pu retardation exper iments with artificial
fis.ures in basalt by Fried et al. (1977). Whether retarda '~ factors are
actually the same for both interstitial and fracture fiow depends on the rate
of ion exchange, that is, whether the passage time through the sorbing medium
is sufficiontly long for equilibrium to occur. Unfortunately, rates of
reaction for radionuclide ion exchange are unknown. Although the flow rates
foer interstitial and fracture flovw differ greatly (e.g., 10'3 m/y vs

103m/y, respectively), we assumed that equilibrium would exist.

The bases fer our assumed retardation factors (Table 5) are discussed in the

following paragraphs.

*Duta from the Salado and Castille Formatiuns of the Delaware basin show
local groundwater with more than 300 000 ppm total dissolved solids.
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TABLE 4. Biologically significant nuclides from 10 to 10° y after irradiation.

N Tide Half-life,  Specific (Ci/g) MPC,(C1/md)a MPCy(moles/1itre) Time of
T 1 (¥ activity significance (y)
a0, 28 1.82 x 107 3« 1077 2 = 1071 10 - 100
» 64" 5.84 « 10° 2 %107 4 x 10718 10 - 100
. s -1 -4 -6 3 6
a3, 1.5 10 2.56 « 10 8 x 10 3«10 107 - 10
L . Y,
Vi 18 2.75 « 1977 3«10t 2« 107 10? - 10°
LTé 6 N A =7 3 5
|, 2.1 10 1,72 « 107 1410 . <10 10} - 10
e 1.0« 10° 2.86 « 107 2 « 107 6« 1073 10° - 10°
Loy 1.7 107 1.63 « 10°? 5 « 108 3« 1077 10® - 108
L, 2. 1.33 « 1’ 9« 1078 C e 10°? 10
130 8.7 « 10} 7 <107 2 « 107} 10 - 100
g 20 8.52 « 10} 1« 107 § « 10715 10* - 10°
e 18 4,49 < 10° 7 <107 7« 10738 10* - 108
. LEax10 9.90 « 107 3 « 1078 1 <0713 10% . 10°
by, T3s100 20«1 7« 1078 2 » 110 19° - 10°
W, B x 1 2.0 = 107 » « 1078 4 « 10710 10° - 10°
oy B340 4.7 « 1077 9 x 1077 g » 107 10
1.6 » In° 9.6 . 1072 1x 107 WELE: 10° - 108
2.1 « 108 219 « 107 3 5 1078 2« 1078 w0’ . 10°
8 1 -6 12 B
86 1,75 « 10 5 % 10 1« 107 10 - 100
o 2.4 <108 6.7 « 107 § « 1970 35 10740 10’ - 10°
i
Uiy, 6.6 « 1070 2,26 « 1071 5 1078 g « 1071 10? - 10*
o 2 : 6 -12 o4
1, 4.6 « 10 1,23 ax10 5 « 10 10 - 10
. 3 <] -6 -11 4
"V am 8.0 = 107 1.8 « 10 1«10 8 « 10 10 - 10
w18 8.14 « 10} 7 « 1070 4 « 10713 10 - 100
M« imum permissihle concentration in water
“Attar 1eradiation
Higrs
£ JIIAT IONS:
o o N 1.871 < 107H
Specific Actiyity = -TI-/;—rs—e-a-— = 5. A,
_ atoms o oa - btzms 1ol g
moTe - M« ’]/" lsec] g9
M= Yymore

ci
MPC (——)

moles, _
NPC_( ) F ——— 1-.§__

Spec. Act. « 107 = M
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TABLE 5. Assumed retardation factors for the transport model.

Nuclide group Retardation factor, Kf

Minimum Preferred Maximum

Shale repository

Iodine and technetium 1 1 1
Other fission products 1 102 103
Actinides 102 104 105

Salt repository

lodine and technetium 1 1 1
Other fission products
Salt repository and barrier bed 1 1 1
Aquifer 1 10° 10°
Actinides
Salt repository and barrier bed 1 1 1
Aquifer 10° 10 10°

Group 1, I~dine and Technetium

Our sorption value of zero for iodine and technetium is based on theoretical
and experimental evidence. Both elements exist in natural waters as negative
ions 1™ and TcOi, respectively. Because soils and rocks generaily

exhibit no anion exchange capacity except that sometimes showr. by soil organic
maiLter, sorption should be zero.*

*

Natural anion exchange materials include kaolinite, apatite, and hydrous
2luminum oxide. A1l have low anion exchange capacities, and are limited 1in
their distribution in rocks and soils.
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Soil experiments by Wildung et al. (1974) qave Kq values of 2.8 and 0.007
(essentially zero for our purposes) for TcOi. Values of Ky for I~

were in the range of 0.08 to 52.6. The valué of 52.6 was attributed to Fe and
Al oxide coatings on the soil particles, otherwise 17 showed no sorption.

Gast et al. (1977) at the Universitv of Minnesota reported similar Kg values
for Tcoi in soils. In an earlir study of radionuclide migration at

Hanford (Brown, 1967), Tc migrated at about the same rate as groundwater
(i.e., K¢ = 1). Values of Kg for Tc were found to be zero over a wide

range of NaHCO3 concentrations for a South Carolina topsoil (Routson et al.,

1975).

Group 2, Other Fission Products

905r’ 90Y 922

Fission products with sc-ption characteristics include
gszb 126 134 137

Sn, Cs, ana Cs. The preferred retardation factor of
ol
10 given this group is a conservative estimate based on the sorption
characteristics of Sr and Cs, the only major contributors among the fission
90
Y

s "y

products to the waste inventory. The nuclide , in secular equilibrium
with 2S¢, has a half-life of 64 h. The 23zr + 237
is 2 x 105 that of the combined inventory of 905r plus
93

lr.

Nb pair's inventory
137Ls in 10-y-o0ld
waste. The 126Sn inventory is less than

A compilation of distribution coefficients for Sr and Cs shows a wide range of
values (Table 6). Note that the values for Sr vary from 0.19 in salt to 4000
in tuff. The values for Cs show a variation from 0.027 in salt, and 17 800 in
tuff. With exception of Amchitka basalts, the coefficients for Cs are larger
often by one order of magnitude, than those for Sr. Of the Kd values in

Table &, only the following are applicable to the geology used in the
transport model (i.e., sedimentary rocks, excluding carbonates).
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Kd(Sr) Kd(Cs)

Shale siltstone 8 309
Sandstone 1.4 102
Sands 1.7-43 22-314
Sediments 50 300
Soils 9-282 0 A3

B-sed on the above, a value of 10 was chosen as an average distribution
coefficient for Sr. This gives a retardation factor of approximately 102 in
sandstone (see Fig. 13). Although Cs should have a retardation factor greater
than 102, it was assumed to have the same value to simplify calculations in
the transport model. The prefered vaiue of 102 is used for both shale and
sandstone units. The maximum and minimum values reflect the range commonly
found for Sr in sediments and sedimentary rocks. The estimated uncertainty in

tne retardation factor as a function of time is * one order of magnitude.
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TABLE 6. Reported distribution coefficients for Sr and Cs.

Data source

Distribution coefficient, K

1973

d
Sr Cs Conditions
Angelo et al., 1962 16-135 792-9520 Basalt, 32-80 mesh, synthetic
groundwater
Baetsle and Dejonghe, 1972 1.7-3.8 22-314 Quartz sand, pH 7.7
Bertem et al., 1962 4-9 8-9 Granodiorite, 100-200 mesh,
prep. groundwater
11-23 1030-1810 Granodiorite, 0.5-1 mm,
prep. groundwater
Brown, 1967 50 300 Hanford sediments
Dlouhy, 1967 45-75 800-1000 Tuff
Essington and Nork, 1969 220 39 Basalt, 0.5-4 mm, 300 ppm TUS
1220 280 Basalt, 0.5-4 mm, 300 ppm TDS
1.1 6.5 Basalt, 0.5-4 mm, sea water
Godse et al., 1967 143-282 617-1053 Soi!, pH 6.8
Goldberg et al., 1962 2070-3480 12,000-17,800 Tuff, 100-200 mesh, synthetic
groundwater
Hajek and Knoll, 1966 19-43 189-420 Soils
Hoffman et al., 1977 104 >5000 Tuff, chimney rubble,
groundwater
Inoue, 1967 9.4-71 250-1000 Soils, Ca groundwater
Nork and Fenske, 1970 260 1020 Tuff, >0.4 mm_ prep. water
0.19 13.5 Carbonate, >4 mm, prep. water
4 34.3 Granite, >4 mm, groundwater
8.32 309 Shaley siltstone, >4 mm, well water
1.37 102 Sandstone, >4 nm, well water
0.19 0.027 Salt, >4 mm, saturated s»1t water
Nork et al., 1971 48-2454 121-3165 Alluvium, 0.5-4 mm, groundwater
Parsons, 1961 13-43 100 Sands
Robertson & Barroclough,
3 - Basalt, in situ measurements
Stead, 1963 5-14 - Dolomite, 4000 ppm TDS
4000 Tuff

Taken in part from Borg et al., 1976, Table 23.




Sroup 7, Actin’des and Daushter Products

The bioleogically important aztinides in Table 4 are the products or four
interrelated decay chains:

244Cm N 240Pu

am » 23%, . 231p,

Py » Wlpy BN 233, 229,

cm » 238p, , 238, 230y, | 226, 210, 210,

243
241

242 U
Because the transport model does not differentiate between parent nuclides and
their daughters, all of the actinides are treated alike with regard to their
239Pu is the daughter of 243kn.

Although there is evidence that Am migrates ftaster than Pu (Fried et al.,
1977, Hajek, 1966; Hajek and Knoll, 1966), in the transport model, Pu and Am
are treated alike. It seems reasonable to do so, since the difference ir

retardation factors. For example,

retardation between them is probably less than the uncertainty in the
retardation factor for actinides (Table 5).

In the pH range of 5 to 8 for natural waters, the reported values of Kd for
the actinides (see Table 7) vary greatly:

Americium 2 x 102 to 5 x 104
Neptunium 3.2 x 102
Plutonium 2.5 x 102 to 3.8 x 105

Thor ium 40 to >105

From the above values, a conservative estimate for an average Kd is 200 to
300. From Fig. 13, this value for Kd gives a retardation fgctor ofs

and 10
, respectively. Uncertainties

approximately 104. Our minimum and maximum K. values of 10

represent possible Kd values of 10 and 104

as a function of time are estimated as * one order of magnitude.

N
D
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TABLE 7.

Reported distribution coefficients for actinides.

Data source

Distribution coefficient, Kd

(ml/g) Conditions
Americium
Hajek and Knoll, 1966 1 Sand, 5N " oil, org., pH 3
2 x 102 Sand, 5N NO3, i1, org., pH 7
5 x 102 Sand, sludge, ph 7
Van Dalen et al., 1975 5 x 10° Illite/kaolinite, 90% sat. NaCl, pH 7-8
4 x 102 River sand, 90% sat. NaCl, pH 7-8
Routson et al., 1975  >1.2 x 10°  Desert sand, 0.2M Ca, pH 2.5-3.1
1.2 x 10> Desert sand, 0.002M Ca, pH 2.5-3.1
67 Sandy clay, 0.002M Ca, pH 2.5-3-1
1 Sandy clay, 0.2M Ca, pH 2.5-3.1
1.6 Sandy clay, 3M Na, pH 2.5-3.1
280 Sandy clay, C.C15M Na, pH 2.5-3.1
Fried et al., 1977 K¢ = 104 Limestone, pH 6.7
o Neptunium
Dahiman et al., 1976 3.2 x 10° Clay soil, pH 6.5, 5mM Ca(NO3),
Routson et al., 1975 2.37 Sand, 0.002M Ca, pH 2.5-3.1
0.36 Sand, 0.2M Ca, pH 2.5-3.1
3.9 Sand, 0.015M Na, pH 2.5-3.1
3.2 Sand, pH 2.5-3.1, 3.0M Na
0.25 Sandy Clay, pH 2.5-3.1, 0.002M Ca
0.16 Sandy clay, pH 2.5-3.1, 0.2M Ca
0.7 Sandy clay, pH 2.5-3.1, 0.015M Na
0.4 Sandy clay, pH 2.5-3.1, 3.0M Na
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TABLE 7.

(Continued).

Distribution coefficient, K

|
Data source
|

(ml/q) i Conditions
Plutonium
- Bu.dietti et al., 1976 1-1.7 x 10° Soil clays, pH 6.5 Pu(IV), 5mM Ca
| & 7.5 x 10° Soil clays, pH 6.5 Pu(VI), 5mM Ca
| 2.1 x 10% Montmori1lonite, pH 6.5, Pu(IV), 5mM Ca
. 2.5 x 10° Montmorillonite, pH 6.5, Pu(VI), 5mM Ca
- Dahlman et al., 1976 3 x 10° Clay soil, pH 6 5 Pu(IV), 5mM Ca
Dursuma and Parsi, 1974 1-9 x 104 Mediterranean sediment
Glover et al., 1976 35 to 1.4 x 10° 17 soil samples, Pu(1075,10"7,1078M)
Hajek, 1966 Kf = 104 Surface soil groundwater
. Hetherington et al., 1975 2-4.8 x 104 5% clay, 50% silt, 45% sand
= Miner et al., 1974 >4.3 x 102 Soils
Mo and Lowman, 1975 0.16-3.8 x 105 Calcareous sediment
Noshkin et al., 1976 2.5 x 105 Average value for Eriwetok ground-
water particulates
Noshkin, 1977 1.i x 10° Cora! soil and sediment
8 x 104 Clay silt particulates
Pillai and Matnew, 1976 9 x 10 Average value for suspended silt
Wahlgren et al., 1976 3 x 10S Lake Michigan particulates
Van Dalen et al., 1975 104 I1lite/kaolinite,90% sat. NaCl,pH 7-8
Fried and Friedman, 1976 ke = 10% Tuff, Pu(IV), pH 6.7
Ke =3 x 100 Tuff, Pu(VI), pH 6.7
Fried et al., 1977 Ke = 3 x 10° Limestone, pH 6.7, Pu(IV)
Ke = 2 x 10° Basalt “fissure”, pH 6.7, PulIV)
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TABLE 7. (Concluded).

Data source

Distribution coefficient, Kd

(ml/q) Conditions
Thorium
Nishiwaki et al., 1972 40-130 Med. san<, pH 8.15
310-470 v. f. sand, pH 8.15
2700-10% silt/clay, pH 8.15
Rancon, 1973 8 Schist soil, pH 3.2, 1 g/1 Th
60 Schist soil, pH 3.2, 0.1 g/1 Th
120 I1lite, pH 3.2, 1 g/1 Th
103 Ilite, pH 3.2, 0.1 g/1 Th
>10° illite, pH 6, 0.1 g/1 Th
Dahlman et al., 1976 1.6 x 10° Clay soil, pH 6.5,, 5mM Ca(NO,),
Bondietti et al., 1976 1.6 x 10° Silt loam, pH 6.5, Ca sat. clay
4 x 105 Montmorillonite, pH 6.5, Ca sat. clay
Uranium
Rancon, 1973 3 x 102 Clay soil, pH 5.5, 1 ppm UOE2
3 ; +2
2 x 10 Clay soil, pH 10, 1 ppm UO2
2.7 x 102 Clay soil, pH 12, 1 ppm UOE2
Dahlman et al., 1976 4.4 x 10° Clay soil, pH 6.5, U(VI), 5aM Ca(NO,),
Bondietti et al., 1976 6.2 x 10 Silt loam, pH 6.5, U(VI), Ca sat.




The literature suggests that the actinide retardation factors may be related
as follows: Th > Pu > Am > Np > Ra*. The actual differences depend on
repository characteristics, e.g., rock type, flow rates, and groundwater
composition., For the generic repository, treating the actinides as a group
seems justified. It should be remembered, however, that Pu in particular may
have a retardation factor as high as 107--an important consideration in
modeling a repository for spent fuel.

Other Geochemical Barriers

Two geochemical barriers to radionuclide migration not included in the
hydrologic model are ion filtration and solubility. Their importance in
protecting the biosphere from contamination depends on the physical and
chemical properties of the repository system.

Clays in shale beds act as semipermeable membranes retarding to varying
degrees the passage of dissolved species with respect to water. The membrane
properties of shales result from negative charges on the surface and edges of
the clay particles. As the clays are forced together during compaction of
formation, anions in the pore space are excluded, thereby creating a
positively charged barrier. Later, as groundwater moves through the pore
space, anions are attracted and cations repulsed, but because of the
requirement of electrical neutrality, neither cations nor anions can move
readily through the field. Neutral water molecules do move, thus increasing
the concentration of the charged :ons on the input side of the shale. The

*As the daughter of 230Th, the alkaline-earth element 226Ra is included
with the actinides. There is evidence from the deep-sea cores that Ra
migrates relative to Th by a factor of 10 to 100. Currently, we are
evaluating reconcentration effects caused by these differences (see
Appendix E).
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degree of retention of the various charged species is a function of charge
density, concentration, compaction pressure, temperature, and so on (Kharaka
and Berry, 1973). At present, we cannot estimate how this process coatributes
to the retardation factor for inclusion in the hydrologic model.

Calculated concentrations of Sn, Th, Pu, and Am at node 1 (i.e., leaving the
repository) exceed their theoretical solubilities (Table 8). If the
theoretical solubilities are correct, the groundwater concentrations of these
radionuclides could be restricted to some maximum value at the repository,
thereby reducing the concentrations reaching the biosphere. Isotopic dilution
of Sn and Th, olus stable nuclides that coprecipitate with radionuclides could
also reduce the environmental risks by lowering the radioactivity of
groundwater saturated with those elements.

TABLE 8. Radionuclide concentrations exceeding solubilities.

Nuclide MPCW(Ci/m3) Groundwater Solubility

concentration® (Ci/m3)
(Ci/md)

126, 2 x 107 2 x 107 4 x 10712

229, 7 x 1076 9 x 107 1 x 1078

239, 5 x 107 8 x 1072 1 x 1077

240, 5 x 1078 3 x 107} 5 x 107/

201, 4 x 1075 6.6 4.5

243, 4 x 1070 6 x 1071 3 x 1071

Max imum ground water concentration at node 1 (i.e.. leaving a repository
of 6 x 108 MWe-y).

hMaximum theoretical solubility in groundwater (pH = 5-8 Eh = 0): no
isotopic dilution.
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The theoretical solubilities in Table 8 are based on the formation of the
relatively inscluble oxides and hyiroxides. We did not consider the formation
of soluble incrganic complexes, mainly because the data are limited or not
available. Te include solub*‘ity as a geochemical control, we need to know
more about radionuclide solul ity in natural waters. The importance of
unknown complexes in determining solubility can be illustrated by comparing
the theoretical solubilities of Sn and Th to concentrations found in natural
waters (Table 9). For example, the solubility of Sn at pH 6.8 (a common value
for fresh water) is 4 x 10‘18M. Yet the value given for filtered samples from
the Saale River in Germany is 2 x IO'QM. Until we can identify the actual
species likely to exist in natural water systems, solubility limits as a way
ty control radionuclidc concentrations must be used with caution.

TABLE 9, Theoretical solubilities of Sn and Th concentrations in natural

waters,

Flement Solubility (M) Concentration in  Solubility (M) <(oncentration in

at pH = 8.15 sea water (M) at pH = 6.8 fresh water (M)
Sn 2 x 10715 g8 x 10792 4 x 10718 2 x 107
Th 7 x 1026 1 x 10710¢ 2 x 10720 4 10779

eide and Reichardt, 1975.
bHamaquchi et al., 1564.
“Bernat and Goldberg, 1969.

“Lawrence Livermore Laboratory, 1976.
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HYDROLOGY

Hydrologic paraemeters include systems that must be measured in the field e.g.,
pressures, pressure gradients, and dispersion coefficients; and rock fac ors
that can be measured in the field or in the laboratory, e.g., porosity,
permeability or transmissivity, and saturation. In this section we first deal
with the system and rock parameters and then discuss flow through fractures.

Precsures and Gradients

Table 10 gives the values assumed for the vertical head between the aguifers
in our model (Fig. 14). We derived our range of head uifferences from
observed values reported for deep aquifers in sedimentary basins, and set the
preferred value to reflect a substantial upward driving gradient. A very
small upward gradient for the modei wo':ld have tended to mask other effects
and limitL the usefulness of the sensitivity analysis. We assumed that the
entire upward gradient would be available to cause flow. The effects of
salinity variations and osmotic potentials were not cor “dered.

TABLE 10. Assumed values for aquifer gradients and head.

Parameter Value

Preferred Range

Harizontal gradient:
Layers 2 and 6 0.005 0.0005-0.05
Layers 3, 4, and 5 0 -
Vertical head between
Layers 2 and 6 60 m 3-150 m
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In the Williston basin, vertical head gradients between aquifers vary
significantly depending on location and depth. Reported head differentials
include 100 to 400 ft (30 to 122 m) between the Fox Hills and Dakota aquifers
(Crosby, Armstrong, and Paulson, 1973), and 300 to 350 ft (91 to 107 m)
between the Dakota and Madison aquifers (Swenson, 1968). The lower aquifer in
each case was under the greater pressure. Claiborne and Gera (1973) reported
that a downward gradient exists in the vicinity of the Waste Isolation Pilot
P ant site in New Mexico. An equivalent freshwater head differentia: of 148
ft ‘45 m) was measured between the formatious above the Salado and the
underlying Delaware aquifer. However, significart variations in salinity
rhroughout the foim#* on make it d" “ficult to determine the actual flow
direction.

Horizonal gradient information is obtained also from sedimentary basin data.
For example, Cro-!y, Armstrong, and Paulson (1973) report horizontal gradients
in the Williston basin ranaing from 0.0006 to 0.008 witr an average of 0.002.
Significantly greater y-adients (0.02 or greater have be.. observed in the
Delaware basin (McNeal, 1965). Horizontal gradients range from (.C005 to 0.05
with a preferred (baseline) value of 0.005. The preferred value constitutes a
horizontal head drop of about 25 ft/mi (4.7 m/km), which is reprecentative of
sedimentary basins. For i ,licity, we 2-sumed a horizontal gradient of zero
for the less permeable layers. Although not consistent with the horizontal
gradients ir the aguifer, the assumption has minimal effect on the hydrology
of the model.

Dispersion

Hydrodynamic dispersion is a nonsteady irreversible mixing process (Borg et
al., 1976). It reflects: (1) external forces such as hydraulic head
potential, (2) the geometry of the pore system, (3) molecular diffusion, (4)
liquid properties, (5) changes in solut- concentration, and (6) liquid-solid
interactions.

The coefficient of hydrodynamic dispersion describes the complex process in an
unspgecific manner and can be evaluated only by experiment. Table 11 lists
dispersivity values obtained by calibration of transport models against field
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t3. Note that there is minimal apparent correlation of rock type,
woity, and dispersivity. We assumed a coefficient of longitudinal
Coperovity of S0 m, which can be compared with the values in Table 11.

taratiion
sportant to estimate the time required for groundwater to fill the
'ty after abandonment, since dissolved waste will not flow out before
mpleted.  We estimated a generic case; a real site would require
e + ~alculations using the appropriate data and a detailed repository

"ot requared for groundwater to resaturate the repository depends on the

it e ot the original groundwater regime, the effectivenes of the shaft seal,
rid s v 1ty of the tunnel backfill and fracture zones. Assuming the
comains competent (i.e., permeability in the shaft remains equal to

than that in the surrounding furmation), one can estimate the time for
n by groundwater flowing from the formation above and belcw the

e total volume of water necessary to resaturate the repository equals

2o wntume of the repository (HLW area x 24% extraction ratio x height)

the pornsity of the backfill (assumed to be 10%). Flow rates into the
vy trom the top and bottom are computed using Darcy's equation Q =
oo o1 the inflow rate, K is the vertical permeability of the

15 the vertical gradient after abandonment and before saturation,
‘i total area of the HLW repository. Because the gradient and flow
aer vooumed to be constant in this simple case, the flow rate and
tio resaturation time, will vary directly with the formation
; ty A conductivity of 10'9 cm/sec yields a time of about 100 y,
§° . o preferred value. A value of 10'8 cm/sec yields about 20 y and
: hout 1 000 y, which gives the assumed range of values.

'ty and Porosity
ae ttermieed pur values for po .+, eability by examining field data
ry measurements.  Sor - the asta ar> given in Appendix M,

0
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TABLE 11. Dispersivity values obtained by calibration of transport models against observed groundwater

solute transport.

Aquifer and location Longitudinal Transverse Effective porosity Reference
dispersivity, 3 dispersivity, ar of aquifer
(m) (m) (%)
Cook Mountain Limestone, 11.56 -—— 23 Fenske, 1973
Tatum Dome, Mississippi
Ocala Limestone, 61 20 35 Bredehoeft and
Brunswick, Georgia Pinder, 1973
Pleistocene glacial outwash 21.3 4.3 35 Pinder, 1973
sand and gravel, Long
Island, New York
San Andres Limestone 21.3 -— 1-10 Rabinowitz and
Roswell Basin, New Merico Gross, 1972
e Culebra dolomite member of 38.1 --- 12 Grove and Beetem,
Rustler Formation, near 1971
Carlsbad, New Mexico
Basalt lava flows and inter- 91 137 10 Robertson and
bedded sediments of the Barroclough, 1973
Snake River Plain aquifer,
near ldaho Falls, Idaho
wn Bonanza King Formation 15 ——- At least 1.5 Claassen and
P (lower carbonate aquifer) Cordes, 1975
(@ near Nevada Test Site

NOTE: From Borg et al., (1976), P. 157.



which discusses parameters in general and presents a basis for the parameter
values used in our model.

The special case of porosity and permeability in fractured rocks is discussed
below. The hydrology and parameter values associated with natural
characteristics, i.e., tectonic and structural, and those associated with
man-made features are discussed later in separate sections.

In general, theories, practices, and field measurements in groundwater
hydrology have been developed for materials of permeability sufficiently high
to provide a usable water resource or to constitute a dewatering problem. A
fluid moving through low permeability rocks can flow between individual grains
(interstitial flow) or through fractures or other flaws in the rock (fracture
flow). Practical theories used in flow analysis usually relate to homogeneous,
isotropic porous media. Thus, the hydrology of media with low permeabilities
and fracture porosity has not been well documented.

Because we could not generalize regarding the type of groundwater flow
(interstitial, fracture, or both) for our generic model, we developed two sets
of values for permeability and porosity (see Table 12). Note that the values
for layers 3, 4, and 5 are different; values for layers 2 and 6 are the same.
Our values for a repository layer (layer 4) in salt are shown in Table 13.

Note also that in no case did we use a permeability value of zero, aithough
near zero permeability is possible in some shale deposits exhibiting unusual
conditions. However, measurement limitations may make it impossible to
detect, and thus confirm, values lower than about 10"8 or 10'9 cm/sec.
Therefore, it seems wise, to assume a finite lower hound for permeability at

this time.

We adopted values for permeability and porosity to reflect the ranges found in
nature. Layers 2 and 6 were assumed to be sandstone. Layers 3 and L were
assumed to be a siltstone-shale sequence, and layer 4 was assumed to be shale
or salt. Although values above or below our ranges can be found, they would
be atypical for the types of rock assumed.
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Cross-sectional areas of flow through the undisturbed cases are based on a
conceptual repository design by Parsons et al. (1976). We assumed vertical
flow through a horizontal area of 5 x 106 mz. We assumed horizontal
flow in the upper aquifer (layer 2) across an area equal to the vertical

aquifer thickness timec 2000 m, the horizontal length of the repository across
the flow. Our values for horizontal permeability are based on experience and
on a wide variety of representative measurements for different rock types (see

Tables M-1, M-2, and M-3 of Appendix M).

TABLE 12. Assumed permeability and porosity values for shale
repository.

Horizontal permeability (cm/sec) Porosity

Layer Preferred Range Preferred Range

Interstitial flow

? 104 1072 to 107° 0.10 0.02-0.20
3 10-6 107 to 1078 0.05 0.01-0.10
4 10-8 107 to 10710 0.05 0.01-0.10
5 10-6 10™ to 1078 0.05 0.01-0.10
6 1074 107 to 167° 0.10 0.02-0.20
Fracture flow?
2 107 1072 to 1070 0.10 0.02-0.20
3 1075 107 to 1077 107 1073107
4 10-7 10~ to 1079 10-5 10-4.10-6
5 1075 1073 to 1077 107 1073-107°
6 1074 1072 to 107° 0.10 0.02-0.20

aPorosity and permeability are correlated physical variables. For example,
in layer 4: with the preferred permeability value, use a porosity of 10'5;
with the maximum permeability value, use a porosity of 10'4; with the
minimum permeability value, use of porosity of 5 x 10'6. Use similar

combinations for layers 3 2.d 5.
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TABLE 13. Assumed permeability and porosity values for salt repository.

Parameter Value
’referred Range
Permeability (horizontal and
vertical)? 10”7 cm/sec 10710 45 1074 cm/sec
PorosityP 0.01 0.004-0.07

*The end points of the range are the minimum (excluding zero) and maximum
values in the literature reviewed to date. Because no distribution of values
was available, the middle of the range was taken as the preferred value.

bThe end points of the range are the minimum and maximum values in the
literature reviewed to date. The distribution in reported values was used to
determine the preferred value.

Permeability can vary significantly between the horizontal and vertical
directions, particularly in stratified sedimentary rock. Few field tests of
entire rock masses {(as opposed to laboratory tests) have been conducted to
evaluate vertical permeability. The horizontal and vertica' permeabilities in
Table 14 calculated from pumping tests in the Uinta and Green River
formations, Piceance basin, Colorado, serve as an example of the variability

possible.

TABLE 14. Permeability values calculated from
field tests.

Rock type Ky(cm/se-) K, (cm/sec) K /Ky
Shale 2 x 1076 1x10% 0.5
Siltstone-shale 1.5 x 1074 3x10%  0.020
Shale 1.2 x 1073 1x107  0.008
Siltstone-shale 2.1 x 1074 2.1 %x 107 0.1
Siltstone-shale 2.8 x 107 3.0 x 107 0.107
Sandstone 3.4 x 10'5 3.4 x 10'5 1.0

Note: From Golder Associates (1977).
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The KV/KH ratio in our model ranges from 1.0 to 0.01, with a prefer:ed

value of 0.1, approximately the same values as observed in actual tests.

Under some conditions the effective horizontal permeability may be equal to or
greater than 1000 times the vertical permeability. This might be the case in
a bedded salt deposit that contains continuous horizontal beds of fractured

shales or siltstones.

Measured values of interstitial porosity are included with the permeabilities
listed in Tables M-1 through M-3, Appendix M. The porosity values are
effective porosity (rather than total porosity). Effective porosity is a
measure of the void space that actively contributes flow through a porous
medium. In particular, fine-grained rocks such as siltstones and shales can
have total porosities of 30 to 50% with only a fraction c€ the void space
contributing to flow. Our preferred values and ranges for interstitial
porosity are estimates based on experience and the limited field measurements
found in the literature.

We will now discuss the general problem of flow through fractures, and analyze
the relation of fracturing to porosity and permeability. Tables M-4, M-5, and
M-6 of Appendix M present laboratory and field data on permeability of
fractured rocks. Table M-7 presents computed values relating fracture
dinension, porosity, and permeability.

Laboratory permeability tests generally reflect the interstitial permeability
of the core sample tested, while field tests, especially full-scale pumping
tests, reflect the combined effect of interstitial and fracture flow. Data
specifically relating the interstitial flow to fracture flow are generally
lacking. By comparing laboratory permeabilities with field permeabilities, a
relation between fracture and interstitial flow can be developed. However,
even this procedure is guestionable, because it is difficult to sample
sufficieni quantity to obtain an average permeability. Thus, it is difficult
to determine whether the permeabilities derived from field tests, as reported
in the literature, are predominantly fracture or interstitial. Our fracture
permeability values are based on the same data and rationale as the
interstitial permeabilities. The fracture permeabilities are specified
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somewhat higher than the associated interstitial permeabilities for layers 3,
4, and 5. Flow in layers 2 and 6 (the aquifers) was assumed to be
interstitial in all cases.

Values for fracture porosity dominate the calculation of flow velocities in
fractured rocks, and their porosity is difficult to measure. We obtained our
values using a method developed by Snow (1967) for estimating fracture
porosity from measured values of permeability and fracture spacing. Our basic
assumptions include the existence of the following conditions:
e Isotropic fracture permeability
o Three mutually orthogonal and similar sets of fractures (cubic
fracturing).
o The numbers .  open fractures intersected by equal lengths of random
boreholes obey a Piisson distritution.
The fracture porosity n is given by n = 3(3k/2)1/3(2/5) = 5.45
(k/52)1/3, where k is the permeability in units of length squared and S is
the fracture spacing (2.25 times the observed spacing, due to an adjustment

2/3

factor). The representative aperture width 2b is yiven by 2b = nS/3.

Snow (1967) indicates that for a rock of given permeability, the fracture
porosity depends most on the fracture spacing and average aperture width. He
concludes that neither aperture width nor fracture spacing are notably
different from one rock type to another, ncr are the porosities and
perneabilities that depend on them. He found that fracture porosity decreases
approximately logarithmically with depth. The upper porosity limit is 0.05%
near the surface, decreasing to 0.0005% at 400 ft (122 m). In a few cases
fracture porosity decreased less rapidly than one order of magnitude per 200
ft (61 m). The minimum spacing of open fractures increased from 4 to 24 ft
(1.2 to 4.3 m) in this interval. Only fractures in competent rock were
corsidered, thus excluding weathered zones, fault breccia, overburden, and so
on. Fracture openings range from 400 to 75 ym in tic upper 30 ft (9.1 m), but
decrease to 250 to 50 um at depths of 50 to 200 ft (15 to 61 m).

Webster et al. (1970) found two types of fracture common in crystallire rock
(predominantly chlorite-hornblende schist and gneiss) at the Savannah River
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nuclear reprocessing plant near Aiken, South Carolina. The first type

pervades the entire rock mass, but transmits very little water. The second
type is restricted to definite zones and transmits substantial quantities of
wecer. Permeability of the entire ruck mass (including poth types of fracture)
was 5 x 10'S m/sec as determined from a two-well tracer test. Fracture
porosity was calculated to be 0.08%. The fracture porosity of the rock
containing only the first type of fracture was thought to be 0.01% or less.

Several calculations of fracture porosity and fracture vidth are given in
Table M-7 of Appendix M using Snow's analysis. In the tabl~, permeabilities
in the range given for layers 3, 4, and 5 are used in conjunction with a wide
range of probable fracture spacings. Figure 15 illustrates the calculated
relationship between permeability and porosity in fractured media with
different fracture spacings.

A significant assumption in this analysis is the fracture spacing. The
preferred values reflect fracture spacing of about 100 to 200 cm, which seems
reasonable. A study conducted by Ward (1968) of joint patterns in gently
dipping sedirentary rocks in south central Kansas agrees with these
assumptions.

NATURAL FEATURES

In modeling natural features that form permeable paths for groundwater, we
considered fault zones anc solution-breccia pipes. Other features can be
modeled by charging parameter values, or analogous features can be analyzed by
extrapolating results previously obtained. The model requires input of the
features' dimensions, hydraulic properties, and the time-dependent variation
in these, if present. Transition rates and probabilities are needed for
probabilistic calculations. These requirements a’so apply to models of

man-made features.

The flow and transport pattern analog is a three-dimensional network of
one-dimensional path segments. For the initial model, the analog required to
simulate the anticipated groundwater movements was developed primarily from
experience, available field information, and judgment rather than detailed

006 174




pOL

*sbuloeds aanjoedy SNOLJABA 404 AJL|LQeawddd SA A3LS040d

295/Wo -~ Alljigeawsad

g0l

N §

Pt

"S1 "9I4

g Ol 60!

T

Buioeds aimoei4 = g

L

g0l

£01

A1150104

71




theoretical analysis. The hydrologically simple model makes this approach
feasible. Future, more complex models may require numerical groundwater
analysis to develop an appropriate analog.

The most difficult problem associated with the geology-hydrology model as used

for a generic study is to construct an appropriate flowpath network. (The

networks we used are shown in Figs. 3 to 5.)

The steps used in flowpath modeling ar~ to:

1. Develop a schematic of the flow, , identify the potential flow paths
and directions anticipated.

2. Evaluate any constraints on the flow via any pathways such as
Timitations on mixing of flow along different flow patns.

3. Develop a network that best depicts the anticipated flow path.

4. Develop hydrologic parameters to describe the different paths.

Faults

Faults are fractures in the crust along which there has been displacement
parallel to the fracture surface. By contrast, joints are fractures along
which there has been no apparent displacement parallel to the rupture
surface. Faults can vary in length from a few inches to hundreds of miles,
with corresponding minor to major displacements. The magnitude and direction
of movement and size o° the fault zone depend on the size and orientation of
the stress field and the mechanical properties of the rocks. Few faults have
been mapped in three dimensions. The fault zone itself may range in width
from a single, knife-edge crack to a zone of associated faults more than a
mile wide. Within this zone, the fault may be cemented with calcite or
quartz, or may con.ain clay gouge, sand or breccia. A zone of multiple
associated faults may consist of several zones of gouge separated by
relatively large unbroken blocks.

The fault is treated as a zone of increased vertical permeability due to
tracturing of the rock adjacent to the fault. Currently, there are no
reliable data available on time dependent changes in hydrologic properties
along a fault zone caused by a single large event; however, limited data are
available rela’ “rg short-term hydrologic effects to seismic events (Walker,
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1966) and the hydrologic effects to existing fault zones. Our estimates for
the consequences of a seismic event are based on these data.

We assumed that a seismic event of Modified Mercalli (MM) intensity VIII or
greater would cause movement along a new or recurring vertical fault that cuts
through all the repository layers. New fault formation totally unrelated to
existing fractures, would require a stress field sufficient to cause the rock
to fail, i.e., greater than that needed to overcome frictional resistance on
existing fracture surfaces. Once formed, faults tend to be reactivated even
under stress conditions different than those causing the original rupture.

For our analyses, we assumed parameter values for a new fault and for
recurrent faulting along existing faults. The probability of occurence of a
new fault at the repository site is developed in the discussion on seismology.
We assume that any examination of a prospective waste repository site would
find, and thus help to avoid, major fault zcnes. The width of the
hydraulically affected zone represents our estimate of a small-tc-medium fault
in plastic rocks (i.e., one with limited extent and minimal or no surface
expression). Information on faulting and fault cataclastic zones at depth in
great thicknesses of shale is very scarce in the literature.

Initial permeability is a function of fault type and history. Arter
formation, the fault zone may retain some fracture per, - ility in addition to
that of the parent rock. Recurrent fault zones start out with some fracture
nermeability, With each additional movement, the size of the cataclastic zone
ard any ancillary €ractures will increase.

Our range of values includes the possibility of the fault remaining at maximum
permeabilities. In salt, the permeability is initially that of the parent
rock. Fracture permeability develops at the time of the faulting event and
then decreases, due to salt flowage and recrystaliization, until the affected

zone is sealed.

In our analvsis we considerec only faults in shales and assumed that the
permeability did not decrease with time after the fault movement.
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Faults in salt are represented as fractures filled with broken material that
become slightly more permeable due to the shearing of crystals before an
event. In our model, the salt quickly flows plastically to close the open ng,
and recrystallization seals the :ntire feature. Some sealed fractures are
found in potash mines of New Me. ico ard in salt domes. In some cases,
however, fractures in salt do remain open.

Transition times represent the perieds during which the stress buildup and
release affect the permeability within the zore influenced by the fault.
There are three periods of concern: (1) an initial period during which the
stress i5 building, but has not yet induced fracturing or increased
permeability; (2) an interim period during which stresses open fractures and
feather joints, and increase permeability; and (3) a final period reflecting
the long-term permanent change in the permeability. During tke buildup of the
associated stress field, micrcfractures and feather joints along the margins
of the fault dilate, probabl: slowly at first then more rapidly just before
movement. Fault movemonl releases the stress. and the dilated fractures
return almost to their original state. Some cracks remain open and account
for the permanent increase in permeability.

Because no applicable data are available for midcontinent sedimentary basins,
we used estimated rates of change to reflect tne periodicity of major
movements. For example, the San Andreas Fault zone has had numercus
earthquakes along its 'ength. Earthquakes and associated movement nave also
occurred on associated fault zones (e.g., the 1952 Kern County and 1971 San
Fernande earthquakes). Major movement in the San Andreas zone occured 1838,
1857, and 1906. These movements indicate a periodicity of about 50 y; minor
movements occur almost constantly (Stevens, 1977). Though this fault zone
represents . special case, it provides the best data available.

The values we used for shale and siltstone represert a fault with recurrent
movement with periods about 10 times longer than thcse of the San Andreas. We
thus simulated locations in regions that are tectonically less active.
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TABLE 15. Parameter values for recurren. faulting along existing fractures.

Layer Width of Initial Permeability Residual Transition times (y)
hydraulically (% of peak) Peak (cm/sec) (% of peak) Increase Decrease
affected zone Range Pref. Pref. Range Range Pref. Range Pref.

(m)

3 (barrier)

siltstone 0.6-50 1 10-6 to 10-3 10-4 2 0-100 10-1000 50 1-100 10

4 (repository)

shale 0.3-30 1 10-7 to 10-4 10-5 2 0-100 10-1000 50 1-100 20

4 (repositorv)

salt 0.01-1 0 10-5 to 10-2 10-3 0 0-10002  0.01-10 1 2.01-1 0.5

5 {(barrier)

10-1000 50 1-100 20

siltstone 0.3-30 1 10-6 to 10-3 10-4 2 0-100

3Solution opening of fault,
Note: Porosity range is 10'4-10'1; preferred value is 10'3.
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TABLE 16.

Parameter values for new faults unrelated to previous fault movement.

Layer Width of Initial PermeabiTity Residual Transition times (y)
hydraulically (% of peak) Peak (cm/sec) (% of peak) Increase Decrease
affected zone Range ~ Pref. Range Range Pref. Range  Pref,

(m)

#3

400-600m 100-

Siltstone 0.3-7 0 10-6 to 10-3 10-4 0-100 10 000 1000  1-100 20

#4

600-300m 100-

Shale 0.15-3 0 10-7 to 10-4 10-5 0-100 10 000 1000 1-100 50

#4

600-800m

Salt 0.03-1 0 10-5 to 10-2 10-3 0-10002  0.01-10 0.01-1 0.5

#5 )

800-1000m 100-

Siltstone 0.15-3 0 10-6 to 10-3 10-4 0-100 10 000 1000  1-100 20

3solution opening of fault.

Porosity range is 1072 to 10'1; preferred value is 10'3'
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A breccia pipe is formed when groundwater dissolves a portion of the rock and
the overlying rock then ccllapses to form a rubble chimney. The following
tabulation gives our assumed values for breccia pipe parameters. The
probability of formation of breccia pipes is the same as for the associated

faulting.
Parameter Value
Dimensions: .
Base area (m?) 10°a
Height From bottom of repository laver
4 to base of upper aquifer
layer ¢b
Permeability (cm/sec)
Preferred 0.1
Range 0.001-1.0
Porosity
Preferred 0.15
Pange 0.05-0.20

From our present understanding of how collapse breccia originate, their rate
of formation, and frequency of occurrence appear to be directly proportional
to the rate of formation of dissolution cavities in salt. Thus, a better
understanding of the factors controlling the rate of formation of disselution
cavities would improve our ability to estimate the rate of formation, and
possibly the geological distribution, of collapse breccia. It has been noted
that collapse breccias are associated with dissolution in some cases at the
top of a salt unit and in others at the bottom. Some recent work on salt
dissolution suggests that the rate of dissolution may be substantially
different for th two (Snow and Nielsen, 1970; Snow and Chang, 1975).

Uissolution cavities and associated collapse breccia are formed by certain
geologic and hydrologic processes. One factor that seems to have a strong
effect on the location of dissolution cavities is the presence o. permeable
rock adjacent to the bedded salt. Furthermore, the occurrence of areas of
substantial surface subsidence <eems to be highly correlated with the

*Wine (1960) reports an average diameter of approximately 1500 ft (457 m).
hThis gives a pathway 300 m long from the center of layer 4.
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existence of major underlying aquifers or features of relatively high
permeability. An excellent example is the large area of surface subsidence
known as the San Simon Swale, which overlies the Capitan Reef limestone, a
cora’ reef of high permeability. Another example is the association of the
dissolution breccia blank~t at the top of the Salado foruation (the major salt
stratum cf the Delaware basin) where it is in contact with the Rustler
formation, which contains sedimentary rock zones of high permeability.

Additional data on this association should be sought relative to: (1) the
distribution of the channel sands of the Bell Canyon formation; (2) the
thinning, fracturing, or absence of the overlying, thin, tight shale units
(the Trap and Lamar) of the Bell Canyon formation; and (3) the distribution of
the breccia pipes in the Delaware basin. These data would strengthen our
understanding of the mechanics and distribution of the dissolution process.

The work by Anderson (1977), which documents the existence of dissolution
activity at depths of approximately 3000 ft (914 m), represents a substantial
departure from earlier concepts that the dissolution phenomena are limited to
depths of a few hundred or possibly a thousand feet.

Salt dissolution processes have been studied extensively, primarily by the
solution mining industry (Durie and Jessen, 1964a and 1964b; Snow and Nielsen,
1970; Snow and Chang, 1975). This research includes laboratory studies,
computer simulations, and limited field experimentation. The parameters
controlling the dissolution process can be categorized as follows:
e Conditions of the solid
Solubility
Impurity content
Surface roughness
e Conditions of the fluid
Diffusivity
Flow behavior
Salinity of influent water
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e Physical setting
Orientation of the salt face
Temperature
Pressure.

Rock salt (halite) is the most soluble of commen rock types. At 20°C, the
solubility of salt is 264 g/litre or 264 000 ppm (Borchert and Muir, 1964).
This is apnroximately a dissolving capacity of 0.022 ft3 of salt per gallon
of fresh water. The solubility of salt increases significantly with
temperature, e.g., at 300°C the solubility is 373 g/litre. Changes in
pressure do not significantly change the solubility, e.g., at 4000 bars and
30°c, the solubility increases only to 267 g/litre.

Dicenlution occurs at the salt face, with diffusion of salt molecules away
from the face allowing dissolution to continue. This effect causes an
increase in the density of the brine concentrated near the salt face. The
high-density brine tends to flow downward creating a natural convection
boundary layer flowing along the salt surface. As stated by Snow and Nielsen
(1570, p 342):

h

Free or natu -} convection is the most important
phenomenon in the cavity. It is caused by the
increased density of concentrated brine near the
salt face compared with the density of brine in

the bulk of the cavity. The downward flow of

dense brine, and simultaneous molecular diffusion,
govern the concentration profile adjacent to the
salt face and determine the rate of solution.

Flow, in turn, is limited by drag of the fluid
against the salt face and drag against the bulk
fluid. Thus a balance of forces determines the
velocity profile against the salt face. If the
flow increases to the point where it beccmes turbulent,
this causes additional mixing which in turn affects
the concentration profile and the solution rate
(usually increasing it).

Over long periods of time, the bulk fluid in the cavity will approach
saturation, and the quantity and rate of water inflow and its salinity will
determine the volume and rate of salt removal. Because the least dense, least
saline water will occur at the top of the fluid column, the dissolution
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process will be most active in the upper portion of the cavity. A number of
important implications about the calt dissolution process under natural
conditions can be drawn from the cited research:

e The water in deep, saline-water-bearing units is usually not fully
saturated with salt and, therefore, has significant salt-dissolution
potential. In most parts of the Delaware basin the salinity of the
water of the uppermost Delaware Mountain sandstcones (underlying the
salt-bearing evaporite formation) ranges from 50 000 ppm to 250 000
ppm total dissolved solids (McNeal, 1965) compared to a salinity at
full saturation of about 264 000 ppm.

e Dissolution at the top of a salt unit tends to form shallow, wide
tlaring cavities because dissolution will be concentrated at the
uppermost lateral edges. This may be why blanket, horizontal solution
collapse breccias are most commonly fourd at the top of a salt unit.

e Dissolution at the base of a salt unit tends to form large discrete
cavities with dissolution readily propagating upward as well as
cutward. This occurs because uissolution is most active at the roof
and upper walls. This type of cavity development is conducive to the
formation of collapse chinneys.

The rate of breccia pipe formation was calculated in terms of two components:
1. Critical dissolution rate--the fraction of total salt dissolution that
contributes to the formation of large volume cavities resulting in
coliapse.
. Critical cavity size--the minimum volume of salt dissolution in the
immediate vicinity below the repository necessary to cause collapse of

N

the overlying strata and consequent connection o the repocitory to
the aquifer (.ayer 2).

Using the solubility given previously, we obtained critical dissolutior rates
by (1) caiculating the potential dissolving capacity of deep, saline
groundwater; and (2) using flow paths in or adjacent to the salt to compute
the rate of salt dissolution and cavity formation.

As mentioned above, the salinity of the water of the uppermost Delaware
Mountain sandstone (underlying the salt-bearing evaporite formations) ranges
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from 50 000 ppm to 250 000 ppm over most of the basin. Based on this range
the average salinity for our calculations is assumed to be 50% of total
saturation at 25°C, or 136 000 ppm. (The value of 25°C was chosen as a
reasonable approximation of the temperature at the depth of the sait layer.)
This yives dissolving capacity of 0.0117 ft3 of salt per gallon of Delaware

Mountain formation water.

Using this figure, we considered three different scenarios:

1. Salt dissolution associated w. " flow through an open fault in the
salt unit (Case I).

2. Salt dissolution associated with flow along an existing fault (with
low residual permeability) in the barrier layer adjacent to the salt
(Case I1).

3. Salt dissolution associated with flow along a channel sandstone
located between the base of the salt and the top of the lower barrier
layer (Case III).

Because there are no data on the mechanisms of flow from a underlying
permeable unit up into a developing cavity (Case II), we ma 2 several
different sets of calculations. The question is: What is the quantity of
flow through the developing cavity? In other words, to what depth in the
underlying permeable unit is the water diverted upward through the developing
cavity? For Case II, several different depths have been assumed. Salt
dissolution rates and critical cavity formation times are presented in Table
17. To evaluate cavity size, we used data on cavity sizes and length of
resultant collapse chimneys from eleven underground nuclear detonations.
Boardman, Rabb, and McArthur (1963) found the cavity size to be a function of
nuclear device yield, confining pressure, and the amount of gas-producing
materials that condense at low temperatures in the immediate shot
environment. They found the chimney height to be related to cavity size,
nature and orientation of structural weaknesses, and the strength of the
unfractured rock.

[n all cases of chimney formation, collapse occurred within hours after the
nuc.ear device was detonated.

r,-
L
T~
o
c2
C

82




TABLE 17. Critical cavity formation rate.

Case description Salt dissolution rate Time requirecd to form
(ft3/y) critical cavitya(y)
I Open fault passing 9.4 x 10% 3.2 x 10°
through layer 4 (salt)
8 Existing fault in

barrier adjacent to

layer 4 (salt); fault

assumed to have low

residual permeability

Depth of discharge into cavity:

A 200 m 2.0 x 10! 1.5 x 10°
B 100 m 1.0 x 10} 3.0 x 100
c 10 m 1.0 3.0 x 107
0 1.0 m 0.1 3.0 x 108
Preferred 50 m 5.0 6.0 x 108

A or repository layer thickness of 200 m.

From the underground detonation data, we calculated the ratio of the diameter
(original cavity) to the height (resultant chimney) and the overall porosity
of the resultant collapse breccia. The average diameter-to-height ratio is
0.356; the average overall porosity of the resultant collapse breccia is
0.204. Our values of critical cavity size for different repository layer
thicknesses (all other layers assumed as 200 m) are:

Critical cavity size

Thickness of repository layer (m) §m32
200 8 x 10°
1000 2 x 107
20 ] x 10°
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Also, on the basis of che underground detonation data, we assumed the

following pcyvosity values for collapse breccia:

Freferred - 0.20
Range - 0.10 to 0.35.

Case I, an open fault passing through the salt unit, represents an extreme
dissolution rate, 9.4 x 104 ft3 (2700 m3) NaC1/y. However, it is most likely
a less probable event than cases II or III. We assumed, as a preferred value,
that this fault would remain open for only 1.5 y, at which time 1.4 x 105 ft3
(4000 m3) of salt will have been removed. For the high end of the time
range, we assumed this fault would remain open for 11 y, at which time 106
ft3 (2.8 x 104 m3) of salt will have been removed.

All cavities of comparable volumes (106 ft3)

in the underground nuclear
detonations collapsed, forming chimneys with an average height less than 100 m
(above the shot point). A breccia pipe of this height would breach the
repository and radionuclides could leave the repository through lower flow
paths. Later analyses should consider similar scenarios €.g., a smaller
cavity and resultant breccia pipe sufficiently large to breach the repository

to lower aquifers, and so on.

Case II, dissolution due to flow along an existing fault with residual
permeability adjacent to the salt uni., is & realistic possibility. The
preferred value of time to form a critical cavity is 6.0 x 106 y.

we originally considered the possibility of a breccia pipe being resealed by
subsequent groundwater precipitation of a tight cementing matrix because the
literature described this phenomenon and because tightly cemented breccias
were observed in the Delaware and Michigan basins. A preliminary review of
the chemistry of salt soclution vs precipitation (Adams 1931; Helgeson, 1964;
Stanton, 1966; Borchert, 1968; Braitsch, 1971) has shown that changes in
temperature or pressure with depth are probably not sufficiently large, over
the distance being considered, to cause significant precipitation of salt from
upward moving solutions.
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One possibility deserving further consideration is that the repository itself
might rause a significant temperature rice of salt-bearing solutions. This
would allow more salt to go into solutici at the repository level, and the
temperataure drop moving away from the repository would cause some salt
precipitation. However, another consideration is that the water would have
uiher elements in solution, which would strongly affect the precipitation
behavior of tna various constituents, including the salt.

Both cemented and uncemented collapse breccias occur in the Mackinac Straits
region of Michigan (Landes, 1945). The cemented breccias are all composed
predominantly of iimestone fragments. The cement is calcium carbonate.
Uncemented breccias are more common, and fragments usually consist of
lime<cone, dolomite, shale, and chert. The uncemented breccias are
approximately 4 x 108 y old.

MANMADE FEATURES

Man's exploration and construction activities at the repository would result
in additional permeable pathways, e.g., fractures around shafts, tunnsls and
boreholes, and faulty or deteriorated seals in shafts, boreholes, aid other
openings. The data requirements are sim® ar to those for modeling natural
features, and the process for specifying flow pathways is the same as that

explained earlier.
FRACTURE ZONES

The construction of an underground repository would result in some degree of
disturbance to the rock mass, which could change the repository's ability to
prevent hydrologic transport of radionuclides to the biosphere. Rock-mass
disturbance would be a furction of:

e Damage caused by the excavation process

e Magnitude of the in situ str <s field

9 Strength and deformability ~»r-_teristics of the rock

e Geometrical layout of the repository
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e Damage resulting thermally from induced lcadings
e Performance of support or reinforcement structures during repository
operation and backfill after sealing

For each model parameter we assumed a preferred value and a range of values in
shale and bedded salt. We employed simple calculations based on elasticity

theory and experience with rock mechanics. We compensated for the elastic

| assumption in the range beyond failure by taking a strength/stress rat.o of 3

’ to indicate the extent of the zone of disturbance, which allows for the stress

’ redistribution processes that occur on local! failure. The effects of

| t ime-dependent deformation (particularly for rock salt at higher temperatures)
has been handled in an entirely empirica. manner for the purpose of this

| study. The nature of the disturbance zone depends on the type of failure that

| develops: brittle fracture with crack formation, or ductile flow that

’ maintains the integrity of the material.

| As previously described, our repository layout consists of a vertical shaft

| and horizontal tunnels located some 500 m below ground level (Parsons et al.,

’ 1976). for analysis purposes, we assumed that the opening of the shaft is

; circular in shape, and that che horizontal repository chambers are far enough

| apart for the stress concentration fields not to interact to any significant
[ xtent .
\

Excavation Disturbance

‘ We assumed the depth of excavation disturbance would range up to 1 m. This

| covers a range of excavation methods from machine tunnel boring to drill and
blast methods. The effective radius of the excavation that must be considered
for assessing the depth of disturbance from high stress levels ranges from r
to (r + 1), where r is the actual excavated radius.

On the basis of in situ virgin stress data from tectoni_ally quiet and
topographically simple locations, we consider the following ranges of stress
values appropriate to the particular depth of repository analyzed.




Repository tunnels and shaft in vicinity of repository

Vertical stress Horizontal stress

(psi) (psi)
Lower limit 1300 1300
Preferred 2180 3260
Upper limit 2190 6380

Upper shaft at approximate depth of 100 m

Vertical stress Horizontal stress
(psi) (psi)
Lower limit 174 522
Preferred 435 1305
Upper Timit 1595 4780

For predicting failure zones, we assumed a pore water pressure of lero (dry)
for the operational phase of t'e repository, and a pressure equal to the
hydrostatic head after abandonment.

Rock Mass Strength

We assumed the generic shale to be essentially intact and horicunt211ly bedded,
Jemonstrating pronounced strength anisotropies. The strength for failure by
shearing across the bedding is given by

O34 1/2
Opf = 01 * 5 .
o
where
Ipf = maximum principal failure stress difference
O = unconfined compressive strungth
T34 = effective minor rrincipal stress.

The shear strength for failure along the beading is given by

- (& = 260
of = 0.10c +to.. tan ¢ ($d=25") ,

&

o
™
~)
N

®
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where

Of = shear failure stress
effective normal failure stress.

O
These relat? yiz..., = indicate that the minimum unconfined compressive strength
for critical orientation of the bedding plane of weakness would be
approximately one-third of Oc (the unconfined compressive strength for
loading normal to the bedding). Our assumed values for o, are as follows:

Unceonfined compressive strength, o

_(psi) )
Lower limit 3 625
Preforyed 7 250
Upper limit 10 875

We assumed that during the initial construction p.ase, the bedded salt would
fail in a brittle manner, and that the strength characteristics are
homogeneous and essentially nonfrictional as expressed by

on = OC

Our assumed strength values are as follows:

9pf

~lpsi)
Lower limit 900
Preferred 4350
Upper limit 5800.



Stress-Field Disturbance

we determined the depth of disturbance due to high in situ stress by comparing
the stress concentration fields with strength data as previously described.
The zone of rock lying within the strength/stress ratio of 3 was considered to
te the region of uisturbed material, and this area is indicated by an
equivalent radius of disturbance. We determined the lower limit of
disturbance by examining the effect of the lower in situ stress field on the
upper strength value. The upper limit of disturbance was similarly calculated
by combining the upper in Situ stress field with the lower strength level.

Temperature-Induced Stresses

We examined the effect cf thermal'v induced stresses around the shale
repository by assuming a long-tern temperature distribution of 190°C at the
repository. The assumption is simplified, and we emphasize that our
consideration of tnermal stresses is tentative at this stage.

We added the thermal stress distribution to the stress field resulting from
ir situ loading and again examinad the extent of overstress. The results
indicated that the thermal loadings increase the effective radius of
disturbance by approximately 15%. This factor has been applied to the radius
of the disturbance zones calculated for shale.

At the temperatures in question, thermal loadings would tend to develop within
salt, but the physical roperties of the salt might change so as to preclude
additional disturbance. The high temperatures might induce partial healing of
the disturbance zone cre¢ ted during excavation and operation when temperatures
in the vicinity of the repository are comparatively low.

We assumed that structural support during operation would be adequate to
prevent progressive deterioration of the roof and upper sidewalls of the
renository.

Our procedure allowed us to determine a range of disturbance zones for the
salt and shale repositories and associated shafts. The disturbance within
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these zones, as characterized by our permeability and porosity values, ranges
from maximum disturbance in the vicinity of the excavacion to original
undisturbed in situ conditions at the extremity of the zone.

Postsealing Disturbance

After the shale repository is sealed, the structural support used during
operation would probably eventually deteriorate and the backfill would have to
provide the required support. The optimum backfill would consist of stiff
material placed under pressure, such as postplacement high pressure grout,
which would provide support without further disturbing the rock.
Alternatively, the repository could be backfilled with a soft material. This
would lead to local roof collapse and bulking of the failed material until
there is sufficient backfill support to stabilize the rock mass around the
opening. We estimated and expressed the volume of moderately disturbed and
bulked material (typically with 10% porosity) as an equivalent radius of
intensely fractured zone. Since gravitational failure around shafts appears
not to be a significant problem, we assumed there would be no inter-ely
froctured zones within the vertical shaft.

The hich temperatures developed after backfillirg of a bedded salt repository
might permit additional natural closure without fracturing. They might also
induce the healing of fractures in the vicinity of the repository prior to
backfilling.

Tunnel and Shaft Permeability

There is insufficient data on which to base permeability evaluations of rock
that has been fractured due to stress relief, or in which stress relief has
occurred. Some evperimental work has been performed (Huitt, 1956; Snow, 1968;
Louis, 1969; Sharp, 1970; Maini, 1971) and it is clear that stress, degree of
fracturing, fracture width, and permeability are all re’= :. However, the
details of this relatiorship ace still poorly understooc
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"heoretical ocooation between crack spacing, crack width, and permeability

v 4 parallel o ate model is

permeab1lity coefficient

iravitational acceleration (981 cwm/sec

Wi

£y

fth of cracks or fissures

] cpacing between cracks

wtficient of kinematic viscosity
L0101 (mg/sec for pure water at 20" ).

ity wvaries linearly with joint intensity and as the cude of joint

wiith, As stress is relieved near a shaft or tunnel, the joint
" widen, ne« jointing will probabiy occur, and permeability will

loathvons of permeability changes near runneis and skatts due to

e

Coe

;o

't are lacking. One of the few stucdies invoiving permeability

ifter a3 stress change was undertaken by 8oardnan and Skrove (1966)
«1th permeabilities related to fracturing induced by underground
hots. The study found that permeabilities in a granitic mass

13 base value of 2 x 10-3 cm/sec to 7 x 10-% cm/sec. The

niucted at substantial depths and under a high degree of

i iﬂ s1tu stress.

there would be stress relief in the floor and ribs and either
tvocsing or arching in the roof. Permeability changes in the roof
riier of magnitude greater than in the floor and ribs. In shale,

*.orol face, a narrow but intensely fractured zone might exist with

¥ 1

permeability of 10'1 cm/sec, approximately that of gravel.

tr= fare the permeability would be like the theoretical and test
wter zhove. The preferred permeability of this general fracture
tod to be 1078 cm/sec w.th a range of 1073 to 1076 cm/sec. The
ind a shaft are somewhat better. Gravitationai failure
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apparently is not a significant problem, and an intens.iy fractured zone would
probably not develop.

Backfill Behavior

To be considered suitable, a fill should meet the following criteria:

e A design life preferably equal to that of the repository. The minimum
design life would be about 500 y, which appears to be the most
critical containment period.

e Sufficient strength to prevent closure of the openings. The ideal
situation of the fill preventing all closure is possible only if it
has the same modulus as the rock. Thus, some closure would probably
occur as the fill consolidates.

o A low permeability to prevent circulation of groundwater.

Initial permeability and deterioration of the backfill are a function of host
rock type, groundwater flow, backfill type, placement methods, and time. It
is impossible to project backfill behavior without some knowledge of the
backfill type and placement method. Our parameters and transition times are
based on engineering judgment. Our preliminary backfill concept for the salt
repository is to use salt, but we have not yet evaluated a suitable backfill
material for shale. Thanks to mechanical creep combined with precipitation
and recrystallization, a properly placed salt backfill may result in minimal
deterioration. We examined two basic cases: (1) an effectively impervious
backfill with some time-related deterioration uncertainty and (2) a backfill
that is relatively pervious initially and remains so.

Borehole Seal Failure

[t is impossible to project the dissolution characteristics of borehole seals
without some knowledge of the sealing method. Research to develop sealing
techniques is cor.inuing, but no one method has yet been chosen. There is
some probabiiity that any given borehole seal would be improperly installed
and fail immediately. Experience indicates a relatively poor performance
record for borehole seals. There is also a probable transition time during
which the borehole seals would deteriorate, depending on sealing procedure and
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quality of work. The long-term effectiveness of a seal may be difficult to
demonstrate either by analysis or by monitoring. The problem may be further
complicated by the possibility of a fracture zone developing around the
berehole or the existence of instrumentation in the hole.

Parameter Values

Table 18 and 19 give our assumed values for the width, permeability, and
porosity of zones around vertical shafts and horizontal tunnels. The maximum
fracture zone values apply to a repository in low strength rock with a high in
situ stress field and a poorly placed or nonrigid backfill. The minimum
values apply to a repository in high strength rock with a low stress field and
an ideal rigid backfill placed under pressure. Since the permeability within
the fracture zones is expected to decrease exponentially with distance from
the tunnel or shaft face, the effective conductivity of the fracture zone is
computed by multiplying the peak permeability at the face by a reduced area
for the fracture zone. We assumed a reduction factor of 0.20.

We assumed an intensely fractured zone would be formed from mining activities
in shale tunnels, but not in salt. All excavations would be surrounded by a
aeneral fracture zone. We estimated a larger fracture zone around the lower
part of the shaft where it penetrates the shale in the repository layer.

The values in Tables 18 and 19 are the maximum we believe would be reached in
less than 50 to 10C y. The time dependent factors in salt are such that
fractures might heal to reduce permeability to 1% of its original value.

Our preferred value of healing time is 50 y, and our range is 20 to 200 y.
We do not expect the permeability of fractured shale to change significantly

with time.

We approximated tunnel and shaft dimensions (see Table 20) from the design by
Parsors et al. (1976). The tunnels have two segments: a longer-length and
larqger-area storage space more distant from the shaft; and a shorter,
smaller-area tunnel that connects the storage space to the shaft. The shaft
also consists of two segments: a lower section with a larger cross-sectional
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TABLE 18. Assume2d widths for fracture zones.

Description Zone width (m)2
Shale (layers 3 and 4) Salt (Tayer &)
Preferred Range Preferred Range
Intensely f -actured
zone in tunnels 1.05R 0 to 1.12R None
General fracture zone
Shaft, lower zone 1.25(R+1/2) R to 3.3(R+1) 2.7(R+1/2) 1.15R to 3.5(R+1)
Shaft, upper zone 1.1(R+1/2) R to 3.3(R+1) -- --
Tunnels 2(R+1/2) 1.45R to 4(R+1) 2.7(R+1/2) 1.15R to 3.5(R+1)

3 is radius (or one-half the width) of shaft or tunnel.

TABLE 19. Assumed values for permcability and porosity of fracture zones.

Description Permeability (cm/sec) Porosity
Preferred Range Preferred “Range

Intensely fractured zone 0.1 0.01 to 1.0 0.1 0.01 to 0.2

General fracture zone 1074 106 to 1073 1073 1074 to 1072




area and length equal to half the thickness of the repository bed (layer 4);
and a longer, smaller-diameter section extending through the barrier bed
Tayer 3) to the bottom of the aquifer, and whose length therefore equals the

thickness of layer 3,

TARBLE 20. Assumed tunnel and shaft dimensions, fracture zones.

NDescription Effective cross-section
Length (m) Area (m?)
Preferred Range Preferred Range
Tunnel, storage area:
Highly fractured shale 1200 -—- 316 0-785
Generally fractured shale 1200 .- 1900 580-7950
Generally fractured salt 1200 - 3300 290-6400
Tunnel, connection to shaft 440 200-6000 a a
Shaft:
In shale repository layer b - 10 0-100
In salt re~nsitory layer b - 60 4-110
Above shale repository layer c .- 5 0-100

YStorage tunnel values times 0.06.
hOno-half thickness of layer 4,

“Thickness of layer 3.

Tables 21 and 22 give our assumed values relative to backfill deterioration
w4 geometry, In Case I, we assumed a backfill with the same hydrologic
characteristics as the surrounding rock, but whose permeability would increase
witn time., In Case II, the backfill is relatively pervious initially and

remains So.

In the case of boreholes made for repository investigations, there is some
orohat ity that they would fail and prcvide a flow pathway. Technological
irpraoveaents would lower the probability. Our estimates are based on

engineering judgment only.



TABLE 21. Assumed values for backfill conditions.

Type Probability of Final permeability Final porosity
deteriorationd (cm/sec)
Preferred  Range Preferred Range Preferred Range
Case 1|
Layer 3, shale 0.5  0.2-0.8 1072 1072 to 1073 102 1074 to 107}
Layer 4, shale 0.4 .2-0.5 1074 107° to 1073 1072 1074 to 107!
Layer 4, salt 0.1 0.05-0.6 1072 102 to 1073 10°2 1074 to 107!
Case II (all layers) O . 10-3 1076 to 107! 1071 1073 to 2 x 107}

qransition (deterioratinn) times assumed for Case I are: preferred value of 500 y and range of
50 to 5000 y.



TABLE 22. Assumed backfill dimensions.

Description Length (m) Cross-section
Preferred Range area (m2)
Tunnel, storage area 1200 ——- 3100
Tunnel, connection to shaft 440 200-6000 150
Shaft, lower zone a - 64
Shaft, upper 2one b -— 64

qnne-half thickness of layer 4.

bThickness of layer 3.

We assumed 50 borehholes at the site and a range of 5 to 100. Of the total
number, 20% (1 to 20 holes) were assumed to penetrate through the lower
aquifer (layer 6), and 80% (4 to 80 holes) to penetrate the thicki ess of the
repository bed (layer 4). We assumed, also, that initially the borehole seal
has hydrologic characteristics like those of the surrounding rock, but that it
would deteriorate linearly with time, Assumed values for borehole seal
parameters are as follows:

Preferred Range
Area of each hole 0.02 m2 --
Final permeability 104 cm/sec 1078 to 1072 cm/sec
Final porosity 1072 1074 to 107!
Deterioration Time Probability
Immediate 0.1
0-500 y 0.2
500-1000 y 0.2
Never 0.5

Seismology

Seismic activity could breach the seal around a repository and allow water to
enter and leave. Small earthquakes could induce microfractures and extention
of other fractures; large earthquakes could cause local faulting and opening
of direct flow pathways. Consideration of far future requires a careful and
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detailed seismic anmalysis. Our initial effort is directed toward developing
meaningful estimates of the actual danger imposed by earthquakes to properly

designed underground facilities located in different regions of the country.
These estimates are needed for eventual input into a more comprehensive system
mode 1.

For input into the system model it is necessary to quantify the parameters
defining the seismic hazard as probability distributions. However, it is
difficult to define the required distributions for the reasons discussed
briefly below. Our approach was to eliminate all but the most important
parameters that fix the seismic hazard at different sites. To do this, we (1)
determined the probability of excessive ground motion for different regions of
the country, (2) developed useful criteria to translate typical ground motion
parameters into damage, and (3) uetermined what the important parameters are.

Seismic Analysis

Three specific locations (which might well be potential sites) were chosen as
scenarios. One site is in southeastern New Mexico and two are in Nevada. The
Nevada sites are located at the Nevada Test Site and the other is near Tonopah.
The Tonapah Site is more near a zone that has had major earthquakes. These
seismicities will help determine if some parameters are more important in
higher seismic areas than in low seismic areas. It will also show how
sensitive the results wight be to a local zone of high seismicity.

In our studies, we used the seismic analysis program developed by McGuire
(1976). The program requires as input (1) a description of local and regional
seismicity; and (2) a relation between the intensity parameter of interest,
epicentral distance, and ecarthquake magnitude. For the initial studies, we
modeled the tectonics using the results of Algermissen and Perkins (1969), who
put much effort into developing a good tectonic model. Further detailed
studies should not significantly alter these models.

we used different relationships between earthquake magnitude and resu’ting
ground motion to assess the effect of different parameters on the risk of
damage at the sites.
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We used seismic modeling to: (1) specify the limits of the earthquake zones
that could affect a given site, (2) define statistically the seismicity in
each earthquake zone, and (3) specify the largest earthquake that can occur in
each zone. Each of these tasks is difficult: it is much less difficult to
define the major earthquake zones in highly seismic areas th:n in areas of low
seismicity, For example, several massive earthquakes have occurred near New
Madrid at the head of the Mississippi Embayment, but it is unknown what fault-
were involved (Ekren et al., 1974). The same is true for the cuther major
earthquake areas of the east (Schneider and Platt, 1974). Thus, defining the
seismic zones that could affect a given site is complex and controversial.

Given the earthquake zones, the statistice are somewhat less controversial.
[t is generally assumed that the relation between the number of earthquakes N
within a given magnitude range M (usually taken as Mo + 0.5) is given by

log N =a+bM . (4-1)

Two basic assumptions must be made. First, that the past is a gui 2 to the
future, and second is that we know how earthquakes are distributed in time.
For the latter, a Poisson distributicn is usually assumed and in most cases,
except active zones, it is adequate. Normally, one is interested only in
projecting, at the most, 100 y into the future. For such a short “ime and
with properly defined tectonic zones, using Eq. (4-1) to predict the future
would introduce only "small" errors. This is valid because the rate of change
of seismicity is a historically slow process. It is more difficult to predict
the fu.ure from observation of the brief past. Geology may not be an adequate
quide to earihguaxe aciivity; for instarce, it is difficulty to correlate tle
major earthquakes in the east with observable faulting.

The final assessent required in seismic modeling is the upper limit earthquake
that can occur in any aiven earthquake zone. McGuire (In Press) examined this
question from a statistical point of view, and concluded that the data do not
support upper limit cutoffs. The size of the maximum earthquake must be
determined by geophysical means. This currently, is difficult to determine.
Safety analyses for power reactors have assumed that the largest earthquake
during the life of a reactor would be nc greater than the largest one in
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recorded history. Unlike a repository, however, the life of a reactor is
assumed to be only 40 y.

From an earthquake's magnitude or location relative to a given site, we can
estimate the ground motion parameters at the site. But magnitude is a poor
measure of the strong ground motion possible from a given earthquake.
Schneider and Platt (1974) studies show that earthquake magnitude is given by:

M=3/2 log L + log 80 + Cy , (4-2)
where

L = fault length

Ao = stress drop

Cy = empirical constant (e.g., for Southern Californi:, C3 = 3.6)
and the resultant spectra of the ground motion is of the form

FStrow) = f (L w, L, 80) (4-3)
where

r = epicentral distance

frequency.

t 3
u

Although the magnitude of an earthquake does not suffice to define its
potential ground motion, currently all analyses are based solely on magnituda,
epiceniral distance, and site condidtions. It should be noted that the
correlation between ground motion and intensity is poor.

In a risk assessment program these difficulties can partially be eliminated by
including distripution functi»ns and the standard deviations. The real
problem arises near the earthquake epicenter because limited near-field data
are available. We do not know how to make reasonable estimates of the peak
ground motion parameters. This problem is discussed in some detail by
Trifunac (1976), and is important because minor earthquakes can have larger
peak ground motions in the near field. Because of its form, Eq. (4-1) could
represent a larger number of minor events, some of which would be a
significant distance to a given site.
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We used typical correlations between magnitude and ground motion in our
analysis. The results show that such correlations are not adequate and that
it is important to consider the near field.

Ground motion is attenuated significantly more in scme regions of the country
than in others. In the west, the ground motion is attenuated most strongly.
The attenuation of intensity can be obtained from historic data. However, we
have ground motion data only for the far west and do not know how to cor'rect
these data for the lower attenuation typical in th. east. We used both

int -mediate and western attenuation of intensity in our analysis, and did not
correct the correlations between magnitude, epicentral distance, and ground
motion for differences in attenuation.

A review of the damage caused by a number of earthquakes to underground
tunnels, pipelines, and wells indicates that the damage is confined mainly to
the epicentral region. Most of the damage is located in regions where active
surface faulting occurred or where there was ground failure resulting from
liquifaction or slides. Tnere is not much evidence of damage to such
facilities outside the zone of rupture and very strong shaking. It should be
noted that at least one minor earthquake, which occurred in an oilfield,
caused considerable damage along the fault plane even though the level of
shaking was relatively low.

Depending on the level or type of ground motion, different ground motion
parameters can be useful in obtaining a measure of damage. For example, along
the actual fault, the ground displacement could be of a slow, creeping nature,
giving rise to low peak accelerations or velocities, yet doing considerable
damage. In fact, in all cases it is the relative displacement that is of
interest, because it sets up the strains/stresses that cause failure. In
general, one cannot easily predict relative displacement. For this reason,
either acceleration or velocity are used to correlate with damage. If we
integrate the one-dimensional wave equation once with respect to time, we find
(in the absence of reflected waves) the peak velocity is proportional to the
peak stress. When reflected waves occur, the relation holds only for a steep

wave front.
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Tne only published correlation between ground motion (in this case peak
acceleration) and damage to underground facilities is in Katayama et al.
(1877). Damage data are given for manholes and water, gas, and sewer
pipelines based on three major earthquakes (Fig. 16). It is clear that damage
occurs only in the strong ground motion region. However, the results cited
may be somewhat misieading because these earthauakes caused intense ground
motion. The results do show that outside the zone of faulting, it takes
strong ground motion to cause pipes to fail.

There is much urpublished data on ground motion and the damage to tunnels and
large boreheles caused by ground motion from unde-ground nuclear explosions at
the Nevada test site. For the reasons discussed above, peak velocity was used
to correlate with damage. These correlations should be conservative because
the wave front of underground nuclear explosion ground motion is typically
steeper than for earthquakes, and has " ¢ _r radius of curvature, hence
greater relative displacement. In ada..ion, the peak stress and velocity are
associated with the first arrival rather than later arrivals as in many
earthquakes.

The Nevada test site data are in genera' agreement with other observations
that ground motion is required to damage underground facilities. In the case
of an HLW repository, damage is taken as rock falls in tunnels, sloughing of
large uncased boreholes, and cased boreholes going out of round. Minor rock
falls in the fractured zones of tunnels and sloughing of large-diameter
boreholes in desert alluvium set the threshold of damage at a peak velocity of
2 ft/sec (0.6 m/sec). Most facilities can withstand more ground motion if

some added protection is provided. At this stage the 2 ft/sec criterion seems

adequate because, as for earthquakes, typical correlations (Schneider and
Platt, 1974) suggest that (peak velocity)/ (peak acceleration) = 2 ft/sec/g
(0.6 m/sec/g) for hard rock and 3 ft/sec/g (0.9 m/sec/g) for soils.

Figure 17 gives the range of the average dislocation at the fault plane as a
function of Richter magnitude. In general, these values are calculated; when
comparison vetween calculated and direct field measurements is possible, the
comparison is fairly good. These data indicate that minor earthquakes can
cause damage to underground facilities.
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Number of failures/km
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Maximum acceleration (m/s?)

FIG. 16. Failure of pipas vs ground shaking intensity, based on
data from several major earthaquakes (after Katayama et al., 1977).

As discussed above, three sites were examined to identify the critical
parameters. Different parameters were changed, and several attenuation laws
were used at the New Mexico site. It was determined that the seismicity of
the region in which the site is lccated is the most important factor.
Available data on failure of underground facilities strongly suggest that
damage is confined to the region where the faulting occurred. For the distant
and more active regions, significant ground motion at a site requires that
major (thus low probability) earthquakes occur.
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FIG. 17. Range of calculated dislocations for a number of California

earthquakes (after Trifunac, 1976).
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One interesting result is that there is « considerable difference between
ground motion calculated by an accepted correlation between intensity and
ground motion and the ground motion obtained hy direct calculation. Table 23
qives the results of such a comparison for the New Mexico site.

TABLE 23. Ground motion velocities for New Mexico site.

Probability of Velocitv from MM Velocity calculated
nccurence MM correlation (cm/sec) directly (cm/sec)
1077 2 ] 3
1073 4 2.4 9
107 5 5.6 23

- 7 16.5 60

10

It ic evident that the magnitude of . major local earthquake is important,
especially for sites in low seismicity regions. For sites in a region of
higher seismicity, this consideration is of lesser importance. The boundaries
nf the distant tectonic provinces (relative to a given site) are not
significantly important--this fact makes the analysis both more simple and
more difficult. For example, the local seismicity at the Nevada sites is
sufficiently well defined so that the analysis is reasonably simple; however,
the local seismicity at the New Mexico site is poorly defined, although it
governs the analysis,

Fstimates of earthquake intensity and frequency (Ekren et al., 1974)A’B give
the expected numbers of intensity VIII earthquakes per 100 y per 10° km2 as:
Entire United States 1.67
East Coast 0.23
California and
western Nevada 6.72

United States (except

B See notes A to E at the end of tnis section.
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California; western

Nevada; Montana;

Idaho; Utah; Arizona;

and Puget Sound,

Washington) 0.40.

We used the East Coast value to calculate our minimum transition rate. The
value for California and western Nevada was used for the maximum, and the
value for the United States excluding the three most active seismic areas was
used for the preferred rate, If the data are to serve our purposes, we must
assume that:

e Recurrence rates for 100 y can be extrapolated to transition rates over
longer periods. Excluding the most active areas, this appears
justified as a first approximation on the basis of past geologic
history and the tetonic framework of the country.

e Earthquake centers and the "faulting" effects are randomly distributed.

These assumptions have been made by others in calculating earthquake risks and
transition rates (Schneider and Platt, 1974).c

We can convert the frequency data for MM VIII intensity earthquakes to rate
per y per square kilometer and, then estimate the frequency and area affected
by more severe earthquakes. Published discussions of frequency vs severity
and severity vs area affected (Press and Siever, 1974)D indicate that
multiplying by a factor of 1.5 would account for most of the major
earthquakes, as follows. The resulting earthquake transition rate for MM VIII
earthquakes is:

MM VIII earthquake transition rate

Minimum 3.5 x 1075 y'1 ™’ 1078 y'1 km™2

Maximum 1070 = 1078

preferred 0.6 x 107/ = 10°
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With underground workings of nearly 10 km2 and a total reservacion site area
of nearly 100 kmz,* transition rates for these areas can be compared with

an earlier estimate for occurrence of a major earthquake as shown in the
tabulation below.

er 10 km2 per 100 kmz
Min imum 1077 1 10°% ¢!
Max imum 1072 10’4
Preferred 10-6 107°

Schneider and Platt (1974) give an estimate for a damaging earthquake at a
"generic eastern site" as 2 x 107 ,’1 _—

o i ——

*Nffice of Waste Isolation, “"National Waste Terminal Storage Program
Informational Meeting", Y/OWI/TM-11/1, p. 6-3, 1976, illustrates idealized
control zones of about 2000 acres (1 mile radius) for underground workings,
surrounded by about 16,000 acres (2 mile annulus) where all openings would be

nlugged and all drilling and mining would controlled. Converted to SI units,

Z and 64.8 kmz, a total of 72.9 km?. For purposes

of this report, these are listed as orders of magnitude 10l and 102

km° . Other estimates of the required outer controlled zone have been about
2

1 mile annulus (total of about 8000 acres, nr 32.6 km"),
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CONCLUS TONS

From our work to date, we can conc'ude the follow!ng:

e The local earthquake dominates the seismic tazard analysis for
well-designed underground facilities.

e The relations betwueen a nearby earthquake an: the resultant ground
motion must be studied in detail.

e Damage criteria should be improved and better documented. The data
suggest that strong ground motion or actual fault movement is needed
to cause extensive damage,

o The amount of fault movement that would cause a major flow path must
be known so that the effect of minor local earthquakes causing a flow
path via faulting can be included in the risk analysis.
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NOTES

Ekren et al. (1974), Table 10, (p. 177) iists as some of the criteria for
intensity VIII: "Sand and mvd ejected in small amounts. Changes in well

water..."

For intensity IX: "...ground cracked conspicuously. Underground pipes
broken..."
For intensity X: ™...ground badl) cracked. Rails bent..."

For intensity XI: "...Bridges destroyed. Broad fissures in < ~ound.
Underground pipelines completely out of service..."

For intensity XII: "Damage total. Waves seen on ground surfaces..."
(Quoted original reference: Coffman, J. L., and Von Hake, C. A., "United
States earthquakes. 1970," U.S. Dept. of Commerce, N.0.A.A., Silver
Springs, MD., 81 pp., 1972. pp 4-7)

See Ekren et al. (1974), Table 13, p. 184, modified from original:
Algermissen, S. T., Seismic Risk Studies in the U.S., in 4th World Conf.
Earthquake Eng. Proc: Asociacion Chilena de Sismologia e Ingeneria
Antisismica, Santiago, V. 1. p. 124-17. 1969.

Schneider and Platt (1974), pp. 3.2 nd 3.28, show calculations of
earthquake frequency for specific are.", and in: Lawrence Livermore
Laboratory, "Determination of Performance Criteria for High-Leval

Solidified Nuclear Waste," UCID in press, these data are used for
transition rates in a Markov chain analysis.

Larger magnitude earthquakes are less frequent than smaller ones (Press,
F. and Siever, R., Earth, Freeman Co., San Francisco, Table 19-1, 1974)
and in Schneider and Platt (1974), P. 3.28, area affected vs magnitude is

discussed.
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A combination of these leads to an estimate of 1.5 x Number of Intensity
VIII earthquakes x area affected = Total earthquakes VIII to XII x area
affected. Larger magnitude earthquakes, while much less frequent, affect
larger areas.

E. Lawrence Livermore Laboratory, “"Determination of Performance Criteria for
High-Level Solidified Nuclear Waste", UCID in press.

CL IMATOLOGY

Climatology studies provide (1) regional precipitat.on patterns for discrete
periods in the future, and (2) maximum and minimum changes in precipitation
and temperature from the present day. Climatologic input can be applied to
regional hydrology to determine changes in aquifer heads and local flow
pathways. The hydrologic model can then be adjusted to reflect these changes
and tn assess the effect of climate on waste transport.

The earth's climate has been continually changing, and the magnitude of the
changes has varied widely with respect to time - | space. On the basis of
past variations, the effect cf climate on repository location could be
profound. Different climatic regions may be wetter or drier and
correspondingly affect the local hydrology, erosion rates, and, over long
periods of time, sea level.

The main purpace of climatologic input into the repository simulations is to
jive reasonable estimates of the groundwater recharge based on the possible
future climatic variation. The problem, then, is to estimate the regional
responses. Secondary tasks entail estimates of future sea levels and
cryospheric changes that will affect hydrologic and demographic patterns.

Predicting Climate

To predict the range of possible climatic regimes that may occur in the next
1C6 y, we have used the high deqgree of correspondence between the different
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earth orbital parameters and pas® climate variation (Hays et al., 1976).
Although the mechanism between solar variations due tn earth orbital elements
and major climate changes in the past is still under debate, more than
nne-half the variance in past temperature data is explained by this
parameter. The orbital elements may be calculated by a relatively simple
model, which can then be used to predict future global temperature and ice
volume,

Shorter-term variations in climate are more difficult to predict. In Lhe
short term, the earth orbital parameters may still be controlling the natural
climate fluctuations. However, with the increased anthropogenic release of
C02 into the atmosphere, some researchers (Broecker, 1975) expect the earth
to enter a "superinterglacial" similar to the postglacial optimum that
occurred about 6 x 103 y ago.*

Global temperature ranges given by our predictive model give no indication of
regional precipitation variations. Because the atmosphere is a nonlinear,
highly coupled system, minimal information other than generally wetter or
drier conditions can be deduced from mean temperature. We must rely on
climatic reconstruction of different periods in the past that will then
correspond to the future predictions of temperature.

Climate Data
Several major climatic regimes that are representative of the past 106 y re
outlined in Table 24. These are based mainly on the work by Lamb (n.d., and

are related to the correlation between the earth orbital elements and jlobal

temperature/ice volume from Hays et al. (1976).

*Global temper atures 29-2.59% warmer than the present with generally
wetter deserts and drier mid-latitudes.
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We obtained temperature and precipitation patterns of the glacial climate
regime from thr . ‘imensional general circulation models that used ice age
boundary conditions for initialization (Gates, 1976). The model output is
limited by the grid structure and, in general, the predictability of the
model. Basic patterns of regional precipitation become evident (see Fig. 18)
and are consistent with the current estimates of actual precipitation auring
that period.

The remaining climstic regimes from Table 24 and the regional variations in
precipitation will be constructed using de*a from Bernabo and Webb (1977) and
Fritts (1977). The methods mainly entail eigenvector analysis nf pollen and
tree-ring data, respectively. Application of the climate data to the
hydrologic model will require calculation of infiltration by balancing
precipitation, evapotranspiration, and runoff.

TABLE 24, Climate regimes chosen as typical for future projections.

Time of Characteristic Location con time line
representative
patterns from past

climate regimes

20,000-17,000 BC
7,000-6,000 BC

Full glacia’

Boreal early warm

Minimum eccentricity

Few thousand y before
peak in precession

4,000 BC Atlantic moist Maximum in precession
postglacial-warm
2,000 BC Sub-Boreal dry Maximum in precession
postgiacial-warm
500 BC Little Ice Age Past maximum in

also 1550-1700 AD

precession
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minus control). The dashed line is no difference; the contour interval is 5 mm/d.

(From Gates, 1976.)



5. ANALYSES AND RESULTS

MULTIPLE-BARRIER CONCEPT

Results of analyses to date indicate that geometric, hydrologic, and
geochemical parameters effect nuclear waste containment in deep geologic
media. These parameters act as natural multiple barriers to waste transport
from the repository to the biosphere. The important processes for each
barrier that can be identified, measured, and possibly controlled will aid in
defining a potential site's suitability for waste disposal. Rarrier
properties include:

e Geometric barrier

Layer thickness
Fracture zone area
Tunnel length
Aquifer length

e Hydrologic barrier

Rock properties
Porosity
Permeability (natural and induced)
System properties
Pressures and gradients
Disperson
Aquifer length
e Chemical barrier

Radionuclide retardation
Waste dissolution rate

A geometric barrier is one that physically isolates the waste by the thickness
of the rock layers, the area of the fracture zone due to construction, and the
distance groundwater must flow from the repository before intersecting a river
or Take. A hydrologic barrier is more complex than the geometric barrier and

comprises parameters determining the waste diluticn factors (dispersion) and
591
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groundwater flow rates (porrsity, permeability, heads, gradients, and so on).
In general, the hydrologic and geometric barriers isolate the waste by
determining both *he time required for resaturation of the repository after
water begins to enter and the time required for groundwater to flow from the
repository to the biosphere.

The geochemical barrier .rocesses are identified as a series of waste/water/
rock interactions involving sorption (ion exchange), membrane filtration,
hydrolysis, precipitation, and complexing. The geochemical barrier inhib:
migration of the radionuclides (retardation) and limits groundwater
concentrations of radionuclides with low solubilities. Also influencing the
geochemical barrier is the leach resistance of the waste, which lengthens the
time necessary for dissolution.

Calculations of barrier interaction depend on whether the consequence or risk
being measured is short term (such as concentration or individual dose) or
integratea aver time (such as integrated population dose or total amount of
radioactivity relaased).

In the cas> of short term consequence or risk, dispersion over time (or
dilution) jo.ns radioactive decay as a centrolling factor. Concentration or
indisidual dose is inversely proportional to the duration of the pulse of
waste reaching the environment. The contributicns to pulse width from
different barriers add, roughly, in quadrature (that is, the square root of
the sum of the squares). This fcrmula weights the final result strongly
toward the largest single contribution. Thus, unless two barriers are of
nearly equal effectiveness, the pulse width is governed by the most effective
barrier alone and will be nearly equal to the total pulse width. When dose is
integrated over time, the sensitivity analysis reveals the "plateaus and
cliffs" structure, as shown in Fig. 19. This phenomenon results essentially
from radioactive decay. Fach nuclide generally escapes before it has decayed
significantly, or it is contained until it has d2cayed to the point where a
longer-lived nuclide is more important. Tihe time interval during which the
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Population dose

Parameter X,

Parameter X2

FIG. 19. Conceptual illustration of the general form a
plot of integrated population dose vs two of the
par ameters describing a repository.

decay of any individual nuclide signifizantly reduces the overall hazard of
the waste is quite short on a looarithmic time scale ranging from hundreds to

millions of y. The speed of exponential decay when viewed on a Togarithmic
scale is illustrated for the case of 239Pu in Fig. 20.

whether a particular nuclide is released to the biosphere may be determined by
comparing its total transit or delay time in the system with the time required
for it to decay into in significance. The total time delay is the sum of all
the time delays in the system. For the same water velocity nuclides differ in
velocity of movement through the ground because of s.ochemical factors (as
measured by the retardation factors). Thus the time delays vary, and different
barriers may be limited for different nuclides in the same system. One or

more delays will usually be orders of magnitude larger than the others, and

the barriers causing the delays are critical in recducing radionuclide release.
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FiG. 20. Decay of 239Pu.

GROUNDWATER FLOW VELOCITIES

The transport model appror imates the groundwiter flow pattern around a
repository by a three-dime: nal network of one-dimensional flow paths or
stream tubes. Each point in the network at which stream tubes branch, or at
which any of the variables change value, is defined is a network node, as
shown in Fig. 21. By controlling permeabilities and porosities, flow can be
described as interstitial (i.e., flow through the undisturbed rock) or
fracture (e.g., in the unflawed repository there is flow through the fracture
zone associated with the construction of the rejository, shaft, and tunnei).

The groundwater flow velocities appearing in the transport equation are the
interstitial velocities, sometimes referred to as the true velocities. They
were calculated for individual stream tubes in the hydrologic model by the
following equations derived from Darcy's law for flow through porous media:

506 223
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and

. AH
Vo= kp

V = interstitial velocity

V_ = bulk velocity
€ = purosity

AH = head difference between two nodes
L = stream tube length
K = permeahility.

Table 25 lists interstitial velocities for the baseline cases in the unflawed
shale and salt repositores. Velocities are given between each node for both

interstitial and fracture zone flow patiways. With the exception of flow in

the lower section of the shaft (nodes 4-5), velocities are about the same in

both repositorie., assuming baseline values for the parameters.

Total travel time from the repository to the aquifer (Table 26) is 2.3 x 103 y
for fracture zone flow along the tunnel/st “t and 1.6 x 10° y for interstitial
flow with no retardation (Kf = 1). Anothe, * are needed for flow

from the aquifer directly above the repository the river. Hence, waste
will reach the squifer first from the fracture zone flow. The velocities and
travel times in Tables 25 and 26 show thai ihe strongest part of the
hydrologic barrier involving fracture zonc flow is within the repository
between nodes 1 and 2. The time for waste to travel the 1200 m from node 1 to
2 is about 2300 y with no sorption. This value depends on the major
assumption that the waste is a point source at node 1. In the actual
repository desio~ . ~e waste will be distributed over most of the 5 km2 of

the repository. could put waste within 50 m or so of the tunnel, rather
than 1200 m. Trave! time (t) for 50 m is about '00 y with no retardation;
when Kf = 102, t = 104 y, and when Kf = 104. t = 106 y.
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Fracture flow = nodes 1 =2 -4 - 5 - 6
Interstitial flow = nodes 1 -3 -6 = 7

\ FI1G. 2

1. Node distribution for interstitial and fracture
flow pathways in the transport model for the unflawed
repository.
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TA3LE 25. Groundwater flow velocities.
Nodes Flow type Shale repositor Salt repository
Velocity (m/y) Time (y) Velocity (m/y) Time
1 -1 3 -2 4
1-2  Fracture zone 5.36 x 10 2.3 x 10 6.2 x 10 1.9 x 10
2-4 Fracture zone 9.3 47 j 420
4-5 Fracture zune 1.9 x 10° 0.05 3.3 30
5-6 Fracture zonz 3.7 x 10° 0.05 a1 4.9
1-3  Interstitia 1.8 x 1073 5.5 x 10° 9.3 x 1073 1 x 10%
3-6 Interstitial 1.8 x 107° 1.1 x 10° 1.5 x 1073 1 x 10°
6-7 Intarstitial 6 1.0 x 10° 1.6 1 x 10%
TABLE 2€. ~ *~" rrave! time trom repository (y).
Retardation Flow path Shale Salt
w0 aquifer To river To aquifer To river
(node 6) (node 7) (node 6) (node 7)
Ke = 1 Tunnel/shaft® 2.3 x 10° 1.2 x 10° 1.9 x 107 2.9 x 10°
Interstitial® 1.7 x 10° 1.8x 10° 1.1 x 10° 1.2 x 10°
Ke =10°  Tunnel/shaft® 2.3 x 10° 1.2x10°  1.9x10® 2.9 x 10®
Interstitial® 1.7x10° 1.8x10° 1.1x10° 1.2 x 10
Ko =10 Tumnelsshaft® 2.3 x 10" 1.2x10°  1.9x10® 2.9 10°
InterstitialP 1.7 x 109 1.8 x 10° 1.1 x 109 1.2 x 10°
A rom nodes 1+2+4+5+6.
bFrom nodes 1+3+6.
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In the shale repository, decreasing the effective length of the repository

from 1200 m to 50 m for part of the waste has a significant affect only on the
1291 and 9

Radionuclides

Tc concentrations and their contributions to dose calculations.
305y and 137cs with a retardation factor of 102 will be
retained within the repository for 10 000 y; however, in the salt repository,
where retardation is assumed absent between the repository and the aquifer,
changes in all radionuclide concentrations and doses are expected. Even
then, the resultant change in values may not be significant. The amount of
waste that flows from the salt repository is only about 0.5% of the total
inventory. In the shale repository, about 0.4% of the waste is diverted
through the tunnel/shaft.

With such limited amountc of waste flowing via the fracture zone pathway, the
error related to the point source assumption is probably small, but future
computer simulations will correct this problem by adding nodes between nodes 1
and ¢ to simulate distribut n of the waste throughout the repository.

HAZARD TIME DEPENDENCE

Figure 11 shows the potential hazard of high-level waste from reprocessing of
l1ight water reactor fuel as a function of time. Potential hazard in this
figure is measured in terms of population dose to the whole body per MWe-y of
waste. This quantity is defined as the total dose to the population that
would be incurred if 1 MWe-y/y of waste in soluble form were to be dumped
directly into the river. Curves for critical organs and for individual doses

are similar in form.

Petential hazard is calculated here from the biosphere transport and dose
model. The main difference between this hazard and the toxicity index
calcuiated by the ORIGEN code (Bell, 1973) is that our model accounts for
roiionuclide transport in the ecosystem and bioaccumulation in the fou
chain. Note that the shape of these curves does not depend on the half-life
of 239Pu. There are, rather, two time periods during which the total

potential hazard from the waste declines significantly:




The period from 30 to 400 y during which 90Sr and 137Cs are
decaying.

The period from 500 000 to 2 million or 3 million y during which
226Ra produced by the decay of 242Cm and 238Pu decays away. (The
time constant governing this process is the gquarter-million y
half-life of 23%y.) After 3 million y, the remaining 22%Ra in the

waste is that produced by decay of the original inventory of 238U.

Given these time dependences, the life of the repository after decommissioning
may be divided into three distinct periods. This division comes directly from
the categorization of nuclides and the time dependence of their hazard
illustrated in Fig. 11, and does not depend on the characterization of the
repository site. The three periods are:

An initial period lasting not more than 400 y. During this interval,
the consequences of a release of radioactivity directly to the
biosphere could be quite severe.

An intermediate period following the initial period and lasting at
least 500 000 y, but not more than 3 million y. The conseauences of
release during this period will be considerably less than during the
earlier interval.

A final period beginning not more than 3 million y in the future. At
this point, the hazard of the waste will result primarily from natural
238U and its decay products. The repository will contain little

more than the equivalent that was mined near the surface and buried in
a deep, stable formation.
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PARAMETRIC SENSITIVITY ANALYSIS

By changing parameter values in the model, we simulated the results of release
through a number of pathways and the breaching of barriers in four repository
types:
e Sandstone-shale sedimentary sequence; repository in the shale layer
with interstitial flow in the shales.
e Same as above with fracture flow in the shales.
e Sandstone-shale-salt sequence, repository in the salt layer, with
interstitial flow in the shales.
® Sandstone-shale-salt sequence; repository in the salt layer, with
fracture flow in shales.

In each of the above there is "fracture zone flow" about excavated features.
This should not be confused with the "fracture flow" through the bulk rock.
Appendix N presents the model assumptions and the results frcm 85 c:parate
computer runs. The parameter values are tabulated in Appendix 0.

Computer Simulations

In the unflawed cases (Tables N-1 through N-6) with no faults, breccia pipes,
or seal failures, we varied single parameters in a total of 52 runs and varied
7 to 5 parameters simultaneously in 10 multiparameter runs. By observing the
resultant changes in dose and concentrations, we gained ar understanding of
the ~elative importance of the parameters that define the muitipie barrier

system,

Parameters describing the rock and system hydrologic properties, chemistry,
ind oeometry (path lengths) were varied from a preferred "base case" to the
m>vimum or minimum limits in the direction that increased release. Further

experiments are planned where values are varied so as to minimize release.

for release to occur, hydrolegic pressures have to be such that they produce
Flow from the repository into a permeable zone and then along the permeable

)
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zone in the direction of the biosphere. We assume that water will flow into
the repository and that dissolution and transport of waste begins when the
repository is filled (i.e., 100 y).

A fracture zone with a specified permeability is assumed to exist around
tunnels and shafts in both the flawed and unflawed cases. Lengths of these
zones were calculated from dimensions of a reference repository described by
Office of Waste Isolation Report #Y/OWI/SUB-76/16506.

The remainder of the 85 simulations calculated the effect produced by
introducing failure mechanisms. In the shale repository, we simulated (a) a
fault (Table N-11), (b) vailed borehole seals (Table N-9), and (c) failed
backfill and shaft seals (Table N-7). In the salt repository, we simulated
(a) failure of boring seals (Tahle N-10), (b) failed backfill and shaft seals
(Table N-8), and (c) formation of a solution breccia pipe (Table N-12).

Planned sequences of simulations were cruncated when it became clear that
results would be similar to, or could be extrapolated from, other simulation
runs. Additional single parameter and multiparameter variations are planned
to test conclusions made from these runs.

Performance Measures

The consequences of release can be stated in a number of ways. They can be
categorized along two dimensions: tne period of time considered and the
quantity to be measured. There are two fundamental approaches in the time
domain:
e A time-varying measure of consequence, such as concentration at any
instant or dose to a single individual.
o A measure integrated over the lifetime of the repository, such as
‘ntegrated population dose or the total amount of a nuclide that is
re leaseq.

With regard to the quantity to be measured, two main options have been
generally considered:







shale repository with interstitial flow, the following parameters can be cited
as having decreasing effect on the individual dose to a critical organ. (The
dose was increased ~500% or more above baseline value in the sensitivity
analysis):

e Shale permeability
Area of fracture zones
Fracture zone permeability
Thickness of repository layer

Actinide retardation factors.

Analysis of specific sites will change the ordering given. Each parameter
will be strongly influenced by individual site characteristics. For a
particular site, the permeability and area of the fracture zones and
dissolution rate of the form will be strongly influenced by planning and
engineering. The other parameters will be strongly influenced by the choice
of the repository site and depth.

Population Dose

One can expect the dose to an individual to be far below background for any

repository that isolates 905r and 137

Cs for 400 y, and allows wastes to
reach the biosphere only through a sizable surface water system., For such a
repository, integrated population dose rather than individual dose may be a

more appropriate measure of risk or consequence.

To measure the total effect, one integrates the population dose over the

lifetime of the repocitory and assumes doses to be of equal concern,
regardless of the time they occur. Total integrated dose is then limited by

the repucitory inventory, radionuclide decay, existence of paths to the
biosphere, the fracticn of water from liquid pathways used for irrigation and
drinking water, and the quantity of aquatic food harvested from the liquid
pathways.

In the sensitivity studies, integraiod population dose is relatively

insensitive to changes in the baseline repository parameters. The critical
organ dose in nearly all cases studied was between 0,16 and 0.51 man-rem/MWe-y
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concentration in the direction of wacer flow far from the repository is
inversely proportional to the square root of the distance from the repository,
even if radioactive decay is not significant. Peak concentrations at large
distances norma| to the downstream aquifer flow fall off exponentially.
Therefore, the hazard due to possibly high concentrations of waste in the
aquifer depends on where this water becomes accessible to man.

Since the actinides are retarded more than the fission products, only the
latter are released into the aquifer from the unflawed shale repository within
the first 3 million y (as long as flow is assumed to be through pores and the
fracture zone of the tunnel/shaft and not througn fractures in undisturbed
rock). However, relatively high concentrations of both the actinides and the
long-lived fission products were calculated in the aquifer for the unflawed
salt repository (Table 27). The difference in concentrations between the two
repositories results primarily from the assumption that there is no
geochemical retardation in the repository and barrier layers of the salt
repository.

TABLE 27. Peak aquifer concentrations for baseline
cases? (Ci/m3).

Nuclide MPCw Salt Shale
repository repository
s 3 x 107 1.6 x 107 1.2 x 107
1265, 2 x 107 8.2 x 10 7.8 x 1078
226p, 3 x 1078 3.4 x 1077 b

% rom Tables N-1 and N-3.

bPeak occurred fter three million y and was not calculated.
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For the concentration performance measure, the study to date indicates the
following:

e Aquifer concentrations are the most sensitive to changes in the model
parameters.

e Any decrease in concentrations caused by increasing aquifer flow rates
will increase individual and population doses from use of a nearby
surface water body.

® Peak aquifer concentrations are sensitive to barrier railures such as
faults, boreholes, fracture zones, and breccia pipes.

Fracture Flow vs Interstitial Flow

The foregoing discussion relates to cases with interstitial flow in
undisturbed rock. In cases with fracture flow rather than iu.erstitial flow
in the shale layers, baseline values are consistently highe~ and occur earlier
‘Table 28), primarily because flow velocities are higher in the fractured
rock. Peak concentrations in Tables N-5 and N-6 show rne actinides reaching
the aquifer before 3 million y. The 126Sn concentrations are increased by
three orders of magnitude.

TABLE 28. Fracture fiow vs interstitial flow for shale layers.a
Repository and Whole-body Whole-body Peak
flow type population dose individual dose 997¢ Conc.
(man rem/Mde-Y) (rem/MWe-Y) (Ci/m3)
Shale repository
Interstitial 1.3 x 1073 6.19 x 10714 2.02 x 10711
(14,400 y)° (4000 y)P
Fracture 2.77 x 1073 1.86 x 10712 6.84 x 10710
(11,700 y)® (230 y)®
Salt Repository
Interstitial  1.63 x 1073 8.15 x 10714 2.58 x 10711
(149,000 y)® (109,000 y)°
Fracture 2.56 x 1073 5.80 x 10713 1.86 x 10710

(25,600 y)°

(16,900 y)°

3% rom Tables N-5 and N-6.

bTime at which peak concentration occurs.
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REPOSITORY CONSTRUCTION EFFECTS

There are two aspects of construction for which associated flow paths to the
aquifer could be significant: (1) the method of excavation and the type of
backfill, and (2) the backfill emplacement method used on decommissioning.
Excavation produces a fracture zone around the shaft, tunnel, and repository
cavity; the backfill may deteriorate with time.

The effects of construction are best understood in terms of the multibarrier
concept introduced earlier. As long as radionuclides must pass through an
aquifer, the aquifer -<ould be considered a finral barrier and these
construction aspects co.ld have only limited influence. If the aquifer is
bypassed, however, they may have a large effect on risk.

The extent and the time-dependent behavior of backfili detrrioration can be
critical for peak aquifer concentrations and doses. Both tactors are a
function of host rock type, backfill type, flow patterns and flow rates
(especially in the surrounding fracture zone), and emplacement method. To
date w. have yet to analyze these considerations completely, but they will
affect the permeability and porosity of the tunnel and shaft as a function of
time. To help understand the effect of this time dependence, we studied a
series of cases in which compiete backfill deterioration was assumed as the
initial state, and the degree of deterioration of the tunnel and shaft was
independently varied. These conditions served as a worst-case bound on the
time dependence while providing quantitative insight into the effectiveness of
the multibarrier concept in three distinct manifestations.

The first manifestation concerns the extent to which increasing the degree of
backfill deterioration affects the peak concentrations and doses. Table 29,
derived from Table N-8, shows that as the permeability is increased to

10-1 cm/sec, peak individual doses continue to increase but at a lower

rate. The reason for this declining sensitivity is that the amount of water
flowing through the repository becomes a function of the resistance to wat.r
flow of the rock between the lower aquifer and the repository. The flow
resistance above the repository and below it can be thiought of as resistors in
series (Fig. 22). .. ;;3;3
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TABLE 29. Peak individual dose vs permeability of
backfill.

Tunnel/shaft backfill Peak individual dose to
perTe?bility critical organ (rem/MWe-y)
K
1074 4.5E-11
1073 1.6E-10
191 2.2E-10
R-30181

Upper aquifer

Shaft

Excess
P \\ Undistu,hed

pressure e

, = rock
of liwe' Tunnel /
aquifer

Lower aquifer

FIG. 22. Resistor network analogous to repository with

permeable backfill.

Raising the permeability of the backfill is equivalent to reducing the size of
'ts associated resistor. As one resistor decreases in size, reduction by
additional orders of magnitude has diminishing effect on the total flow since
it is the sum of the two resistances that determines the flow. The
deteriorated backfill could allow more water to flow throuah ‘% than can flow
through the underlying rock. Therefore, increasing th. permeability of the
backfill has minimal effect beyond a certain point




The second mar.ifestation concerns the degree to which either the shaft or the
tunnel can irdependently serve as a barrier if the other has failed. When the
permeability of the backfill in the shaft is decreased from 107 to 10'6 cm/:ec
(Table N-8) while allowing the tunnel backfill to remain highly permeable, th:
doses are almost identical to those in the case of no backfil] deterioration
(1.63E-3 vs 1.79 x 10'3 man-rem/MWe-y). The qualitative explanation of

this phenomenon is identical to that of the preceding paragraph; the flow
resistance of the shaft is greater than the resistance of the tunnel, and at
the 10'6 cm/sec value only a negligible amgunt of water was able to pass
through the shaft.

Finally, we consider why the variations in dose are so small among the
different cases analyzed. The explanation lies in the long time (104 to

108 y required for radionuclides to flow from the region in the aquifer
directly above the repository to the regions of discharge. It is assumed that
the flow time is long because the horizontal head gradient is 0.005 and that
there is a great distance (compared to repository dimensions) between
repository and discharge regions. Aquifer length can have no affect on peak
concentrations in the aquifer directly above the repository. THis last
observation makes the assumption of long discharge distance critical, since
significant levels of nuclide discharge into the biusphere could occur if the
aquifer were to be penetrated sufficiently close to the repository.
Penetration could be in the form of wells, exploration, mining, and so on.
The discharge could be particularly dangerous if it occurred during the
initial 400-y period and other barriers failed; hence, administrative contro}
of such activity can be important. Note, however, that the values for peak
concentrations are based on the assumption that full backfill deterioration
occurs immediately after deconmissioning.

In reality, deterioration will increase to the fully deteriorated state over a
time period probably comparable to the initial 400-y time period. This would
considerably reduce the danger of aquifer penetration.

A discussion of fracture associated with excavation must distinguish between

salt and shale repositories, because salt has plastic and recrystallization

characteristics that may allow it to seal with time. In our salt_model, the
‘,







The doses for cases with borehole seal failures do not vary significantly from
the baseline cases where unly the flow through the overlying rock and through
the fracture zone of the tunnel and shaft are considered (see Tables N-9,
N-10). Peak conceitrations in the aguifer do vary significantly, however.

The 13705 and sy reach concentrations of 2.0 x 1073 and 1.3 x 107

Ci/m3, raspectively, for the salt repository containing 6 x 106 Mwe-y of
waste. They result from the extremely high velocity of water flowing through
the borings. The high velocity allws the 9OSr and 137Cs in a salt

repository to get to the aquifer one y a'ter the 100 y the repository iz
assumed to take to become saturated with water. For the shale repository with
failed borehole seals the 9OSr and 137Cs reach the aquifer 100 y after the
repository becomes saturated with water, increasing peak concentrations of
these nuclides in the aquifer also.

The flow of 9OSr and 137Cs through the aquifer to the : . 'er takes so long
that none of tke<e short-lived nuclides reach the river soon enough to make a
significant c.ntributior to dose. Even though the barriers between the
repository and the aquifer have been eliminated for some of the 905r and
137Cs, the distance from the repository to the river can be sufficient to

prevent these nuclides fr- affecting dase.
GEOLOGIC EVENTS

Two types of geologic events have been in.:stigated in the studies to date:
the activation of a fault intersecting a portion of a repository and the
formation of a breccia pipe within a salt reponsitory. Although either cf
these events may provide a pathway for rapid flow from the depository to the
aquifer, when treated probabilistically neither gave an expected value of dose
significantly greater than the doses calculated for the un?lawed repository.

Since the occurence of breccia pipes 'iay be closely related to other relevant

hydrolojiz phanomena, it was necessa‘y to study a worst-case situation in
which a permeable breccia pipe is pre~ent from the beginning. Thz calzulations
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of peak dose and integrated population dose for this case indicated that,
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