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IMPACT OF SIMMER-II MODEL UNCERTAINTIES

ON PREDICTED POSTDISASSEMBLY DYNAMICS

by

C. R. Bell
R. D. Burns III

L. B. Luck

ABSTRACT

The SIMMER-II calculation of the system kinetic
energy developed during a voided core postdisas-
sembly expansion in a hypothetical loss of flow
(LOF) accident sequence gives results which are more
than an order of magnitude below that for an ideal
expansion. This work attempts to determine the ex-
tent to which uncertainties in the various phenome-
nological models in SIMMER-II influence the calcu-
lated results. A series of 15 separate SIMMER-II
calculations were designed to make this assessment.
The system kinetic energies which resulted ranged
from 2.5 to 20 MJ compared to 100 MJ for the ideal
expansion. It is concluded that experimental re-
search in the area of voided core expansions should
entail a balance between two areas. First, experi-
ments should be performed that test the major
uncertainties in the sequence of events as outlined
in this report. Second, in order to increase confi-
dence in the ability of SIMMER to predict other
classes of expansions, testing of isolated phenome-
nological models should proceed.
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I. INTRODUCTION

The expansion of the high temperature core materials resulting from core
disassembly during an unprotected loss-of-flow (LOF) transient in a Liquid
Metal Fast Bm - Reactor (LMFBR) is a complex physical process. The core

material unopgses rapid vaporization thereby producing high pressure. This

pressure causes the core materials to move very rapidly while at the same time
interacting with other fluids and structures. As the core expands, the liquid

sodium pool above the core is accelerated upward toward the reactor head.
When the sodium pool impacts the reactor head, part of the kinetic energy in
the pool is converted to potential energy in the liquid sodium thereby gener-
ating large pressures at the reactor head. As a result, the upper reactor

vessel and head may be severely loaded. One purpose of the analysis of hypo-
thetical accidents of this type is to determine the structural loadings on the
primary system, of which the reactor vessel is a part, and the integrity of

the system under these severe conditions.
The SIMMER code series was developed to mechanistically treat the dy-

namics associated with the "postdisassembly expansion phase" and the "tran-
Isition phase" of core disruptive accidents in LMFBR's. SIMMER-I was ap-

plied to the postdisassembly expansion problem in 19/7. Results were sub-
stantially less severe than those obtained from idealized expansions. The

2SIMMER-I analyses were focused on obtaining an understanding of the reduced
loads at pool impact with the reactor head. That study was not a sensitivity

study in any sense because the major phenomena involved were not quanti-

tatively assessed in the context of a best-estimate calculation. Those re-
sults did provide the basis for the more detailed investigation described in
this document.

The sensitivity study reported here is based on a specific voided core

configuration assumed to follow a severe LOF accident sequence in the Clinch

River Braeder Reactor (CRBR). Hence this study provides an in-depth probe

into the mechanistic treatment of the expansion phase of only one of the

possible accident sequences. This basis was chosen to limit the scope of the
3study and to make the results more interpretable. Other studies have been

performed to investigate the influence of varying initial and boundary con-

ditions on the axpansion. All the calculations were performed with
4SIMMER-II which provides improvements in the models and in operation rela-

tive to SIMMER-I.

2
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The possibility of performing sensitivity analysis with large codes like

SIMMER-II was first considered about a year ago following similar work in the
LWR safety area,5 when it appeared that useful information could be obtaine'l
from a relatively small number of separate code calculations. This is

important, since SIMMER is a long-running code (a typical postdisassembly ex-
pansion problem requires about one hour on a CDC 7600). A report was prepared
outlining a possible approach for applying sensitivity analysis to SIMMER
verificatic. 6 To gair. experience with the sensitivity analysis approach, a
simplified ",udy of postdisassembly expansion was performed, and the results
have been reported.7 The methods have since been revised and their applica-
bility extended to experiment analysis.O The present work is the first at-
tempt to provide comprehensive information about the relative sensitivity of
SIMMER-II results for postdisassembly expansion to modeling assumptions in
SIMMER-II.

It is possible that such a study could be only marginally useful if the
models in the code are improper, deficient, or absent. This circumstance has
been recognized and has led to a design for the study that focuses on bounding
uncertainties in phenomena as opposed to uncertainties in input data. For

example the study considers the total uncertainty in the heat transfer rate
between liquid fuel and cladding resulting from transient effects., flow regime
effects, radiation, multicomponent effects, material properties, lumped node
heat transfer modeling, etc. The intent of this approach is to evaluate

whether the modeling assumptions, limitations, and/or deficiencies have a sig-
nificant effect on the expansion. One limitation of this study (the general
approach can accommodate these kinds of variations) is that temporal and
spatial variations of modeling uncertainties are not included. If a physical

basis exists for the uncertainty in a model or phenomena to change in space
and/or time as the expansion proceeds, this study does not reflect this ef-
fect. If on the other hand a phenomena is consistently being modeled as too
weak or too strong, the study will evaluate its effect on the expansion. Thus

a measure of the overall effects of modeling can be obtained whether or not
the models themselves are necessarily adequate.

The remainder of this document describes the reference or best-estimate
calculation, the selection of phenomenological uncertainties and their ranges,
and the setup of the SIMMER-II cases. The results are then analyzed statisti-
cally and phenomenologically. The latter is intended to provide some physical

1428 007



insight into the results of the study. Detailed interpretations and compari-
sons of the microphysics leading to the range of integral, end-of-transient,

results are difficult because of the method of chosing the data used for the

different cases. A computer program designed to perform the detailed
comparison from the output of the 15 cases is currently being developed.

Thus, at the present time, interpretations are based primarily on integral

results at the time of head impact. The concluding section of the report

describes, in simple terms, the inferences that should be drawn from this

study, and the influence this study should have on the planning of

experimental research associated with postdisassembly expansion.

II. BEST-ESTIMATE CALCULATION OF LOF ENERGETICS

A best-estimate calculation of an LOF postdisassembly expansion was per-
formed to provide a baseline around which the sensitivity study could be de-

signed. This calculation provides a vehicle for critically evaluating the

performance of SIMMER-II on this type of problem and for ascertaining the
reasonableness of the predicted results. By carefully studying this calcu-

lation we were able to obtain confidence that the calculated behavior was con-
sistent with the modeling assumptions and that basic physical laws were not
being violated. This calculation also provided guidance for making prior

judgements about the importance of various phenomena to the sensitivity study
results.

The best-estimate calculation is based en a geometric model which en-
compasses the CRBR reactor vessel and its internal structures. This model is
discussed in detail in Appendix A. The initial conditions are defined as
those resulting from a severe LOF accident sequence which led to essentially
complete voiding of the core, upper axial blanket (UAB) and the fission gas
plenum (FGP) regions. The accompanying neutronic transient was assumed to
result in an average core fuel temperature of 4800 K. The SIMMER-II analysis

is initiated at the end of the neutronic transient and before substantial core
material motion has occurred. Further details with regard to initial con-

ditions and modeling assumptions are provided in Appendix A.

The physical behavior predicted to occur in this problem is highly com-
plex and interactive. The SIMMER-II treatment is by necessity very complex.

A'n attempt is made below to describe the major events and phenomena that occur
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during the expansion. The SIMMER-II results are presented and compared with
2the SIMMER-I predictions.

The core state following the disassembly phase of the overall accident

sequence is one in which the central portion of the core is at high tempera-

ture and pressure relative to the peripheral regions. In this particular case

the initial pressure gradients are on the order of 25 MPa/m. As a result, the

early behavior of the postdisassembly expansion is associated with the rapid
redistribution of fuel within the active core region. Within 10 ms the

central part of the core has expanded sufficiently to compact the molten core
materials to the periphery. The result is a rapid decrease in the peak core

pressure as preferential expansion of the hottest two-phase fuel at the core

center occurs. As a result of the rapid movement of hot core material into

the colder core regions, the hot and cold fuel is calculated to be dynamically
mixed to some extent and, because of the SIMMER-II modeling limitations, is
assumed to thermally equilibrate instantaneously. This process has been

called self-mixing because it is self induced and involves the same material.
The degree of self-mixing and the rapidity of thermal equilibration on a

core-wide basis is uncertain although it is a real process. Its effect is to

transfer energy from the hot fuel to the cold fuel thereby further de-

creasing the pressure in the core. Another process that occurs in this early
time frame is liquid fuel to liquid steel heat transfer. This process is im-
portant in further reducing the core pressure. It tends to be amplified in

the early part of the expansion as a result of the breakup of the liquid fuel
through rapid flashing. The small particle-size, liquid fuel dispersion

increases both the area for heat transfer and the conductance of the individu-
al liquid fuel particles. The net effect of these three processes on the core
pressure is shown in Fig. 1. In the first 10 ms the core pressure drops from
about 27 MPa to 5 MPa. The pressure decay on a longer time scale is the re-
sult of continuing heat transfer to the steel in the core and the expansion of
the core material into the UAB and FGP regions.

The expansion of the molten core material into and through the upper
core structure is a complex process involving phase changes, heat transfer,
and momentum transfer. The resistance to the flow of a dense multiphase fluid
through the small flow channels of the UAB and FGP is very large. Conse-

quently, these regions strongly limit the rate at which the hot core materials
enter the sodium pool at the top of the subassembly region. As the molten

5
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fuel-steel mixture is injected into the UAB and FGP, rapid heat transfer oc-
curs between the molten mixture and the cladding. This results in the abla-
tion of the cladding which in turn adds relatively cold liquid steel to the

flowing mixture and enlarges the flow channels. The liquid fuel in the

flowing mix' re is cooled by heat transfer to the liquid steel with the result
that solid fuel particles are formed. The core material also interacts with
the thin sodium films that were assumed to remain on the pins in the UCS.

Sodium vapor is formed as the sodium is heated. The vapor flows rapidly to

the top of the FGP where it initially condenses. Fuel vapor 1s essentially

all condensed on the cold structures or on the cold liquid fuel droplets. By

about 20 ms the high void fraction flow of sodium vapor, liquid steel, and
solid particulate fuel issuing from the top cf the FGP begins to heat the
sodium in the transition region (TR) between the FGP and flow guide tubes or
upper internal structure regions.

At about 20 ms the movement of the sodium pool begins. The motion of

pool from this point on is controlled by the heating of the sodium in the TR.
The buildup of pressure in the TR is shown in Fig. 2. The heat transfer from
the core materials causes the sodium to generate a maximum pressure of about
1.5 MPa. From Fig. 2 it is seen that the TR pressure decreases very gradually
over the term of the expansion. By 100 ms the pressure gradient to drive ad-
ditional hot material from the core is essentially zero. The heat transfer
between the solid fuel particles and liquid sodium and between liquid steel
and sodium continues to occur over the remainder of the transient. The two-

dimensional character of the TR and the flow area changes that exist between
the subassemblies and the flow guide tubes cause residual sodium to remain in
the TR for a relatively long time. It is this sodium that continues to vapor-

ize and sustain the vapor pressure shown in Fig. 2.
The sodium vapor expansion zone progresses to the top of the UIS at

about 140 ms. From this point on the expansion becomes two-dimensional in the

sodium pool. Because the two-dimensional expansion creates volume rapidly, as

seen from Fig. 3 showing the cover gas vclume as a function of time, the vapor
velocities at the exit of the UIS become large (> 100 m/s). A large pressure

drop develops between the TR and the expanding bubble that tends to limit the
pressure in the bubble to a few tenths of a MPa. At the interf ace of the ex-
panding bubble the sodium vapor condenses on the colder liquid sodium thereby
producing a pressure gradient within the bubble. The net effect is tnat most

6
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of the expansion (from 140 ms to 260 ms) occurs at an effective driving
pressure of about 0.3 MPa. This average pressure produces a kinetic erergy of

3about 5 MJ as the expansion proceeds to about 18 m , the effective cover gas
volume.

The impact of '.he sodium pool with the reactor head occurs at about 260
ms and is defined as the time at which the minimum cover gas volume is
reached. The maximum kinetic energy in the system always occurs slightly
before this time. The surf ace of the sodium pool is peaked at the center
because of the jet-like flow from the UIS. Thus the impact process begins
before the cover gas space is filled. As a result the pool kinetic energy
begins to be converted to other forms of energy at this earlier time. The

system kinetic energy as a function of time is given in Fig. 4. The maximum

value is about 5 MJ.

The maximum kinetic energy calculated by SIMMER-II is higher by about
60% than the comparable SIMMER-I ealue. A variation of this magnitude is not
unexpected because the modeling differences between the two versions of the
code are substantial and the changes in the geometric model are sig-

nificant. The results of the sensitivity study discussed in the remainder of
this report illustrate the reasons for this difference.

The best-estimate calculation give us an indication of the types of
complex, interactive processes that occur in a postdisassembly expansion.
Many of these processes or phenomena are competing in terms of their impact on
the results. An example of this is associated with the interaction between
the hot core material and the above-core pin structure. Rapid heat transfer

from the molten material reduces its energy state and therefore its " work
potential" but the resulting destruction of the highly resistive pin bundle
permits more hot core material to escape to the sodium pool. It is necessary
there 're to gain an understanding of the uncertainties in these competir.g
phenomena as. treated by SIMMER-II and an understanding of the effects of these
uncertainties on the calculated results when they are combined in various
ways. In addition we need to know which if any of the phenomena and its
associated uncertainties play a dominant role in determining the system
kinetic energy. This then can provide guidance for further research efforts.
The remainder of this document is devoted to determining the impact of
uncertainties as they are currently seen for this particular LOF accident
sequence.

'
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III. SELECTION OF PHENOMEN0 LOGICAL UNCERTAINTIES

The question of predicting the magnitude of the energetics associated
with HCDAs in LMFBR is a very difficult one because it is highly dependent on
the accident sequence as well as uncertainties in the treatment of the

postdisassembly expansion phase. In analyzing the manner in which SIKiER-II
treats the expansion phase and analyzing the basic physics involved, we have
identified over 100 contributors to the uncertainty in tt' prediction of the
potential for system damage for a given reactivity ramp rtte. Thesc can be
separated into four categories.

First there are those contributors to the uncertainty that result from
the accident sequence. These are variations and/or uncertainties in the
initial conditions and boundary conditions for the postdisassembly expansion
phase. These may take the form of material distributions, blockage

configurations, disrupted structures, thermodynamic states of the materials,
etc.

The second category is associated with uncertainties in the mathe-
matical models used to describe the physics that believed to occur duringi-

the expansion. A particular model may be uncertain for various reasons.
First, it may not be representing the fundamental physical configuration
correctly. For example, treating a liquid film as liquid droplets in the
prediction of the momentum coupling between the liquid and gas fields would
clearly be misrepresenting the physics of the situation. Second, the model
may not treat all of the interactive characteristics correctly such as
dependencies of local conditions and/or the history of the situation. Again
the interfield momentum exchange is a good example. The model must attempt to
account for the local velocities, the volume fraction of vapor, the dispersion
or topology of the liquid and vapors, mixture characteristics of the gases and
liquids (and 5.olid particles), the constraining geometry of the flow field,
etc. Thus depending cn the degree to which these interactive characteristics
are modeled correctly, the overall uncertainty in a model can vary in time and
space. This is a very difficult type of uncertainty to deal with in terms of
its impact on predicted results. Third, a model may be correct in terms of

its physics and interactivity, but may simply be consistently too strong or
weak. In otherwoi ds it may have a built-in bias. The droplet breakup model

-

is a good example of this type of uncertainty. In gen ral a mechanical
stability criteria is used to determine a threshold size. This particula

'
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size is not necessarily a good representative size to use to represent the

actual distribution of sizes. Thus a bias is built into the model. In this

study the modeling uncertainties (asstmed to be all three types) are lumped
together and are applied as if they were of the third type. This is an

oversimplification but will provide a general indication of the influence of a

particular phenomena with an associated uncertainty.
The third category of uncertainties that contribute to uncertainty in

the predicted energetics is material properties. This is a large category

because in general three or four materials are involved in the expansion, each
of which may exist in differen; physical states. It is a difficult group to

deal with in the sense that their uncertainties have indirect and often subtle
effects on the expansion. Uncertainty in a simple property such as fuel

thermal conductivity can alter the course of the expansion dramatically and

perhaps the energetics level. High conductivity will tend to eliminate liquid

fuel from the mixture of material which interacts with the sodium above the
subassemblies in the best-estimate calculation. This leads to a different

behavior in the fuel / steel and sodium interaction phase of the expansion.
The fourth category includes known modeling deficiencies and miscel-

laneous items such as code operational controls. Some of the modeling de-
ficiencies include a complete flow regime treatment, a definitive inter-

facial mixing treatment, FCI fragmentation, homogeneous nucleation, and

radiation heat transfer.
To deal with all of these contributors in this initial study appeared to

be overly ambitious. Further it was desired to maintain a reasonable level of
physical interpretability. If the entire set of initial and iloundary
conditions were included, these would dominate the energetics variations and
would tend to mask the influence af other classes of contributors. We

concluded that it was appropriate in this study to concentrate on a single

accident sequence (severe LOF; completely voided core) ard thereby fix the
initial and boundary conditions. The material property "ncertaintier were

also eliminated from the study. This large category (48 properties and
as ociated uncertainties) would substantially increase the difficulties of

interpretation and their effects would tend to be masked by modeling

uncerta Nties. Because the saturation characteristics are important in

determining the driving pressures for the expansion and because their
uncertainties are large, this subclass of material properties was included.

10
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The main emphasis of the study then is on the effect of uncertainties in the
modeling of the physical processes involved in the expansion.

A total of 28 input parameters that control exchange rates of mass,
momentum, and energy and the vapor pressures of fuel, steel, and sodium in the
SIMMER-II code were salected for variation. It was determined that 1, be

physically consistent some input parameter values must depend on others (for
example, a constant multiplier for structure condensation rate depends on
surface area assumed for heat transfer based on flow regime character-
istics), and that actually 25 independent input parameters existed. The

remaining three could be determined knowing the other 25. These input
parameters, the rationale for their selection, and the estimated uncertain-

ties associated with each are described in Appendix B.

The parameter variations represent either direct multiplicative changes
in exchange rate correlations or multiplicative shifts in physical
characterizations (for example, characteristic size to represent the size
distribution from particle breakup). One exception is the variation of the

size of the mixing zone for hot core materials and sodium directly above the
subassembly region. This variation is accomplished by changing the
cP :ulational node size in the mixing region.

IV. SETUP 0F THE SIMMER-II CASES

The approach in the study was to perform 15 separate SIMMER rans. The

values of the 25 input parameters were simultaneously and independently varied
from one run to the next, according to the procedure described in Appendix C.
Because the selection of a particular input parameter value varied among the
15 runs in some random pattern (e.g. high in run 1, low in run 2, medium in
run 3, etc.), independent of the random patterns associated with the other
inputs, it was possible to create many different combinations of simultaneous
increases in some exchange rates and decreases in others. In this way

interaction among model uncertainties could be studied.

This approach of permitting all uncerta'n parameters to vary simul-
taneously provided considerably more information for the same number of runs
than the nonnal type of sensitivity study in which one variable at a time is
permitted to change. The random selection of the data sets causes the
expansion to occur under conditions in which mitigating effects dominate,
amplifying effects dominate, and various combinations in between exist. This

11
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approach also provides a basis from which mathematical statements can be made
with regard to the likelihood of having combinations of parameters that would
lead to energetics levels greater than those observci in the 15 cases.

V. ANALYSIS OF THE COMPUTED RESULTS

The system kinetic energies at the time the sodium pool begins to impact
the reactor head varies between 2.5 and 20 MJ for the 15 cases. The arithme-
tic average is 8 MJ and the standard deviation is 4 MJ. It is interesting

that the average value is different than the best-estimate result of 5 MJ.

This is to be expected, however, because all the uncertainty ranges are not
symetric around the baseline values for the imput parameters. Even though

the range of results is large, the maximum value of 20 MJ is substantially

below the kinetic energy for a consistent isentropic expansion which yields
2100 MJ. This study supports the conclusions from the earlier study that

the interactive transport processes cause a net mitigation of the c nergetics
for the sev :re LOF class of expansions even in the context of relatively large
uncertainties in the specific treatments of the phenomena involvd.

One of the important features of the procedure used in thit study is its

compatibility with statistical analysis. One important question to be ad-

dressed is the likelihood that combinations of the input parameters could

yield results greater than 20 MJ if additional calculations were performed.
This question is addressed in Appendix D. It is found that if 5% of all

ses would yield results greater than 20 MJ, then in the 15 casespossiblo a

randomly selected, we had a 50% chance of picking one of them. We know thut

we did r.ot pick one of these worse cases from the results; therefore, the

chance of getting one in a 16th case is only 5%. However, because we only had

a 50% chance of picking a worse case in the 15 selected, we can't attach any
confidence to our prediction for the additional case. If, however, 18% of all

possible cases could yield results greater than 20 MJ, we c:a :,ay with 95%
statistical confidence that we should have seen a worse case in the 15 that
were calculated. Because we did not obtain any results greater than 20 MJ, we
can say with high confidence that the chance of exceeding 20 MJ on an ad-
ditional run is not greater than 18%. Thus there is a trade-off between
probability and confidence level. The randomness inherent in the procedure

used to design this study does permit such a quantification of the meaningful-
nets of the body of results.

12
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In addition to ascertaining the overall effect of uncertainties in the

treatment of the expansion, it is important to determine which, if any, of the

phenomena and their associated uncertainties are responsible for the calcu-

lated range in system kinetic energy. A correlation method is used that tests
for monotonic association between a sequence of input parameter values and the
sequence of output values such as system kinetic energy at head impact. The

method and its application to this study are described in Appendix D. The

determination of the existence of a correlation is based on meeting a sta-

tistical criteria that assures to a high confidence level that the apparent

correlation is not of a random origin.
The analysis indicates that a strong correlation exists between the de-

pendence of the fuel vapor pressure on fuel temperature and the system kinetic
energy. No other statistically significant correlations with a single input

variation were found. Variations in the dependence of fuel vapor pressure on
temperature results in variations in the initial and transient core presaure.

This then is essentially the same as varying the disassembly energetics or the
reactivity insertion rate in the LOF accident sequence. The axistence of the
correlation with fuel vapor pressure is not surprising. It has been inde-

pendently determined that higher reactivity ramps lead ta increased kinetic

energy in the best-estimate type analysis.
Further analysis was performed on groupings of parameter variations

which were expected to have a common effect on the kinetic energy. Analysis
was also performed to determine if correlations exist in particular parts of
the fuel vapor pressure uncertainty range. This appears possible because the
time frame of the expansion is directly related to the kinetic energy and,

therefore, the fuel vapor pressure. These studies show a correlat:on between
the rate of heat loss from the molten fuel and the kinetic energy in the lower
part of the fuel vapor pressure range (longer expansion times). If the fuel

retains its energy both while in the core and while passing through the upper
core structure, it produces more system kinetic energy. This indicates that

these heat transfer processes are important primarily in the longer time do-
main as would be expected. In the short time domain (high fuel vapor pressure
range) a correlation appears to exist between phenomena causing large liquid
droplet sizes and the system kinetic energy. We believe this correlation to
be primarily related to momentum coupling between the liquid and vapor
fields. The kinetic energy is reduced as the fields are more tightly coupled.

13
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From the analysis of the results it is apparent that the selection of

uncertainty ranges tends to determine to some extent the dominant phenomena in
the expansion. As a result, the guidance that this analysis gives to both

code development and experimentol efforts wi~.1 tend to change as refinements
are made in the uncertainty ranges. It is interesting to note that the strong

vapor pressure uncertainty tends to be diminished when the uncertainty is em-
played consistently through the accident sequence (disassembly phase in ad-
dition to expansion phase). High fuel vapor pressure leads to earlier

neutronic shutdown in the disassembly phase and therefore reduced initial fuel
temperatures for the postdisassembly expansicn. The reduced temperatures when

combined with the assumed high fuel vapor pressure tends to produce initial
core pressures for the expansion that are relatively independent of the fuel

vaps pressure assumption. Then if this particular parameter were removed

from the study or its uncertainty range substantially reduced, the system

kinetic energy variation would be reduced considerably and other uncertainties
might dominate the spread in the results. However, the spread may be so small
as to be of little practical interest.

VI. PHYSICAL INTERPRETATION OF THE RESULTS

The general characteristics of the LOF pcstdisassembly expansion in this
voided core study do not appear to change greatly as a result of the rather

large variations imposed on the phenomena. The basic events described in the
best-estimate analysis are present in all cases but, of course, in varying

degrees. The core pressure transient is dependent both on the fuel vapor

pressure formulation and on the rate of liquid fuel to liquid steel heat

transfer in the core. The interaction of the hot core material with the upper

core structure is important in all cases although locally large changes in

momentum and thermal interactions exist from case to case. In some cases very

little liquid fuel exits from the bundles into the sodium pool (solid fuel

particles instead) while in other cases the liquid fuel completely traverses
the upper core structure. The expansion in all cases is dominated by the rate
of sodium vapor production.

The energetics level appears to be primarily dependent on the ability to
transport the hot core material into the sodium pool where it can contribute
to the rapid generation of sodium vapor. The sensitivity analysis discussed

in the preceeding section supports this position. The core pressure is of
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fundamental importance in this regard. Heat transfer from the liquid fuel to

the liquid steel modifies the core pressure and when coupled to the assumed
stratification behavior at heat transfer surfaces tends to control the heat
trcnsfer rate to the upper core structure (liquid steel to structure heat

tran;fer is much more effe:tive than liquid fuel to structure). Rapid heat
tran ;fer to the structure leads to rapid melting which in turn causes zero
momr.ntum steel to appear in the flowing stream, increases in the stream mean
density, increases in the N al hydraulic diameter, and freezing of the liquid
fuel into solid particles. The net result of the combination of large liquid
fuel to liquid steel heat transfer and stratified steel at the structure wall
is a reduced rate of fuel input to the sodium pool, reduced sodium vapor
generation, and reduced kinetic energy.

It is interesting to note that the specific characteristics of heat

transfer to the sodium, i.e., both the rate uncertainty and the mixing un-
certainty, do not lead to a consistent infisence on the system kinetic ener-
gy. This would suggest the possibility that over the expansion time interval
the ranges of mixing characteristic and local heat transfer rates are causing
the available fuel to exert essentially all of its potential influence on the
creation of sodium vapor. Then the real physical limitation is again the
quantity of fuel and steel injected into the sodium pool. This possibility

will be investigated in later work when more detailed processing of the calcu-
lated results is completed.

Further analysis is planned that will provide additional information on
the exact quantities of fuel and steel exiting the UCS, sodium vapor pro-
ducticn rates, overall structure melting rates, etc. This information will
aid the physical interpretation substantially.

The primary reason that the spread in system kinetic energy is low, es-
pecially when the fuel vapor pressure variation is minimited, is the inter-
action of multiple mitigating phenomena. The ranges of uncertainties on the
mitigators are sufficiently high ihat in general any one of them is capable of
providing a strong mitigating effect on the expansion by itself. With multi-
ple mitigators and a random selection procedure for assigning the strength of
mitigation to each, the overall mitigating level can only be low if all miti-
gations are simultaneously weak. The probability of this occurring is of
course much less than if a single mitigator is involved.
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One final area deserving discussion has to do with the consistency of

the various computed results such as variations in impulse to the head rela-

tive to variations in kinetic energy. The results are compiled in Table D-II

in Appendix D. We will consider only the maximum and minimum cases, i.e.,

c , and 12. The maximum and minimum kinetic energies differ by a factor
of 8. The impulse, maximum pressure at the reactor head, the maximum average
pressure on the head (maximum force) and time to impact all vary by about a
factor ''f 3. All of the latter quantities are related to i.he velocity of the

sodium pool. There should be a square root relationship beNeen kinetic ener-
gy and velocity in an ideal, uniform system. The observed reiationship ap-

pears to be quite close to the ideal. As a result of the calculated con-

sistency, we can be reat. .nably sure the fluid dynamics of the pool is being
analyzed appropriately.

VII. CONCLUSIONS

1. The system kinetic energy developed in a severe LOF, voided core post-
disassembly expansion appears to be at least factor of 5 Delow that for
an isentropic expansion even when large phenomenological uncertainties
are assumed.

2. The magnitude of the range in system kinetic anergy is dominated uy the
uncertainty in fuel vapor pressure for a particular fuel thermodynamic
state in these calculations that are uncoupled from the disassembly
calculations. Consistent treatment of this uncertainty through the com-
plete accident sequence would reduce the observed variation in postdis-
assembly expansion energetics by a large degree (perhaps to 2 to 8 MJ).

3. Because the system kinetic energy for severe LOF, voided core sequences
appears to be low and the real effect of modeling uncertainties is small
(from conclusion 2), a considerable degrec of uncertainty in tnis analy-
sis can be tolerated without changing the conclusions. Therefore, at-

tempts to better understand the effects of space / time dependencies of
phenomenological uncertainties and the effects of combining second level
uncertainties (all of those in the treatment of a given phenomena)
should be given low priority in terms of voided core postdisassembly
expansion.

4. The procedure used in this study provides a methodical assessment of the
interaction of uncertainties. The spread in restIts observed therefore
can be taken with higher confidence than obtained by varying one parame-
ter at a time.

1428 020
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5. The procedure provides . a basis for quantifying the confidence level in
the results obtained. It is estimated that there is a probability on
the order of only 10% that combination of uncertainties, as defined,
would lead to results larger than those observed.

6. The results obtained are dependent on the selection of uncertainty
ranges and on the validity of the SIMMER-II treatment in terms of code
framework and completeness. As such the spread in results will change
as the uncertainties and the code are refined.

7. Further work in the area of severe totally voided, LOF postdisassembly
expansion should be addressed to the question of potential oversights,
errors in code framework, and/or errors in designing this study which
could change the results in a major way because the margin for un-
certainty in this study is large (conclusion 3).

8. Experimental effort directed exclusively toward the area of LOF ex-
pansions should be directed at scoping the magnitude of the main miti-
gating and amplifying phenomena. This is different than performing ex-
periments to provide a detailed understanding and a rigorous modeling
basis. Major mitigating and amplifying phenomena are:

a. structural dynamics of the UCS an UIS,
b. fluid dynamics of multicomponent, two-phase flow in the UCS,
c. dynamic meltout of the UCS,
d. core pressure transient, (self-mixing, fuel-steel heat transfer,

fluid topology, fuel vapor pressure),
e. interactions of fuel and steel with sodium above the UCS, and
f. recriticality during and following the expansion.

9. A large scale integral experiment would be helpful in satisfying the
need outline in conclusion 7.d

10. Emphasis of future work should be on accident sequences involving some
sodium in the core at the initiation of the expansion. Because in-core
sodium will lead to high tore pressures and because high core pressure
tends to cominate the energeties (conclusion 2), the real threat to
primary system integrity appear to come from these types of accidents.

11. Experimental and modeling efforts should be continued on a more funda-
mental basis than is required exclusively for the LOF expansion in order
to build a general confidence in the predictive capability of SIMMER-II
for other accident types and regimes.

1428 021
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APPENDIX A

BASIS FOR THE BEST-ESTIMATE ANALYSIS

The basis for the best-estimate analysis and the sensitivity study was

selected to correspond to a particular accident sequence; namely a severe LOF
in CRBR. The geometric modeling is consistent with CRBR and the initial con-
ditions are consistent with the selected accident. This basis is assentially

2the same as that used in previous SIMMER-I analyses of postdisassembly ex-
Dansion and does therefore provide a continuity between them.

A. Geometric Model

The geometric model shown in Fig. A-1. is based on the CRBR. The model

encompasses the entire reactor vessel except for the lower flow module and
inlet plenum regions. These regions are ignored because the LOF sequence is
assumed to have completely blocked the lower axial blanket and shield
regions. Hence the lower portion of the vessel is fluid dynamically isolated
from the expansion. The radial region beyond the active core is also assumed
to be fluid dynamically insignificant with regard to the expansion and is
therefore modeled as a solid steel region. The upper core structure (UCS) and

upper internal structure (UIS) are modeled as initially intact. The upper

axial blanket (UAB) and the fission gas plenum (FGP) regions are initially 97%

voided. The sodium level is assumed to be between the FGP and the transition
region (TR). The flow guide tubes in the UIS are modeled as annular channels
with a 50% volume fraction set aside a nonparticipating sodium (represent the
sodium t.etween the flow guide tubes). The initial heat transfer areas and
hydraulic diameters in the UCS and VIS are based on CRBR design data. The

3cover gas region is set at about 18 m such that this value plus the void in
the core, UAB and FGP would total the nominal CRER cover gas volume of 21

3m. All structures in this model are treated as rigid members by

SIMMER-II. They participate only as heat and momentum sinks and as sources
and sinks for liquid materials.

The R-Z numerical model is shown in Fig. A-2. The variable noding

feature of SIMMER-II is used to provide better spatial resolution in the
regions of greatest activity. The noding in the core is increased from 18 in

2the SIMMER-I analyses to 120. This is intended to refine the very rapid

fluid dynamic behavior in this region and to minimize the numerical "self-
mixing" process that was discovered in SIMMER-I. The nodes in the UAB and

18
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Fig. A-1.
Nominal geometric model postdisassembly energetic analysis.

some in the FGP are made smaller to better define the interactions with these
structures. The noding in the TR is also refined as a result of separate ef-

9fects calculations which showed a dependency of energy transfer between
molten core materials and sodium with axial node size. The node size in the
TR in effect controls the axial extent of the mixing zone for interaction be-
tween core material and sodium. If the zone is small, a small amount of sodi-

um is heated to a high temperature but its work potential is limited. In ad-
dition the momentary high sodium vapor pressure tends to limit further inter-
action. The opposite is true if the nodes are larger. In the nominal or
best-estimate calculation, the node size of about 9 cm is selected based on

9expected particle and liquid droplet penetration depths into a liquid sodi-

um interface.
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Fig. A-2.
Variable node structure for the LOF postdisassembly expansion.

B. Initial Conditions

The initial conditions for this study are identical to those assumed for

the SIMMER-I calculations.2 The core is assraued to have undergone a severe
LOF transient that causes nearly complete voiding of the cere, UAB and FGP. It
is assumed that substantial clad draining occurs prior to the severe neutronic
transient. Therefore the clad steel is not included in the core as a heat
sink. The can walls are sssumed to be at the liquidus and to be uniformly

distributed throughout the active core. The neutronic transient is assumed to

20
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have brought about an average fuel temperature of 4800 K in tne core and to

have terminated with minor material displacement. The reactivity insertion

rate that produced these conditions was in the range of 50 to 75 $/s.10
The initial fuel temperature distribution is peaked at the center of the

core as a result of the core power distribution. The maximum temperature is

6020 K while the minimum temperature is 3968 K. The complete initial fuel

temperature distribution is shown in Table A-I. The large fuel temperature
difference from maximum to minimum produces large initial pressure gradients
in the core. The peak pressure at the core center is 26.8 MPa and the minimum
pressure at the extreme outer corners of the core is 0.3 MPa. Local saturated
equilibrium is assumed between the fuel liquid and vapor at the beginning of
the expansion.

Temperatures of the UCS and UIS are assumed to be 1200 K and 1000 K re-

spectively. The fuel temperature in the UAB is taken as 2500 K and the liquid
sodium temperature in the TR, UIS, and sodium pool as 1200 K. The initial

pressure in all regions except the core is 0.15 MPa.
The cover gas region is modeled with sodium vapor at an initial pressure

of 0.15 MPa. In order to maximize the development of systems kinetic energy
during the expansion and to avoid the uncertainty associated with the failure
of reactor head seals or the potential f ailure of plugs, it was assumed that
the cover gas does not pressurize as the pool rises. Using sodium vapor in
this region provides this feature because it condenses as it is compressed and
'?rs to provide an essentially constant pressure above the sodium pool.

Fission gas in the core region is not included explicitly in the calcu-
lation. Its effect as a pressure source is not expected to be of major im-
portance because its partial pressure in a released state would be relatively
small compared to the pressure levels generated by the fuel and sodium. The

major effect of fission gas is more subtle in nature. For example, its

presence as a noncondensible gas will subtantially effect the rates d conden-
sation. It may act in a complex way to alter the mixing of core material with
sodium above the UCS. It may lead to secondary neutronic transients in the

core region because of enhanced radial sloshing. The condensation effect has
llbeen considered in separate effects calculation and an attempt to include

it is made in this calculation by reducing condensation rates on structure by
a factor of 10. The investigation of the other effects of fission gas is
being assigned to subsequent analyses. r
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TABLE A-I

INITTAL FUEL TEMPERATURE DISTRIBUTION (K)

) 4829 4821 4792 4734 4662 4561 4454 4301 4228 4360 4188 3968

5447 5436 5397 5320 5223 5088 4944 4740 4643 4819 4589 4294

5753 5740 5696 5609 5500 5348 5187 4956 4848 5045 4787 4456

5934 5920 5873 5781 5664 5503 5331 5086 4970 5180 4905 4552

6020 6005 5958 5862 5743 5576 5400 5147 5027 5244 4961 4597

6020 6005 5958 5862 5743 5576 5400 5747 5027 5244 4961 4597

5934 5920 5873 5781 5664 5503 5331 5086 4970 5180 4905 4552

5753 5740 5696 5609 5500 5348 5187 4956 4848 5045 4787 4456

5447 5436 5397 5320 5223 5088 4944 4740 4643 4819 4589 4294

4829 4821 4792 4734 4662 4561 4454 4301 4228 4360 4188 3968
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APPENDIX B

CHARACTERIZATION 0F UNCERTAINTIES

IN EXCHANGE RATE MODELS

SIMMER-II tracks the mass, momentum, and energy, of the LMFBR materials
participating in the expansion. It also calculates the amounts of each ma-
terial in each of the solid, ligeid, and vapor phases. The SIMMER-II exchange

models determine the exchange rates of (1) mass, through vaporization, conden-
sation, freezing and melting; (2) momentum, through interfield drag and mass
transfer; and (3) energy, through conduction and convection heat transfer and
through mass transfer. The rates are calculated from mathematical models and
correlations which contain various assumptions.

If uncertainties exist in the modeling of exchange processes in
SIMMER-II, they are reflected in the calculation of the exchange rates. For
example, if the assumed dispersed flow model is used in SIMMER-II when an
annular flow model should actually be used, liquid-to-structure heat transfer
rates will be underestimated in the code.

Modification of SIMMER-II can be costly, both in terms of making code
changes and increasing the running time of the code. Ccmplete experimental

verification of the code in all its aspects is also a large and costly under-
taking. It is therefore advisable to assess the impact of possible modeling
uncertainties and the phenomena in general in a simple manner, if possible,
before investing resources in code improvement *and specific verification ex-
periments. The approach used in this study to assess the impact of possible
uncertainties in exchange ratos is to adjust the rates within SIMMER by multi-
plicative constants to simulate the modeling uncertainties.

The particular models studied include (1) two-phase flow regime, (2)
particle size determination, (9) saturation characteristics of LMFBR materials
and (3) liquid-liquid heat transfer (4) fluid-structure heat transfer, (5)
condensation on structure, (6) interfield drag, (7) characterization of parti-
cle size distributions, and (8) characterization of above core mixing. The

specific phenomena addressed are shown in the first columns of Table B-I. The

rationale for limiting this study to modeling uncertainties and saturation
characteristics is discussed in Sec. III. This list of 27 phenomena does not
include all the phenomena modeled in SIMMER-II. Some have been deleted from

this study because they were found to be unimportant in this type (severe LOF)

1A28 027
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TABLE B-I
VARIABLES IN THE POSTDISASSEMBLY ENERGETICS SENSITIVITY S70DY

Type of
itururumm SDMJt-II variation f&ninal Value Unmrtainty Ranp= Distrihitim Iw arks

1. Cmeral flod regime character 'lhrotr$ other pararneters 1 0.1 s x s 10 loga-itNnic x1 stal) is dis-
3

gerwxi regize

2. Haltictrinet stratificatim 'Ihrtujh other parareters 0.5 0sx s1 I.Lnear x2 snull irsti-
effect 7

cates licpid fuel
at walla

3. list transfer fra liquid Pl.ltiplying constant in yg = 0.073 - - y1 = 0.023 xg (1-x )2fuel to structure the liquid fuel cmwrtive
twut transfer correlatim

4. Ilan taansfer fr m liquid Miltiplying c&stant in the y7 ' J. 7 - - y; = 0.025 m xg2
stal to structure licpid stml asmetive tmt

transfer correlation
,

5. Heat transfer fra liquid H11tiplyirvj cxmstant in the y) = 0.025 0.5 s x s2 tajarittnic Y3 * 0.025 x3 3soli.sn to s*ruct.Are codatan-to .tml custmctive
imt transter mrielat.im

6. Ikut tr,vtsfer frm varor M11tiplying constant in the y4 0.023 0.33 s x 53 f >jarithnic y4 = 0.023 x44mixture, to strmture vap,r-to-stavl convnettve
heat transfer corplation

7. Strmture condmsatica rate Fractim of stnrture ama y5 = 0.1 - - y5 = 0. W - a A O)gavailable for cxviensation

8. thut transfer ' w- vanr M11tiplyiq ctmstant in the y6 = 0.37 0.33 s x 13 l"#'i *' ''i# Y6 = 0.37 x55mLxtare arri liquid droplets liqu bi-tieva >r tmt
transfer correlatim

9. Ikut transfer letuwm H11tiplying cwf ficimt on y7 = 0.2 0.2 s x s5 taprithnic y7 = 0.2 x6 6119 tid fuel arut liquid stal the liquid fuel-to-liquid
steel tuut transfer

10. Heat transfer letmm liquid titltiplying coefficient m yg 7
= 100 0.1 s x s5 '.with'ti y8 " # *7

fuel arti liquid sexlitan tre liquid fuel-to-liquid
st>1itsu stml heat transfer

11. Iht transfer Wen liquid H11tiplying coefficient m y) = 1 J.1 s x, s 5 Iopridrtic y, = x8
-

4 stel ani liquid salium the lhpid stel-tmlhpid
stxiitsu stml htut s; ansferN

Q 12. Fht trarM r tetwvn liquid H11tiplytn; (xrfficimt on yl0 " * 1 "9 1 Y10 * "9acr11tsu and solid finel the liquid sixistseto-solte
part.icles fta?1 particle luut transfer
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TABLE B-I (cont)
Tyte of

Itmruymm SIMMIR-II Variation Muinal Vahr Uruve' ainty Ruvy= Distr *1matinn Ikmrks
_

13. Itut transMr tetwen liquid H11tiplyiry cu f ficient dn ygg = 1 0.2 s x10s 5 loprithnic ygg = x10axlita ani .%11d stal tie liquid suiite-to-solid
particles stal f aut tresfer

14. Fluid frictim tetwm liquid M11taplyiry cxnstant in the y.2 = 0.08 0.33 s x 13 lopritime y 2 = 0.08 xgggg 1an! structure li. quid f rictim factor cor-

relataan ant irgut mininn y13 = 0.008 0.~ 5 s 2 s 1.25 .'zaJrithnic y = 0.008 x12 13 12
irictim fattar

15. Fluid f rictim tetww-n valor Hiltiplytry constant in the y4 = 0.08 0.33 s x s3 InijaritJme y34 = 0.08 xg g3 ygmixture an! structure vatur f riction factor cor-
relatim an! inpit mininn y15 = 0.008 - y15 = 0.008 x12
friction factor

16. hoitase flow effect cn ho-pase pressure drcy yg - y16 = 0.444 xy+= 0.5
fluid frictim field w iqhting factor

0.056 if xg<1
y = 0.5 + In x

16 g

if x 21g

17. Drag tetwwm licpid aru* Drag cxef ficient an1 ex- y 7 = 0.5 0.5 s x s2 loprithnic y 7 = 0.5 xg4g g4 gwor lorunt cn the vapor voltre
fraction yl8 = 3.5 0sx15 ' Yl8 * *15

IF . Fluid dynamic droplet Critical Wtter rasntrr y = 22 0.2 s x16s2 lopritinac ygg = 22 x16I m kup gg

19. Liquid-liquid hmt transfer Mixinn liquid drcplet y20 = 0.001 0.5 s xg7 s 2 towitime y20 = 0.001 xg7in sityle-puse liyttid r.x11us
reijims

20. Liquid coalescence Coalescorre coefficient yyg gg=1 0.1 s x s 10 toprittnic yyg gg=x
-

21. Liquid drcplet size distri- H21tiplyin; constant on the y22 = 1 0.5 s x s2 Ioprittnic y22 " *19p
tutim represertatim internally calculatal g9

N droplet size

03
22. Solid fel particle size Direct input y 3 = 0.0001 0.5 s x s2 lagitime ry3 = 0.0001 x20y 20distritutim rq>rmentation

0
23. Solid stnel particle size Direct inpit y 4 = 0.001 0.5 xyg $ 2 !agWe y 4 = 0.001 xyg2distrilution regresertation y

d
24. Fluid mixiry in tie transi- rhie size in the transi- yy3 = 0.087 0.0508 1 x s 0.3048 Lirear y 5 " "22tion region tion reytcn 22 2
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TABLE B-I (cont)

Tyre of
Ftm nim SLWR-II Variation ?&ninal Valte thrertainty Rarwy= Distrilutirm Brmrks

25. Vapor pressure of fuel mitiplyirvj ctmstant in y26 = 1.44 (101I) 0.5 s x s4 tojaridnic y26 " I* II0 I"2323tM fuel vapr pressure
cxrrelaticm

26. Vapr pressure of stml HAltiplyin; cmstart in yyy = 1.34 (10 I) 0.5 s x s4 m c yyy 24
I= 1.34(10 lx24ue st.nel v4ur

pressure corTelatics

27. Vap>r pressure of scxlium Miltiplytry constant in y28 . 6(10 1 0.9 s x25 ' I * I Y28 = 3. 6(10 lu $
=

y
tM m22nn vqor
pressure correlatum
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of postdisassembly expansion. Heat transfer between solid fuel and solid
steel particles is an example. In the best-estimate analysis these solid
particles did not coexist to any significant extent and could not have a major
influence regardless of the uncertainty in the heat transfer rate between
them. The list in Table B-I represents the phenomena which have been
delineated from the best-estimate analysis as having a major or potentially
major impact on the course of the expansiuc.

The vehicles in SIMMER-II that are used to carry the phenomenological
uncertainties into the interactive analysis are shown in the second column in
Table B-I. Several of the entries require some explanation. Phenomena 1 and

2, flow regime character and multicomponent preference, do not directly enter
the calculation but instead modify the uncertainties in other phenomena such
as liquid fuel and steel heat transfer to the upper core structure (UCS).
Liquid sodium heat transfer to structure is not included as a vehicle for flow
regime and multicomponent uncertainties because in this study very little
energy flows through this path (UCS initially voided and heat transfer area in
the upper internal structure (UIS) is small). The flow regime uncertainty
also influences the structure surface area exposed for condensation and direct

vapor heat transfer to the surf ace and influences the two-phase pressure drop
partition between the liquid and vapor fields. A direct coupling between the
flow regime uncertainty and the momentum coupling between the liquid and vapor
fields was not made. It was not clear how to construct a simplistic coupling
in a rod bundle geometry where wavelet / film flow may have as large an
interfield coupling as dispersed, liquid droplet flow with small droplets.

We turn now to the approach used to establish the range of uncertain-
ties for each phenomenon and the interpretation of the physical uncertain-
ties into SIMMER-II uncertainties. The physical uncertainties were es-
tablished by first listing all aspects of a given phenomenon (exchange
process), as it is expected to occur in this application, which may con-
tribute to the uncertainty. These may be transient effects, geometric ef-
fects, flow topology effects, distribution effects, material property un-
certaint.es, multicomponent effects, interference effects such as heat

transfer to a surf ace that is melting, empirical correlation uncertainty,
radiation effects, droplet-droplet interaction characteristics, etc. After
identifying these contributors for each phenomenon, an attempt was made to

"'
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determine limiting contributors thus providing a basis for establishing the
uncertai nty ranges without analyzing each contributor in detail. The nu-
merical values assigned to the ranges depend on the SIMMER-?I vehicle for
incorporating each variation. In most cases the phenomenological un-

certainty is applied as a multiplicative f actor on the SIMMER-II model for

that phenomenon. For example, heat transfer from liquid fuel to solid

cledding is controlled by both the convective heat transfer coefficient for

the fuel and the internal resistance of the cladding. If the overall thermal
resistance is dominated on the average by the liquid fuel, the overall

uncertainty in this phenomena can be incorporated into SIMMER-II as a

variation or uncertainty in the liquid fuel heat transfer coefficient alone.

Considerable care must be used in generating the SIMMER-II variation to assure
that the true desired influence on the phenomena of interest is being effected.

This important aspect of assigning uncertainty ranges has to do with
averaging uncertainties in time and space. Consider for example the influ-

ence of fuel crust formation at a surf ace on the heat transfer from liquid

fuel to that surface. The heat transfer rate is greatly affected by the

stability of the crust, i.e., whether it remains in place. There is con-
siderable uncertainty related to the stability of crusts of this type in a

postdisassembly expansion environment and therefore considerable uncertainty
in the associated heat transfer phenomenon. If crust formation is expected to

occur over a time interval that represents only a fraction of the time over

which this phenomenon occurs or crust formation occurs in only a small region
relative to the region in which the phenomenon occurs, the uncertainty in the
phenomenon on the average is much less than the local or temporal

uncertainty. The modification of the local uncertanties to represent average

uncertainties is accomplished primarily by informed judgment. This is another

way in which a thorough understanding of the best-estimate analysis is helpful
in designing a study of this type.

In the remaining portion of this Appendix each phenomenon will be
considered in detail in terms of defining the associated uncertainties. A

sumary of the ranges is given in the fourth column of Table B-I. The

baseline or best-estimate value of the SIMMER-II input parameters carrying the
variations is given in the third column. Finally the manner in which the
uncertainties are applied in relation to the baseline values is shown in the
last column of Table B-I.
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A. Liquid to Structure Heat Transfer

We will consider first the heat transfer between liquid fuel and

structure and liquid steel and structure. The LOF postdisassembly expansion
the steel structure in the core region is as:umed to be at its melting point
and the fuel is completely molten. The upper axial blanket (UAB) and fission
gas plenum (FGP) regions are initially voided of sodium but are assumed to
have intact pins and subassembly can walls. Because the structure surf ace
area in those above core regions is large, because the hot core materials are
forced through these regions thereby permitting the heat transfer phenomena to
occur, because the melting of the pin structure changes the throttling charac-
teristics of these regions, and because the characteristics of the liquid ma-
terial exiting the subassemblies and interacting with the sodium may strongly
arfect the energetics, the uncertainties in these two phenomena (3 and 4 in
Table B-I) are believed to be important and to be effective primarily in the
local region of the upper core structure (UCS), i.e., the UAB and FGP regions.

Figure B-1 gives a visualization of the environment in which these phe-
nomena are occurring. A two-phase, two component fluid ficws past the

surf aces in a transient manner. The distribution of material along the flow
path is nonuniform aad transient as shown schematically in this Fig. Heat is
transferred to the wall where melting may be occurring and crusts may be
forming, all in a transient manner. As materials melt and/or freeze the flow
channel dimensions change. This is a very complex environment and is even
more so when the other concurrent phenomena such as internal pin heat trans-
fer, condensation, fission gas release, et ., are included.

In Table B-II we list the aspects of these heat transfer modes that
introduce uncertainties with regard to the SIMMER-II representation.4 A
problem arrives in dealing with a number of contributors such as these in
Table B-II. That problem is associated with the degree of independence of the
contributors. We have elected in this study to set the bounding uncertainties
from the bounding contributor and to assume that all combinations of contribu-
tor are, on the average, within these bounds. Going beyond this level of de-
tail is in the same class as tracking temporal and spatial variations in the
uncertainties, both of which are not addressed in this study.

The lower bound on the uncertainty is controlled by the multicomponent
stratification. Complete stratification in the limit of a single-phase liquid
flow would drive the direct heat transfer between the liquid in the core of

29

1A2B 033



Cladding
P

g Fuel Crust

h]
! IS $I

[A j t O O 3i I

@ g 9 C''

I g|

I i
e# 3 :,

tpa c :
g t: :

I5 ?r .\o

g :- : : rp a u
: -

- vo : :u

g E L $
0 ~

, t o i :, :- - - co o ;: :J FCP'I
3o

" O v :\ p

\ 5 Q

f 1 C)I

- h ()o- v
r ~ ~ ~

Q\
\ 3

\ Y
\ t 1AB

\ i. jg 0
M l 01~~~ bcW'N

Volume Fraction

Clad Complex, Multicomponent, Two-Phase,
Malting High Temperature Flow

Fig. B-1.
Visualization of the environment for liquid fuel and liquid steel

heat transfer to structure.

the stream and the wall to zero. Because the stratification could be in
either order, i.e., liquid fuel at the wall or liquid steel at the wall, both

heat transfer phenomena have a zero lower limit. A stratification parameter

was defined (x in Table B-I) such that as it varied from 0 to 1 the strati-2
fication or preferential association of liquid with the wall would vary from
liquid fuel only to liquid steel only.

We believe the upper bound on these two heat transfer phenomena is con-

trolled by the flow regime characterization. SIMMER-II does not attempt to

track a classical flow regime characterization of the flow. It treats only a

dispersed flow topology with various modifications to approach the bubbly flow
(low vapor volume fraction) limit. In this complex and transient environment

the true fluid topology is highly speculative. In order to provide a system-

atic variation in the flew topology and therefore the phenomena which depend
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TABLE B-II

CONTRIBUTORS TO UNCERTAINTIES IN LIQUID FUEL AND

LIQUID STEEL HEAT TRANSFER TO STRUCTURE

Contributors Remarks

1. Transient Flow Effect may be similar to entrance
region of a channel.

2. Flow Regime Tends to determine the degree of liquid
contact with the surface.

3. Multicomponent Flow May lead to stratification.

4. Transient Heat Transfer The lumped node formulation of
SIMMER-II will be in error under rapid
transients and thick walls.

5. Empirical correlations for May not be applicable for the materials
convective heat transfer under these conditions.
coefficient.

6. Simultaneous Surface Melting Tends to alter the thermal resistance
in the melting body and may generate a
stratified layer of melt. May alter
the effective heat transfer coefficient
in the stream.

7. Material Properties Mainly, concern is with fuel thermal
conductivity.

8. F?1 Crust Stability Tends to be localized near top of FGP
where fuel begins to freeze in bulk.
May occur locally (boundary layer) over
entire region.

9. Radiation Not included explicitly in SIMMER-II,

on it, a simple procedure ir employed which causes the liquid or vapor prefer-
ence for contact with the wall to vary. This is a generic way to span the

flow topology from fully dispersed (vapor continuous with little liquid
contact with the walls) to film annular (no vapor in contact with the wall).
This procedure would not be physically appropriate for low vapor volume

fraction flows unless vapor blanketing were a real possibility. This is not a

problem in this study because the flow in the UCS is on the average charac-
terized by a relatively high vapor volume fraction.
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To set the numerical magnitudes of the parameter for flow topology (flow
regime), we must remember that the SIMMER-II model applies a liquid volume
fraction weighting f actor to the liquid-structure heat transfer. The simple

physical interpretation is that the phenomenon will be stronger (higher heat
transfer rate per unit surf ace area) if more material is in the channel be-

cause of a higher likelihood of liauid-surf ace contact. A typical average
flow of material in the UCS for the best-estimate analysis is about 10 volume
percent liquid and 90 volume percent vapor. Hence SIMMER-II would calculate a
heat transfer rate based on a liquid-structure contact area of 10% of the

actual structure area. In order to force SIMMER-II to calculate the heat
transfer as if full liquid-structure contact existed (film flow), the chermal
resistance would have to be decreased by a factor of 10 or in this case the
heat transfer coefficients for liquid fuel and steel would be increased by a
factor of 10. An equivalent 1% contact would be achieved (fully dispersed) if
the input heat transfer coefficients are reduced by a factor of 10. The range
for the flow regime parameter (x in Table B-I) was taken as 0.1 to 101

thereby spanning the topology range for the average flow conditions.
The input heat transfer coefficients for liquid fuel and steel are

calculated as shown in the fif th column of Table B-I. The input parameters

yy y2 are functions of both the alticomponent parameter,and x, and
2

the topology parameter x. As can be seen from the expressions, largei
values of x favor liquid-structure heat transfer.y

The uncertainty range for liquid sodium to structure heat transfer in

this study is not nearly as wide as for fLel and steel. The phenomena occurs

primarily in the upper internal structure (UIS) which has a small surface area
and is expected to nave a rather small effect on the expansion. The heat
transfer occurs primarily as the expansion bubble interf ace passes through the
UIS. From that point on the fla should be dispersed as a result of the high
vapor velocities (> 100 m/s). Because this phenomenon occurs in a much less

complex environment and is of lesser importance, an uncertainty range of 0.5
to 2 times the best-estimate representation was assumed.
B. Vapor to Structure Heat Transfer

The uncertainty range for heat transfer between vapor and structure was
established in the same way as for the lio. ids. The items listed in Table

B-II generally apply except for the addition of a contributor associated with

simultaneous condensation. This heat transfer process is calculated as a part
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of the structure condensation model. It is through the condensation model
that the flow regime effect enters this heat transfer mode (item 7 in Table
B-I). We estimate that the uncertainty in the empirical correlation for the

heat transfer coefficient dominates the range. This results primarily from

the uncertainty in vapor mixture properties. A range of 0.33 to 3 times the

best-estimate representation was selected.
C. Condensation on Structure

The structure area available for structure condensation (item 7 in Table
B-I) is strongly flow regime dependent. To provide a consistent influence of

flow topology, the variations in this area should be directly related to the
flow regime parameter discussed above. The simple formulation given in Table
B-I provides the desired coupling. The baseline value of 0.1 is used to

weeken structure condensation as predicted by SIMMER-II (heat transfer con-
trolled only) in order to represent the effects of noncondensible gases and
mul ticomponent vapors. Other contributors to the uncertainty in structure

condensation are believed to be within the limits established by flow regime
considerations.
D. Vapor to Liquid Heat Transfer

The vapor-liquid heat transfer phenomena has a number of contributors to
its uncertainty as shown in Table B-III. There does not appear to be obvious
bounding contributors in this list. The droplet size distribution effect

(single size used in SIMMER-II) could be large but because it will be varied
directly (items 21 through 23 in Table B-I) it is removed fram further con-
sideration here. The heat transfer correlation can be uncertain as it is ap-

plied to situations with various vapor volume fractions. The baseline repre-
sentation uses a singla particle in a free stream as a basis. Correlations
for particle beds may increase the heat transfer coefficient by on the order

of a factor of 3. The flow topology is again important. The region in which
this mode of heat transfer is strong is in the UCS where the t?mperature

differences are large. As discussed above the flow topology in this region
can be visualized as film or dispersed in S extremes. For the average flow
conditions of 10% liquid in the channel and droplet radii of about 0.001 m the

liquid surface area per unit volume of UCS in the dispersed lim't is Ibf
2 3

m /m . If all the liquid is as a film on the structures, the liquid
2 3surface area is on the order of 400 m /m . Hence a factor of three un-

certainty due to ' low regime or topology is not unreasonable. The overall
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TABLE B-III

CONTRIBUTORS TO THE UNCERTAINTY IN THE VAPOR

TO LIQUID HEAT TRANSFER

Contribu Remarks2

1. Empir,cai Jorrelation Depend on vapor mixture properties and
degree of droplet-droplet interference.

2. Simuls_necus Phase Change Vaporization and condensation changes
boundary layer gradients and concen-
trations in the .'apor mixture.

3. Droplet Size Distribution SIMMER-II uses one size to characterize
the distribution.

4. Transient Heat Transfer SIMMER-II is quasistatic.

5. Materi31 Properties High temperature vapors.

6. Radiation Not included in SIMMER-II.

7. Transient Flow Developing boundary layer effects.

8. Flc,w Regime Changes interfacial area, relative veloci-
ty, and correlation validity.

range was taken as 0.33 to 3 times the baseline representation. Note that
the variation is being incorporated through the vapor heat transfer

correl ation. This will in f act cause the entire phenomenon to vary because
it controls the magnitude of the overall thermal resistance.
E. Liquid to Liquid and Liquid to Particle Heat Transfer

The droplet-droplet and droplet-particle heat transfer phenomena are
all similar in tenns of the uncertainties involved. We will therefore

discuss them as a group (items 9 through 13 in Table B-I). The various
contributors to the uncertainty ranges are listed in Table B-IV. Again the
droplet and particle size distribution effects are treated as separate

parameters. The primary candidates for bounding the ranges are believed to
be the transient heat transfer effect, flow regime effect, and contact

times. Because contact times are expected to be less than a millisecond it

is expected that the quasistatic, lumped node heat transfer representation
used in SIMMER-II may underestimate the heat transferred per contact by on

the order of a factor of 5. On the other hand the time of contact is
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TABLE B-IV

CONTRIBUTORS TO THE UNCERTAINTY IN LIQUID-LIQUID

LIQUID-PARTICLE HEAT TRANSFER

Contributors Remarks

1. Droplet and particle size SIMMER-II used one size to characterize
distributions. the distribution.

2. Flow Regime Film flow forces direct contact.

3. Miscibility of Liquid Model assumes that liquids are completely
separate.

4. Transient Heat Transfer Contact times are short.

5. Contact Area Depends on deformation of droplets during
impact.

6. Contact Time Complex function of impact mechanics and
initial relative velocities.

7. Vaporization at Contact In general this occurs only when sodium is
present.

8. Radiation Not included in SIMMER-II.

9. Material Properties Mainly fuel conductivity.

10. Freezing at Contact Point

probably overestimated in the SIMMER-II model and could e&sily cause a
reduction in the heat transfer per contact by on the order a factor of 5.
This is a case where there is some physical rationale for two contributors to
be coupled. The flow regime effect can cause considerable uncertainty in
these direct contact heat transfer modes. If all the liquid is constrained to

a film, there is forced contact between the materials just as there would be
in low vapor volume fraction flow. The flow regime effect is primarily
important in the UCS where the liquid fuel-liquid steel mode is dominate. We

estimate that on the average the uncertainty in these phenomena is on the
order of 0.2 to 5 times the baseline representation. Special cases occurs for
the liquid fuel-sodium and liquid steel-sodium phenomena. If the temperatures
are sufficiently high, it may be possible to generate vapor blanketing which
would further retard the heat transferred per contact. In these two phenomena

the lower limit of the uncertainty ranges was further reduced to 0.1.
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The baseline value used for item 10 in Table B-I is 100 instead of 1.
This value causes the liquid fuel to sodits heat transfer rate to be charac-

teristic of one involving fuel particles of radii equal to .0001 m when

SIMMER-II calculates fuel droplets of 0.001 m in radius. Thus we are at-

tempting to force the heat transfer rate to reflect fuel fragmentat' .

F. Fluid to Structure Momentum Cc1pling

The contributor to the uncertainty range for the momentum coupling be-
tween liquids and structures are listed in Table B-V. We are considering at
this point the situation where liquid alone is flowing in the channel. The

two-phase effects are addressed below. Again this process is primarily im-

portant in the UCS where the multicomponent flow is made up of liquid fuel,
liquid steel and solid fuel particles. We believe that the bounding contribu-
tor is the transient flow effect which we estimate to be represented by a

range of friction f actors equal to 0.33 to 3 times the classical friction

factor.

The contributors to the uncertainty range for the momentum coupling be-
tween single phase vapor and structure are also given by Table B-V. The tran-
sient flow effect is believed to dominate the uncertainty range for this coup-
ling also and the limits are set at 0.33 and 3 as above.

In both of these latter two phenomena the roughness effect nas been

treated separately because it sets a lower bound on the magnitude of the

friction factor. in the high Reynolds number range. This bound is also un-
certain to some degree because of changes in surface conditions when melting
occurs and because of transient hydraulic diameter effects. We believe that
realistically the uncertainty range is from 0.24 to 1.25 times the baseline
value of 0.008. The biasing in the smaller direction reflects the assumed
surf ace smoothing as surf ace melting occurs.

G. Two-Phase Flow Effects on Fluid to Structure Momentum Coupling

The norTnal treatment of the fluid-structure interaction i ri two-phase

flows is to relate the two-phase prc.,sure drop to that which would exist if
one or other of the phases alone were flowing in the channel. This approach

is used in SIMMER-II but an additional piece of information is required that

is nonnally not considered. This has to do with the manner in which the two-
phase pressure c op is partitioned between the vapor and liquid fields. In

general, we would expect the flow topology to have a great deal to do with
this partitioning. The interfield drag or momentum coupling between the
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TABLE B-V

CONTRIBUTORS TO THE UNCERTAINTY RANGES FOR

SINGLE-PHASE FLUID TO STRUCTURE M0 MENTUM EXCHANGE

Contributors Remarks

1. Transient Flow

2. Complex Flow Channel Wire wrap pin bundle.

3. Multicomponent Could be severe for liquids.

4. Area Changes Changing dynamically as pins melt and
liquids freeze.

5. Surface Characteristic Roughness.

6. Cross-flow effects

7. Material Properties

8. Effects of Solid Particles

9. Simultaneous Freezing and Local stratification.
Melting

10. Fricticn Factor Correlation Changes with Re number.

liquid and vapor fields also plays a role in the two-phase pressure drop. In

the limit of completely dispersed flow we would expect the direct influence of

the wall on the liquid field to be at a minimum. In the other extreme of the
liquid being at the wall (film or low vapor volume fraction flow), the wall
would have very little direct influence on the vapor field.

The preferential influence of the structure on either the vapor or

liquid field is viewed as an oncertainty in the flow resistance produced by

the structures. This effect is incorporated in SIMMER-II ough a two-phase

pressure drop weighting factor, y16 (Table B-I). It is in.orporated in a

way that produces liquid-structure preference when y16 is 1 and vapor-
structure preference when y16 is small . This parameter is considered to be

related directly to the flow regime parameter, x, in Table B-I. The un-
1

certainty associated with Lsing the Martinelli formulation over the various

flow regimes to obtain the magnitude of the total fluid-structure interaction
is believed to be bounded by the weighting factor variation.
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H. Lfquid to Vapor Momentum Coupling

The uncertainty in the liquid-vapor momentum coupling has a number of
centributors as shown in Table B-VI. The phenomena is treated in SIMMER-II as

an interaction between a gas stream and a single liquid or solid particle. An
attempt is made to account for the presence of a number of droplets or parti-
cles through an inverse dependence of the coupling on vapor volume fraction

raised to an exponent (yl8 in Table B-I). The single particle interaction

is uncertain in tems of the appropriate drag coefficient to use. The effects
of droplet distortion and size distribution are believed to dominate this un-

certainty. The uncertainty range was selected at + 2 times the nominal value
of 0.5. The uncertainty in the treatment of multiple droplet situations and

particularly the low vapor volume fraction regimes is believed to be large.

Recent experiments with particle beds indicate that the interference effect
5should be characterized by a terms like 1/ a where a is the vapor volume

fraction. Droplet defomation and flow regime effects could reduce this

interference substantially. A film flow regime with no wavelet formation

TABLE B-VI

CONTRIBUTORS TO THE UNCERTAINTY IN LIQUID-VAPOR

MOMENTUM COUPLING

Contributors Remarks

1. Reynolds number dependency Drag coefficient is overestimated in
the transition region between laminar
and turbulent flow. Dependency of CD
on Re in the turbulent regime is not
modeled.

2. Multiparticle environment Boundary layer interference effects.

3. Particle size distributions Drag force to mass ratio changes with
size.

4. Inmiscible liquids SIMMER-II does not allow liquid-liquid
relative motion.

5. Droplet distortion Deviations from spherical will change
Co.

6. Flow regime
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would have a relatively small interfield drag and can be considered to be more
characterized as a regime of small liquid-liquid interference. Flooding
regimes would be more characterized by massive interference. We have selected
a range for the exponent, a, from 0 to 5 for this study. No attempt was made

to couple the exponent to the flow regime parameter x in Table B-I because
1

many different flow regimes may occur concurrently in different regimes of the
problem. The x variation is defined primarily as applying to the flowy

regimes that may exist in the upper core structure.
I. Liquid Breakup-Fluid Dynamic

The critical Weber number is used in SIMMER-II to determine droplet
sizes resulting from fluid dynamic breakup. The contributors to the un-

certainty in a char?cteristic size from fluid dynamic breakup are given in
Table B-VII. The critical Weber number has been found to vary widely in vari-
ous types of flow fields. In a rapidly accelerating flow such as occurs when
a shock wave passes through the two-phase fluid, the critical Weber number
tends to be on the order of 6 (formulated on the basis of droplet radius). In
quasistatic flows it is on the order of 11. The potential exists in multicom-

ponent flow for droplets of one type to be accelerated relative to droplets of
a different type. Thus collisions can take place with the possibility of
mechanically induced breakup. This is a difficult contributor to quantify but
because it could be large we have used it to set the minimum of the range. A

simil ar situation may occur when a distribution of sizes exists. The un-
certainty in selecting the single characteristic size is treated explicitly in
a separate parameter, y22 We have selected a critical Weber number range
of 0.2 to 2 times the nominal value of 22 in order to envelope the

uncertainties.
J. Multicomponent Size Distributions in Single Phase Liquid Regions

The fluid dynamic and flashing breakup models are inoperative in single
phase liquid cells in the SIMMER-II treatment. In multicomponent single phase
liquid cells, the possibility for large energy exchange rates exists because
of the imposed contact of the materials. The rates depend strongly on the
contact area between the components. To prevent these contact areas from be-

coming unrealistically small, a maximum liquid droplet size is input to
SIMMER-II. In general the liquid dispersions in these cells will be de-

termined by the level of turbulence, strength of shear forces, parent configu-
ration such as can wall thickness before melting and droplet sizes prior to
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TABLE B-VII

CONTRIBUTOP.5 TO THE UNCERTAINTY IN FLUID DYNAMICS BREAKUP 0F LIQUI 9

_C_ontributors Remarkso

1. Type of flow Highly accelerating or quasistatic.

2. Size distribution Which size characterizes the
characterization distribution.

3. Multicocponent Collisions between different droplets.

4. Number density Interference effects.

5. Material properties Particularly surface tension.

6. Viscous flows Breakup by shear forces.

setting up the single phase liquid situation. The liquid-liquid contact is

particularly important in the core region where liquid fuel to liquid steel

heat transfer is involved. In general it appears that for this type of

problem other regions in which important heat transfer occurs are two-phase

and therefore subject to the other breakup modes. This is again a difficult

uncertainty to quantify. We have selected the range as + 2 times the nominal
_

maximum droplet radius of 0.001 m based mainly on the typical droplet sizes
observed in adjacent two-phase, multicomponent cells in the core region.
K. Liquid Coalescence

The droplet co lescence model in SIMMER-II is based on a conceptual view
of liquid droplets continually colliding with each other. The contributors to
the overall uncertainty in this phenomena are listed in Table B-VIII. Each

contributor is believed to be large. The efficiency of coalescence when a
collision occurs could be uncertain by an order of magnitude. The magnitude

of the random velocities could also be uncertain by an order of magnitude.

The droplet size distribution contributes to this random velocity uncertainty
as do the local flow characteristics -- turbulence, structures, etc. Another

major contriburor is the flow regime. If the liquid is separated from the

vapor in the flow field, the liquid droplets will be in closer proximity than
if uniformly dispersed. This would lead to enhances coalescence. We believe

that the coalescence phenomena is uncertain by at least an order of magnitude
in each direction relative to the nominal model.
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TABLE B-VIII

CONTRIBUTORS TO THE UNCERTAINTY IN LIQUID C0ALESCENCES

Contributors Remarks

1. Size distribution Is treated explicitly as uncertainty
characterization y2-

2. Coalescence efficiency Probability of coalescences per
collision.

3. Magnitude of random velocity Local turbulence, acceleration, etc.

4. Influence of structure Induced directional chenges, flow field
characteristics, etc.

5. Flow regimes Controls the proximity of liquid
droplets.

6. Material properties Particularly surface tension.

L. Characterization of Particle and Droplet Size Distributions

The uncertainty associated with the selection of a single particle of
droplet size to represent a distrioution is difficult to determine because the

exchange processes depend c' droplet size in different ways. For example
2liquid-liquid heat transfer is approximately prop 7rtional to 1/r , turbulent

0liquid-vapor heat transfar goes as 1/r .2 turbulent liquid-vapor drag goes,

2as 1/r, laminar liquid-vapor drag goes as 1/r , etc. It is impossible

therefore to select a single size f rom a distribution which will produce
exchange rates that are consistent with those obtained by integrations over
the distribution. A further difficulty ari:;es because the inventories of

transported entities tend to be associated with the larger droplets or

particles v:hereas the transport rates are controlled by the smaller sizes.
Thus if one could select a characteristic size that preserves the distri-

butional rates, the tendency would be to overestimate the integrated transport
with respect to time. The effect is to artificially shift the inventories to

the smaller size particles. With these difficulties in mind we elected to
simply force a variation on the characteristic sizes that are presently used
in SIMMER-II in an attempt to discover the strength of this uncertainty on the
energetics. Therefore were selected a multiplicative variation of 0.5 to 2.

The uncertainties in the characteristic sizes for solid fuel and solid
steel par.icles, y23 and y24 in Table B-I, are similar to those for the
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liquids discussed above. Addition uncertainty is involved here, however, in

the selection of the characteristic sizes that are input to SIMMER-II. Never-

theless we have elected to follow the approach above and attempt to discover
the existence of a strong influence on the results. Therefore a range of 0.5
to 2 timcs the nominal input talues was selected.
M. Fuel and Steel interaction with Sodium

From the analysis of the best-estimate calculations it appeared that the
fuel to sodium heat transfer in the region above the subassemblies is funda-
mentally important in the production of kinetic energy. The expansion appears

to be driven totally by sodium vapor. The processes governing the production

of sodium vapor are highly uncertain and must be dealt with in this study.
The uncertainty in the energy exchange to the sodium is related to both the
specific heat transfer rates and the mixing mechanics. The uncertainty in the

specific heat transfer rates was considered previously i_n stems y8' Y'9
y10 and yll f Table B-I. Uncertainties affecting particle size are also

considered separately. The one remaining uncertainty to be considered is
mixing mechanics.

Sep3 rate studies with SIMMER-II indicated that mixing of liquid com-
ponents which are initially unmixed tends to be limited by the SIMMER-II fluid
dynamics treatment to one or two interf acial mesh cells. Thus one way to vary

the mixing mechanics in SIMMER-II is the vary the cell structure in the mixing
region. If one calculates the penetration distance for various droplets and
particles under various conditions of size and velocity into a liquid sodium
interface, it is found that these distances vary from a few centimeters to
several tens of centimeters. This basis was used to set the uncertainty range
for mixing. The cells size was permitted to vary linearily from about .05 to
.30 meters.

N. Vapor Pressures

The remaining three uncertainty ranges that need to be specified are
associated with the vapor pressure of the three primary reactor materials.
SIMMER-Il uses a simple exponential expression to relate vapor pressure to
liquid temperature. In attempting to select the constants for these ex-

pressions, it becomes apparent that considerable scatter exists in the data
and/or theories for vapor pressures, particularly for fuel and steel. We view

these scatter bands as indications of the uncertainties in the vapor
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pressures. We attempted tSerefore to select a range for the multiplicative
*

constant, p in the expression

*
-T /T* E *p=p e

that would force p to have the apparent scatter in the data. The ranges for
fuel and steel were taken as 0.5 to 4 times the nominal values for the
*

p 's. The uncertainty in the sodium vapor pressure is much smaller; on the
order of + 10%.

1A28 047
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APPENDIX C

DESIGN OF 15 SIMMER-II RUNS

WITH VARIED MODELING ASSUMPTIONS

The ranges of possible variation for SIMMER-II input parameters, as de-

scribed in Appendix B, represent the degree of uncertainty in the SIMMER-II
representation of the phenomena involved. In this section, the design of 15

SIMMER-II computer runs is described. The input values used in these runs

were selected from the ranges of variation according to the procedure outlined
below.

Since wide variations of 25 independent i r.pu t parameter values are

specified, there exists a large number of different combinations of possible
SIMMER-II input sets. For example, if only two values are permitted for each
input parameter (i.e. the maximum of the range of variation and the minimum),

25
there are 2 or over 30 million different combinations. Clearly, all,

possible combinations cannot be used. Therefore, an efficient procedure for

choosing input sets is needed. The procedure used in this study is efficient
in the sense that a small number of input sets and SIMMER runs (i.e.15) are
needed.

Along with the selection .of ranges of input value variation one must
specify the likelihood of choosing given values in the ranges (i.e. probabili-
ty distributions). These probability distributions govern the selection of

values in a systematic way. In order to permit equal chances of selecting

values from any part of a range, uniform probability distributions were used
in this study. A distribution is described with respect to a linear scale for
small variation ranges (e.g. + 25% of nominal) and a logarithmic scale for
large variations (e.g. order of magnitude). Table B-I indicates the scale

used for each input variation.
Several methods are available for selecting input values according to

the probability distributions. These include (1) random selection, (2) Latin
Hypercube Sampling, or LHS,12,13 and (3) a version of randomized fractional
replication.14 The latter was used in this study, but all three are de-
scribed below because they are all related. All of these methods require

changing each input parameter value in each computer run.
Random selection for an individual input parameter is performed uring a

string of randomly generated numbers ranging from 0 to 1. The string can
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be generated using a random number generator on a computer or scientific
calculator, or can be referenced from random number tables in standard mathe-
matics handbooks. If 15 computer runs are to be performed, the string is of
length 15. One string is needed for each of the 25 independent input vari-

thations. A random number of 0.45, for example, indicates that the 45 per-
centile value from the probability distribution for the input parameter should
be selected. For a particular variation range from 0-10, for example, the

th
45 percentile is 4.5, given a uniform probability distribution on a linear
scale.

This method provides an acceptable way to choose input sets and is used
in many other applications, but there are problems when the number of runs to
be performed is as small as 15. The method is likely to result in a biased

set of input value selections, because there is a good chance (i.e. 0.15) of
choosing as many as ten of the percentile values above the 50% mark. Further,
it is possible to find two or more of the 15 percentile values to be nearly
equal. This is somewhat inefficient, as it is desirable to use different

values of each input parameter in each run, where possible.
The method of LHS eliminates the problem of bias. This is accomplished

by selecting the first of the 15 random percentiles (e.g. 45th) and elimi-
thnating from further consideration the subrange, or 1/15 of the number

thline, around that percentile value (e.g. 40 to 47th). This is repeated
for all successive selections, guaranteeing even coverage of the range. This
was the method used in previous LWR applications. Still, it is possible to

find two percentile values close together by selecting one toward the high end
of a subrange and another towards the low end of the next highest subrange.

The method based on fractional replication eliminates the problem of
bias and the possibility of selecting two similar percentile values. The

first step of the method is identical to the random selection technique. It

requires random selection of 15 values. This fixes the order in which values
are to be selected in the 15 runs. For example, if the lowest percentile se-

thlection occurs on the 5 of the 15 values, the lowest value of that input
parameter will be used in run number 5.

Once the order is decided, the percentile selections are replaced with
equally-spaced percentile values, but in the same order as the original random
string. For example, the following random string of length 15:
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.13 .21 .99 .00 .60 .91 .97 .35 .39 .17 .36 .71 .98 .72 .24,

is replaced by:

.07 .21 1.00 .00 .57 .79 .86 .36 .50 .14 .43 .64 .93 .71 .29,

wherein the numbers are in the same order as the previous sequence, but their
values are evenly spaced. In this example for a particular input parameter,

th ththe 7 percentile value is used in run 1, 21st in run 2, 100 in run

3, and so on. This process is repeated for all 25 input parameters. The

values used for the 15 runs are listed in Table C-I where the input variable

designations refer to the y's in Table B-I.
15

It can be proven using methods of order statistics that the equally-

spaced percentile values represent the most probable configuration of the
random selection technique. That is, if an infinite number of random strings
of length 15 are selected, the most-occuring lowest-percentile value will be

thzero, the next lowest will be the 7 percentile, and so on. In general,
thfor strings of length n, the most probable value for the i lon.est per-

centile selection (i = 1,...,n) is 100(1-1)/(n-1).
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TABLE c-I
INPUT DATA SETS FOR THE POSTDISASSEMBLY

ENERGETIC SENSITIVITY STUDY

Run #

Input
variable 1 2 3 4 5

=1 0.00349 0.0183 0.00306 0.00297 0.00170y1
y2 = 2 0.00103 0.0149 0.00599 0.000249 0.0111

=3 0.0500 0.0168 0.0205 0.0226 0.0138.

| =4 0.0368 0.059 0.0431 0.0197 0.00897

=5 0.0981 0.0861 0.0963 0.0986 0.0948

=6 0.693 0.316 0.949 0.231 0.370

=7 0.126 0.502 0.159 0.795 0.631

=8 164 124 93.5 286 17.5

=9 0.535 5.00 0.175 0.132 1.24

= 10 0.631 0.200 0.317 2.51 0.399

= 11 0.252 1.99 0.502 3.97 3.16

= 12 0.240 0.0684 0.0427 0.175 0.205

= 13 0.00563 0.00708 v.00252 0.00891 0.0100

= 14 0.128 0.0584 0.240 0.0684 0.150

= 15 0.00563 0.00708 0.00252 0.00891 0.0100

= 16 0.141 0.571 0.221 0.117 0.2?6

= 17 0.820 0.371 0.250 0.610 0.453

='S 4.29 2.14 1.79 1.43 0.36

= 19 19.3 10.0 31.7 26.9 13.9

= 20 0.00149 0.000552 0.000673 0.000743 0.00200

= 21 3.73 5.18 1.00 0.139 1.39

= 22 0.673 2.00 1.10 1.35 0.552

= 23 7.43(10-5) 1.10(10-4) 2.00(10-4) 8.20(10-5) 1.22(10~4)
= 24 0.00149 0.00122 0.00181 0.00164 0.00110

= 25 0.3048 0.1524 0.0508 0.0762 0.0870857

= 26 8.35(1010) 2.36(1011) 3.69(10 1) 7.20(1010) 3.76(10 1)

= 27 2.55(10 ) 5.35(10 1) 1.05(10 ) 1.41(10 1) 1.22(1011)
9 9 9 9= 28 4.03(10 ) 3.-54 (10 ) 3.60(10 ) 3.87(10 ) 3.71(10 )
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TABLE c-I (cont)

Run #

Input
variable 6 7 8 9 10

1 0.0127 0.0613 0.000987 0.0308 0

2 0.0345 0.0267 0.00143 0.0335 0.0250
3 0.0336 0.0276 0.0250 0.0125 0.0305
4 0.0504 0.0269 0.0144 0.0105 0.0690
5 0.0807 0.06270 0.0990 0.0732 0.0900
6 0.169 0.270 0.197 0.811 0.144
7 0.0634 0.399 0.252 0.317 0.200
8 70.7 13.2 40.4 378 216

9 2.16 2.86 ' 78 0.707 0.231,

10 0.795 1.58 0.502 1.99 3.97
11 0.631 0.200 1.26 2.51 1.58
12 0.080 0.128 0.0584 0.0936 0.150
13 0.00355 0.00399 0.00282 0.00200 0.00224
14 0.109 0.0365 0.175 0.0312 0.0800
15 0.00355 0.00399 0.00282 0.00200 0.00224

16 0.643 0.786 0.100 0.714 0.500
17 1.00 0.336 0.743 0.276 0.305
18 4.64 2.86 3.93 3.21 0.71
19 44.0 22.8 5.19 11.8 7.21
-0 0.00110 0.00050 0.000820 0.00135 0.00122

21 0.193 0.720 1.93 0.268 7.20
22 1.49 0.500 1.81 1.00 0.743

23 1.64 (10~4) 9.06(10- ) 6.10(10-5) 5.00(10-5) 1.81(10-4)

24 6.73(10~ ) 8.20(10-4) 6.10(10 ) 5.00(10-4) 9.06(10-4)
~

25 0.0508 0.0677333 0.0508 0.12192 0.3048

26 1.12(10 1) 2.74 (10 1) 1.51(1011) 1.30(1011) 2.04(1011)

27 3.43(1011) 7.77(1010) 4.63(1011) 2.96(1011) 2.20(1011)
9 9

28 3.38(10 ) 3.81(10 ) 4.14(10 ) 3.76(10 ) 3.92(10 )
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TABLE 0-I (cont)

Run #

Input
Variable 11 12 13 44 15

1 0.000438 0.0166 0.0766 u.127 0.0354

2 0.00622 0 0.0462 0.0358 0.142

3 0.0186 0.0152 0.0453 0.0410 0.0371

4 0.0230 0.0168 0.0123 0.00767 0.0315

5 0.0973 0.0928 0.0482 0 0.0280

6 0.506 0.123 1.11 0.592 0.433

7 0.0503 0.100 0.0400 1.0 0.0797

8 10.0 53.5 500 30.6 23.1

9 0.404 1.64 0.306 0.935 0.100

10 3.16 1.00 0.252 5.00 1.26

11 0.399 0.317 1.00 0.795 5.00

12 0.0365 0.0500 0.0317 0.0267 0.109

13 0.00631 0.00447 0.00502 0.00317 0.00795

14 0.0427 0.0500 0.0267 0.0936 0.205

15 0.00631 0.00447 0.00502 0.00317 0.00795

16 0.175 0.376 0.857 1.00 0.928

17 0.673 0.906 0.552 0.500 0.410

18 1.07 2.50 0 3.67 5.00

19 16.4 37.3 4.40 8.50 6.11

20 0.000610 0.00164 0.00100 0.000906 0.00181

21 0.100 10.0 0.373 2.68 0.518

22 0.610 1.64 0.906 0.820 1.22

23 5.52 (10-5) 1.00(10-4) 1.49(10~4) 1.35(10~4) 6.73(10-5)

24 1.35(10~ ) 7.43(10~ ) 1.00(10~ ) 2.00(10~ ) 5.52(10-4)
25 0.3048 0.2032 0.06096 0.1016 0.00554182

26 1.76(10 I) 4.28(10 I) 3.18(1011) 9.69(1010) 4.96(1011)

27 3.99(1011) 9.02(1010) 6.70(1010) 1.89(1011) 1.63(1011)
9 9

28 3.49(10 ) 3.98(10 ) 4.08(10 ) 3.44(10 ) 3.65(10 )
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APPENDIX D

ANALYSIS OF VARIATIONS AMONG RESULTS OF

15 SIMMER-II RUNS

The runs described in Appendix C were performed and resulted in vari-
ations in key output quantities of SIMMER-II. These variations are
analyzed in this section.

The output quantities used in this study as indicators of accident
energetics include maximum system kinetic energy, head impulse, and

pressures calculated at key locations within the reactor vessel. The

" maximum values" are the largest observed in the time history of individual
calculations. The maximum system kinetic energy' prior to head impact is a
measure of the damage potential for the primary system. Table D-I
sumarizes of output values for the 15 SIMMER-II runs.

The kinetic energy varied a f actor of 8 from minimum to maximum
(2.5-20 MJ). None of the other outputs listed in Table D-I varied by more
than this factor. Table D-II shows the values of the output quantities for
each of the 15 runs.

The objective of this analysis is to discover which, if any, of the
input parameter variations correlates well with the variation observed in

system kinetic energy. The purpose of this approach is to reveal to which
phenomenological uncertainties the SIMMER-II results are most sensitive.
Note that the conclusions based on this analysis are fully dependent on the
sizes of the 25 input variations, the version of SIMMER used, and the
particular problem description. The conclusions are also dependent on the
probability distributions selected for each input variation and the f act
that there are 25 independent variations, because this information
determines the likelihood of selecting certa.n combinations of
phenomenological variations in the 15 runs. For example, the selection of

an input set with the worst-case (i.e. most conservative) value for each of
the 25 input prameters is highly unlikely.

The procedure is to calculate a correlation coefficient between

kinetic energy and each of the 25 input variations in turn. Then the best
correlated input among the 25 is tested for significance of the
correlation. That is, the magnitude of the correlation coefficient is

tested to determine the chance that the apparent correlation could be
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TABLE D-I

SUMMARY OF RESULTS OF 15 SIMMER-II CALCULATIONS

Max. Max. Avg. Core PeakiFCI Avg. FCI Time of
Impulse Press. Press. Press. Zone Zone Peak Time of

Max, KE to Head at Head at Head at Impact Press. Press. Press.* Impact
(MJ) (MNs) (MPa) (MPa) (MPa) (MPa) (MPa) (s) (s)

Average 8.30 1.04 5.64 3.27 1.39 2.08 1.56 0.08 0.24

Std. Dev. 4.50 0.32 1.35 1.03 0.68 1.03 0.77 0.03 0.07

Maximum 20.57 1.79 8,70 5.74 3.08 5.09 3.60 0.13 0.41
Minimum 2.52 0.57 2.72 1.73 0.76 0.80 0.62 0.03 0.14

Key Input
Y26 Y26 Y Y26 26 "26 Y26 Y Y YSensitivity 26 26 26

S-Score 61 59 51 57 77 49 51 -49 -41

Confidence in
Correlation 97% 96% 86% 94% 99% 82% 86% 82% 78%

*Fitst Peak

-
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TABLE D-II

RESULTS OF 15 SIMMER-II CAICUIATIONS

Max. Max. Avg Core Peak * FCI Avg. FCI Time of
Impulse Press. Press. Press. Zone Zone Peak * Time ofCase Max. KE to llead at Ilead at Ilead at Impact Press. Press. Press. Impact, No . (. J) (MNs) (MPa) (MPa) (MPa) (MPa) (MPa) (s) (s)M

1 4.77 0. 8'2 4.52 2.66 0.80 1.68 1.03 0.130 0.250
2 7.23 0.93 4.71 3.06 1.47 1.78 1.38 0.070 0.240
3 14.15 1.41 6.88 4.52 2.18 3.20 2.56 0.040 0.160
4 2.52 0.57 2.72 1.73 0.76 0.80 0.62 0.110 0.410
5 10.01 1.28 5.90 3.87 2.10 2.17 1.95 0.060 0.210
6 9.03 1.12 5.65 3.50 1.05 2.13 1.61 0.070 0.220
7 5.07 0.68 4.61 2.00 0.85 1.03 0.88 0.080 0.310
8 7.50 1.07 5.80 3.40 1.02 2.34 1.61 0.050 G.190
9 4.77 0.76 4.95 2.37 0.76 1.19 0.88 0.080 0.280
10 5.76 0.89 5.66 2.98 1.08 1.69 1.18 0.080 0.230
11 8.45 1.10 5.35 3.48 1.26 1.84 1.56 0.100 0.210
12 20.57 1.79 8.70 5.74 3.08 5.09 3.60 0.060 0.140
13 8.59 1.19 6.34 3.57 1.66 1.73 1.56 0.080 0.250
14 5.00 0.74 5.73 2.31 0.82 0.94 0.85 0.130 0.360
15 11.04 1.26 7.02 3.86 1.98 2.62 2.10 0.030 0.190

_-
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{[ *First Peak
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simply < lucky configuration of random noise. Note that there is a finite

probability of finding two entirely independent sequences from independent
sources and observe some apparent correlation purely by chance.

Various correlation methods are available. The most comonly used in

engineering application are linear, exponential, logrithmic, and power re-
gressions. In these methods, the analyst attempts to find to what degree
the data conforms to the functional form being tested. None of those
methods are suitable for the present analysis because they are all

specifically related to functional forms. Rather than discovering the

functional fonns of input- output relationships, the purpose in the present
analysis is simply to find monotonic relationships, regardless of
functional form.

A correlation method that tests only for monotonicity is the

Kendall's tau method.16,U The procedure is to look for like patterns of
variation between two sequences of numbers, for example, (x , x)1

...,
n

and (y1' Y ). This basically involves comparing each possible**** n
pair of values in the first sequence (e.g. x' *5) with its

2

corresponding pair in the second sequence (y2' Y ), scoring +1 if the
S

first member of each pair is smaller (or larger) than the second in each
pair (x2 > *5 and y2 > Y , 2 *5 and y2 < Y ), andor x

S S

scoring -1 otherwise (x2 > *5 and y2 <Y' I *2 *5 and
S

y2 > Y ). These are referred to as positive and negative scores,
S

respectively. For sequences of length n there are n(n-1)/2 possible pair
combinations, and the total score, S, can be between -n(n-1)/2
and n(n-1)/2. Hence, the Kendall's tau is defined:

T-
n(n 1)/2

*

Note that for perfectly positively correlated sequences the tau value is
+1, and for perfectly negatively correlated sequences it is -1. This is con-

sistent with the more common correlation methods. Values of tau between these
two extremes indicate less than perfect cc: relation, and values around zero

indicate randomness i.e., no correlation.

The best correlated input sequence in Table C-1 with the kinetic energy

sequence in Table D-II is y26; the parameter in the fuel equation of state
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relating vapor pressure to saturation temperature. The S score for this

correlation is 61, counting ties as -1 ( T = 61/105 = 0.58). The significance
of S scores can be determined from statistical tables.16,17 The chance of
selecting two independent sequences of length 15 at random and obtaining S =
61 is found in the tables to be only 0.0014, indicating that the apparent

correlation is probably not just random noise. However, it must be noted that

this correlation is the best among 25 correlations, which increases the chance
of finding apparently well correlated, but random sequences. The significance
of the S = 61 score must be re-evaluated.

The chance that any one of the 25 correlations has an S score less than
61 is 1-0.0014, or 0.9986, if the sequences are truely random and independent
of the output sequence of kinetic energy values. The chance that all 25 S

25scores are less than 61 is then 0.9986 or 0.97. Hence, the chance that,

the best correlated of the 25 correlations has S = 61 is 1-0.97, or 0.03.

This 3% chance translates to 97% confidence in the rejection of the claim that

kinetic energy and y26 are not correlated.
This result warrents qualititive discussion, as few people have an

understanding of the meaningfulness of S score values. As previously stated,
tau values of unity indicate perfect monotonic correlation; hence, the value

of 0.58 for the above S score of 61 indicates positive, although less than

perfect, correlation. The reason is that lesser sensitivities of the kinetic

energy to other input variations still show up as noise, because the y26
sensitivity is not strong enough to completely dominate the results. This is

apparent in the scatter in the results shown in Fig. D-1, which shows the

general trend of the y26 - kinetic energy relationship and illustrates the
degree of noise resulting from lesser sensitivities to the other 24 input

variations.
It can be seen from Fig. D-1 that the correlation depends on the size of

the y26 variation. If the variation were smaller than to 4 times nominal,
the size of the hndwidth for the ranc'an noise (i.e. the degree of vertical

deviation of the scattered points in Fig. D-1 from a common, monotonic curve)

could become larger than the y26 variation, and the correlation would no
longer be apparent. Further if the size of other input variations were

increased, this could increase the noise bandwidth and mask out the appparent

y26 correlation.
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Fig. D-1.
Scattergram of y26 and kinetic energy.

To detennine the impact on the sensitivity analysis of decreasing the

y26 variation to to about 2 times nominal, the results of four SIMMER-II

runs (3, 5, 12, and 15) were not considered, leaving only 11 uns in which

yJ6 was less than 2.2 times nominal. This reduced the number of possible

pair combinations to 11(11-1)/2, or 55.
The best S scores were found for two of the 25 correlations - the multi-

component stratification parameter (x in Table P-I) and liquid fuel-to-
2

liquid steel heat transfer multiplier, (y7 in Table B-I). The S scores were
+25 and -25, respectively. The confidence in each correlation is 97.5%, when
considered individually, but only 53% when considered as the best of 25 possi-

25
ble correlations (i.e., .975 = .53). Hence, no single input variation was

found to influence the kinetic energy in the low y26 region (i.e., low
energy).

However, when only the pairs wherein x increased from the first run
2

to the second run and y7 decreased, kinetic energy was observed to increase
from the first run to the second in 33 of the remaining 40 pairs. The confi-
dence in the multiple correlation of x and y7 with kinetic energy is2

1428 059 ,,



99.7%. (S scores cannot be determined for multiple correlations using availa-
ble tables. The confidence in the correlation was dei.crmined by calculating S
scores for comparing x and y7 with 1285 other sequences chosen at2
random. Only 3 of these had higher S scores than the correlation with kinetic
energy.

When only pairs wherein x increased, y7 decreased, and the liquid2

fuel-to-liquid sodium heat transfer multiplier (y8 in Table B-1), decreased,
kinetic energy was observed to increase in 20 of the remaining 21 pairs. The

confidence in the correlation is greater than 99.5%. (None of the S scores
for compa: ing 7, and y8 with 1285 random sequences equaled orx'2 7

exceeded 20).
Large x implies decreased liquid fuel-to-structure heat transfer

2

(stratification f avors liquid steel, rather than liquid fuel, in contact with
structure) and small y7 and y8 imply the same. Further, large x , small

2

y7, and small y8 correlate with higher system kinetic energy. Therefore,

it appears that the slower that heat can be removed from liquid fuel, the
higher will be the kinetic energy. This is the main sensitivity at low

energies.

The situation is different at higher energies. For this analysis, only

those runs with y26 values from about 2 to 4 times nominal were considered.
There are six runs with y26 greater than 1.9 times nominal, reducing the
number of possible pair combinations to 6(6-1)/2 or 15. The droplet size

distribution multiplier (y22 in Table B-I) was found to be the best corre-
lated input variation for high y26 values (high energy), with an S score of
11. The confidence in the correlation is 99%, when considered as a single
correlation, but is only 78% when considered as the best of 25 correlations

(0.9925 = 0.78).

Because large y22 implies larger droplet sizes, the coalescence multi-
plier (y21 in Table. B-I) was considered in further analysis. It was found

that in 9 pairs, both y22 and y21 increased. In each of these, kinetic

energy also increased. The confidence in this correlation in greater than

99%. (Only one of the S scores for comparing y22 and y21 with 1285 random
sequences was as large as 9.)

Large y22 and y21 imply l arger droplet sizes. These imply reduced

coupling between the liquid and vapor fields, reduced vaporization /

condensation, and slower liquid-liquid heat transfer. Because heat transfer
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rates were already determined not to impact sensitivities at high energies, it
appears that kinetic energy is sensitive to either interfield momentum

coupling and/or phase change rates.
The selection of the input parameter values was random as was previously

described; therefore, assume that there is a probability P that the energy

will be less than or equal to 20 MJ in any given SIMMER-II run. Thus, the

probability that the energy would not have exceeded 20 MJ in the 15 runs is
15

P This is used to determine how large P must be in order for there to.

have been an 0.5 probability of exceeding 20 MJ in 15 runs and an 0.5 proba-
bility of not:

150.5 = P or P = 0.95

Therefore, the best estimate is that there is only a 5% chance of exceeding 20
MJ in another run.

A more conservative estimate is obtained by finding how large P must be
in order for it to have been unlikely not to have exceeded 20 MJ in 15 runs.

"Unlikely" is quantified as 5% chance (which translates to 95% statistical
confidence in the result). Thus:

0.05 = P rP = 0.82 ,
ons cons

and the conservative estimate is that there could be as high as an 18%
chance of exceeding 20 MJ in another run.

With regard to the other output quantities listed in Tables D-I and

D-II, all were found to correlate well with the variations in y26 and
kinetic energy.

1428 061
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