UNITED STATES
NUCLEAR REGULATORY COMMISSION

WASHINGTON, D.C. 20555-0001

July 28, 1994

Docket No. STN 50-529 Z W

Mr. William L. Stewart

Executive Vice President, Nuclear
Arizona Public Service Company

P. 0. Box 53999

Phoenix, Arizona 85072-3999

Dear Mr. Stewart:

SUBJECT: TRANSMITTAL OF PRELIMINARY ASP ANALYSIS OF PALO VERDE 2 EVENT FOR
LICENSEE PEER REVIEW (TAC NO. M86178)

3 Enclosed are copies of the preliminary Accident Sequence Precursor (ASP)

}% Program analysis of an operational evernt which occurred at the Palo Verde,

| Unit 2, plant on March 14, 1993.- The preliminary results of the NRC’s
contractor’s analyses of this event indicate that it may be a precursor event
for 1993. This letter provides you with the preliminary precursor analysis

. (Enclosure 1) for review and comment.

In recent years, licensees of U.S. nuclear power plants have added safety
equipment, and have improved plant and emergency operating procedures. Some
of these changes, particularly those involving use of alternate equipment or
recovery actions in response to specific accident scenarios, are not currently
incorporated in the basic ASP models. Consequently, the.ASP estimates of core
damage probabilities could be conservative for certain accident sequences. To
address this issue, we are providing you a copy of our preliminary analyses
for Peer Review. You are requested to review and comment on the technical
adequacy of the analyses, including the depiction of plant equipment and
equipment capabilities. The staff will then evaluate the comments received
during this Peer Review for reasonableness and pertinence to the ASP analysis
in an attempt to use best estimate values. Upon completion of this
evaluation, we will revise the conditional core damage probability
calculations where necessary.

The object of the Peer Review process is to provide as realistic an analysis
of the significance of each event as possible. We have enclosed several items
for guidance. Enclosure 2 contains specific guidance for the Peer Review,
identifies the criteria given in the analysis for the use of Ticensee-
jdentified additional equipment or specific actions in recovering from the
event, and describes the specific information that should be provided to
support such a claim. Enclosures 3 and 4 contain background information
regarding the ASP methodology which may be useful in reviewing the analyses.

Should you decide to respond, you are requested to complete your review and
provide written comments within 30 days of the date you receive this letter.
No new OMB clearance is needed for the ASP Peer Review process, since the
process is already covered by the existing OMB clearance addressing staff
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follow-up review of events documented in LERs. If you have any questions
about the ASP Program Peer Review process or any of the enclosures, please
contact myself (301) 504-3121 or Linh Tran (301) 504-3161.

Sincerely,

ORIGINAL SIGNED BY:

Brian E. Holian, Project Manager
Project Directorate IV-2

Division of Reactor Projects - III/IV
Office of Nuclear Reactor Regulation
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LER No. 529/93-001

2. Guidance for Licensee Peer
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of NUREG/CR-4674, Vol. 17)

4, “ASP Models" (Appendix A to
NUREG/CR-4674, Vol. 17)
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PRELIMINARY 9408050009

3.1 LER Number 529/93-001

| Event Description: Steam Generator Tube Rupture
Date of Event: = March 14, 1993

Plant: Palo Verde 2

0.1.1 Summary

On March 14, 1993, Palo Verde 2 was at 98% power when a 240 gpm tube rupture occurred in steam
generator (SG) 2. The reactor was manually tripped and safety injection (SI) plus containment isolation
actuated on low-pressurizer pressure. As a result of a defective radiation monitor, high alert and alarm
setpoints on two radiation monitors, isolation of the SG blowdown radiation monitors by the SI actuation,
and inadequate procedure implementation, the diagnosis of the tube rupture was delayed for an hour. The
ruptured generator was identified and isolated 3 h after the tube rupture occurred, and the unit was placed
in cold shutdown. The conditional core damage probability estimated for this event is 1.1 x 10~,

0.1.2 Event Description

n March 14, 1993, at 0434 h, Palo Verde 2 was operating at 98% power. A steam generator tube rupture
(SGTR) occurred in SG 2. The rupture of the SG tube, caused by intergranular stress corrosion cracking,
resulted in a reactor coolant system (RCS) leak rate of approximately 240 gpm. Indication of SG 2 tube
leakage had existed for about a month (the calculated leak rate prior to the rupture was 10 gpd). SG 2 main
steam line radiation monitor, RU-140, alarmed at the time of the rupture. A third charging pump was started
and the backup pressurizer heaters were energized in an attempt to recover pressurizer level and pressure.
At 0438 h (+4 min), an alarm was also received on auxiliary steam condensate receiver tank radiation
monitor, RU-7.

Earlier in the evening the gas stripper had been placed in service to degas the RCS in preparation for an
upcoming refueling outage. An interfacing system loss of coolant accident (LOCA) through the gas stripper
was recognized as a potential source of the RCS leakage, as was an SGTR; both of these would result in
radiation monitor actuation. No indications existed that the LOCA was inside containment, although the
tailpipe temperature on one pressurizer relief valve was high (caused by previously existing leakage). At
0440 h (+6 min), the operators isolated letdown flow in an attempt to stop the leak (a leaking gas stripper
would have been isolated by this action). To minimize radiation release to the environment if the leak was
an SGTR, steam bypass control valves 1007 and 1008 were removed from service and the condensate draw-
off controller was disabled. N

At 0447 h (+13 min), pressurizer level had dropped to 26% and the pressurizer heaters deenergized. The
ctor was manually tripped due to low pressurizer level and pressure. Safety injection actuation system
SIAS) and containment isolation actuation system (CIAS) actuations occurred 22 s later due to low
pressurizer pressure., The RU-140 alarm cleared shortly after the trip. This was inconsistent with simulator
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e\:cnarios, where RU-140 alarms late in an SGTR. (It is believed that RU-140 alarmed due to N-16. Since

N-16 production ceased once the reactor was tripped, RU-140 cleared at that time.) The two SG blowdown
radiation monitors, RU-4 and RU-5, were rendered ineffective when the blowdown lines were isolated by
the SIAS signal. RU-4 and RU-5, along with RU-141, the condenser vacuum exhaust monitor, are the
primary indicator alarms for an SGTR. RU-141 was later determined to be reading a factor of six low due
to a deteriorated scintillation crystal (caused by elevated temperatures from heat tracing; RU-141 had a
history of operability problems prior to the tube rupture). The unavailability of RU-4, RU-5, and RU-141
impacted diagnosis of the SGTR. In addition, the alarm setpoints for RU-140 and RU-141 were based on
not exceeding regulatory dose limits at the site boundary, a high value relative to the expected readings
which would indicate an SGTR. This further complicated diagnosis of the event.

Following the reactor trip and safety injection, the operators stopped two of the four reactor coolant pumps
(RCPs). High pressure safety injection (HPSI) restored pressurizer level to approximately 8% at 0449 h
(+15 min). When operator actions to regain control of pressurizer level and pressure were not successful,
the control room superviser (CRS), using the Palo Verde emergency operations procedure diagnostic logic
tree (DLT), diagnosed a reactor trip; plant conditions did not allow diagnosis of a more specific recovery
procedure. However, the entry conditions for the reactor trip recovery procedure could not be met because
pressurizer level was not greater than 10%. The event was re-diagnosed, and, as before, a reactor trip was
indicated but the entry conditions were still not satisfied. At 0502 h (+28 min), the CRS entered the
functional recovery procedure (FRP) due to inconclusive diagnosis using the DLT. The diagnosis of an
SGTR was not made using the DLT (even though it was suspected) because Palo Verde used a “snap-shot”

@pproach while proceeding through a procedure. Only the plant conditions at the specific time of a
procedure step were considered, and not previous alarms or trends (the radiation monitors that had alarmed
early in the event had cleared by the time the procedure steps concerning them were encountered).

The FRP directed the operators to align the charging pump suctions directly to the refueling water tank
(RWT) and close the volume control tank (VCT) outlet valve. Charging pump “E” tripped on low-suction
pressure. Its suction was aligned to an alternate boration flowpath in accordance with the FRP, and the
pump was restarted. Post-event analysis concluded that inadequate charging pump suction pressure existed
because three charging pumps plus a boric acid pump were taking suction from a common 3-in.-diameter
pipe. At 0520 h (+46 min), the operators restored SG blowdown radiation monitors RU-4 and RU-5 as
directed by the FRP. These monitors had been isolated by the SIAS signal. Nine minutes later RU-5
alarmed, and two minutes after that RU-141 reached its alert setpoint. These signals allowed confirmation
of the SGTR.

The CRS continued through the FRP, placing systems in normal shutdown alignments. The licensee stated
in the LER that it was the CRS’s intent to proceed through the FRP, depressurizing the RCS and using HPSI
to restore pressurizer level. Restoration of pressurizer level would allow the FRP to be exited and the DLT
to be used to diagnose the SGTR. This was different from the SGTR response strategy in the FRP, where
indication of an SGTR is found at step 3.21. At the time step 3.21 was encountered the radiation monitors
were not alarming (although they had been 5 min earlier), and the SGTR attachment to the FRP was not
utilized. At the time of the event, the Palo Verde procedures differed from the Combustion Engineering
emergency procedure guidelines® (CEN-152) in two ways that also complicated diagnosis of the SGTR:
(1) radiation alarm indications were used rather than secondary activity trends to aid diagnosis and (2) a
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oating step to continuously check for secondary side activity as an indication of an SGTR did not exist (the
RP checked for secondary activity only once).

At 0604 h (+90 min), an RCS cooldown to 545°F and a depressurization to 1500 psia was begun. HPSI flow
increased as the RCS depressurized. Pressurizer level was restored to 33%, RCS temperature and pressure
were stabilized, the acceptance criteria for the FRP pressure and inventory control safety function success

| path were met, and the FRP was exited at 0624 h (+114 min). The DLT was again performed, an SGTR was

diagnosed, and the SGTR recovery procedure was entered at 0645 h (+131 min). Palo Verde 2 then
performed a crew turnover. At 0721 h (+167 min) the RCS cooldown was restarted in accordance with the
SGTR procedure. SG 2 was isolated at 0728 h, 3 h after the tube rupture occurred. The unit was
subsequently placed in cold shutdown. Use of the FRP to mitigate the event, instead of the normal SGTR
procedure, resulted in significantly longer times to isolate the ruptured SG and depressurize the RCS.
Recovery was delayed and complicated, following the tube rupture, because of poor procedure
implementation, incorrect radiation monitor calibration, and a degraded radiation monitor. Futher
complicating recovery, the qualified safety parameter display system (SPDS) channel “A” core exit
thermocouples were reading ~25°F high, causing subcooled margin to be indicated as question marks
(including inconsistent data).

0.1.3 Additional Event-Related Information

ncludes two RCPs and one U-tube SG. The Palo Verde auxiliary feedwater (AFW) system consists of two

GPalo Verde 2 is a two-loop pressurized water reactor manufactured by Combustion Engineering. Each loop

safety-related pumps (one motor- and one turbine-driven), plus one nonsafety-related motor-driven pump.
Each pump can supply both SGs.

0.1.4 Modeling Assumptions

The event has been modeled as a primary-to-secondary side LOCA (SGTR), with the potential failure to
diagnose the SGTR addressed within the model. Since an SGTR is not included within the normal set of
ASP models and no SGTR has been previously analyzed for the ASP plant class associated with Palo Verde
(PWR Class H), a model specific to the event at Palo Verde was developed. The event tree depicting
potential sequences to core damage is shown in Fig. 1.

The event tree includes the following branches:

Branct Descrinti
INIT EVENT (SGTR) Initiating event. The initiating event is a primary-to-secondary side break
with a flow rate sufficient to require HPSI for RCS makeup.
RT : Reactor trip. Failure to trip results in an anticipated transient without scram
G (ATWS) sequence and is not developed further.

LER NO: 529/93-001
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HPSI is required to provide RCS makeup following the break. Flow from
one of the two HPSI pumps is required for success. Failure of HPSI requires
rapid RCS depressurization and the use of low pressure safety injection

- (LPSI) for RCS makeup.

AFW provides RCS cooling via the SGs. In the event of failure of the three
AFW pumps, RCS cooling can be provided using a condensate pump
following depressurization of the SGs to less than 500 psi using the
atmospheric dump valves (ADVs) or turbine bypass valves (TBVs).

RCS depressurization and LPSI. If HPSI fails, LPSI can provide RCS
injection if the RCS is rapidly depressurized. This requires AFW flow to
both SGs and the use of one-of-two ADVs on each SG or two of the eight
TBVs for depressurization. In addition, two of the four safety injection tanks
(SITs) must supply water to the RCS during the cooldown to prevent core
uncovery.

SGTR identified. This branch addresses the operator’s potential success or
failure in identifying the tube rupture. If the tube rupture is successfully
identified, as it eventually was in this event, nominal post-SGTR response is
modeléd. If the operators fail to identify the tube rupture, the event tree
addresses two actions that will still provide core protection: RCS
depressurization and implementation of shutdown cooling, or continual HPSI
with RWT makeup after ~40 h (based on the leak rate observed during the
event).

Ruptured SG isolated. Once the tube rupture is identifed, the faulted SG is
isolated by closing both main steam isolation valves (MSIVs), the AFW and
main feedwater (MFW) injection valves, and the ADVs on the impacted SG.
RCS pressure is reduced to below the SG relief valve setpoint, terminating
almost all RCS flow through the break. At this point the tube rupture is
considered mitigated. If the ruptured SG is not isolated, the RCS must be
depressurized and placed on the shutdown cooling system in order to
terminate flow from the break.

RCS depressurization to the shutdown cooling system (SDC) initiation
pressure. Either the ADVs or TBVs associated with the intact (nonfaulted)
SG must be used, along with pressurizer pressure control, to depressurize the
RCS to SDC entry conditions.

If the RCS is depressurized to SDC entry conditions, then the shutdown
cooling system can be used to remove decay heat and cool the unit to cold
shutdown conditions. Initiation of shutdown cooling (one of two LPSI
pumps and its associated SDC heat exchanger) provides success.

4 LER NO: 529/93-001
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&WT REFILL RWT refill. In the event that SDC initiation is unsuccessful, the RCS

, remains pressurized and makeup flow must be continually provided. The
RWT will have to be eventually refilled to prevent the failure of HPSI. For
a break of the size observed during this event, RWT refill must occur about
40 h into the event.

In the event of an SGTR, the expected plant response (seen during this event) is shown on the top sequence
in Fig. 1.. Following the tube rupture the reactor trips. HPSI provides RCS makeup and AFW provides core
cooling via the SGs. When the ruptured SG is identified, it is isolated and the good (intact) SG continues
to be used for core cooling. Sequences in Fig. 1 that involve equipment failures or operator errors that can
result in core damage include:

S Descriofi

101 Successful RT, HPSI, and AFW following the SGTR. The SGTR is
identified but the ruptured SG is not isolated. SDC fails following RCS
depressurization to the SDC initiation pressure. The operators fail to make
up to the RWT in the long term.

102 Similar to sequence 101 except RCS depressurization to the SDC initiation
e pressure fails
103 Successful RT, HPSI, and AFW following the SGTR. The SGTR remains

unidentified, although the operators are aware of a LOCA outside
containment and initiate RCS depressurization. SDC fails following RCS
depressurization and the operators fail to make up to the RWT in the long

term.
104 Similar to sequence 103 except RCS depressurization to the SDC initiation
point fails.
105 : Successful RT and HPSI following the SGTR. AFW (including SG
‘. depressurization and use of a condensate pump) fails.
106 HPSI failure following successful RT. AFW and the ADVs/TBVs are used

to depressurize the RCS to the LPSI initiation pressure. LPSI and the SITs
provide RCS makeup (at this point the RCS is at the SDC initiation pressure).
SDC and long-term RWT refill fail. ‘

107 , Similar to sequence 106 except RCS depressurization or LPSI fails, resultmg
in a failure of RCS injection.

Ql 08 Failure of HPSI and AFW following successful RT.

PRELIMINARY 5 LER NO: 529/93-001
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009 ATWS sequence (not developed futher). Failure of reactor trip following the
SGTR.

Failure probabilities assigned to the event tree branches were developed as follows (see Fig. 2):

Branch Branch Failure Probability Develoj '

INIT EVENT (SGTR) Initiating event (SGTR). An SGTR occurred during the event. Since SGTRs
cannot be recovered, a probability of 1.0 was assigned to this branch.

RT Reactor trip fails. A probability of 3.0 x 10~* was used, consistent with other
ASP analyses.

HPSI HPSI fails. A probability of 8.4 x 10~ was used, consistent with other Palo

Verde ASP analyses. This value was developed as described in Appendix A,
Sect. A.1 of NUREG/CR-4674, Vol. 17, Precursors to Potential Severe Core
Damage Accidents: 1992, A Status Report.

AFW AFW fails. For sequences involving HPSI success, a probability of 1.1 x

‘ 10-% was used. This value was developed from the failure probabilities for

. AFW and SG depressurization and the use of a condensate pump if AFW

0 fails. The development of failure probabilities for AFW, SG depres-

" surization, and condensate are described in Sect. A.1 of Appendix A of
NUREG/CR-4674. The overall AFW failure probability is:

p[AFW|-HPSI] = p[AFW(nominal)] x p[SG depress or condensate fails)

= p[AFW(nominal)] x {p[SG depress] + p[MFWjtrip] x
plcondensate] MFW]}

9.9 x 107 x [3.6 x 1072 +( 0.2 x 0.35)]

= 1.1x10%.

For sequences involving HPSI failure, RCS depressurization is addressed in
conjunction with LPSI, and p[AFW(nominal)] was used for AFW fails:

p[AFW[HPSI] = 9.9 x 10",

RCS DEPRESS AND LPSI Failure to depressurize the RCS and use the SITs and LPSI for RCS makeup
) given failure of HPSI. Branch failure will occur if the operators fail to

initiate a rapid secondary-side depressurization, if both LPSI trains fail, or if

three of the four SITs fail to inject. Because of the short time period

following HPSI failure when RCS depressurization must be implemented

[approximately 10 min for a 600 gpm SGTR, based on the Palo Verde

PRELIMINARY 6 LER NO: 529/93-001






SGTR IDENT

Q&UPTURED SGISOL

DEPRESS TO SDC

SDC

PRELIMINARY

PRELIMINARY

individual plant examination (IPE), Sect. 7.4.2], the branch failure probability

- is dominated by operator failure to initiate the cooldown and depres-

surization. A failure probability of 0.12 was used (ASP Recovery Class R3;
see Sect. A.1.3 of Appendix A of NUREG/CR-4674).

Operators fall to identify the tube rupture. Because of the problems with the
radiation monitors and the event diagnosis using the DLT, the SGTR was not
confirmed until 1 h after the event began. If the SGTR had not been
identified, the analysis assumed the operators would have proceeded to place
the unit on SDC. Once on SDC, flow from the rupture would have been
terminated, even though the event would never have been correctly
diagnosed. The probability of failing to identify the SGTR before SDC
initiation was estimated by assuming the observed time to identify (1 h) was
the median of a lognormal distribution with an error factor of 3.2 [see
Dougherty and Fragola, Human Reliability Analysis, John Wiley and Sons,
New York, 1988, Chapter 10. This is the error factor for time reliability
correlations (TRCs) for actions without hesitancy, which is considered
appropriate based on the slowly evolving nature of the event.] The time to
SDC initiation was assumed to be 3.5 h (CESSAR, Sect. 5.4.7. 3) resulting
in an estimated failure probability of 0.04.

Failure to isolate the ruptured SG. Isolation requires closure of the MSIVs,
isolation of MFW and AFW to the faulted SG, blocking the ADVs on that
generator closed, and a minor RCS cooldown to below the SG relief valve
setpoint. A screening value of 0.01 was used in the analysis (sequences
involving failure to isolate the ruptured SG do not contribute substantially to
the core damage probability for the event).

Failure to depressurize the RCS to the SDC initiation pressure. The failure
probability was assumed to be dominated by operator actions associated with
the cooldown and depressurization (limited depressurization is previously
addressed in RUPTURED SG ISO). An operator error probability of 0.001
was utilized [see Table A.14 in Appendix A of NUREG/CR-4674 and NRR
Daily Events Evaluation Manual, 1-275-03-336-01, January 31, 1992

(preliminary)].

Failure to provide decay heat removal via the RHR portion of the LPSI
system. Two redundant trains of SDC exist at Palo Verde. Each train
consists of a LPSI pump, six normally closed motor-operated valves, and two
parallel, normally closed LPSI injection valves. The SDC failure probability
is, therefore, approximately [p(PMP A) x p(PMP BIPMP A) + 6 X
p(VLV A) x p(VLV B|VLV A)] x p(nrec) + p(opr). Using typical ASP
screening probabilities for pump and valve failures, a nonrecovery probability
of 0.34 and an operator error probability of 0.001 [see NRR Daily Events

7 LER NO: 529/93-001
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Evaluation Manual, 1-275-03-336-01, January 31, 1992 (preliminary)]
results in an estimated failure probability for the branch of

{{(0.01 x 0.1) + (6 x 0.01 x 0.1)] x 0.34} +0.001 = 3.4 x 10,

Failure to refill the RWT prior to RWT depletion. Based on the flowrate

~observed during the event, RWT refill must be accomplished prior to 40 h

following the SGTR. The Palo Verde IPE considered RWT refill in the
analysis of a maximum flowrate (600 gpm) SGTR, and assumed it would not
be initiated until the RWT low-level alarm was received, approximately 2.7
h before the tank was empty. For this time period, the IPE estimated a
diagnosis time of 140 min, and a resulting failure probability of 8.5 x 103,
Although the lower flowrate that existed during this event would provide
additional diagnosis time and reduce the expected failure probability, the
value of 8.5 x 10~ was used in this analysis as well (sequences involving
failure of RWT refill do not substantially contribute to the core damage
probability estimated for the event).

Applying the above branch probabilities to the model for the event, as shown in Fig. 2, results in an
estimated core damage probability of 1.1 x 10~

01.5 Analysis Results

The conditional core damage probability estimated for the SGTR at Palo Verde is 1.1 x 10~. The dominant
core damage sequence, shown on Fig. 2, involves the tube rupture with a postulated failure of HPSI and
failure to depressurize the RCS and utilize LPSI for injection.

Additional information concerning this event is included in Augmental Inspection Team (AIT) report No.
50-529/93-14 dated April 15, 1993.

PRELIMINARY
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Fig. 1. Event tree model for SGTR at Palo Verde 2
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Fig. 2. Dominant core damage sequence for LER 529/93-001.
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GUIDANCE FOR LICENSEE PEER REVIEW OF
PRELIMINARY ASP ANALYSIS

Background

The preliminary precursor analysis of an operational event which occurred at
your plant has been provided for your review. This analysis was performed as
a part of the NRC’s Accident Sequence Precursor (ASP) Program. The ASP
Program uses probabilistic risk assessment techniques to provide estimates of
operating event significance in terms of the potential for core damage. The
types of events evaluated include loss of off-site power (LOOP), Loss-of-
Coolant Accident (LOCA), degradation of plant conditions, and safety equipment
failures or unavailabilities that could increase the probability of core
damage from postulated accident sequences. This preliminary analysis was
conducted using the information contained in the plant-specific final safety
analysis report (FSAR), individual plant examination (IPE), and the licensee
event report (LER) for this event. These sources are identified in the write-
up documenting the analysis. The analysis methodology followed the process
described in Section 2.1 and Appendix A of Volume 17 of NUREG/CR-4674, copies
of which have been provided in this package for your use in this review.

Guidance for Peer Review and Criteria for Recovery Credit

The review of the preliminary analysis should use Section 2.1 and Appendix A
ongUREG/CR-4674 for guidance. Comments regarding the analysis should
address:

« Characterization of possible plant response,

« Representation of expected plant response used in the analytical models,

- Representation of plant safety equipment configuration and capabilities at
the time of the event, and

- Assumptions regarding equipment recovery probabilities.

Any claims for credit for the use of additional systems, equipment, or
specific actions in the recovery process must be supported by appropriate
documentation in your response. The identified recovery measures must have
existed at the time of the event, and should include:

Normal or emergency operating procedures,

Piping and instrumentation diagrams (P&IDs),

Electrical one-line diagrams,

Results of thermal-hydraulic analysis, '
Operator training (both procedures and simulator), etc.

Also, the documentation should address the impact of the use of the specific
recovery measure on:

The sequence of events,

The timing of events, '

The probability of operator error in using the system or equipment, and
Other systems/processes already modeled in the analysis.

For example, Plant A (a PWR) experiences a reactor trip and, during the
subsequent recovery, it is discovered that one train of the auxiliary






feedwater (AFW) system is unavailable. Absent any further information
regrading this event, the ASP Program would analyze it as a reactor trip
with one train of AFW unavailable. The AFW train modeling would be
patterned after information gathered either from the plant PSAR or the IPE.
However, if information is received about the use of an additional system
(such as a standby steam generator feedwater system) in recovering from
this event, the transient would be modeled as a reactor trip with one train
of AFW unavailable, but this unavailability would be mitigated by the use
of the standby feedwater system. The mitigation effect for the standby
feedwater system would be credited in the analysis provided that the

. standby feedwater system characteristics are documented in the FSAR,

accounted for in the IPE, procedures for using the system during recovery
existed at the time of the event, the plant operators had been trained in
the use of the system prior to the event, a clear diagram (one-line diagram
or better) of the system is available, previous analyses have indicated
that there would be sufficient time available to implement the procedure
successfully, and results of an assessment that evaluates the effect that
use of the standby feedwater system has on already existing processes of
proc$dg¥es that would normally be used to deal with the event are
available.

Materials Provided for Review

The following materials have been provided in the package to facilitate your
review of the preliminary analysis of the operational event:

The specific licensee event report (LER), adgmented inspection team(AIT) 3_ .::;CM
report, or other pertinent reports as appropriate (separate enclosure).

A calculation summary sheet indicating the dominant sequences and pertinent
aspects of the modeling details (contained in the analysis writeup).

An event tree witﬁ the dominant sequence(s) highlighted (contained in the
analysis writeup).

A copy of Section 2.1 and Appendix A of NUREG/CR-4674, Volume 17 (separate
enclosures).
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@ 2.0 ACCIDENT SEQUENCE PRECURSOR
IDENTIFICATION AND QUANTIFICATION

2.1 Accident Sequence Precursor Identification

The ASP Program is concerned with the identification and documentation of operational events that have
involved portions of core damage sequences, and with the estimation of frequencies and probabilities
associated with them.

Identification of precursors requires the review of operational events for instances in which plant functions
that provide protection against core damage have been challenged or compromised. For core damage to
occur, fuel temperature must increase. Such an increase requires the heat generation rate in the core to
exceed the heat removal rate. This can result from either a loss of core cooling or excessive core power.
The following functions are provided at all plants to protect against these two conditions:

®  Reactor subcriticality. The reactor must be placed in a subecritical condition, normally by
inserting control rods into the core to terminate the chain reaction.

e  Reactor coolant inventory makeup. Sufficient water must be provided to the reactor coolant
system (RCS) to prevent core uncovery.

e RCS integrity. Loss of RCS integrity requires the addition of a significant quantity of water

10 prevent core uncovery.
Q e  Decay heat removal (DHR). Heat generated in the core by fission product decay must be
removed.
e Containment integrity. Containment integrity (containment heat removal, isolation, and
hydrogen control) is not addressed in the precursor analyses unless core DHR capability is
impacted.

System-based event trees were developed to model potential sequences to core damage. The event trees
are specific to eight plant classes so as to reflect differences in design among plants in the U.S. LWR
population. Three initiators are addressed in the event trees: trip [which includes loss of main feedwater
(LOFW) within its sequences], loss of offsite power (LOOP), and small-break loss-of-coolant accident
(LOCA). These three initiators are primarily associated with loss of core cooling. [Excessive core power
associated with anticipated transient without scram (ATWS) is represented by a failure-to-trip sequence
but is not developed.] Based on previous experience with reactor plant operational events, it is known
that most operational events can be directly or indirectly associated with these initiators. Detailed
descriptions of the plant classification scheme and the event tree models are included in Appendix A.
Operational events that cannot be associated with one of these initiators are accommodated by unique
modeling.

Armed with a knowledge of the primary core damage initiator types plus the systems that provide
protection against core damage (based on the event tree models), ASP Program staff members examine
LERs to determine the impact of operational events on potential core damage sequences. While the
sequences detailed on the event tree models do not describe all possible paths to core damage, they form
a primary basis for selecting an operational event as a precursor. Operational events are also reviewed
in a more general sense for their impact on the protective functions described above.
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+Identification of precursors within a set of LERs involved a two-step process. First, each LER was

reviewed by two experienced engineers to determine if the reported event should be examined in detail.
This initial review was a bounding review, meant to capture events that in any way appeared to deserve
detailed review and to eliminate events that were clearly unimportant. This was done by eliminating
events that satisfied pre-defined criteria for rejection and accepting all others as potentially significant and
requiring analysis. In some cases, events are impractical to analyze due to lack of information or inability
to reasonably model within a probabilistic risk assessment (PRA) framework, considering the level of
detail typically available in PRA models. Events also were eliminated from further review if they had
little impact on core damage sequences or provided little new information on the risk impacts of plant
operation. Such events included single failures in redundant systems and uncomplicated reactor trips and
LOFWs. Any event with an impact that can be mapped onto the ASP core damage models can, in
principle, be assessed.

LERs were eliminated from further consideration as precursors if they involved at most one of the
following:

a component failure with no loss of redundancy,
a loss of redundancy in only one system,

a seismic design or qualification error,

an environmental design or qualification error,

a structural degradation,

. an event that occurred prior to initial criticality (since the core is not considered vulnerable to
core damage at this time and since distinguishing initial testing failures from operational
failures is difficult),

a design error discovered by reanalysis,

an event impact bounded by a reactor trip or LOFW,

an event with no appreciable impact on safety systems, or

an event involving only post-core damage impacts (selected containment-related events are

documented).

Events identified for further consideration typically included

® unexpected core damage initiators (LOOP and small-break LOCA);

all events in which reactor trip was demanded and a safety-related component failed;

® all support system failures, including failures in cooling water systems, instrument air,
instrumentation and control, and electric power systems;

¢ any event where two or more failures occurred;

® any event or operating condition that was not predicted or that proceeded differently from the
plant design basis; and ‘

® any event that, based on the reviewers’ experience, could have resulted in or significantly
affected a chain of events leading to potential severe core damage.

Operational events that were not eliminated in the first review received a more extensive analysis to
identify those events considered to be precursors to potential severe core damage accidents either because
of an initiating event or because of failures that could have affected the course of postulated off-normal
events or accidents. These detailed reviews were not limited to the LERs; they also used final safety
analysis reports (FSARs), their amendments, and other information available at the Nuclear Operations

Analysis Center.
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The detailed review of each event considered () the immediate impact of an initiating event or (2) the
potential impact of the equipment failures or operator errors on readiness of systems in the plant for
mitigation of off-normal and accident conditions.

In the review of each selected event, three general scenarios (involving both the actual event and
postulated additional failures) were considered:

1.  If the event or failure was immediately detectable and occurred while the plant was at power, then
the event was evaluated according to the likelihood that it and the ensuing plant response could lead
to severe core damage,

2. If the event or failure had no immediate effect on plant operatlon (i.e., if no initiating event
occurred), then the review considered whether the plant would require the falled items for mitigation
of potential severe core damage sequences should a postulated initiating event occur during the
failure period.

* 3. If the event or failure occurred while the plant was not at power, then the event was first evaluated

according to whether it could have occurred while at power or at hot shutdown immediately

following power operation. If the event could only occur at cold shutdown, then its impact on
continued DHR was assessed.

For each actual occurrence or postulated initiating event associated with an operational event reported in
an LER, the sequence of operation of various mitigating systems required to preveat core damage was
considered. Events were selected and documented as precursors to potential severe core damage accidents
(accident sequence precursors) if they included one of the following attributes that impacted core damage
sequences and if the conditional probability of subsequent core damage (described later) was at least
1.0 x 10-¢

¢ an unexpected core damage initiator (such as a LOOP, steam-line break (SLB), or small-break
LOCA);

® a failure of a system (all trains of a multiple train system) required to mitigate the
consequences of a core damage initiator,

® concurrent degradation in more than one system required to mitigate the consequences of a
core damage initiator, or

® atransient or LOFW with a degraded mitigating system.

Events of low significance are thus excluded, allowing the reader to concentrate on the more important
events. This approach is consistent with the approach used to define 1987-1991 precursors, but is
different from that of earlier ASP reports, which addressed all events meeting the precursor selection
criteria, regardless of conditional core damage probability.

Events that occurred in 1992 were reviewed for precursors only if they satisfied an initial significance
screening. This approach, which was similar to that used in the review of 1988-1991 events, eliminated
many insignificant events from review and permitted some increase in the amount of documentation
provided for precursors. Two approaches were used to select events to be reviewed for precursors.

First, events were reviewed for precursors if they were identified as significant by the Nuclear Regulatory
Commission’s (NRCs) Office for Analysis and Evaluation of Operational Data (AEOD). AEOD’s
screening process identifies operating occurrences involving, in part,







violation of a safety limit;

an alert or higher emergency classification;

an on-demand failure of a safety system (except surveillance failures);

events involving unexpected system or component performance with serious safety significance

or generic implications;

events where improper operation, maintenance, or design causes a common-mode/common-

cause failure of a safety system or component, with safety significance or generic implications;

safety-significant system interactions;

events involving cognitive human errors with safety significance or generic implications;

safety-significant events involving earthquakes, tornadoes, floods, and fires;

a scram, transient, or engineered safety features (ESF) actuation with failure or inoperability

of required equipment;

on-site work-related or nuclear-incident-related death, serious injury, or exposure that exceeds

administrative limits;

® unplanned or unmonitored releases of radioactivity, or planned releases that exceed Technical
Specification limits; and

® infrequent or moderate frequency events.

AEOD-designated significant events also involve operating conditions, where a failure or accident has
not occurred but where the potential for such an event is identified.

Second, LERs were also reviewed if they were identified through a computerized search using the
sequence coding and search system (SCSS) data base of LERs. This computerized search identified LERs
potentially involving (1) failures in plant systems that provided the protective functions described earlier
and (2) initiating events addressed in the ASP models. Based on a review of the 1984-87 precursor
evaluations, this computerized search successfully identifies almost all precursors within a subset of
approximately one-third of all LERs.

While review of LERs identified by AEOD and through the use of SCSS is expected to identify almost
all precursors, it is possible that a few precursors exist within the set of unreviewed LERs. Some
potential precursors that would have been found if all 1992 LERs had been reviewed may not have been
identified. Because of this (plus modeling changes that impact precursor probability somewhat), it should
not be assumed that the set of 1988-92 precursors is consistent with precursors identified in 1984-87.

Following AEOD and SCSS computerized screening, 1022 LERs from 1992 were reviewed for
precursors. Twenty-seven operational events with conditional probabilities of subsequent severe core
damage greater than 1,0 X 10~ were identified as accident sequence precursors.

Individual failures of boiling-water reactor (BWR) high-pressure coolant injection (HPCI), high-pressure
core spray (HPCS), and reactor core isolation cooling (RCIC) systems (all single-train systems), and trips
and LOFWs without additional mitigating system failures were not selected as precursors. The impact
of such events was determined on a plant-class basis. The results of these evaluations are provided in
Appendix A.

In addition to accident sequence precursors, events involving loss of containment functions — containment
cooling, containment spray, containment isolation (direct paths to the environment only), and hydrogen
control — were identified in the review of 1992 LERs. Other events that were not selected as precursors
but that provided insight into unusual failure modes with the potential to compromise continued core
cooling are also identified. Events identified as precursors are documented in Appendix B, the

..
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containment-related events are documented in Appendix C, events consideréd "interesting” are -
documented in Appendix D, and events that were determined to be impractical to analyze are documented
in Appendix E. ;

2.2 Estimation of Precursor Significance

Quantification of ASP significance involves determination of a conditional probability of subsequent
severe core damage given the failures observed during an operational event, This is estimated by
mapping failures observed during the event onto the ASP event trees, which depict potential paths to
severe core damage, and calculating a conditional probability of core damage through the use of event
tree branch probabilities modified to reflect the event. The effect of a precursor on event tree branches
is assessed by reviewing the operational event specifics against system design information and translating
the results of the review into a revised conditional probability of system failure given the operational
event. ‘

In the precursor quantification process, it is assumed that the failure probabilities for systems observed
to have failed during an event are equal to the likelihood of not recovering from the failure or fault that
actually occurred. Failure probabilities for systems observed to have been degraded during an operational
event are assumed equal to the conditional probability that the system would fail (given that it was
observed degraded) and the probability that it would not be recovered within the required time period.
The failure probabilities associated with observed successes and with systems unchallenged during the
actual occurrence are assumed equal to a failure probability estimated from either system failure data
(when available) or by the use of system success criteria and typical train and common-mode failure
probabilities, with consideration of the potential for recovery. The conditional probability estimated for
each precursor is useful in ranking because it provides an estimate of the measure of protection against
core damage that remains once the observed failures have occurred.

The frequencies and failure probabilities used in the calculations are derived in part from data obtained
across the LWR population, even though they are applied to sequences that are plant-class specific in
nature, Because of this, the conditional probabilities determined for each precursor cannot be rigorously
associated with the probability of severe core damage resulting from the actual event at the specific
reactor plant at which it occurred.

The evaluation of precursor events in this report consider and, where appropriate, give credit for
additional equipment or recovery procedures the plants have recently added. Accordingly, the evaluations

this year may not be directly comparable to the results of prior years. Examples of additional equipment

and recovery procedures addressed in the 1992 analyses, when information was available, include use of
supplemental diesel generators (DGs) for station blackout mitigation, alternate systems for steam generator

~ (SG) and RCS makeup, and depressurization of the primary with low pressure injection (LPI) in lieu of

high pressure injection (HPI).

The ASP calculational process is described in detail in Appendix A. This appendix documents the event
trees used in the 1988-1992 precursor analyses, changes to these trees from prior years, the approach
used to estimate event tree branch and sequence probabilities, and sample calculations; it also provides
probability values used in the calculations. The overall precursor selection process is illustrated in Fig. 1.
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@ 2.3 Documentation of Events Selected as Accident Sequence

Precursors

Each 1992 precursor is documented in Appendix B. A description of the operational event is provided
along with additional information relevant to the assessment of the event, the ASP modeling assumptions
and approach used in the analysis, and analysis results. Two figures are also provided that (1) visually

- describe the dominant core damage sequence postulated for the event and (2) present a graph of the

relative significance of the event compared with other potential events at the plant. The other potential
events at the same plant are briefly described below:

PWR & BWR

Trip ® Trip with equipment operable.

LOOP ® Loss of offsite power. Includes plant-centered, grid-centered,
severe weather and extreme severe weather-related initiators.

360h EP ® 360 h without emergency power sources (normally on-site
emergancy diesel generators).

PWR ,

LOFW + IMTR AFW ® Transient with loss of main feedwater and one motor driven
AFW (or EFW pump failed (turbine driven pump substituted
if plant does not have any motor driven pumps).

360h w/o AFW ® 360 hours with all AFW (or EFW) pumps failed.

BWR

360 h w/o HPCI and RCIC ® 360 hours with HPCI and RCIC failed (not applicable for
Type A BWRs).

LOFW and HPCI ® Transient with loss of main feedwater and HPCI (loss of main
FW and loss of Isolation Condensor is run instead for Type A
BWRs).

An additional item, the conditional core damage calculation, documents the calculations performed to
estimate the conditional core damage probability associated with the precursor and includes probability
summaries for end states, the conditional probability for the more important sequences, and the branch
probabilities used. Copies of the LERs and AIT Reports relevant to the event are also provided in
Appendix F, listed in docket number order.

Appendices C, D and E include similar documentation_for other events selected in the ASP Program
(containment-related, other, and impractical events). No probabilistic analysis was performed on these
events.

2.4 Tabulation of Selected Events

The 1992 events selected as precursors are listed in Table 1. The precursors have been arranged in
numerical order by event identifier and the following information is included:
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docket/LER numoer associated with the event (Event Identifier);

name of plant where the event occurred (Plant);

a brief description of the event (Description); a

date of the event (Event Date);

conditional probability of potential severe core damage associated with the event (Cp, Probability);
initiator associated with the event or unavailability if no initiator was involved (TRANS).
abbreviations for the primary system and component involved in the event (System, Component);
plant operating status at the time of the event (O);

discovery method associated with the event (operational or testing) (D);

whether the event involved human error (E);

plant power rating, type, vendor, architect-engineer, and licensee (MWE, T, V, AE, Operator);

—oeENoOUALL -

— —

The information in Table 1 has been sorted in several ways to provide additional perspectives.

Sorted by
Table 2 Plant name and LER number
Table 3  Event date
Table 4 Initiator or unavailability
Table 5 System
Table 6 Component
Table 7  Plant operating status
Table 8 Discovery method
Table 9 Conditional core damage probability
Table 10 Plant type and vendor

Abbreviations used in Tables 1—10 are defined in Tables 1la~—11f,

x:

2.5 Potentially Significant Events That Could Not Be Analyzedw

A number of LERs identified as potentially significant were considered impractical to analyze. Examples
of such events include component degradations where the extent of degradation could not be determined
(for example, biological fouling of room coolers) or where a realistic estimate of plant response could
not be made (for example, high energy line break concerns). Other events of this type include cable
routing not in accordance with Appendix R requirements for fire protection, and inoperability of flood
barriers. For both of these situations, detailed plant design information, and preferably an existing fire
or flood PRA analysis, are required to reasonably estimate the significance of the event.

For many events classified as impractical to analyze, an assumption that the impacted component or
function was unavailable over a I-year period (as would be done using a bounding analysis) would resuit
in a conclusion that a very significant condition existed. This conclusion was not supported by the
specifics of the event as reported in the LER or by the limited engineering evaluation performed in the
ASP Program. A reasonable estimate of significance for such events requires far more analysis resources
than can be applied in the ASP Program. ‘

Brief descriptions of events considered impractical to analyze are provided in Appendix E.
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@2.6 Potential Sources of Error

As with any analytic procedure, the availability of information and modeling assumptions can bias results.
In this section, several of these potential sources of error are addressed.

I.

Evaluation of only a subset of 1992 LERs. For 1969-81 and 1984-87, all LERs reported during the
year were evaluated for precursors. For 1988-92, only a subset of LERs were evaluated in the ASP
Program following a computerized search of the SCSS data base and screening by NRC personnel.

-While this subset is believed to include most serious operational events, it is possible that some

events that would normally be selected as precursors were missed because they were not included

*in the subset that was screened.

Inherent biases in the selection process. Although the criteria for identification of an operational
event as a precursor are fairly well defined, the selection of an LER for initial review can be
somewhat judgmental. Events selected in the study were more serious than most, so the majority
of the LERSs selected for detailed review would probably have been selected by other reviewers with
experience in LWR systems and their operation. However, some differences would be expected to
exist; thus, the selected set of precursors,should not be considered unique.

'Lack of appropriate information in the LER. The accuracy and completeness of the LERs in

reflecting pectinent operational information is questionable in some cases. Requirements associated
with LER reporting (i.e., 10 CFR 50.73), plus the approach to event reporting practiced at
particular.plants, can result in variation in the extent of events reported and report details among
plants. Although the LER rule of 1984 has reduced the variation in reported details, some variation
still exists. In addition, only details of the sequence (or partial sequences for failures discovered
during testing) that actually occurred are usually provided; details concerning potential alternate
sequences of interest in this study must often be inferred.

Accuracy of the ASP models and probability data. The event trees used in the analysis are plant-
class specific and reflect differences between plants in the eight plant classes that have been defined.
While major differences between plants are represented in this way, the plant models utilized in the
analysis may not adequately reflect all important differences. Known problems concern the
representation of HPI for some pressurized-water reactors (PWRs), long-term DHR for BWRs, and
ac power recovery following a LOOP and battery depletion (station blackout issues). Modeling
improvements that address these problems are being pursued in the ASP Program.

Because of the sparseness of system failure events, data from many plants must be combined to
estimate the failure probability of a multitrain system or the frequency of low- and moderate-
frequency events (such as LOOPs and small-break LOCAs). Because of this, the modeled response
for each event will tend toward an average response for the plant class. If systems at the plant at
which the event occurred are better or worse than average (this is difficult to ascertain without
extensive operating experience), the actual conditional probability for an event could be higher or
lower than that calculated in the analysis.

Known plant-specific equipment and procedures that can provide additional protection against core
damage beyond the plant-class features included in the ASP event tree models were addressed in the
1992 precursor analysis. This information was not uniformly available ~ much of it was provided
in licensee comments on preliminary analyses and in Individual Plant Examination (IPE)
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documentation available at the time this report was prepared. As a result, consideration of
additional features may not be consistent in precursor analyses of events at different plants.
However, analyses of multiple events that occurred at an individual plant or at similar units at the
same site were uniformly developed.

Difficulty in determining the potential for recovery of failed equipment. Assignment of recovery
credit for an event can have a significant impact on the assessment of the event. The approach used
to assign recovery credit is described in detail in Appendix A. The actual likelihood of failing to’
recover from an event at a particular plant is difficult to assess and may vary substantially from the
values currently used in the ASP analyses. This difficulty is demonstrated in the genuine differences
in opinion among analysts, operations and maintenance personnel, etc., concerning the likelihood
of recovering from specific failures (typically observed during testing) within a time period that
would prevent core damage following an actual initiating event.

Programmatic constraints have prevented substantial efforts in estimating actual recovery class
distributions. The values currently used are based on a review of recovery actions during historic
events and also include consideration of human error during recovery. These values have been
reviewed both within and outside the ASP Program. While it is acknowledged that substantial
uncertainty exists in them, they are believed adequate for ranking purposes, which is the primary
goal of the current precursor calculations. This assessment is supported by the sensitivity and
uncertainty calculations documented in the 1980-81 report.! These calculations demonstrated only
a small impact on the relative ranking of events from changes in the numeric values used for each
recovery class.

Assumption of a 1-month test interval. The core damage prabability for precursors involving
unavailabilities is calculated on the basis of the exposure time associated with the event. For failures
discovered during testing, the time period is related to the test interval. A test interval of 1 month
was assumed unless another interval was specified in the LER.

If the test interval is longer than this, on the average, for a particular system, then the calculated
probability will be lower than that calculated using the actual test interval. Examples of longer test
intervals would be situations in which (1) system valves are operated monthly but a system pump
is started only quarterly or (2) valves are partially stroked monthly but fully operated only during
refueling. Conversely, more frequent testing will result in a higher calculated failure probability
than that calculated using the actual, shorter test interval. Test interval assumptions can also impact
system failure probabilities estimated from precursor events, as described in Ref. 1.

2.7 Reference

1.

W. B. Cottrell, J. W, Minarick, P. N. Austin, E, W, Hagen, and J. D. Harris, Martin Marietta
Energy Systems, Inc., Oak Ridge Natl. Lab., and Science Applications International Corp.,
Precursors to Potential Severe Core Damage Accidents: 1980-81, A Status Report, USNRC Report
NUREG/CR-3591, Vols. 1 and 2 (ORNL/NSIC-217/V1 and V2), July 1984.*

“Available for purchase from National Technical Information Service, Springficld, Virginia 22161.
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A. ASP MODELS

This appendix provides information concerning the methods and models used ‘to estimate event

significance in the ASP, Program. The basic models used in the analysis of 1992 precursors are the same

as those used for 1989-91 precursors. However, the analysis of 1992 precursors considered the potential

use of alternate equipment and procedures, beyond.that addressed in the basic models, that recently have
been added by the licensees to provide additional protection against core damage, if information regarding

this equipment was available. This equipment.is described in Sect. A.3.

A.1 Precursor Significance Estimation

Quantification of accident sequence precursor significance involves determination of a conditional
probability of subsequent severe core damage given the failures observed during an operational event.
This is estimated by mapping failures observed during the event onto event trees depicting potential paths
to severe core damage and calculating a conditional probability of core damage through the use of event
tree branch probabilities modified to reflect the event. In the quantification processes, it is assumed that
the event tree branch failure probabilities for systems observed failed during an event are equal to the
likelihood of not recovering from the failure or fault that actually occurred. Event tree branch failure
probabilities for systems observed degraded during an operational event are assumed equal to the
conditional probability that the system would fail (given that it was observed degraded) and the
probability that it would not be recovered within the required time period. Event tree branch failure
probabilities used for systems observed to be successful and systems unchallenged during the actual
occurrence are assumed equal to a failure probability estimated from either system failure data (when
available) or by the use of system success criteria and typical train and common-mode failure
probabilities. The conditional probability estimated for each precursor is useful in ranking because it
provides an estimate of the measure of protection against core damage remaining once the observed
failures have occurred.

A.1.1 -ASP Event Tree Models

Models used to rank precursors as to significance consist of plant-class specific event trees that are linked
to simplified plant-specific system models. These models describe mitigation sequences for three
initiating events: a nonspecific reactor trip {[which includes LOFW within the model], LOOP, and small-
" break LOCA. The event tree models are system-based and mclude a model applicable to each of elght
plant classes: three for BWRs and five for PWRs,

Plant classes are defined based on the use of similar systems in providing protective functions in response
to transients, LOOPs, and small-break LOCAs. System designs and specific nomenclature may differ
-among plants included in a particular class; but functionally, they are similar in response. Plants where
certain mitigating systems do not exist, but which are largely analogous in their initiator response, are
grouped into the appropriate plant class. In modeling events at such plants, the event tree branch
probabilities are modified to reflect the actual systems available at the plant. For operational events that
cannot be described using the plant-class specific event trees, unique models are developed to describe
the potential sequences to severe core damage.
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Each event tree includes two undesired end states. The undesired end states are designated as (1) core
damage (CD), in which inadequate core cooling is believed to exist; and (2) ATWS, for the failure-to-
scram sequence. The end states are distinct; sequences associated with ATWS are not subsets of core
damage sequences. The ATWS sequence, if fully developed, would consist of a number of sequences
ending in either success or core damage. Successful operation is designated "OK" in the event trees
included in this appendix.

A.l.2 Precursor Impact on Event Tree Branches

The effect of a precursor on event tree branches is assessed by reviewing the operational event specifics
against system design information and translating the results of the review into a revised conditional
probability of system failure given the operational event. This translation process is simplified in many
cases through the use of train-based models that represeat an event tree branch. If a train-based model
exists, then the impact of the operational event need only be determined at the train level, and not at the
system level,

Once the impact of an operational event on systems included in the ASP event tree models has been
determined, branch probability values are modified to reflect the event, and the event trees are then used
to estimate a conditional probability of subsequent core damage, given the precursor.

A.l13 Estimation of Initiating Event Frequencies and Branch Failure
Probabilities Used with the Event Tree Models

A set of initiating event frequencies and system failure probabilities was developed for use in the
quantification of the event tree models associated with the precursors. The approach used to develop
frequency and probability estimates employs failure or initiator data in the precursors themselves when
sufficient data exists. When precursor data are available for a system, its failure probability is estimated
by counting the effective number of nonrecoverable failures in the observation period, making appropriate
demand assumptions, and then calculating the effective number of failures per demand. The number of
demands is calculated based on the estimated number of tests per reactor year plus any additional
demands to which a system would be expected to respond. This estimate is then muitiplied by the
number of applicable reactor years in the observation period to determine the total number of demands.
A similar approach is employed to estimate initiator frequencies per reactor year from observed initiating
events.

» The potential for recovery is addressed by assigning a recovery action to each system failure and initiating
event. Four classes are currently used to describe the different types of recovery that could be involved:

e
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Recovery  Likelihood of Recovery
class nonrecovery characteristic

RI 1.00 The failure did not appear to be recoverable in the required
period, either from the control room or at the failed equipment.

R2 0.34 The failure appeared recoverable in the required period at the
failed equipment, and the equipment was accessible; recovery
from the control room did not appear possible.

R3 0.12 The failure appeared recoverable in the required period from the
control room, but recovery was not routine or involved
substantial operator burden. .

R4 0.04 The failure appeared recoverable in the required period from the

control room and was considered routine and procedurally based.

The assignment of an event to a recovery class is based on engmeenng judgment, which consxders the
specifics of each operational event and the likelihood of not recovering from the observed failure in a
moderate to high-stress situation following an initiating event. . For analysns purposes, consistent
probabilities of failing to recover an observed failure are assigned to each event in a particular recovery
class. It must be noted that the actual likelihood of failing to recover from an event at a particular plant
is difficult to assess and may vary substantially from the values listed. This difficulty is demonstrated
in the genuine differences in opinion among analysts, operations and maintenance personnel, etc.,
concerning the likelihood of recovering specific failures (typically observed during testing) within a time
~ period that would prevent core damage following an actual initiating event.”

The branch probability estimation process is illustrated in Table A.1. Table A.1 lists two operational -

events that occurred in 1984-86 involving failure of SG isolation. For each event, the likelihood of
failing to recover from the failure is listed (Column 3). The effective number of nonrecoverable events
(1.04 in this case) is then divided by an estimate of the total number of demands in the 1984-86
observation period (1968) to calculate a failure on demand probability of 5.3 X 1074,

The likelihood of system failure as a result of hardware faults is combmed with the likelihood that the
system could not be recovered, if failed, and with an estimate of the likelihood of the operator failing to
initiate the system, if manual initiation were required, to estimate the overall failure probability for an
event-tree branch. Calculated failure probabilities are then used to tailor the probabilities associated with
train-based system models. Such an approach results in system failure probability estimates that reflect,
to a certain extent, the degree of redundancy actually available and permits easy revision of these
probabilities based on train failures and unavailabilities observed during an operational event.

*Programmatic constraints have prevented substantial efforts in estimating actual recovery class dxstn'butnons The
values currently used were developed based on a review of eveats with the poteatial for short-term recovery, in
addition to consideration of buman error during recovery. Theso values have been reviewed both within and outside
the ASP Program. While it is acknowledged that substantial uncertainty exists in them, they are believed adequaxo
for ranking purposes, which is the primary goal of the current precursor calculations. This assessment is supported
by the seasitivity and uncertainty calculations documeanted in the 1980-81 report. These calculations demonstrated
little impact on the relative ranking of events from variance in recovery class values.
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1.1.4 Conditional Probability Associated with Each Precursor ' 0
ed

‘The calculation process for each precursor involves a determination of initiators that must be model
and their probability, plus any modifications to system probabilities necessitated by failures observed in
an operational event. Once the branch probabilities that reflect the conditions of the precursor are
established, the sequences leading to the modeled end states (core damage and ATWS) are calculated and
summed to produce an estimate of the conditional probability of each end state for the precursor. So that
only the additional contribution to risk (incremental risk) associated with a precursor is calculated,
conditional probabilities for precursors associated with equipment unavailabilities (during which no
initiating event occurred) are calculated a second time using the same initiating event probability but with
all branches assigned normal failure probabilities (no failed or degraded states) and subtracted from the
initially calculated values. This eliminates the contribution for sequences unimpacted by the precursor,
plus the normal risk contribution for impacted sequences during the unavailability. This calculational
process is summarized in Table A.2.

The frequencies and failure probabilities used in the calculations are derived in part from data obtained
across the LWR population, even though they are applied to sequences that are plant-class specific in
nature. Because of this, the conditional probabilities determined for each precursor cannot be rigorously
associated with the probability of severe core damage resulting from the actual event at the specific
reactor plant at which it occurred. The probabilities calculated in the ASP study are homogenized
probabilities considered representative of probabilities resulting from the occurrence of the selected events
at plants representative of the plant class.

A.1.5 Sample Calcuiations ' : ',

Three hypothetical events are used to illustrate the calculational process.

1.  The first event assumes a trip and LOFW but no other observed failures during mitigation. An
event tree for this event is shown in Fig. A.1. On the event tree, successful operation is indicated
by the upper branch and failure by the lower branch. With the exception of relief valve lift, failure
probabilities for branches are indicated. For HPI, the lowest branch includes operator action to
initiate feed and bleed. Success probabilities are 1 - p(failure). The likelihood of not recovering
the initiator (trip) is assumed to be 1.0, and the likelihood of not recovering MFW is assumed to
be 0.34 in this example. Systems assumed available were assigned failure probabilities currently
used in the ASP Program. The estimated conditional probabilities for undesirable end states
associated with the event are then:

p(cd) = plseq. 11] [1.0 X (1-3.0 X 10~ X (1 - 9.9 X 10~%) X 4.0 X 10~2 X
3.3 X107 x (1-8.4 x 107 x 1.1 X 107

+ plseq. 12] [1.0 X (1-3.0 X 107%) x (1-9.9 X 10™5) X 4.0 x 10~ X
‘ 3.3 X 10™* x 8.4 x 107 -

+ plseq. 13] [1.0 X (1-3.0 X 10™%) X 9.9 x 10-% X (1 - 0.34) X 4.0 X
1072 X 3.3 X 10™* % (1.0 - 8.4 X 107%) X 1.1 x 1079

e
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+ plseq. 14] + plseq. 15] + p[seq. 16] + p[seq. 17]
= 7.7 x 1077

P(ATWS) = piseq. 18]
= 3.0 X 10~

The second example event involves failures that would prevent HPI if required to mitigate a small-
break LOCA or if required for feed and bleed. Assume such failures were discovered during
testing. This event impacts mitigation of a small-break LOCA initiator and potentially impacts
mitigation of a trip and LOOP, should a transient-induced LOCA occur or should feed and bleed
be required upon loss of AFW and MFW. The event tree for a postulated small-break LOCA
associated with this example precursor is shown in Fig. A.2. The failure probability associated with
the precursor event (unavallabxhty of HPI) is assigned based on the likelihood of not recovering
from the failure in a 20-30 min time frame (assumed to be 1.0 in this case). No initiating event
occurred with the example precursor; however, a failure duration of 360 h was estimated based on
one-half of a monthly test interval. The estimated small-break LOCA frequency (assumed to be 1.0
X 10~%h in this example), combined with this failure duration, results in an estimated initiating
event probability of 3.6 X 10~* during the unavailability. The probabilities for small-LOCA
sequences involving undesirable end states (employing the same calculational method as above and
subtracting the nominal risk during the time intérval) are 3.6 X 10~* for core damage and 0.0 for
ATWS. Note that the impact of the postulated failure on the ATWS sequence is zero because HPI
success qr failure does not impact that sequence as modeled.

For most unavailabilities, similar calculations would be required using the trip and LOOP event
trees, since these postulated initiators could also occur. In this example, neither of these two
initiators contributes substantially to the core damage probability associated with the event.

The third example event involves a trip with unavailability of one of two trains of service water
(SW). Assumed unavailability of the SW train results in unavailability of one train of HPI, high -
pressure recirculation (HPR), and AFW, all because of unavailability of cooling to the respective
pumps. In this example, SW cooling of two motor-driven AFW pumps is assumed. An additional
turbine-driven pump is assumed to be self-cooled. Since SW is not explicitly addressed in the ASP

. event trees, the probabilities of front-line systems impacted by the loss of SW are instead modified

Figure A.3 shows a transignt event tree with branch failure probabilities modified to reflect
unavailability of one train of service water. The likelihoods of not recovering failed front line
systems are assumed to be unchanged, since the failure mechanisms for (observed) non-faulted trains
are expected to be consistent with hxstorxcally observed failures.'The conditional probability of core,
damage given the trip and one service water train unavailable is 1.1 X 10~S. If the second train of
service water were to fail, HPI and HPR (and hence feed and bleed) would be rendered unavailable;

. however, the turbine-driven AFW pump would still be operable. In this case, the likelihood of not

recovering HPI and HPR is assumed to be 1.0 until service water is recovered. Sequences
associated with loss of both service water trains increase the core damage probability associated with
the event. The extent of this increase is dependent in PWRs on the likelihood of a reactor coolant
pump seal failure following the loss of service water (since seal injection and seal cooling would be
typically lost).  Assuming that the conditional probability of loss of the second service water

4
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train is 0.01, that the likelihood of not recovering SW is 0.34, and that the failure probability of the
turbine-driven AFW pump is 0.05, the increase in core damage probability is 1.7 X 10~* if no RCP
seal failure occurs, and 3.4 X 1072 if the likelihood of seal failure is 1.0.

A.1.6 Event Tree Changes Made to 1988-1991 Event Models

Two changes were made to the event trees used in the 1988-91 precursor assessments: core vulnerability
sequences on trees used for 1984-87 assessments were reassigned as success or core damage sequences,
and the likelihood of PWR RCP seal LOCA following station blackout was explicitly modeled.

In the prior models, the core vulnerability end state was assigned to sequences in which core protection
was expected to be provided but for which no specific analytic basis was generally available or which
involved non-proceduralized operator actions. Core vulnerability sequences were assigned to either
success or core damage end states in the current models, as follows: .

Core vulnerability sequence type Revised end state
Stuck-open secondary-side relief valve with a failure of Success
HPI in a PWR
Steam generator (SG) depressurization and use of ‘ Core damage (except
condensate system following failure of AFW, MFW, and for PWR Class H)
feed and bleed in a PWR
Use of containment venting as an alternate core cooling Core damage
method in a BWR

The net effect of this change is a significant reduction in the complexity of the event trees, with little .

impact on the relative significance estimated for each precursor. The impact of this modeling change on
conditional probability estimates for 1987 precursors is described in Sect. 3.6 of Ref. 1. (Alternate
calculations using models with the above changes were performed on 1987 events.) As illustrated in Ref.
1, modest differences existed between the core damage, core damage plus core vulnerability, and revised
core damage model conditional probability estimates for most of the more significant events. Where
differences did exist, the sum of probabilities of core damage and core vulnerability (all non-ATWS
.undesirable end states in the earlier models) was closer to the core damage probability estimated with the
revised models.

Three 1987 events had substantially higher "sum" probabilities—these events involved trips with single
safety-related train unavailabilities, for which the dominant core vulnerablhty sequence was a stuck-open
secondary-side relief valve with HPI failure (assigned to ‘success in the revised models). N

The second modeling change was the inclusion of PWR RCP seal LOCA in blackout sequences. The
impact of such a seal LOCA on the core damage probability estimated for an event had previously been
bounded by the use of a conservative value for failure to recover ac power prior to battery depletion
following a LOOP and loss of emergency power.
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The PWR event trees have been revised to address potential seal LOCA during station blackout through
the use of seal LOCA and electric power recovery branches, as shown below:

BACKOUT | AFW g\f:: ;REV:; soon | P Rec HPL SEQ  END
NO_ STATE

oK

1 co
2 co
oK

3 co
4 co
oK

5 o
6 ¢o
oK

7 cd
8 cb

Two time periods are represented in the sequences in the above figure. Auxiliary feedwater, power-
operated relief valve/safety relief valve (PORV/SRYV) challenge, and PORV/SRYV reseat are shot-term
responses following loss of the diesel generators. If turbine-driven AFW is unavailable, or if an open
PORV/SRYV fails to close, then core damage is assumed to occur, since no high-pressure injection is
available as an alternate means of core cooling or for RCS makeup. SEAL LOCA, EP REC LONG, and
HPI are branches applicable in the long term. SEAL LOCA represents the likelihood of a seal LOCA
prior to restoration of ac power. EP REC LONG represents the likelihood of not restoring ac power
prior to core uncovery (if a seal LOCA exists) or prior to battery depletion (in the case of no seal
LOCA). Once the batteries are depleted, core damage is assumed to occur, since control of turbine-
driven pumps and the ability to monitor core and RCS conditions are lost. HPI represents the likelihood
of failing to provide HPI following a seal LOCA to prevent core damage. The ASP models have been
simplified somewhat by assuming that HPI is always adequate to make up for flow from a failed seal or
seals.

The three seal LOCA-related sequences are illustrated in sequences 1, 2, and 3. In sequence 1, a seal
LOCA occurs prior to restoration of ac power, ac power is successfully restored prior to core uncovery,
but HPI fails to provide makeup flow. In sequence 2, a seal LOCA also occurs, and ac power is not
restored prior to core uncovery. In sequence 3, no seal LOCA occurs, but ac power is not recovered
prior to battery depletion. The likelihood of seal LOCA prior to ac power restoration and the likelihood
of ac power recovery are time-dependent, and this time-dependency is accounted for in the analysis. A
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more detailed description of the changes associated with explicitly modeling RCP seal LOCA is included
in Ref. 2.

In addition to elimination of core vulnerability sequences, two other changes were made to simplify the
previously complex BWR event trees:

e Failure to trip with soluble boron injection success was previously developed in detail and involved
a large number of low probability sequences. All failure to trip sequences are now assigned to the
ATWS end state.

® The condensate system was previously modeled as an alternate source of low-pressure injection
water. This use of the condensate system is now considered a recovery action. this reduces the
number of sequences on the event trees without substantially impacting the core damage probability
estimates developed using the trees. Systems addressed on the event trees for low-pressure injection
include LPCS, LPCI, and RHRSW.

A.2 Plani Caiegorization

Both the 1969—79 and 1980—81 precursor renorts (Refs. ! and 2) used simplified. functionally bhased
event trees 10 mode! potentiar event sequences. One set of event trees was usea to modei for PWR
initiating events: LOFW, LOOP, small-break LOCA, and steam line break. A separate set of event trees
was used to model BWR response to the same initiators. Operational events that could not be modeled
using these "standardized” event trees were addressed using models specifically developed for the event,
It was recognized during the review of the 1969-79 precursor report that plant designs were sufficiently
different that multiple models would be required to more correctly describe the impact of an operational
event in different plants. In 1985, substantial effort was expended to develop a categorization scheme
for all U.S. LWRs that would permit grouping of plants with similar response to a transient or accident
at the system or functional level, and to subsequently develop eight sets of plant-class specific event tree
models. Much of the categorization and early event sequence work was done at the University of
Maryland (Refs. 3 and 4). The ASP Program has generally employed these categorizations; however,
some modifications have been required to reflect more closely the specific needs of the precursor
evaluations.

In developing the plant categorizations, each reactor plant was examined to determine the s'ystems used

‘to perform the following plant functions required in response to reactor trip, LOOP, and small-break
LOCA initiators to prevent core damage: reactor subcriticality, RCS integrity, reactor coolant inventory,
short-term core heat removal, and long-term core heat removal.

Functions related to containment integrity (containment overpressure protection and containment heat
removal) and post-accident reactivity removal are not included on the present ASP event trees (which only
concern core damage sequences) and are not addressed in the categorization scheme.

For each plant, systems utilized to berform each function were identified. Plants were grouped based on
the use of nominally identical systems to perform each function; that is, systems of the same type and
function without accounting for the differences in the design of those systems.
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Three BWR plant classes were defined. BWR Class A consists of the older plants, which are
characterized by isolation condensers (ICs) and feedwater coolant injection (FWCI) systems that employ
the MFW pumps. BWR Class B consists of plants that have ICs but a separate HPCI system instead of
FWCIL. BWR Class C includes the modern plants that have neither ICs nor FWCI. However, they have
a RCIC system that Classes A and B lack. The Class C plants could be separated into two subgroups,
those plants with turbine-driven HPCI systems and those with motor-driven HPCS systems. This .
difference is addressed instead in the probabilities assigned to branches impacted by the use of these
different system designs. ‘

PWRs are separated into five classes. One class represents most Babcock & Wilcox Company plants
(Class D). These plants have the capability of performing feed and bleed without the need to open the
PORV. Combustion Engineering plants are separated into two classes, those that provide feed and bleed
capability (Class G) and those that provide for secondary-side depressurization and the use of the
condensate system as an alternate core cooling method, and for which no feed and bleed is available
(Class H)." . . :

The remaining two classes address Westinghouse plants — Class A is associated with plants that require
the uce of spray systems for core heat removal following a LOCA, and Class B is associated with plants
that can utilize low-to-high pressure recirculation for core heat removal.

Plants in whick initiazor response cannotbe described using piant-class modeis are addressed using uniquz
modeis. tor exampi2, the now deac:ivated LaCrosse BWR.

Table A.17 lists the class associated with each plant.

A.3 Event rI"ree Models

-The plant class event trees describe core damage sequences for three initiating events: a nonspecific

reactor trip, a LOOP, and a small-break LOCA. The event trees constructed are system-based and
include an event tree applicable to éach plant class defined.

System designs and specific nomenclature may differ among plants included in a particular class; but
functionally, they are similar. Plants where certain mitigating systems do not exist, but which are largely
analogous in their transient response, were grouped into the plant classes accordingly. In modeling events
at such plants, the event tree branch probabilities were modified to reflect the systems available at the
plant. Certain events (such as a postulated steam line break) could not be described using the plant-class
event trees presented in this appendix. In these cases, unique event trees were developed to describe the
sequences of interest. :

*Maine Yankee Atomic Power Plant was built by Combustion Engineering but has a response to initiating events
more akin to the Westinghouse Electric Corporation design, so it is grouped in a class with other Westinghouse plants,
Davis-Besse Nuclear Power Station was also placed in a Westinghouse plant class because its HPI system design
requires the operator to open the PORV for feed and bleed, as in most Westinghouse plants. The requirement to open
the PORY for feed and bleed is a primary differcnce between event trees for Westinghouse and Babcock and Wilcox '
plants. Plant response differences resulting from the use of different SG designs are not addressed in the models.

’
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This section (1) describes the potential plant response-to the three initiating events described above, (2)
identifies the combinations of systems required for the successful mitigation of each initiator, and @3
briefly describes the criteria for success of each system-based function. The sequences are consider
first for PWRs and then separately for BWRs. PWR Class B event trees are described first, along with
those for Class D, which are similar. (The major difference between Class B and Class D plants is that
PORV operability is not required for feed. and bleed on Class D plants.) The event trees for the
combined group apply to the greatest number of operating PWRs. Therefore, these are discussed first,
followed by those for PWR Classes G, H, and then A. For the BWR event trees, the plant Class C
models are described first, because these are applicable to the majority of the BWRs, followed by
discussions for the A and B BWR classes, respectively. The event trees are constructed with branch
(event or system) success as the upper branch and failure as the lower branch. Each sequence path is
read from left to right, beginning with the initiator followed by subsequent systems required to preclude
or mitigate core damage.

The event trees can be found following the discussion sections and are grouped according to plant classes,
beginning with the PWR classes and followed by the BWR classes. The abbreviations used in the event
tree models are defined in Table A.16 preceding the event trees. Sequence numbers are provided on the

. event trees for undesirable end states (core damage and ATWS). Because of the similarities among PWR

sequences for different plant classes, common sequence numbers have been assigned when possible.
PWR Class B sequences were used as a basis for this. Sequence numbers beyond those for Class B are
used for uncommon sequences on other plant classes. This approach facilitates comparison of sequences
among plant classes. This approach could not be used for BWRs because of the significant difference
in systems used on plants in the three plant classes. For BWRs, sequences are numbered in increasing
order moving down each event tree. The following sequence number groups are employed for all event

LOCA with-reactor trip success, 71-79; . ATWS sequences, 91-99,

~ trees: transient with reactor trip success, 11-39; LOOP with reactor trip success, 40-69; small-break»

The trees are presented in the following order:

Figure No, Event tree
A4 PWR Class A nonspecific reactor trip
AS PWR Class A loss of offsite power ,
A.6 PWR Class A small-break loss-of-coolant accident
A7 PWR Classes B and D nonspecific reactor trip
A8 PWR Classes B and D loss of offsite power
A9 PWR Classes B and D small-break loss-of-coolant accident
A.10 PWR Class G nonspecific reactor trip
A.ll PWR Class G loss of offsite power
A.12 PWR Class G small-break loss-of-coolant accident
A.13 PWR Class H nonspecific reactor trip
A.14 PWR Class H loss of offsite power
A.l1§ PWR Class H small-break loss-of-coolant accident
A.16 BWR Class A nonspecific reactor trip
A.17 BWR Class A loss of offsite power
A.18 BWR Class A small-break loss-of-coolant accident
A.19 BWR Class B nonspecific reactor trip
A20 BWR Class B loss of offsite power

-A21 BWR Class B small-break loss-of-coolant accident

A22 BWR Class C nonspecific reactor trip

.
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A23 BWR Class C loss of offsite power
A24 BWR Class C small-break loss-of-coolant accident
A.3.1 PWR Event Sequence Models

The PWR event trees describe the .impact of the availability and unavailability of front-line systems in
each plant class on core protection following three initiating events: reactor trip, LOOP, and small-break
LOCA. The systems modeled in the event trees are those associated with the generic functions required
in response to an initiating event, as described in Sect. A.2. The systems that are assumed capable of
providing these functions are: ‘

Function System

Reactor subcriticality: Reactor trip

Reactor coolant system integrity: Addressed in small-break LOCA models plus trip and LOOP
sequences involving failure of primary relief valves to close

Reactor coolant inventory: High-pressure injection (assumed required only following a
LOCA)
Short-term core heat removal: Auxiliary feedwater

Main feedwater
High-pressure injection and PORYV (feed and bleed, PWR Classes
A, B, D, and G)

Secondary-side depressurization and use of condensate system
(PWR Class H)

Long-term core heat removal: Auxiliary feedwater
, Main feedwater

High-pressure recirculation (PWR Classes B and D) (al»so
required to support RCS inventory for all classes)

Secondary-side depressurization and use of condensate system
(PWR Class H)

Containment spray recirculation (PWR Classes A and G)

PWR Nonspecific Reactor Trip

The PWR nonspecific reactor trip event tree constructed for plant Classes B and D is shown in Fig. A.7.
The event-tree branches and the sequences leading to severe core damage and ATWS follow.
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Initiating event (transient). The initiating event for the tree is a transient or upset event that requires
or is followed by a rapid shutdown of the plant. LOOP and small-break LOCA initiators
modeled in separate event trees. Large-break LOCA or large SLB initiators are not addressed

the models described here.

2. Reactor trip. To achieve reactor subcriticality and thus halt the fission process, the reactor
protection system (RPS) is required to insert control rods into the core. If the automatically initiated
RPS fails, a reactor trip may be initiated manually. Failure to trip was considered to lead to the end
state ATWS and was not developed further. '

3. Auxiliary feedwater. AFW must be provided following trip to remove the decay heat still being
generated in the reactor core via the SGs. Successful AFW operation requires flow from one or
more AFW pumps to one or more SGs over a period of time ranging from 12 to 24 h (typically,
one pump to one SG is adequate).

4. Main feedwater. In lieu of AFW, MFW can be utilized to remove the post shutdown decay heat.
‘Depending on the individual plant design, either main or AFW may be used as the primary source * j
of secondary-side-heat removal. . j

5. PORV or SRV challenged. For sequences in which both reactor trip and steam generator feedwater
flow (MFW or AFW) have been successful, the pressurizer PORV may or may not lift, depending
on the peak pressurizer pressure following the transient. (In most transients, these valves do not
lift.) The upper branch indicates that the valve or valves were challenged and opened. Because of

‘ the multiplicity of relief and safety valves, it was assumed that a sufficient number would open if
the demand from a pressure transient exists.

The lower branch indicates that the pressurizer pressure was not sufficiently high to cause opening
of a relief valve. For the sequence in which both AFW and MFW fail following a reactor trip, at
least one PORV or SRV was assumed to open for overpressure protection.

6. PORYV or SRV reseats. Success for this branch requires the closure of any open relief valve once
pressurizer pressure has decreased below the relief valve set point. If a PORV sticks open, most
plants are equipped with an isolation valve that allows for manual termination of the blowdown. :
Failure of a primary-side relief valve to close results in a transient-induced LOCA that is modeled i
as part of this event tree. o :

7. High-pressure injection. In the case of a transient-induced LOCA, HPI is required to provide RCS
makeup to keep the core covered. Success for this branch requires introduction of sufficient borated
water to keep the core covered, considering core decay heat, (Typically, one HPI train is sufficient
for this purpose.) - -

8. HPI and PORV open. If normal methods of achieving decay heat removal via the SGs (MFW and
AFW) are unavailable, core cooling can be accomplished on most plants by establishing a feed and
bleed operation. This operation (1) allows heat removal via discharge of reactor coolant to the
- : . containment through the PORVs and (2) RCS makeup via injection of borated water from the HPI
system. Except at Class D plants, successful feed and bleed requires the operator to open the PORV
manually. At Class D plants, the HPI discharge pressure is high enough to lift the primary-side
safety valves, and feed and bleed can be accomplished without the operator manually opening th
PORVs. HPI success is dependent on plant design but requires the introduction of sufficie

2
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amounts of borated water into the RCS to remove decay heat and provide sufficient reactor coolant
makeup to prevent core damage. ‘

High-pressure recirculation. Following a transient-induced LOCA (a PORYV or SRV fails to reseat),
or failure of secondary-side cooling (AFW and MFW) and initiation of feed and bleed, continued
core cooling and makeup are required. This requirement can be satisfied by using HPI in the
recirculation mode. In this mode the HPI pumps recirculate reactor coolant collected in the
containment sump and pass it through heat exchangers for heat removal. When MFW or AFW is
available, heat removal is only required for HPI pump cooling; if AFW or MFW is not available,
HPR is required to remove decay heat as well. Typically, at Class B and D plants, the LPI pumps
are utilized in the HPR mode, taking suction from the containment sump, passing the pumped water
through heat exchangers, and providing net positive suction head to the HPI pumps.

The event tree applicable to a PWR Class G nonspecific reactor trip is shown in Fig. A.10. Many of
the event tree branches and the sequences leading to successful transient mitigation and core damage are
similar to those following a nonspecific reactor trip transient for plant Class B. At Class G plants,
however, the HPR system performs both the high- and low-pressure recirculation (LPR), function, taking
suction directly from the containment sump without the aid of the low-pressure pumps. DHR is
accomplished during recirculation by the containment spray recirculation (CSR) system. The event-tree
branches and sequences are discussed further.

Initiating event (transient). The initiating event is a nonspecific reactor trip, similar to that described
for PWR Classes B and D. The following branches have functions and success requirements similar
to those following a transient at PWR Class B. -

|
Reactor trip. RLR ‘
Auxiliary feedwater or main feedwater.

PORYV or SRV challenged reseats.

_High-pressure injection.

HPI and PORYV open (feed and bleed). Success requirements for feed and bleed are similar to those
following the plant Class B transient. ‘Feed and bleed with operator opening of the PORV is
required in the event that both AFW and MFW are unavailable for secondary-side cooling. In
addition, DHR was assumed required to prevent potential core damage. This is provided by the
CSR system. ) ‘ :

High-pressure recirculation. In the event of a transient-induced LOCA, continued HPI via sump
recirculation is needed to provide makeup to the break to prevent potential core damage. In
addition, HPR is required when both AFW and MFW are unavailable following a transient, to
recirculate coolant during the feed and bleed procedure. If HPR fails and normal secondary-side
cooling is also failed, core damage will occur. In Class G plants, initiation of HPR realigns the HPI
pumps to the containment sump. The use of LPI pumps for suction-pressure boosting is not
required. ’ S :
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Containment spray recirculation. When feed and bleed (HPI, HPR, and PORYV open) is required,

the CSR system operates to remove decay heat from the reactor coolant being recirculated. Without»

the CSR system, the feed and bleed operation could not remove decay heat. Successful operation
of feed and bleed and CSR was assumed to result in successful mitigation of core damage.

The event tree for PWR Class H non-specific reactor trip is shown in Fig. A.13. This class of plants
is different than other PWR classes in that PORVs are not included in the plant design and feed and bleed
cannot be used to remove decay heat in the event of main and AFW unavailability. If main or AFW
cannot be recovered, the atmospheric dump valves can be used to depressurize the SGs to below the
shutoff head of the condensate pumps, and these can be used, if available, for RCS cooling. Because of
the need for secondary-side cooling for all success sequences, a requirement for CC to prevent core
damage has not been modeled. “

1.

10.

Initiating event (transient). The initiating event is a non-specific reactor trip, similar to that
described for the previous PWR classes. The following branches have functions and success
requirements similar to those following a transient at PWRs associated with previously described
PWR classes.

Reactor trip.
Auxiliary feedwater.
Main feedwater.

SRV challenged. The upper branch indicates that at least one safety valve has lifted as a result of
the transient, In most transients in which reactor trip has been successful and main or AFW is
available, these valves do not lift. In the case where both main and AFW are unavailable, at least
one SRV is assumed to lift. The lower branch indicates that the pressurizer pressure was not
sufficiently high to cause the opening of a relief valve.

SRV reseat. Success for this branch requires the closure of any open safety valve once pressurizer
pressure has been reduced below the safety valve set point.

High-pressure injection. In the case of a transient-induced LOCA, HPI is required to provide RCS
makeup to keep the core covered.

High-pressure recirculation. The requirement for continued core cooling during mitigation of a
transient-induced LOCA and following depletion of the refueling water tank can be satisfied by
using HPI in the recirculation mode. In Class H plants, initiation of HPR realigns the HPI pumps
to the containment sump. The use of LPI pumps for suction-pressure boosting is not required.

Steam generator depressurization. In the event that main and AFW are unavailable, the atmospheric
dump valves (or turbine bypass valves if the main steam isolation valves are open) may be used on
Class H plants to depressurize the SGs to the point that the condensate pumps can be used for SG
cooling. In the event of main and AFW unavailability, failure to depressurize one SG to the
operating pressure of the condensate system is assumed to result in core damage.

Condensate pumps. As described above, use of the condensate pumps on Class H plants along with
secondary-side depressurization can provide adequate core cooling. Flow from one condensate

’
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pump to one SG is assumed adequate. Uravailability of the condensate pumps in the event of
failure to recover main and AFW is assumed to result in core damage.

The event tree applicable to PWR plant Class A nonspecific reactor trip is shown in Fig. A.4. Many of
the event-tree branches and the sequences leading to successful transient mitigation and severe core
damage are similar to those following a nonspecific reactor trip transient for plant Classes B and G.

Like the Class G plants, the Class A plants have a CSR system that provides DHR during HPR. Use of
CSR for DHR was assumed to be required if AFW and MFW were unavailable.' LPI pumps are required

to provide suction 0 the HPI pumps during recirculation. The event-tree branches and sequences are
discussed further below. ,

1. Initiating event (transient). The initiating event is a nonspecific reactor trip, similar to that described

" for the other PWR plant classes. The following branches have functions and success requirements
similar to those following a transient at PWRs associated with plant Classes B, D, and G.

2, React'or trip.

3. Auxiliary feedwater

4. Main feedwater.

5. PORYV or SRV challenged.

6. PORV/SRY reseats,

7. High-pressure injection.

8.  High-pressure recirculation. In the event of a transient-induced LOCA, HPR can provide sufficient
makeup to the break to terminate the transient. The LPI pumps provide suction to the high-pressure
pumps in the recirculation mode. In the event that feed and bleed is required (following a transient

in which both AFW and MFW are unavailable), HPR success is »required.

9. Containment spray recirculation. The CSR system provides DHR during HPR when AFW énd

MFW are not available. In transient-induced LOCA sequences, HPI and HPR success is required

to mitigate the event. In the event that secondary-side cooling via AFW or MFW is unavailable,
feed and bleed with CSR, for DHR is considered sufficient to prevent core damage.

10. PORYV open. The PORV must be opened by the operator below its set point to establish feed and
bleed operation in the event that secondary-side cooling via AFW or MFW ’is unavailable.

Sequences resulting in core damage or ATWS following a PWR transient, shown on event trees
applicable to each plant class, are described in Table A.4. ,

Many of the sequences are the same for different plant classes, the primary differences being the use of
CSR on Class G and Class A, and the use of SG depressurization and condensate pumps for RCS cooling
in lieu of feed and bleed on Class H. Because of this similarity, consistent sequence numbers have been
used for like sequences in different PWR plant classes. All sequences, required branch success and
failure states, and the applicability of each sequence to each plant class are summarized in Table A.5.
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The event trees constructed define representative plant responses to a LOOP. A LOOP (without turbine
runback on plants with this feature) will result in reactor trip due to unavailability of power to the control
rod drive (CRD) mechanisms and a loss of MFW because of the unavailability of power to components
in the condensate and condenser cooling systems.

:The PWR LOOP tree constructed for plant Classes B and D is shown in Fig. A.8. The event-tree

branches and the sequences leading to core damage follow.

1.

Initiating event (LOOP). The initiating event for the tree is a grid or switchyard disturbance to the
extent that the generator must be separated from the grid and all offsite power sources are
unavailable to plant equipment. The capability of a runback of the unit generator from full power
to supply house loads exists at some plants but is not considered in the event tree. Only LOOPs that

- challenge the emergency power system (EPS) are addressed in the ASP Program.

Reactor trip given LOOP. Unavailability of power to the CRD mechanisms is expected to result
in a reactor trip and rapid shutdown of the plant. If the reactor trip does not occur, the transient
was considered to proceed to ATWS and was not developed further.

Emergency power. Given a LOOP and a reactor trip, electric power would be lost to all loads not
backed by battery power. When power is lost, DGs are automatically started to provide power to
the plant safety-related loads. Emergency power success requires the starting and loading of a
sufficient number of DGs to support safety-related loads in systems required to mitigate the transient
and maintain the plant in a safe shutdown condition.

Auxiliary feedwater. The AFW system functions to remove decay heat via the SG secondary side.
Success requirements for this branch are equivalent to those following a nonspecific reactor trip and
unavailability of MFW. Both MFW and condensate pumps would be unavailable following a
LOOP. Therefore, with emergency power and AFW failed, no core cooling would be available,
and core damage would be expected to occur. Because, specific AFW systems may contain different
combinations of turbine-driven and motor-driven AFW pumps, the capability of the system to meet
its success requirements will depend on the state of the EPS and the number of turbine-driven AFW
pumps that are available.

PORYV or SRV challenged. The upper and lower states for this branch are similar to those following
a nonspecific reactor trip. The PORV or SRV may or may not lift, dependmg on the peak pressure
following the transient.

PORYV or SRV reseats. The success requirements for this branch ace similar to those following a
nonspecific reactor trip. However, for the sequence in which emergency power is failed and the
PORY fails to reseat, the HPI/HPR system would be without power to mitigate potential core
damage.

Seal LOCA. In the event of a loss of emergency power following LOOP, both SW and component
cooling water (CCW) are faulted. This results in unavailability of RCP seal cooling and seal
injection (since the charging pumps are also without power and cooling water). Unavailability of
seal cooling and injection may result in seal failure after a period of time, depending on the seal
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"design (for some seal designs, seal failure can be prevented by 1solatmg the seal return isolation

valve).

The upper event tree branch represents the situation in which seal failure occurs prior to restoration
of ac power. The lower branch represents the situation in which a seal LOCA does not occur.

Electric power recovered (long term). For sequences in which a seal LOCA has occurred, success
requiréments are the restoration of ac power [either through recovery of offsite power or recovery
of a DG] prior to core uncovery. For sequences in which a seal LOCA does not occur, success
requires the recovery of ac power prior to battery depletion, typically 2 to 4 h.

High-pressure injection and recirculation. The success requirements for this branch are snmllar to

those following a'nonspecific reactor trip. Because all HPI/HPR systems use motor-driven pumps,
the capability of the HPI or HPR system to meet its success requirements depends on the success
of the EPS. ,

{

PORYV open (for feed and bleed). The success requirements for this branch are similar to those
following a nonspecific reactor trip. The PORV is opened in conjunction with feed and bleed
operations when secondary-side heat removal is unavailable. For Class D plants, the PORV does
not have to be manually opened to establish feed and bleed because the HPI pump discharge
pressure is high enough to lift th: PORV or primary relief valve.

The event tree constructed for the PWR Class G LOOP is shown in Fig. A.11. Most of the event-tree
branches and the sequences leading to successful mitigation and core damage are similar to those
following a LOOP at Class B plants. However, at Class G plants, DHR during recirculation is provided
by the CSR’ system, not the HPR system. The event-tree branches and sequences are discussed further
below.

L.

Initiating event (LOOP). The initiating event is a LOOP similar to that described for PWR plant

Classes B and D. The following branches have functions and success requirements similar to those

- following a LOOP at PWRs associated with all of the plant classes defined.

2.  Reactor trip given LOOP.

3. theréency power.

4. Auxiliary feedwater.

5. PORV or SRV challenged. ; ]
6. PORV/SRYV valve reseats.

7. M Sea] LOCA.

8. Electric power recovered (k;ng term).

9. High-pressure injection and recirculation.

10. PORYV open (for feed and bleed).
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"11. Containment spray recirculation. The success requirements for this branch are similar to thoslm

following a nonspecific reactor trip. The CSR system provides DHR for sequences in whic
secondary-side cooling is unavailable. ‘ :

The event tree constructed for a PWR Class H LOOP-is shown in Fig. A.14. Many of the event tree
branches and sequences leading to successful mitigation and core damage are similar to those following
a LOOP at Class B plants. However, Class H plants do not have feed and bleed capability and rely
instead on secondary-side depressurization and the condensate system as an alternate DHR method. The
condensate system is assumed unavailable following a LOOP, which limits the diversity of DHR methods
on this plant class following this initiator. The event branches and sequences are discussed further below.

1. Initiating event (LOOP). The initiating event is a LOOP similar to that described for BWR Classes
B and D. The following branches have functions and success requirements similar to those
following a LOOP at PWRs associated with all of the plant classes defined.

2. Reactor trip given LOOP,
‘3. Emergency power.
4, Auxiliary feedwater.

S. SRV challenged. The function of this branch is similar to that described under the PWR Class H
transient.

6. SRV reseat. Success requirements for this branch are similar to those described under the PW
- Class H transient. '

7. Seal LOCA.
8. | Electric power recovered (long-term).
9. High pressure injection and recirculation.

The event tree constructed for the plant Class A LOOP is shown in Fig. A.5. All of the event-tree
branches and the sequences leading to successful transient mitigation, potential core vulnerability, and
severe core damage are analogous to those following a LOOP at Class B plants with the addition of the
CSR branch, which is required for successful feed and bleed. At Class A plants, DHR during HPR is
accomplished by the CSR system; whereas at Class B and D plants, DHR is an integral part of the HPR
system. Additional information on the use of the CSR system is provided in the discussion of the PWR
Class A nonspecific reactor trip event tree,

Sequences resulting in core damage and ATWS following a PWR LOOP, shown on event trees applicable
to each plant class, are described in Table A.6.

Many of the sequences are the same for different plant classes, the primary differences being the use of
CSR on Class G and Class A, and the unavailability of feed and bleed on Class H. As with the PWR
transient sequences, this similarity permits consistent numbering of a large number of sequences. All
sequences, required branch success and failure states, and the applicability of each sequence to each plan
class are summarized in Table A.7. ‘ ‘

.
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PWR Small-Break Loss-of-Coolant Accident

Event trees were constructed to define the responses of PWRs to a small-break' LOCA. The LOCA
chosen for consideration is one that would require a reactor trip and continued HPI for core protection.
Because of the limited amount of borated water available, the mitigation sequence also includes the
requirement to recirculate borated water from the containment sump.

The LOCA event tree constructed for PWR plant Classes B and D is shown in Fig. A.9. The event-tree
branches and the sequences leading to core damage follow.

1. Initiating event (small-break LOCA). The initiating event for the tree is a small-break LOCA that
requires reactor trip and contmued HPI for core protection.

2. Reactor trip. Reactor trip success is defined as the rapid insertion of sufficient control rods to place
the core in a subcritical condition. Failure to trip was-considered to lead to the end state ATWS.

3. Auxiliary feedwater or main feedwater. Use of AFW or MFW was assumed necessary for some
small breaks to reduce RCS pressure to the point where HPI is effective. At Class D plants, the
HPI pumps operate at a much higher discharge pressure and hence can function without secondary-
side cooling from the AFW or MFW systems.

4, High-pressure injection. Adequate injection of borated water from the HPI system is required to
prevent excessive core temperatures and consequent core damage.

5. High-pressure recirculation. Following a small-break LOCA, continued high pressure injection is
required. This is typically accomplished with the residual heat removal (RHR) system, which takes
suction from the containment sump and returns the lost reactor coolant to the core via the HPI
pumps. The RHR system includes heat exchangers that remove decay heat prior to recirculating
the sump water to the RCS.

6. PORV open. In the event AFW and MFW are unavailable following a small break LOCA, opening
the PORY can result in core cooling usmg the feed and bleed mode. Dependmg on the size of the
small break, opening the PORV may not be required for success. PORV open is not required for
success for Class D. ’

The event tree constructed for a small-break LOCA at Class G plants is shown in Fig. A.12. The LOCA
- event tree for Class G plants is similar to that for Class B and D plants except that long-term cooling is
provided by the CSR system rather than by the HPR system. The event-tree branches and sequences are
discussed funher below.

1. Initiating event (small-break LOCA). The initiating event is a LOCA similar to that described for
PWR plant Classes B and D. The following branches have functions and success requirements
similar to_those followmg a small-break LOCA at PWRs associated with all of the ‘plant classes
defined. _ P

2. Reactor trip.

3. Auxiliéry feedwater and main feedwater
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4. High-pressure injection.
5. High-pressure recirculation.
6. PORYV open.

7. Containment spray recirculation. In the event that normal secondary-side cooling (AFW or MFW)
is unavailable following a small LOCA, cooling via the CSR system during HPR is required to
mitigate the transient.

The event tree constructed for a small-break LOCA at PWR Class H plants is shown in Fig. A.15. The
event tree has been developed assuming that SG depressurization and condensate pumps can provide
adequate RCS pressure reduction in the event of an unavailability of AFW and MFW to permit HPI and
HPR to function in these plants. The event tree branches and sequences are discussed further below.

1. Initiating event (small-break LOCA). The initiating event is similar to that described above for
PWR Classes B, D, and G. The following branches have functions and success requirements similar
to those discussed previously.

2. Reactor trip.

3. Auxiliary and main feedwater.
4, High-pressure injection.

5. High-pressure recirculation.

6. SG depressurization. In the event that AFW and MFW are unavailable following a small-break
LOCA, SG depressurization combined with the use of the condensate pumps can provide for RCS
depressurization such that adequate HPI and HPR can be achieved. Success requirements are the
same as those following a transient with unavailability of AFW and MFW.

7. Condensate pumps. Use of one condensate pump provided flow to at least one SG as required in
conjunction with SG depressurization to provide for RCS depressurization and cooling.

The event tree constructed for a small LOCA at Class A plants is shown in Fig. A.6. The LOCA event
tree for Class A plants is similar to that for Classes B and D except that the CSR system is required in
conjunction with HPR in some sequences where secondary cooling is not provided. The sequences that
follow combined AFW and MFW failure with HPR and CSR success are identical to those that follow
HPR success at Class B and D plants; and sequences that follow HPR or CSR failure at Class A plants
are identical to those that follow HPR failure.

Sequences resulting in core damage or ATWS following a PWR small-break LOCA, showri on event trees

applicable to each plant class, are described in Table A.8.

L
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As with the PWR transient and LOOP sequences, differences between plant classes are driven by the use
of CSR on plant classes A and G, and by the use of secondary-side depressurization and condensate
pumps in lieu of feed and bleed on PWR Class H. All small-break LOCA sequences, required branch
success and failure states, and the applicability of each sequence to each plant class are summarized in
Table A.9. S ‘ :

Alternate Recovery Actions

The PWR event trees have been developed on the basis that proceduralized recovery actions will be
attempted if primary systems that provide protection from core damage are unavailable. In the event
AFW and MFW are unavailable and cannot be recovered in the short term, the use of feed and bleed
cooling is modeled on all plants except for Class H, where SG depressurization and use of the condensate
pumps is modeled instead. In addition, the potential for short-term recovery of a faulted system is also
included in appropriate branch models (AFW, MFW, and HPI, for example).

Alternate equipment and procedures, beyond the systems and functions included in the event trees, may
be successful in mitigating the effects of an initiating event, provided the appropriate equipment or
procedure is available at a particular plant. This may include:

®  The use of suppiemental DGs, beyond the normal safety-related units, to power equipment required
for continued core cooling and reactor plant instrumentation. A number of plants have added such
equipment, often for fire protection.

®  Depressurization following a small-break LOCA to the initidtion pressure of the LPI systems to
provide RCS makeup in the event that HPI fails.” Procedures to support this action are known to
exist on some plants.

®  Depressurization following a small-break LOCA to the initiation pressure of the DHR system, and
then proceeding to cold shutdown. While plant procedures specify the use of sump recirculation
following a small LOCA or feed and bleed, sufficient RWST inventory exists to delay this action
until many hours into the event, during which recovery of faulted systems may be affected. It is
likely that operators will delay sump recirculation as long as possible while trying to place the plant
in a stable condition through recovery of secondary-side cooling and the use of RHR.

The potential use of these alternate recovery actions was addressed in the analysis of the 1992 precursors
when information concerning their plant specific applicability was available,

A.3.2 BWR Event Sequence Models

The BWR event trees describe the impact of the availability and unavailability. of front-line systems in
each plant class on core protection following the same three initiating events addressed for PWRs: trip,
LOOP, and small-break LOCA. The systems modeled in the event trees are those associated with the
generic functions required in response to any initiating event, as described in Sect. A.2. The systems
that are assumed capable of providing these functions are:
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Reactor subcriticality:

- Reactor coolant system integrity:

Reactor coolant inventory:

Short-term core heat removal:

Long-term core heat removal:

Reactor scram

‘Addressed in small-break LOCA models and in trip and LOOP

' sequences involving failure of primary relief valves to reseat

High-pressﬁre injection systems [HPCI or HPCS, RCIC (non-
LOCA situations), CRD (non-LOCA situations), FWCI]

Mqin feedwater

Low-pressure injection systems following blowdown [LPCI
(BWR Classes B and C), LPCS, RHRSW or equivalent}

Power conversion system

High-pressure injection systems [HPCI, RCIC, CRD, FWCI
(BWR Class A)]

Isolation condenser (BWR Classes A and B)
Main feedwater

Low-pressure injection systems following blowdown [LPCI

(BWR Classes B and C), LPCS] .
Note: Short-term core heat removal to the suppression pool (all

cases where power conversion system is faulted) requires use of

the RHR system for containment heat removal in the long term.

Power conversion system

Isolation condenser (BWR Class A)

Residual heat removal [shutdown coolmg or suppressxon pool
cooling modes (BWR Class C)]

Shutdown cooling (BWR Classes A and B)

Contamment cooling (BWR Class A)

BWR Nonspecific Reactor Trip-

Low-pressure coolant injection (CC mode (BWR Class B)]

The.nonspecific reactor trip event tree constructed for BWR plant Class C is shown in Fig. A.22. The
event tree branches and the sequences leading to potential severe core damage follow. The Class C plants
are discussed first because all but a few of the BWRs fit into the Class C category.

1. Initiating event (transient). The initiating event is a transient or upset event that results in a rapid
shutdown of the plant. Transients that are initiated by a LOOP or a small-break LOCA are modeled

s

System m




2,

>

o0
.

A-25

in separate event trees. Transients initiated by a large-break LOCA or large SLB are not addressed
in the event trees described here; trees applicable to such initiators are developed separately if
required.

Reactor shutdown. To achieve reactor subcriticality and thus halt the fission process, the RPS
commands rapid insertion of the control rods into the core. Successful scram requires rapxd
insertion of control rods with'fio more than two adjacent control rods failing to insert.

Power conversion system (PCS). Upon successful reactor scram, continued operation of the PCS
would allow continued heat removal via the main condenser. This is considered successful
mitigation of the transient. Continued operation of the PCS requires the MSIVs to remain open and
the operation of the condenser, the turbine bypass system (TBS), the condensate pumps, the

_ condensate booster pumps, and the feedwater pumps.

SRV challenged. Depending on the transient, one or more SRVs may open. The upper branch on
the event tree indicates that the valves were challenged and opened. If the transient is followed by
continued PCS operation and successful scram, the SRVs are not expected to be challenged. If the

- PCS is unavailable, at least some of the SRVs are assumed to be challenged and to open.

SRV close. Success for this branch requires the reseating of any open relief valves once the reactor

" pressure vessel (RPV) pressure decreases below the relief valve set point. If an SRV sticks open,

a transient-induced LOCA is initiated.

Feedwater. Given unavailability of the PCS, continued delivery of feedwater to the RPV will keep
the core from becoming uncovered. This, in combination with successful long-term DHR, will
mitigate the transient, preventing core damage. For plants with turbine-driven feed pumps, the PCS
failure with subsequent feedwater success cannot involve MSIV closure, or loss of condenser
vacuum, because this would disable the feed pumps.

HPCI or HPCS. The primary function of the HPCI or HPCS system is to provide makeup
following small-break LOCAs while the reactor is at high-pressure (not depressurized). The system
is also used for DHR following transients involving a loss of feedwater. Some later Class C plants
are equipped with HPCS systems, but the majority are equipped with HPCI systems. HPCI or
HPCS can provide the required makeup and short-term DHR when DHR is unavailable from the
condenser and the feedwater system cannot provide makeup.

RCIC. The RCIC system is designed to provide high-pressure coolant makeup for transients that
result in LOFW. Both RCIC and HPCI (or HPCS) initiate when the reactor coolant inventory drops
to the low-low level set point, taking suction from the condensate storage tank or the suppression
pool. HPCI is normally secured after HPCI/RCIC initiation when pressure and water level are
restored, to prevent tripping of HPCI and RCIC pumps on high water level. RCIC must then be
operated until the RHR system can be placed in service. Following a transient, scram, and
unavailability of the PCS, reactor pressure may increase, causing the relief valves to open and close
periodically to maintain reactor pressure control.

CRD pumps> In transient-induced sequences where heat removal and minimal core makeup are
required (i.e., not transient-induced LOCA sequenc&s), the CRD pumps can deliver high-pressure
coolant to the RPV.
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10. Depressurization via SRV or the automatic depressurization system (ADS). In the event that short-

term DHR and core makeup are required and high-pressure systems have failed to provide adequate’
flow, the RPV can be depressurized to allow use of the low-pressure, high-capacity injection
systems. If depressurization fails in this event, core damage is expected to occur. The ADS will
automatically initiate on high drywell pressure and low-low reactor water level, and the availability
of one train of the LPCI or LPCS systems, following a time delay. The SRVs can be opened by

- the operators to speed the depressurization process or to initiate it if ADS fails and if additional,
operable valves are available.

11. LPCS. LPI can be provided by the LPCS system if required. The LPCS system performs the same
functions as the LPCI system (described below) except that the coolant, which is drawn from the
SP or the condensate storage tank (CST), is sprayed over the core.

12. LPCl. The LPCI system can provide short-term heat removal and cooling water makeup if the
reactor has been depressurized to the operating range of the low-head RHR pumps. At Class C
plants, LPCI is a mode of the RHR system; thus, the RHR pumps operate during LPCI. LPCI takes
suction from the suppression pool (SP) or the CST and discharges into the recirculation loops or
directly into the reactor vessel. If LPCI is successful in delivering sufficient flow to the reactor,
long-term heat removal success is still required to mitigate core damage.

13. Residual heat removal shutdown cooling (SDC) mode. In this mode, the RHR system provides

normal long-term DHR. Coolant is circulated from the reactor by the RHR pumps through the

~ RHR heat exchangers and back to the reactor vessel. Long-term core cooling success requires that

heat transfer to the environment commence within 24 h of the transient. RHR SDC success

following successful reactor scram and high- or low-pressure injection of water to the RPV will
prevent core damage.

14, RHR SP cooling mode. If RHR SDC is unavailable; the RHR pumps and heat exchangers can be
aligned to take water from the SP, cool it via the RHR heat exchangers, and return it to the SP.
This alignment can provide long-term cooling for transient mitigation.

15. RHR service water or other. This is a backup measure for providing water to the reactor to reflood
the core and maintain core cooling if LPCI and LPCS are unavailable. Typically, the high-pressure
SW pumps are aligned to the shell side of the RHR heat exchangers for delivery of water to one of
the recirculation loops.

The event tree constructed for. a BWR plant Class A nonspecific reactor trip is shown in Fig. A.16. The
event tree is similar to that constructed for BWR Class C plants with the following exceptions: Class A
plants are equipped with ICs and FWCI systems instead of RCIC and HPCI (or HPCS) systems. The
isolation condensers can provide long-term core cooling. Class A plants do not have LPCI systems,:
although they are equipped with LPCS; SP cooling is provided by a system independent of the SDC
system. The event tree branches and sequences are discussed further below.

1. Initiating event (transient). The initiating event is a nonspecific reactor trip similar to that described
for BWR Class C plants. The following branches have functions and success requirements similar
to those following a transient at BWRs associated with Class C.

2. Reactor shutdown.

[




10.

11.

12.

Power conversion system.

SRV challenged and closed.

Isolation condensers and isolation condenser makeup. If PCS is not available and sxgmficant

inventory has not been lost via the SRVs, then the IC system can provide for DHR and mitigate the ‘

transient. The IC system is an essentially passive system that condenses steam produced by the
core, rejecting the heat to cooling water and returning the condensate to the reactor. Makeup is
provided to the cooling water as needed The system does not provide makeup to the reactor vessel.

FW or FWCI. Either FW or FWCI can provide short-term transient mitigation. When feedwater
or FWCI is required and is successful, long-term DHR is required for complete transient mitigation.
(PCS unavailability is assumed prior to feedwater or FWCI demand.) FWCI or feedwater is
required for makeup in transient-induced LOCA sequences and for heat removal in sequences when
the IC system would have mitigated the transient but was not available. FWCI is initiated
automatically on low reactor level and uses the normal feedwater trains to deliver water to the

_ reactor vessel.

CRD pumps.
Depressurization via SRV or ADS.
LPCS.

Fire water or other. Fire water or other raw water systems can provxde a capablhty similar to that
provided by the SW/RHR connection on Class C BWRs. As a backup source, if all normal core
cooling is unavailable, fire water can be aligned to the LPCS injection line to provide water to the
reactor vessel.

-SDC. Like the RHR system at Class C plants, the SDC system is a closed-loop system that

performs the long-term DHR function by circulating primary coolant from the reactor through the
system’s heat exchangers and back to the reactor vessel. Success requxres the operation of at least
one SDC loop Long-term DHR is required to terminate transients in which high- or low-pressure
injection is required to mitigate the transient,

Containment cooling. If the SDC system fails to provide long-term DHR, the CC system can
remove decay heat. "The system utilizes dedicated CC pumps, drawing suction from the SP, passing
it through heat exchangers where heat is rejected to the SW system and then either returning it
directly to the SP or spraying it into the dry well,

The event tree constructed for a BWR plant Class B nonspecific reactor tnp is shown in Fig. A.19. The
event tree is most similar to' that constructed for BWR Class A plants. In fact, the branches and
sequences are the same except that Class B plants are equipped with HPCI systems instead of FWCI
systems, and they are equipped with a LPCI system that represents an additional capability for providing

LPCI. Also, at Class B BWRs, the CC system considered in the event tree utilizes the LPCI pumps

rather than having its own dedicated pumps.
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Sequences resulting in core damage following a BWR transient, shown on event trees applicable to each
plant class, are described in Table A.10. Because of differences in the mitigation systems used in the
three BWR classes, it is not possible to associate most sequences among different plant classes. Because
of this, similar sequence numbers used for sequences in different plant classes do not imply similarity
among the sequences. (Because of the lack of similarity among sequences for the three BWR classes,
no sequence summary table has been provided.) :

BWR Loss of Offsite Power

The event cores constructed define responses of BWRs to a LOOP in terms of sequences representing
success and failure of plant systems. A LOOP condition will result in a generator load rejection that
would trip the turbine control valves and initiate a reactor scram. : -

The event tree constructed for a LOOP at BWR Class C plants is shown in Fig. A.23. The event-tree
branches and the sequences leading to core damage follow.

1.

Initiating event (LOOP). The initiating event for a LOOP corresponds to any situation in which
power from both the auxiliary and startup transformers is lost. This situation could result from grid
disturbances or onsite fauits.

Emergency power. Emergency power is provided by DGs at almost all plants. The DGs receive
an initiation signal when an undervoltage condition is detected. Emergency power success requires
the starting and loading of a sufficient number of DGs to support safety-related loads in systems

required to mitigate the transient and maintain the plant in a safe shutdown condition.

Reactor shutdown. Given a load rejection, a scram signal is generated. Successful scram is the
same as for the transient trees: a rapid insertion of control rods with no more than two adjacent
control rods failing to insert. The scram can be automatically or manually initiated.

LOOP recovery (long-term). Success for this branch requires recovery of offsite power or diesel-
backed ac power before the station batteries are depleted, typically 2 to 4 h.

SRV challenged and closed. If one or more SRV is challenged and fails to close, a transient-
induced LOCA is initiated.

HPCI (or HPCS) or RCIC. Success requirements for these branches are identical to those following
a transient at Class C BWRs. Either RCIC or HPCI (or HPCS) can provide the makeup and short-
term core cooling required following most transients, including failure of the EPS. HPCI and RCIC
only require dc power and sufficient steam to operate the pump turbines. HPCS systems utilize a
motor-driven pump but are diesel-backed and utilize dedicated SW cooling.

CRD pumps. Given emergency power success, CRD pump success requireménts following a LOOP
are identical to those following a transient. The CRD pumps can provide sufficient makeup to
remove decay heat but not enough makeup to mitigate a transient-induced LOCA. Manual restart
of the CRD pumps is required following the LOOP.

Depressurization via SRV or the ADS.

LPCS, LPCI, or RHR service water.

¢
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RHR SDC mode or RHR SP cooling mode. For emergency power success sequences, the success
requirements for these branches are similar to those following a nonspecific reactor trip transient
at Class C BWRs. Success for any one of these three branches can provide the long-term DHR
required for transient mitigation, If emergency power fails, it must be recovered to power long-
term DHR equipment. However, long-term DHR is not requu'ed until several hours (up to 24 h)
into the transient.

The event tree constructed for a LOOP at BWR Class A plants is shown in Fig. A.17. The event tree
is similar to that constructed for BWR Class C plants with the major exception that Class A plants are
equipped with ICs and FWCI systems instead of RCIC and HPCI (or HPCS) systems. However, given
a LOOP, FWCI would be unavailable, because it is not backed by emergency power. Also, additional
long-term core cooling is not required with IC success, as long as no transient-induced LOCA is initiated.
In the emergency power failure sequences, the IC system is the only system that can provide core cooling
because FWCI would be without power. The event-tree branches and sequences are further discussed
below.

1.

S U

10.

11.

Initiating event (LOOP). The initiating event is a LOOP similar to that described for Class C

" BWRs. The following branches have functions and success requirements similar to those following

aLOoOP at BWRs associated wjth previously described BWR classes.

Emergency power. L

Reactor shutdown.

LOOP recovery (long-term).

SRV challenged and closed:

IC. Following successful reactor scram, the IC system can provide enough DHR, in both the short

and long term, to mitigate the transient if a transient-induced LOCA has not been initiated. The IC
system cannot provide coolant makeup, which would be requu'ed in a transient-induced LOCA. The

. IC system is an essentially passive system that does not require ac power for success.

FWCI. The FWCI system can provide short-term core cooling and makeup for transient mitigation.
However, FWCI success requires normal power supplies and cannot be powered by emergency
power following a LOOP.

CRD pumps.

Depressurization via SRV or ADS.

LPCS, fire water, or other water source. Success requirements for these branches are similar to

those following a nonspecific reactor trip at Class A BWRs. With interim hngh-prwsure cooling
unavailable, either LPCS or, as a last resort, fire water or another water source can be used to
provxde low-pressure water for core makeup and cooling.

SDC and containment cooling. The success requirements for these branches are similar to those
following a nonspecific reactor trip transient at Class A BWRs.
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The event tree constructed for a BWR plant Class B LOOP is shown in Fig. A.20. The event tree is
most similar to that constructed for BWR Class A plants. In fact, the branches and sequences are the
same, except that Class B plants are equipped with HPCI systems instead of FWCI systems and are
equipped with a LPCI system, which represents an additional capability for providing LPCI. At Class
B BWRs the CC system utilizes the LPCI pumps rather than having its own dedicated pumps. In
emergency power failure sequences, either the IC or HPCI system can provide the required core cooling
for short-term transient mitigation. However, if an SRV sticks open (transient-induced LOCA), the ICs
cannot provide the makeup needed, and HPCI is required. The ICs can also provide long-term cooling,
but when only HPCI is operable, recovery of emergency power is necessary to power SDC-related loads.

Sequences resulting in core damage following 2 BWR LOOP, as shown on each plant-class event tree,

are described in Table A.11. As in the case of BWR transnents similar sequence numbers do not imply ‘

similarity among the sequences. (Because of the lack of similarity among sequences for the three BWR
classes, no sequence summary table has been provided.)

BWR Loss-of-Coolant Accident

The event trees constructed define the response of BWRs to a small LOCA in terms of sequences
representing success and failure of plant systems. The LOCA chosen for consideration is a small LOCA,
one that would require a reactor scram and continued operation of HPI systems. A large LOCA would
require operation of the high-volume/low-pressure systems and is not addressed in the models.

The LOCA event tree constructed for BWR Class C plants is shown in Fig. A.24. The event-tree
branches and sequences leading to core damage and core vulnerability
follow.

1. Initiating event (small LOCA). Any breach in the RCS on the reactor side of the MSIVs that
results in coolant loss in excess of the capacity of the CRD pumps is considered a LOCA. A small
LOCA is considered to be one in which losses are not great enough to reduce the system pressure
to the operating range of the LPI systems.

2. Reactor shutdown. Successful scram is defined as the rapid insertion of sufficient control rods to
place the core in a subcritical condition.

3. HPCI or HPCS. HPCI (or HPCS, depending on the plant) can provide the required inventory
makeup.

" 4, Depressurization via SRV or ADS. The success requirements for this branch are similar to those

following a nonspecific reactor trip transient. SRV/ADS success allows the use of low-pressure
systems to provide short-term core cooling and makeup. t .

5. LPCS, LPCI, or RHR service water. The success requirements for these branches are similar to
those following a nonspecific reactor trip transient. Any one of these branches can provide short-
term core cooling and makeup if SRV/ADS is successful. .
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6. RHR (SDC mode) or RHR (SP cooling mode). Success requirements for these branches are similar
to those following a nonspecific reactor trip transient, except that heat rejection to the environment
may be required sooner than 24 h into the transient, depending on the break size. These methods
each have the capability of prov:dmg long-term DHR. Long-term DHR is required in all sequences
for LOCA mmgatxon

The LOCA event tree constructed for’BWR Class A plants is shownfin Fig. A.18. The event tree is
similar to the LOCA tree constructed for BWR Class C plants except that Class A plants have FWCI
instead of HPCI or HPCS systems and are, in general, not equipped with LPCI systems (only LPCS
systems). In addition, SP and CC systems are independent of the SDC system The event tree branches
" and sequences leading to core damage follow.

1. Initiating event (small LOCA). The initiating event is a small LOCA similar to that described for
BWR Class C plants. The following branches have functions and success requirements similar to
- those following a small LOCA at BWRs associated with the previously described BWR classes.

2. Reactor shutdown.

3. FWCI The FWCI system has the capability to keep the core covered and provxde interim core
cooling. FWCI initiates automatically on low reactor water level. ‘

4. Depr&csunzatlon via SRV or ADS.

S. LPCS or fire water (or other water source). The success requirements for these branches are similar
to those following a nonspecific reactor trip transient at Class A BWRs. Either of these systems
(branches) cah provide LPI for makeup and short-term core cooling if high-pressure systems are
unavailable.

6. SDC or containment cooling. The success requirements for these branches are similar to those
following a nonspecific reactor trip transient at Class A BWRs, except that heat rejection to the
environment may be required sooner than 24 h into the transient, depending on the size of the break.
Either of these methods can provide the long-term DHR required to mitigate a small LOCA.

The LOCA event tree constructed for BWR Class B plants is shown in Fig. A.21. The event tree is most
similar to that constructed for BWR Class A plants. In fact, the branches and sequences are the same,
except that some Class B plants are equipped with HPCI systems instead of FWCI systems and Class B
BWRs have a LPCI system, which provides an additional capability for LPCI. At Class B BWRs the CC
system uses the LPCI pumps rather than having its own dedicated pumps.

Sequences resulting in core damage following a BWR small-break LOCA, as shown on each plant-class
event tree, are described in Table A.12. As in the case of BWR transients, similar sequence numbers
do not imply similarity among the sequences. (Because of the lack of similarity among sequences for the.
three BWR classes, no sequence summary table has been provided.)

Alte("mteikeéovery' Actions
The BWR event trees have been developed on the basis that proceduralized recovery actions will be

attempted if primary systems that provide protection against core damage are unavailable. If feedwater,
HPCI, and RCIC are unavailable (FWCI and ICs on BWR Classes A and B) and cannot be recovered in

’
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the short term, the use of the CRD pumps (provided no LOCA exists) and the use of ADS (|
depressurize below the operating pressure of low-pressure systems) are modeled. In addition, L\m
potential for short-term recovery of a faulted system is also included in the appropriate branch model.
Alternate equipment and procedures, beyond the systems and functions included in the event tree, may

be successful in mitigating the effects of an initiating event, provided the appropriate equipment or
procedure is available at a particular plant. This may include:

® The use of supplemental diesel generators, beyond the normal safety-related units, to power
equipment required for continued core cooling and reactor plant instrumentation. A number of
plants have added such equipment, often for fire protection

® The use of RCIC to provide RPV makeup for a smgle stuck-open relief valve. Thermal-hydraulic
analyseés performed to support a number of BWR probabxlxsnc risk assessments have demonstrated
the viability of RCIC for this purpose.

®  The use of the condensate system for LPI. This recovery action requires that the condensate system
be available (even though PCS .and feedwater are unavailable) and that the plant has:been
deprmsunzed

®  The use of containment venting for long-term DHR, provided an injection source is available, This
core cooling method has been addressed in some PRAs.

The potential use of these alternate recovery actions was addressed in the analysis of the 1992 precursors
when information concerning their plant specific applicability was available. ‘

A.4 Branch Probability Estimates

Branch probability estimates used in the 1988-1992 precursor calculations were developed using
information in the 1984-86 precursors when possible. Probability values developed from precursor
information are shown in Table A.13. The process used to estimate branch probablllty values used in
the precursor calculations is dwcnbed in detail in Appendlx C to Ref. 5 and in Ref. 6.

In addition to system failures caused by equipment failures, the likelihood of failing to actuate manually
actuated systems was also included in the models. Examples of such systems are the DHR system in
BWRs and feed and bleed in PWRs. For actions in the control room, revised failure to initiate
probabilities consistent with those utilized for 1987 precursor calculations were also used for 1988-1992
calculations. These revised values typically assume a failure probability of 0.001 for an unburdened
action and 0.01 for a burdened action. The failure probability for subsequent actions is assumed to be
higher. Operator action failure probabilities used in the 1988-1992 calculations are shown in Table A.14.

A.5 Reference Event Calculations

Conditional core damage probability estimates were also calculated for nonspecific reactor trip, LOFW,
and unavailabilities in certain single-train BWR systems (HPCI, HPCS, RCIC, and CRD cooling). These
calculations indicate the relative importance of these events, which are too numerous to warrant individual
calculation. The results of these calculations, performed without consideration of alternate recove
actions that were addressed in certain 1992 precursor assessments, are listed in Table A.15.
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Table A.15 shows that nonspecific reactor trips without additional observed failures have conditional core
damage probabilities below 5 X 10° per trip, depénding on plant class. The likelihood of LOFW in

"conjunction with a trip is included in these calculations. LOFW conditional core damage probabilities

are less than 4 X 10”° per LOFW event, again depending on plant class, except for BWR Class A plants
(1.7 x 10%). The conditional core’ damage probabilities associated with unavailabilities of HPCI and
HPCS (single-train BWR systems) are also above 10, assuming a one-half month unavailability.
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Table A.1 Branch probability estimation process

L

Effective
Non- number
Observed recovery of non-

Branch operational likelihood recoverable Observation Probability

failure event for event events period estimate
Steam Steam line pressure 0.04 1.04 12 demands per 5.3 x 10*
generator transmitters (9 of 12) reactor year due
isolation were found in faulty to testing in 164

alignment, which would
have prevented
automatic steam line
isolation on demand at
Maine Yankee (LER
309/85-009, 8/7/85)

All MSIVs failed to 1.0
close prior to entering
refueling at Point Beach

2 (LER 301/86-004,

9/28/86)

PWR reactor
years (1984 ~86
observation
period) results
in 1968
demands
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Table A.2 Rules for calculating precursor significance

Event sequences requiring calculation.

If an initiating event occurs as part of a precursor (i.e., the precursor consists of

_an initiating event plus possible additional failures), then use the event tree

associated with that initiator; otherwise, use all event trees impacted by the
observed unavailability.

Initiating event probability.

If an initiating event occurs as part of a precursc;r, then the initiator probability
used in the calculation is the probability of failing to recover from the observed
initiating event (i.e., the numeric value of the recovery class for the event).

If an initiating event does not occur as part of a precursor, then the probability
used for the initiating event is developed using the initiating event frequency and
event duration. Event durations (the period of time during which the failure
existed) are based on information included in the event report, if provided. If the
event is discovered during twting, then one-half of the test period (15 days for a
typical 30-day test interval) is assumed, unless a specific failure duration is
identified. ‘

Branch probability estimation.

For event tree branches for which no failed or degraded condition is bbserved, a
probability equal to the estimated branch failure probability is assigned.

For event tree branches associated with a failed s&étem, a probability equal to the
numeric value associated with the recovery class is assigned.

For event tree branches that include a degraded system (i.e., a system that still
meets minimum operability requirements but with reduced or no redundancy), the
estimated failure probability is modified to reflect the loss of redundancy.

. Support system unavailabilities.

Systems or trains rendered unavailable as a resuit of support system failures are
modeled recognizing that, as long as the affected support system remains failed,

all impacted systems (or trains) are unavailable; but if the support system is
recovered, all the affected systems are recovered. This can be modeled through
multiple calculations that address support system failure and success. Calculated
core damage probabilities for each case are normalized based on the likelihood of
recovering the support system. (Support systems, except emergency power, are

not directly modeled in the current ASP models.)
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Table A.3 ASP reactor plant classes

Plant name Plant class Plant name Plant class
ANO-Unitl PWR Class D Millstone 3 PWR Class A
ANO-Unit PWR Class G Monticello BWR Class C
Beaver Valley | PWR Class A Nine Mils Point | BWR Class A
Beaver Valley 2 PWR Class A Nine Mile Point 2 BWR Class C
Big Rock Point BWR Class A North Anna 1 PWR Class A
Browns Ferry 1 BWR Class C North Anna 2 PWR Class A
Browns Ferry 2 BWR Class C Oconeo | PWR Class D
Browns Ferry 3 BWR Class C Oconco 2 PWR Class D
Braidwood 1 PWR Class B Oconce 3 PWR Class D
Braidwood 2 PWR Blais B Oyster Creck BWR Class A
Brunswick 1 BWR Class C Palisades PWR Class G
Brunswick 2 BWR Class C Palo Verde | PWR Claas H
Byron 1 PWR Class B Palo Verde 2 - PWR Class H
Byron 2 PWR Class B Palo Verde 3 PWR Class H
Callaway 1 PWR Class B Peach Bottom 2 BWR Class C
Calvert Cliffs 1 PWR Class G Peach Bottom 3 BWR Class C
Calvert Cliffs 2 PWR Class G Perry 1 BWR Class C
Catawba 1 PWR Class B Pilgrim 1 BWR Class C
Catawba 2 PWR Class B Point Beach 1 PWR Class B
Clinton 1 BWR Class C Point Beach 2 PWR Class B
Comanche Peak 1 PWR Class B Prairic Island 1 PWR Class B
Comanche Peak 2 PWR Class B Prairic Island 2 PWR Class B
Cook | PWR Class B Quad Cities | BWR Class C
Cook 2 PWR Class B Quad Cities 2 BWR Class C
Cooper Station BWR Class C Rancho Seco PWR Class D
Crystal River 3 PWR Class D River Bend 1 BWR Class C
Davis-Besso PWR Clas B Robinson 2 PWR Class B
Diablo Canyon 1 PWR Class B Salem | PWR Class B
Diablo Canyon 2 . PWR Class B Salem 2 PWR Class B
Dresden 2 BWR Class B San Onofre | Unique
Dresden 3 BWR Class B San Onofre 2 PWR Class H
Duanc Amold BWR Class C San Onofre 3 PWR Class H
Farley 1 PWR Class B Seabrook 1 PWR Class B
Facley 2 PWR Class B Scquoyah 1 PWR Class B
Fermi 2 BWR Class C Sequoyah 2 PWR Class B
Fitzpatrick BWR Class C South Texas 1 PWR Class B
Fort Calhoun PWR Clazs G South Texas 2 PWRClhassB -~
Ginna PWR Class B St, Lucie 1 PWR Class G
Grand Gulf 1 BWR Class C St. Lucie 2 PWR Class G
Haddam Neck PWR Class B Summer 1 PWR Class B
Harris 1 PWR Class B Surry 1 PWR Class A
Hatch 1 BWR Class C Surry 2 PWR Class A
Hatch 2 BWR Class C Susquchanna | BWR Class C
Hope Crock 1 BWR Class C Susquchanna 2 BWR Class C
Indian Point 2 PWR Class B Threo Mile Island 1 PWR Class D .
Indian Point 3 PWR Class B Trojan PWR Class B
Kewaunco "PWR Class B Turkey Point 3 PWR Class B
LaCrosso Unique Turkey Point 4 PWR Class B
LaSalle 1 BWR Class C Vermont Yankeo BWR Class C
LaSalle 2 BWR Class C Vogtle 1 PWR Class B
Limerick | BWR Class C Vogtle 2 PWR Class B
Limerick 2 BWR Class C WNPSS 2 BWR Class C
Maine Yankeo PWR Class B Waterford 3 PWR Class H
McGuire 1 PWR Class B Wolf Creck 1 PWR Class B
McGuire 2 PWR Class B Yankee Rowe PWR Claxs B
Millstone 1 BWR Class A Zion 1 . PWR Class B
Millstone 2 PWR Class G Zion2 PWR Class B
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Table A.4 PWR transient core damage and ATWS sequences

Sequence No.

End state

Déscription

11
12

13
14

15 |
16
17
18

19

20

21

22

Core damage(“'Unavaxlablhty of HPR following successful trip and AFW

Core damage

Core damage
Core damage

Core damage

- Core damage ,

Core damage

ATWS

Core damage

Core damage

Core damage

Core damage

* initiation, primary relief valve lift and failure to reseat, and

successful HPI. (PWR Classes A, B, D, G, and H)

Una\}aﬂability of HPI following successful trip and AFW
initiation, primary relief valve lift, and primary relief valve failure
to reseat. (PWR Classes A, B, D, G, and H)

Similar to sequence 11, but MFW provides SG cooling in lxeu of
AFW, (PWRClassmA B, D, G, and H)

Similar to sequence 12, but MFW provides SG cooling in lieu of
AFW. (PWR Classes A, B, D, G, and H)

Unavaxlablllty of AFW and MFW following successful trip. Feed
and bleed is initiated, but the PORV fails to open. (PWR Classes
A, B, and G)

Unavallabxhty of AFW and MFW following 'éucc%sful trip. Feed
and bleed is initiated, but fails in the recirculation phase. (PWR
Classes A, B, D, and G)

Unavallabxhty of AFW and MFW following successful ‘trip. Feed
and bleed fails in the injection phase. (PWR Classes A, B, D,
and G)

Failure to trip following a transient requiring trip.
sequences are not further developed in the ASP models
Classes A, B, D, G, and H)

ATWS
(PWR

: Unavadabllnty of AFW and MFW following successful trip. Feed

and bleed is successful but CSR is unavailable. (PWR Class G)

Unavailability of CSR following successful trip and AFW
initiation, primary relief valve lift and failure to reseat, and
successful HPI and HPR. (PWR Class A)

Similar to sequence 11, but MFW provnd&c SG cooling in lieu of
AFW, (PWR Class A)

Unavallabnllty of AFW and MFW followii:g successful trip. Feed
and bleed is successful, but CSR is unavailable for containment

. heat removal. This sequence is distinguished from sequence 19

because of differences in the function of CSR on Class A andiG
plants, (PWR Class A) :



A-38

Table A.4 PWR trahsient core damage and ATWS sequences

Sequence No.

End state

Description

23

24

25

26

27

28

Core damage

Core damage

Core damage

Core damage

Core damage "

Cox_'e damage

" (PWR Class H)

Unavailability of AFW and MFW following successful trip. The
SGs are successfully depressurized, but the condensate pumps fail
to provide SG cooling. (PWR Class H)

Unavailability of AFW and MFW following successful trip, plus'
failure to depressurize the SGs to allow for the use of the
condensate pumps for SG cooling. (PWR Class H)

Unavailability of AFW and MFW folldwing successful trip. At
least one open SRV fails to reseat, but HPI and HPR are

successful, SG depressurization is successful, but the condensate '

pumps fail to provide SG cooling. (PWR’Class H)

Similar to sequence 25 except that SG depressurization fails.
(PWR Class H)

Unavailability of AFW and MFW following successful trip. At
least one SRV fails to reseat. HPI is initiated but HPR fails.
Taw

Unavailability of AFW and MFW following successful trip. At
least one SRV fails to reseat and HPI fails. (PWR Class H)
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Table A.S PWR transient seqﬁences' summary

Seq. Ead RT AFW MFW RV RV HPL HPR PORV CSR SG  Condensate PWR Class
No. State . " Chall Reseat . Open Dep Pumps’ B D G
11 CD S S s* F S F X X x
12 cDh -8 s . -§* F F ' X X x
13 cD s F s s F s F X x x
4 . CD s F ) s F F X x x
15 cb s F F ) s F . x x
16 ¢ s F F - S ' F X x'x
17 cD s F F. F X x x
18 ATWS F v X X X
19 CD S« F F s S S F x
20 cO s s s* s s F
21 CD s F s s F ) s F
2 _ CD S F F s s s F
2 @ s F F s s F
24 CcDb S  F F S F
25 cb s  F F F . -S s s F
% C § F F F. s F
27.  CD s F F F s F
28 cD s F F F F

Note: CD - Core damage.

S - Required and successfully performs its function.

" F - Required and fails to perform its function.

S® - Relief valve challenged during the transient (assumed for all losses of both AFW and MFW),

6E-Y
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Table A.6 PWR LOOP core damage and ATWS sequences

Sequence No.

End state

Description

40

41

42

43

45

47

48

49

50

ATWS

Core damage
Core damage
Core damage
Core damage
Core damage

Core damage

Core damage

Core damage

~

Core damage

Core damage

Failure to trip following a LOOP. (PWR Classes A, B, D, G,
and H)

Unavailability of HPR following a LOOP with successful trip,

_ emergency power, and AFW; primary relief valve lift and

failure to reseat; and successful HPI. (PWR Classes A, B, D,
G, and H)

Unavailability of HPI following LOOP with successful trip,
emergency power, and AFW; primary relief valve lift and
failure to reseat. (PWR Classes A, B, D, G, and H)

Failure of the PORV to open for feed and bleed cooling
following successful trip and emergency power, and AFW
failure. (PWR Classes A, B, and G)

Failure of HPR for recirculation cooling following feed and
bleed initiation. Trip and emergency power are successful, but
AFW fails. (PWR Classes A, B, D, and G)

Unavailability of HPI for feed and bleed cooling following
successful trip and emergency power and AFW failure, (PWR
Classes A, B, D, and G)

Unavailability of HPR following HPI success for RCP seal
LOCA mitigation. AC power is recovered following successful
trip, emergency power failure, turbine-driven AFW train(s)
success, primary relief valve lift and reseat, and a subsequent
seal LOCA. (PWR Classes A, B, D, G, and H)

This sequence is similar to sequence 46 except that HPI fails
for RCP seal LOCA mitigation, (PWR Classes A, B, D, G,
and H)

Failure to recover AC power following an RCP seal LOCA.

. The seal LOCA occurs following successful trip, failure of

emergency power, turbine-driven AFW train(s) success, and
pnmary relief valve lift and closure. (PWR Classes A, B, D,

G, and H)

Failure to recover AC power following successful trip and
emergency power system failure, AFW turbine train(s) success,
and primary relief valve lift and reseat. No RCP seal LOCA
occurs in the sequence.. (PWR Classes A, B, D, G, and H)

Failure of a primary relief valve to reseat following lift
subsequent to a successful trip, emergency power system
failure, and AFW turbine trains(s) success. (PWR Classes A,
B, D, G, and H)
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Table A.6 PWR LOOP core damage and ATWS sequences

Sequence No.

End state

Description

51

52

53

54

55

56

57

58

59

Core damage

PRI

Core damage
Core damage
Core damage

Core damage

Core damage
Core damage
Core damage

Core damage

Core damage

Core damage

emergency power. (PWR Class H) °

This sequence is similar to sequence 46 except that the primary
relief valves are not challenged. (PWR Classes A, B, D, G,

*"and H)

This sequence is similar to sequence 47 except that the pnmary
relief valves are not challenged. (PWR Classes A, B, D G
and H) S «

This sequence is similar to sequence 48 except that the primary
relief valves are not challenged. (PWR Classes A, B, D, G,
and H)

This sequence is similar to sequence 49 except that the primary
relief valves are not challenged. (PWR Classes A, B, D, G,
and H) :

Failure of AFW following successful trip and emergency power
system failure (PWR Classes A, B, D, G, and H)

Failure of CSR in conjunction with successful feed and bleed
following trip, emergency power system success, and AFW

. failure (PWR Class G)

Failure of CSR following LOOP with successful trip,
emergency power and AFW, primary relief valve challenge and
failure to reseat, and successful HPI and HPR. (PWR Class A)

Failure of CSR in conjunction with successful feed and bleed
following LOOP with successful trip and emergency power

' initiation, and AFW failure. (PWR Class A)

Failure of CSR follow)ing successful HPI and HPR required to
mitigate a seal LOCA. This sequence involves a LOOP with
successful trip, emergency power system failure, primary relief

" valve challenge and reseat, and a subsequent seal LOCA with

AC power recovery prior to core uncovery. (PWR Class A)

This sequence is similar to sequence 59 except that the primary
relief valves are not challenged. (PWR Class A)

Failure of AFW following a LOOP with successful trip and




Table A.7 PWR LOOP sequences summary

Seq. End RT/ EP AFW RV RV Seal EP HPI HPR PORV  CSR PWR Class

No. State _LOOP ) Chall Reseat LOCA  Recov Open B D G H
40 ATWS | F X X X x
41 (&) S S S s* F S F X X X X
2 D S S S s* F F X X X x
43 CDh S S F S F X x

44 CD S S F S F X x x

45 CD S S F F X x x

46 (o> I S F S s* S s* S S F X X, x x
47 CDh S F S s* S s* S F X x‘ X x
8  CD s F s Y s s* F x x x X
9  CD s F- s s s F x x x x
50 CD S F S s* F X X X X
51 CD S F S s* S F X X X X
52 (8))) s F S- s* S F X X X X
53 CcDh S F S s® 1 F X X X X
54 CD s F s F X X x x
55 Cb S F F X X x x
56 CD S s F s s s F x

57 CDh S S S s* F S S - F

58 (81D S S F S S S F

59 cD s F s s s s s s s F

60 CD ) 'F S s° S S S F

61 Cb S S F x

Note: CD - Core damage. ‘

S - Required and successfully pcr;'omu its function.

" F - Required and fails to perform its function.

" - Relief valve challenged during the transient (assumed for all losses of both AFW and MFW).

er-v
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Table A.8 PWR small-break LOCA core damage and ATWS sequences

Sequence No.

End state

Description

71

72

73

74

75

76

77

78

79

80

81

82

83

84

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

ATWS

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Unavailability of HPR following a small-break LOCA with trip,
AFW and HPI success. (PWR Classes A, B, D, G, and H)

'Unavailability of HPI following a small-break LOCA with trip and

AFW success. (PWR Classes A, B, D, G, and H)

This sequence is similar to sequence 71 except that MFW is
utilized for SG cooling is AFW is unavailable. (PWR Classes A,
B, D, G, and H)

This sequence is similar to sequence 72 except that MFW is
utilized for SG cooling is AFW is unavailable. (PWR Classes A,
B, D, G, and H)

Unavailability of AFW and MFW following a small-break LOCA
and successful trip. The PORV is unavailable to depressurize the
RCS to the HPI pump discharge pressure. (PWR Classes A, B,
and G)

Unavailability of AFW and MFW following a small-break LOCA
with trip success. HPI is successful but HPR fails. (PWR Classes

. A, B, D, G, and H)

Unavailability of AFW and MFW following trip success. HPI
fails to provide RCS makeup. (PWR Classes A, B, D, G, and H)

Failure of reactor trip following a small-break LOCA. (PWR
Classes A, B, D, G, anduH)

Unavailability of CSR for containment heat removal following a
small-break LOCA with trip success, AFW and MFW failure, and
feed and bleed success. (PWR Class G)

Unavailability of CSR following a small-break LOCA with trip,
AFW, HPI and HPR success. (PWR Class A)

This sequence is similar to sequence 80 except that MFW is used
for SG cooling in the event AFW is unavailable. (PWR Class A)

Unavailability of CSR for containment heat removal following a
small-break LOCA with trip success, AFW and MFW
unavailability, and feed and bleed success. (PWR Class A)

Unavailability of the condensate pumps for SG cooling following a
small-break LOCA with trip success, unavailability of AFW and
MFW, and successful SG depressurization. (PWR Class H)

This sequence is similar to sequence 83 except that SG
depressurization is unavailable. (PWR Class H)




Table A.9 PWR small-break LOCA sequences summary

Seq. - End RT AFW MFW HPI HPR PORV CSR  SG  Condensate PWR Class _
No. State Open - Dep Pumps A B D G
n Ch S S S - F ' X X x x
72 (&) -8 S F X X x x
73 cDh S F s S F X X X X
74 Cch S F S F ‘ X X x x
75 CD. S F F S S F x X x
76 CD 'S F F S F X X X x
7 CD S F F F X X X x
78 ATWS F X X x X
79 ' CcDh S F F S S S F x
80 Cch S S S S F x
81 CD S F S S S F X
2  CD s F F s s s F x
83 CD S F F S S S F
84 CD S F S S F

Note: CD - Core damage.

S - Required and successfully performs its function.
F - Required and fails to perform its function.

§° - Relief valve challenged during the transicnt (assumed for all losses of both AFW and MFW).

by-v
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Table A.10 BWR transient core damage and ATWS sequences

0 Sequence No.

End state

Description

11

12

13

14

® -

16

17

18

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

BWR Class A sequences

Uhavailai)ility of long-term core cooling (failure of shutdown
cooling system and containment cooling) following successful
scram and failure of continued power conversion system
operation, safety relief valve challenge and successful reseat,
failure of isolation condenser, and successful main feedwater.

Similar to Sequence 11 except failure of main feedwater and
successful feedwater coolant injection.

Similar to Sequence 11 except failure of main feedwater and
feedwater coolant injection, followed by successful control rod
drive cooling.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling) following successful
scram and failure of continued power conversion system
operation; safety relief valve challenge and successful reseat;
failure of isolation condenser; failure of main feedwater, feedwater
coolant injection and control rod drive cooling; followed by
successful vessel depressurization and low-pressure core spray.

Unavailability of fire water or other equivalent water source for
vessel makeup following successful scram and failure of continued
power conversion system operation; safety relief valve challenge
and success of isolation condenser, main feedwater, feedwater
coolant injection, and control rod drive cooling. Successful vessel
depressurization and failure of low-pressure core spray.

Similar to Sequence 15 except the shutdown cooling system fails
followed by successful containment cooling.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling) following successful
scram and failure of continued power conversion system
operation; safety relief valve challenge and successful reseat;
failure of isolation condenser, main feedwater, feedwater coolant
injection, and control rod drive cooling systems; followed by
successful vessel depressurization and failure of low-pressure core
spray.

Unavailability of vessel depressurization following successful
scram and failure of continued power conversion system
operation, and safety relief valve challenge and successful reseat.
Failure of the isolation condenser, main feedwater, feedwater
coolant injection, and control rod drive cooling.
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Sequence No.

End state

Description

19

20

21

22

23

24

26

27

28

29

Core damage

Core damage

Core damage

Core damage

Core démage

Core damage

Core damage

Core damage
Core damage
Core damage

Core damage

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling) following successful
scram and failure of continued power conversion system

operation, safety relief valve challenge and unsuccessful reseat,.

and successful main feedwater.

Similar to Sequence 19 except unsuccessful main feedwater
followed by successful feedwater coolant injection.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling) following successful
scram and failure of continued power conversion system
operation, safety relief challenge and unsuccessful reseat,
unsuccessful main feedwater and followed by successful vessel
depressurization and low-pressure core spray.

Unavailability of fire water or other equivalent water source for
vessel makeup following successful scram and failure of continued
power conversion system operation, safety relief valve challenge
and unsuccessful reseat, and failure of main feedwater and
feedwater coolant injection. Successful vessel depressurization and
failure of low-pressure core spray.

Similar to Sequence 22 except failure of the shutdown cooling
system and successful containment spray.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling) following successful
scram and failure of continued power conversion system
operation, safety relief valve challenge and unsuccessful reseat,
unsuccessful main feedwater and feedwater coolant injection,
successful vessel depressurization, and unsuccessful low-pressure
core spray.

Unavailability of vessel depressurization following successful
scram and failure of * continued power conversion system
operation, safety relief valve challenge and unsuccessful reseat,
and failure of the main feedwater and feedwater coolant injection.

Similar to Sequence 11 except the safety relief valves are not
challenged.

Similar to Sequence 12 except the safety relief valves are not
challenged.

Similar to Sequence 13 except the safety relief valves are not
challenged.

Similar to Sequence 14 except the safety relief valves are not
challenged.
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Table A.10 BWR transient core damage and ATWS sequences

Sequence No.

End state

Description

30

31

32

33

11

12

13

14

15

Core damage

Similar to Sequence 15 except the safety relief valves are not

« " ¢hallenged.

Core damage
Core damage
Core damage

ATWS

Core damage

Core damage

Core damage

Core damage

Core damage

Similar to Sequence 16 except the safety relief valves are not
challenged.

Similar to Sequence 17 except the safety relief valves are not
challenged.

Similar to Sequénce 18 except the safety relief valves are not
challenged.

Failure to trip following a ‘transient requiring trip. ATWS
sequences are not further developed in the ASP models.

BWR Class B sequences

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following successful scram and failure of
continued power conversion system operation, safety relief valve
challenge and successful reseat, and failure of isolation condenser
and successful main feedwater.

Similar to Sequence 11 except failure of main feedwater followed
by successful high-pressure coolant injection.

Similar to Sequence 11 except failure of main feedwater and high-
pressure coolant injection systems, followed by successful control
rod drive cooling.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following successful scram and failure of
continued power conversion system operation; safety relief valve
challenge and successful reseat; failure of isolation condenser;
failure of main feedwater, high-pressure coolant injection, and
control rod drive cooling systems; followed by successful vessel
depressurization and low-pressure core spray.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following successful scram and failure of
continued power conversion system operation; safety relief valve
challenge and successful reseat; failure of isolation condenser;
failure of main feedwater, high-pressure coolant injection, and
control rod drive cooling systems; followed by successful vessel
depressurization, and failure of low-pressure core spray and
successful low-pressure coolant injection.

’
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Table A.10 BWR transient core damage and ATWS sequences

Sequence No.

End state

Description

16

17

18

19

20

21

22

23

24

Core damage

Core damage

Core damage

Core damage

Core damagé

Core damage

Core damage

Core damage

Core damage

Unavailability of fire water or other equivalent water source for
reactor vessel makeup following successful scram and failure of
continued power conversion system operation; safety relief valve
challenge and successful reseat; and failure of isolation condenser,
main feedwater, high-pressure coolant injection, and control rod
drive cooling systems. Successful vessel depressurization, failure
of low-pressure core spray and low-pressure coolant injection, and
successful shutdown cooling system.

Similar to Sequence 16 except the shutdown cooling system fails u

followed by successful containment cooling mode of the low-
pressure coolant injection system.

Similar to Sequence 15 except low-pressure coolant injection
system fails.

Unavailability of vessel depressurization following successful
scram and failure of continued power conversion system
operation, and safety relief valve challenge and successful reseat.
Failure of the isolation condenser, main feedwater, high-pressure
coolant injection, and control rod drive cooling.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
injection) following successful scram and failure of continued
power conversion system operation, safety relief valve challenge

" and unsuccessful reseat, and successful main feedwater.

Similar to Sequence 20 except unsuccessful main feedwater
followed by successful high-pressure coolant injection.

Similar to Sequence 20 except unsuccessful main feedwater and
high-pressure coolant injection, followed by successful vessel
depressurization and low-pressure core spray.

Similar to Sequence 20 except failure of main feedwater and high-
pressure coolant injection, followed by successful vessel
depressurization, failure of low-pressure core spray, and
successful low-pressure coolant injection.

Unavailability of fire water or other equivalent water source for
reactor vessel makeup following successful scram and failure of
continued power conversion system operation, safety relief valve
challenge and unsuccessful reseat, and failure of main feedwater
and high-pressure coolant injection. Successful vessel
depressurization, failure of low-pressure core spray and low-
pressure coolant injection, and successful shutdown cooling.

e
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Table A.10 BWR transient core damage and ATWS sequences

Sequence No.  End state Description
25 Core damage . Similar to Sequence 24 except failure of the shutdown cooling
‘ ¥ gystem and successful containment spray mode of low-pressure
_ core injection.

26 Core damage Similar to Sequence 23 except unsuccessful low-pressure coolant
injection. ‘

27 Core damage  Unavailability of vessel depressurization following successful
scram and failure of continued power conversion system
operation, safety relief valve challenge and unsuccessful reseat,
and failure of the main feedwater and high-pressure coolant
injection.

28 * Core damage Similar to Sequence 11 except the safety relief valves are not
challenged.

29 Core damage Similar to Sequence 12 except the safety relief valves are not

’ challenged.

30 Core damage Similar to Sequence 13 except the safety relief valves are not

~ challenged. y . ‘

31 Core damage  Similar to Sequence 14 except the safety relief valves are not
challenged.

32 Core damage  Similar to Sequence 15 except the safety relief valves are not
“challenged. .

33 Core damage  Similar to Sequence 16 except the safety relief valves are not
challenged. * : ) ‘

34 Core damage  Similar to Sequence 17 except the safety relief valves are not
challenged.

35 Core damage Similar to Sequence 18 except the safety relief valves are not
challenged.

. 36 Core damage Similar to Sequence 19 except the safety relief valves are not
challenged.

99 ATWS Failure to trip following a transient requiring trip. ATWS
‘sequences are not further developed in the ASP models.

BWR Class C sequences }
11 Core damage  Unavailability of long-term core cooling (residual heat removal

shutdown cooling and suppression pool cooling modes fail)
following successful scram and failure of continued power
conversion system operation, safety relief valve challenge and
successful reseat, and successful main feedwater.

’
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Table A.10 BWR transient core damage and ATWS sequences

Sequence No.

End state

Description

12

13

14

15

16

17

18

19

20

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Similar to Sequence 11 except failure of main feedwater with
successful high-pressure coolant injection.

Similar to Sequence 11 except failure of main feedwater and high-
pressure coolant injection systems, with successful reactor core
isolation cooling.

Similar to Sequence 11 except failure of main feedwater, high-
pressure coolant injection, and reactor core isolation cooling, with
successful control rod drive cooling.

Unavailability of long-term core cooling (residual heat removal
shutdown cooling and suppression pool cooling modes fail)
following successful scram and failure of continued power
conversion system operation, safety relief valve challenge and
successful reseat, failure of main feedwater, high-pressure coolant
injection, reactor core isolation cooling, and control rod drive
cooling, with successful vessel depressurization and low-pressure

_ core spray.

Similar to Sequence 15 except failure of low-pressure core spray
and successful low-pressure coolant injection.

Unavailability of fire water or other equivalent water source for
reactor vessel makeup following successful scram and failure of
continued power conversion system operation; safety relief valve
challenge and successful reseat; failure of main feedwater, high-
pressure coolant injection, reactor core isolation cooling, and
control rod drive cooling systems, Successful vessel
depressurization, failure of low-pressure core spray and low-
pressure coolant injection, and successful residual heat removal
system in shutdown cooling mode.

Similar to Sequence 17 except the residual heat removal system
fails in the shutdown cooling mode and succeeds in the
suppression pool cooling mode.

Similar to Sequence 16 except failure of low-pressure coolant
injection. ‘
Unavailability of vessel depressurization following successful
scram and failure of continued power conversion system
operation, safety relief valve challenge and successful reseat.
Failure of the main feedwater, high-pressure coolant injection,
reactor core isolation cooling, and control rod drive cooling.

-
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Table A.10 BWR transient core damage and ATWS sequences

Sequence No.

End state

Description

21

22

24

25

26

27

28

29

30

¢ .

Core damage

Core damage

Core damage

Core damage

Core damége

Core damage

Core da:qage

Core damage

" Core damage

Core damage

Core damage

-Unavailability of long-term core cooling (récidual heat removal

shutdown and suppression pool cooling modes fail) following

. successful scram and failure of continued power conversion system

operation, safety relief valve chailenge with unsuccessful reseat,
and successful main feedwater,

Similar to Sequence 21 except unsuccessful main feedwater with
successful high-pressure coolant injection.

Unavailability of long-term core cooling (residual heat removal
shutdown and suppression pool cooling modes fail) following
successful scram and failure of continued power conversion system
operation, safety relief valve challenge with unsuccessful reseat,
unsuccessful main feedwater and high-pressure coolant injection,
followed by successful vessel depressurization and low-pressure
core spray ,

¥

Similar to Sequence 23 except failure of low-pressure core spray
and successful low-pressure coolant injection.

Unavaxlablhty of fire water or other equivalent water source for
reactor vessel makeup followmg successful scram and failure of

~ continued power conversion system operation, safety relief valve

challenge and unsuccessful reseat, and failure of main feedwater
and hlgh-pr&ssure coolant injection. Successful  vessel

.depressurization, failure of low-pressure core spray and low-

pressure coolant injection, and successful residual heat removal in
shutdown cooling mode.

Similar to Sequence 25 except the residual heat removal system
fails in the shutdown cooling mode and succeeds in the
suppression pool cooling mode.

Similar to Sequence 24 except failure of low-pressure coolant
injection.

Unavailability of vessel depressurization following successful .

scram and failure of continued power conversion system
operation, safety relief valve challenge and unsuccessful reseat,
and failure of the main feedwater and high-pressure coolant
injection systems.

Similar to Sequence 11 except the safety relief valves are not
challenged.

Similar to Sequence 12 except the safety relief valves are not
challenged.

" Similar to Sequence 13 except the safety relief valves are not

challenged. ,
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Table A.10 BWR transient core damage and ATWS sequences

Sequence No.  End state Description !
32 Core damage Similar to Sequence 14 except the safety relief valves are not |
challenged. ﬂ
33 Core damage Similar to Sequence 15 except the safety relief valves are not
challenged. :‘
34 Core damage Similar to Sequence 16 except the safety relief valves are not a
challenged.
35 Core damage  Similar to Sequence 17 except the safety relief valves are not
challenged.
36 Core damage  Similar to Sequence 18 except the safety relief valves are not
challenged.
Core damage Similar to Sequence 19 except the safety relief valves are not
37 challenged.
38 Core damage . Similar to Sequence 20 except the éafety relief valves are not
challenged.
99 ATWS Failure to trip following a transient requiring trip. ATWS

sequences are not further developed in the ASP models.

®
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Sequence No.

Table A.11 BWR LOOP core damage and ATWS sequences

End state

Description

41

42

43

45

47

48

Core damage

Core damage-

Core damage

Core damage

Core damage

Core démage

Core damage

Core damage

BWR Class A sequences

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling) following a loss of offsite
power with successful emergency power, reactor scram, safety
relief valve challenge and reseat. Failure of isolation condenser
and successful feedwater coolant injection.

Similar to Sequence 41 except failure of the feedwater coolant
injection and successful control rod drive cooling.

Unavailability of long-term cooling (failure of shutdown cooling
system and containment cooling) following a loss of offsite power
with successful emergency power, reactor scram, and safety relief
valve challenge and reseat. Failure of isolation condenser, failure
of the feedwater coolant injection and control rod drive cooling
systems, with*successful vessel depressurization and low-pressure
core spray.

Unavailability of fire water or other equivalent water source for
vessel makeup following a loss of offsite power with successful
emergency power, scram, and safety relief valve challenge and
successful reseat. Failure of isolation condenser, feedwater
coolant injection, and control rod drive cooling. Successful vessel
depressurization and failure of low-pressure core spray.

Similar to Sequence 44 except failure of the shutdown cooling
system and successful containment spray.

Unavailability of long-term cooling (failure of shutdown cooling
system and containment cooling) following a loss of offsite power
with successful emergency power, reactor scram, and safety relief
valve challenge and reseat. Failure of isolation condenser, failure
of feedwater coolant injection and control rod drive cooling, with
successful vessel depressurization and failure of the low-pressure
core spray. ‘

Unavailability of vessel depressurization following a loss of offsite
power with successful emergency power and reactor scram.
Challenge of the safety relief valves and successful reseat with
unsuccessful isolation condenser, feedwater coolant injection, and
control rod drive cooling.

Unavailability of long-term cooling (failure of shutdown cooling
system and containment cooling) following a loss of offsite power
with successful emergency power, reactor scram, and safety relief
valve challenge and unsuccessful reseat, and successful feedwater
coolant injection. .
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Table A.11 BWR LOOP core damage and ATWS sequences

Sequence No.

End state

Description

49

50

51

52

53

54
55
56
57
58

59

61

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage
Core damage
Core damage
Core damage
Core damage
Core damage
Core damage

Core damage

Similar to Sequence 48 except failure of feedwater coolant
injection followed by successful vessel depressurization and low-
pressure core spray.

Unavailability of fire water or other equivalent water source for
vessel makeup following a loss of offsite power, successful
emergency power and scram, safety relief valve challenge and
unsuccessful reseat, and failure of feedwater coolant injection.
Successful vessel depressurization, failure of low-pressure core
spray, and successful shutdown cooling system.

Similar to Sequence 50 except failure of shutdown cooling system
and successful containment cooling.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling) following a loss of offsite
power with successful emergency power, reactor scram, and safety
relief valve challenge and unsuccessful reseat. Failure of
feedwater coolant injection, successful vessel depressunzauon, and
failure of low-pressure core spray.

Unavailability of vessel depressurization following a loss of offsite
power with successful emergency power and reactor scram.
Safety relief valve challenge and unsuccessful reseat, and failure of
the feedwater coolant injection system.

Similar to Sequence 41 except the safety relief valves are not
challenged.

Similar to Sequence 42 except the safety relief valves are not
challenged.

Similar to Sequence 43 except the safety rehef valves are not
challenged. °

Similar to Sequence 44 except the safety relief valves are not
challenged.

Similar to Sequence 45 except the safety relief valves are not
challenged.

Similar to Sequence 46 except the safety relief valves are not
challenged..

Similar to Sequence 47 except the safety relief valves are not
challenged

Unavailability of the isolation condenser following a loss of offsite

. power, failure of emergeacy power, successful scram, and safety

relief valve challenge and successful reseat.
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Table A.11 BWR LOOP core damage and ATWS sequences

End state

Description

Sequence No.

62

63

64
97

98

41

42

43

Core damage

Core damage

Core damage

ATWS

ATWS

Core damage

Core damage

Core damage

Core damage

.Failure of an SRV to reseat followmg challenge after a loss of

offsite power with failure of emergency power and successful
reactor scram.

Similar to Sequence 61 lexcept“ the safety relief valves are not
challenged. . .

Failure of recovery of electric power in the long-term following a
loss of offsite power, failure of emergency power, and successful
reactor scram. .

ATWS following a loss of offsite power and unavailability of
emergency power. ATWS sequences are not further developed in
the ASP models.

ATWS following a loss of offsite power, successful emergency
power, and failure to scram the reactor. ATWS sequences are not
further developed in the ASP models.

BWR C?ass B sequences

Unavallablllty of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following a loss of offsite power with successful
emergency power, reactor scram, and safety relief valve challenge
and reseat. Failure of isolation condenser and successful high-
pressure coolant injection.

Similar to Sequence 41 except failure of high-pressure coolant
injection and successful control rod drive cooling.

Similar to Sequence 41 except failure of the high-pressure coolant
injection and control rod drive cooling, with successful vessel
depressurization and low-pressure core spray.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following a loss of offsite power with successful
emergency power, reactor scram, and safety relief valve challenge
and reseat. Failure of isolation condenser, failure of the high-
pressure coolant injection and control rod drive cooling systems,

with successful vessel depressurization, failure of low-pressure

core spray, and successful low-pressure coolant injection.
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Table A.11
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BWR LOOP core damage and ATWS sequences

Sequence No.

End state

Description ,

45

47

48

49

50

51

52

Core damage

Core damage

Core damage

Core damage

TR

Core damage

Core damage

Core damage

Core damage

Unavailability of fire water or other equivalent water source for
reactor vessel makeup following a loss of offsite power with
successful emergency power, scram, and safety relief valve
challenge and successful reseat, Failure of isolation condenser,
high-pressure coolant injection, and control rod drive cooling.
Successful vessel depressurization, failure of low-pressure core
spray, and low-pressure coolant injection with successful shutdown
cooling. .

Similar to Sequence 45 except failure of the shutdown cooling
system and successful containment spray mode low-pressure
coolant injection.

Similar to Sequence 44 except failure of low-pressure coolant
injection.

Unavailability of vessel depressurization following a loss of offsite
power with successful emergency power and reactor scram,
challenge of the safety relief valves and successful reseat with
unsuccessful isolation condenser, high-pressure coolant injection,
and control rod drive cooling.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following a loss of offsite power with successful
emergency power, reactor scram, and safety relief valve challenge
and unsuccessful reseat, and successful high-pressure coolant
injection. :
Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following a loss of offsite power with successful
emergency power, reactor scram, safety relief valve challenge and
unsuccessful reseat, and failure of high-pressure coolant injection
followed by successful vessel depressurization and low-pressure
core spray.

Similar to Sequence 50 except failure of low-pressure core spray
and successful low-pressure coolant injection.

Unavailability of fire water or other equivalent water source for
reactor vessel makeup following a loss of offsite power, successful
emergency power and scram, safety relief valve challenge and
unsuccessful reseat, and failure of high-pressure coolant injection.
Successful vessel depressurization, failure of low-pressure core
spray and low-pressure core injection, and successful shutdown
cooling system.,

A A e P s
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Table A.11 BWR LOOP core damage and ATWS sequences

0 Sequence No.

End state

Description

'53

54

55

56
57

© -

59

61
62

63

Core damage

Core damage

Core damage

Core damage
Core damage
Core damage
Core damage
Core damage
Core damage
Core damage
Core damage

Core damage

Core damage

Similar to Sequence 52 except failure of shutdown cooling system
and successful containment cooling mode of low-pressure coolant
injection.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following a loss of offsite power with successful
emergency power, reactor scram, and safety relief valve challenge
and unsuccessful reseat.  Failure of high-pressure coolant
injection, successful vessel depressurization and failure of low-
pressure core spray and low-pressure coolant injection.

Unavailability of vessel depressurization following a loss of offsite
power with successful emergency power and reactor scram.
Safety relief valve challenge and unsuccessful reseat, and failure of
the high-pressure coolant injection system.

Similar to Sequence 41 except the safety relief valves are not
challenged.

Similar to Sequence 42 except the safety relief valves are not
challenged.

Similar to Sequence 43 except the safety relief valves are not
challenged.

Similar to Sequence 44 except the safety relief valves are not
challenged.

Similar to Sequence 45 except the safety relief valves are not
challenged.

Similar to Sequence 46 except the safety relief valves are not
challenged.

Similar to Sequence 47 except the safety relief valves are not
challenged.
Similar to Sequence 48 except the safety relief valves are not
challenged.

Unavailability of long-term cooling (failure of shutdown cooling
system and containment cooling mode of low-pressure coolant

injection) following a loss of offsite power, failure of emergency

power, successful reactor scram, successful long-term recovery of
electric power, safety relief valve challenge and reseat, failed
isolation condenser, and successful high-pressure coolant injection.

Unavailability of high-pressure core injection following a loss of
offsite power, failure of emergency .power, successful reactor
scram, safety relief valve challenge and reseat, and failed isolation
condenser and high-pressure coolant injection systems.

s
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Table A.11 BWR LOOP core damage and ATWS sequences

Sequence No.

End state

Description

66

67

68

69

84

97 -

98

41

42

Core damage

Core damage

Core damage
Core damage

Core damage
ATWS

ATWS

Core damage

Core damage

Core damage

Unavailability of long-term core cooling (failure of shutdown -

cooling system and containment cooling mode of low-pressure
coolant injection) following a loss of offsite power, failure of
emergency power, successful reactor scram, successful long-term
recovery of electric power, safety relief valve challenge and
failure to reseat, and successful high-pressure coolant injection.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following a loss of offsite power, failure of
emergency power, successful reactor scram, successful long-term

recovery of electric power, safety relief valve challenge and™

failure to reseat, and failure of high-pressure coolant injection.

Similar to Sequence 64 except the safety relief valves are not
challenged.

Similar to Sequence 65 except the safety relief valves are not
challenged.

Failure of long-term recovery of electric power following a loss of
offsite power, with failure of emergency power and successful
reactor scram,

ATWS following a loss of offsite power and unavailability of
emergency power. ATWS sequences are not further developed in
the ASP models.

ATWS following a loss of offsite power, successful emergency
power, and failure to scram the reactor. ATWS sequences are not
further developed in the ASP models.

BWR Cass C sequences

Unavailability of long-term core cooling (failure of residual heat
removal in shutdown and suppression cooling modes) following a
loss of offsite power with successful emergency power, reactor
scram, safety relief valve challenge and reseat, and successful
high-pressure coolant injection.

Similar to Sequence 40 except failure of the high-pressure coolant
injection system and successful reactor core isolation cooling.

Similar to Sequence 40 éxcept failure of the high-pressure coolant
injection and reactor core isolation cooling systems with successful
contro! rod drive cooling.
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Table A.11 BWR LOOP core damage and ATWS sequences

Seqﬁence No.

End state

Description.

43

45

47

48

49

50

51

Core damage

S

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Unavallabxhty of long-term core coolmg (failure of residual heat

ﬂremova] in shutdown and suppression cooling modes) following a

10ss of offsite power with successful emergency power, reactor
scram, safety relief valve challenge and reseat; failure of the high-

pressure coolant injection, reactor core isolation cooling and

control rod drive cooling systems, with successful vessel
depressurization and low-pressure core spray.

Similar to Sequence 43 except failure of low-pressure core spray
and successful low-pressure coolant injection.

Unavailability of fire water or other equivalent water source for

reactor makeup following a loss of offsite power with successful
emergency power, scram, and safety relief valve challenge and
successful reseat. Fallure of high-pressure coolant injection,
reactor core isolation cooling, and control rod drive cooling
systems. Successful vessel depressurization, and failure of low-
pressure core. spray and low-precsure coolant injection with
successful residual heat removal in shutdown cooling mode.

Similar to Sequence 45 except failure of the residual heat removal
system in shutdown cooling mode and success in suppression pool
cooling mode.

Similar to Sequence 44 except failure of low-pressure coolant
injection.

- Unavailability of vessel depressurization following a loss of offsite

power with successful emergency power and reactor scram.
Challenge of the safety relief valves and successful reseat with
high-pressure coolant injection, reactor core isolation cooling, and
control rod drive cooling.

Unavailability of long-term core cooling (failure of residual heat

removal system in shutdown and suppression pool cooling modes) -

following a loss of offsite power with successful emergency
power, reactor scram, safety relief valve challenge and
unsuccessful reseat, and successful high-pressure coolant injection.

Unavailability of long-term core cooling (failure of residual heat
removal system in shutdown and suppression pool cooling modes)
following a loss of offsite power with successful emergency

" power, reactor scram, safety relief valve challenge and

unsuccessful reseat, and failure of high-pressure coolant injection
followed by successful vessel depressurization and low-precsure
core spray

Similar to Sequence 50 except failure of low-pressure core spray
and successful low-pressure coolant injection.
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BWR LOOP core damage and ATWS sequences

Sequence No.

End state

Description

52

53

54

55

56
57
58

59

61
62

63

Core damage

Core damage

Core damage

Core damage

Core damage
Core damage
Core damage
Core damage
Core damage
Core damage
Coré damage
Core damage

Core damage

Unavailability of fire water or other equivalent water source
following a loss of offsite power, successful emergency power and
scram, safety relief valve challenge and unsuccessful reseat, and
failure of high-pressure coolant injection. Successful vessel
depressurization, failure of low-pressure core spray and low-
pressure coolant injection, and successful residual heat removal in
shutdown cooling mode.

Similar to Sequence 52 except failure of the residual heat removal
system in shutdown cooling mode and success in suppression pool
‘cooling mode.

Similar to Sequence 51 except failure of low-prmsu}e coolant
injection,

Unavailability of vessel depressurization following a loss of offsite
power with successful emergency power and reactor scram.

. Safety relief valve challenge and unsuccessful reseat, and failure of

the high-pressure coolant injection system.

Similar to Sequence 40 except the safety relief valves are not
challenged.

Similar to Sequence 41 except the safety relief valves are not
challenged.

Similar to Sequence 42 except the safety relief valves are not.

challenged.

Similar to Sequence 43 except the safety relief valves are not
challenged.

Similar to Sequence 44 except the safety relief valves are not
challenged.

Similar to Sequence 45 except the safety relief valves are not
challenged.

Similar to Sequence 46 except the safety relief \;alves are not
challenged.

Similar to Sequence 47 except the safety relief valves are not -

challenged.

Similar to Sequence 48 except the safety relief valves are not
challenged.

A e oo
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BWR LOOP core damage and ATWS sequences

Sequence No.

. End state

Description | .

65

67

68

69

80

81
82

83

97

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage

Core damage
Core damage

Core damage

ATWS

Unavailability of long-term core cooling (failure of the residual

.-heat removal system in shutdown and suppression pool cooling
modes) following a loss of offsite power, failure of emergency
power, successful reactor scram, successful long-term recovery of
electric power, safety relief valve challenge and reseat, and
successful high-pressure coolant injection.

Similar to Sequence 65 except high-pressure coolant injection faxls
with successful reactor core isolation cooling.

Unavailability of long-term core cooling (failure of the residual
heat removal system in shutdown and suppression pool cooling

. modes) following a loss of offsite power, failure of emergency

power, successful reactor scram, successful long-term recovery of
electric power, safety relief valve challenge and reseat, with
failures of high-pressure coolant injection and reactor core
isolation cooling. ‘

Similar to Sequence 65 except the safety relief valves fail to
reseat.

Failure of high-pressure coolant injection following a loss of
offsite power, with emergency power failure, successful reactor
- scram, safety relief valve challenge, and unsuccessful reseat.

Unavailability of long-term core cooling (failure of residual heat
removal system in shutdown and suppression cooling modes)
following a loss of offsite power, failure of emergency power,
successful reactor scram, and long-term recovery of electric
power. The safety relief valves are not challenged, and high-
pressure coolant injection is successful.

Similar to Sef;uence 66 except the safety relief valves are not
challenged.

Similar to Sequence 67 except the safety relief valves are not
challenged.

Unable to recover long-term electric power following a loss of
offsite power, failure of emergency power, and successful reactor
scram.

ATWS following a loss of offsite power and unavailability of
emergency power. ATWS sequences are not further developed in
the ASP models. )

ATWS following a loss of offsite power, successful emergency
power, and failure to scram the reactor. ATWS sequences are not
further developed in the ASP models -
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Table A.12 BWR small-break LOCA core damage and ATWS sequences

Sequence No.  End state

Description

1

72

73

74

75

76

71

73

74

Core damage

Core damage

Core damage

Core damage

Core damage

" Core damage .

ATWS

Core damage

Core damage

Core damage

Core damage

BWR Class A sequences

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling) following a loss-of-
coolant accident, successful scram, and successful feedwater
coolant injection.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling) following a loss-of-
coolant accident, successful scram, failure of feedwater coolant
injection system, and successful vessel depressurization and low-
pressure core spray.

Unavailability of fire water or other equivalent water source for
reactor vessel makeup following a loss-of-coolant accident,
successful reactor scram, and failure of feedwater coolant
injection. Successful vessel depressurization and failure of low-
pressure core spray, and successful shutdown cooling system.

Similar to Sequence 73 except failure of the shutdown cooling
system and successful containment cooling.

Similar to Sequence 72 except failure,of the low-pressure core
spray.

Unavailability of vessel depressurization following a loss-of-
coolant accident, successful reactor scram, and failure of the
feedwater coolant injection system.

ATWS following a loss-of-coolant accident. ATWS sequences

are not further developed in the ASP models.
BWR (lass B sequences

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following a loss-of-coolant accident, successful
scram, and successful high-pressure coolant injection.

Unavailability of long-term core cooling (failure of shutdown
cooling system and containment cooling mode of low-pressure
coolant injection) following a loss-of-coolant accident, successful
scram, failure of high-pressure coolant injection, and successful
vesse! depressurization and low-pressure core spray. -

Similar to Sequence 72 except failure of low-pressure core spray
and successful low-pressure coolant injection.

Unavailability of fire water or other equivalent water source for
reactor vessel makeup following a loss-of-coolant accident,
successful reactor scram, and failure of the high-pressure coolant
injection system. Successful vessel depressurization, failure of
low-pressure core spray and low-pressure coolant injection, and
successful shutdown cooling system.

’
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Table A.12 BWR small-break LOCA core damage and ATWS sequences

Sequence No.

End state

Description

75

76

77

71

72

73

74

75

76 .

Core damage

Core damage

Core damage
ATWS

Core damage

&

Core damage .

- Core damage

Core damage

Core damage

Core damage

Core damage

ATWS

Similar to Sequence 74 except failure of the shutdown cooling
.system and successful contamment cooling mode of low-prwsure
coolant injection.

Slmxlar to Sequence 73 except failure of low-~pressure coolant
injection.

Unavailability of vessel depressurization following a loss-of-
coolant accident, successful reactor scram, and failure of the
high-pressure coolant injection.

ATWS following a loss-of-coolant accident. ATWS sequences

are not further developed in the ASP models.
BWR Class C sequences

Unavailability of long-term core cooling (failure of residual heat
removal system in shutdown and suppression pool cooling modes)
following a loss-of-coolant accident, succ&csful scram, and
successful high-pressure coolant injection.

Unavailability of long-term core cooling (fallure of residual heat
removal system in shutdown and suppression pool cooling modes)
following a loss-of-coolant accident, successful scram, failure of
the high-pressure coolant injection system, and successful vessel
depressurization and low-pressure core spray.

Similar to Sequence 72 except failure of low-pr&shre core spray,
and successful low-pressure coolant injection.

Unavailability of fire water or other equivalent water source for
reactor vessel makeup following a loss-of-coolant accident,
successful reactor scram, and failure of the high-pressure coolant
injection system. Successful vessel deprwsunzanon, failure of
low-pressure core spray and low-pressure coolant injection, and
successful residual heat removal system in shutdown cooling
mode. .

Similar to Sequence 74 except failure of the residual heat removal
system in the shutdown cooling mode and success in the
suppression pool cooling mode.

Similar to Sequence 73 except failure of low-pressure coolant
injection.

Unavailability of vessel depressurization following a loss-of-
coolant accident, successful reactor scram, and failure of the
high-pressure coolant injgction system,

ATWS following a loss-of-coolant accident.

ATWS sequences
are not further developed in the ASP models.
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Table A.13 Average initiating event frequency and branch failure probablhty
estimates developed from 1984-1986 precursors.

Initial
Initiator/branch estimate (no Nonrecovery Total
recovery estimate
attempted)
PWRs
LOOP 4.1 X 10~?/year 0.39 - 1.6 X 10~%/year’
Small-break LOCA 1.5 X 10~%year 0.43 6.4 X 107%/year
Auxiliary feedwater 3.8 x 10~ 0.26 9.9 x 10-%
High-pressure injection 6.1 x 10~ 0.84 5.1 x10*
Long-term core cooling 1.5 x 10-¢ 1.00 1.5 x 10~*
(high-pressure recirculation)
Emergency power 6.4 X 10 0.78 5.0 x 10~
SG isolation (MSIVs) 8.3 x 10~ 0.64 53 x 10
) BWRs
LOOP © 1.0 X 10~"/year 0.32 3.3 x'10~%/year"
Small-break LOCA 20 X 107%yer  0.50 1.0 X 10-%year
HPCI/RCIC 1.7 X10° 0.49 8.4 X 10~
RV isolation 1.7 X107 - 1.00 1.7 x 1073
LPCI 1.0 x107 071 7.4 x 10"
Emergency power 1.0 x10™* 0.85 8.9 x 10~3
Automatic depressurization 3.7 x10~3 0.71 2.6 x 107

Mmr@%&hphw{wm?fmwmmw{mmfonnnmm
P.W. Baranowsky, Evaluation of Station Blackout Accidents at Nuclear Power Plants, NUREG-1032,
Junc 1988.
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' Table A.14 Operator action failure probabilities

Operation Failure
action probability
BWRs |
Condensate/feedwater recovery 0.001
~Containment venting 0.01
Control rod drive water use 0.01
Initiation of RHR service wz;ter, fire water 0.01
 Shutdown cooling " 0.001
Standby liquid control initiation 0.01
PWRs
Condensate/MFW recovery 0.01
Containment spray recirculation 0.001
Emergency core cooling recirculation 0.001
Fail to block stuck-open PORVs 0.001
Open PORVs for feed and bleed 0.0004
_ SG depressurization ; © 0.001
,0.01

Use feed and bleed to cool core
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Table A.15 Reference event conditional probability values

pumps, 360-h unavailability)

. Conditional
Postulated operational event core damage
probability
BWR Class A nonspecific reactor trip 2.8 X 10°¢
BWR Class A LOFW 1.7 x 107
BWR Class B nonspecific reactor trip 7.7 % 10~*
' BWR Class B LOFW 43 x 10-¢
BWR Class C (turbine-driven feed pumps) nonspecific reactor trip 1.2 x 10°¢
BWR Class C (turbine-driven feed pumps) LOFW 1.5 x 103
PWR Class A nonspecific reactor trip 1.8 X 10-7
PWR Class A LOFW ” 2.4 X 10~
PWR Class B nonspecific reactor trip 1.8 x 107
PWR Class B LOFW 2.2 x 10-¢
PWR Class D nonspecific reactor trip 4.7 x 10”7
PWR Class D LOFW 6.8 X 107
PWR Class G nonspecific reactor trip 1.8 x 10~7
PWR Class G LOFW 2.4 x 10-¢
~ PWR Class H nonspecific reactor trip 4.9 x 10~¢
PWR Class H LOFW . 39 x 10°*
BWR Class C HPCI unavailability (turbine-driven feed pumps, 1.0 x 10-¢
360-h unavailabilityy’
BWR Class C HPCS unavailability (turbine-driven feed pumps, 1.4 x 103
360-h unavailabilityy
BWR Class C RCIC unavailability (turbine-driven feed pumps, 3.8 x10°*
360-h unavailabilityy
BWR Class C CRD cooling unavailability (turbine-driven feed 6.2 x 10~*

‘n\cpmbabdny of a transient, LOOP, or small-break LOCA during the 360-h unavailability was estimated

as described in Sect, ALl
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Table A.16 Abbreviations used in event trees

Abbreviation Description
PWR event trees
AFW auxiliary feedwater fails
ATWS anticipated transient without scram end state
COND condensate system fails
CD core damage end state
CSR containment spray recirculation fails
EP : emergency power fails _
EP REC (LONG) long-term recovery from LOOP or emergency power failure fails
. HPI high-pressure injection fails
HPR high-pressure recirculation fails
LOCA small-break loss-of-coolant accident
LOOP loss of offsite power "
MFW ‘main feedwater fails o
- PORV OPEN power-operated relief valve fails to open for feed and bleed
cooling
" PORV/SRV CHALL power-operated relief valve or safety relief valves cballenged
) (challenge rate)
PORV/SRV RESEAT power-operated relief valve and/or safety relief valve fails to
reseat
RT reactor trip fails
RT/LOOP reactor tnp fails given a loss of offsite powet
SEAL LOCA RCP seal LOCA occurs
SEC SIDE DEP secondary-side depressurization fmls
SEQ NO sequence number
SRV CHALL safety relief valves challenged
SRV RESEAT safety relief valve fails to reseat
TRANS nonspecific reactor-trip transient

_— Tt s,



Table A.16 Abbreviations used in event trees
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Abbreviation Description
, BWR Event Trees
CC containment cooling fails
CRD control-rod-drive cooling fails
EP emergency power fails
FIREWTR or OTHER fire water or other equivalent water source fails
Fw unavailabilty of main feedwater
FWCI failure of feedwater coolant injection system
HPCI OR HPCS high-pressure coolant injection or high-pressure core spray fails
IC/TP MUP isolation condenser or isolation condenser makeup fails
LOCA small-break loss-of-coolant accident
LOOP loss of offsite power
LOOP REC (LONG) long-term recovery from LOOP or emergency power failure fails
LPCI low-pressure coolant injection fails

LPCI (CC MODE)
LPCI (RHR)

LPCS

PCS

RCIC

RHR (SDC MODE)

RHR (SP COOLING MODE)
RHR SW or OTHER

RX SHUTDOWN

SDC

SRVs/ADS

SRV CHAL
SRV-C
TRANSIENT

containment cooling mode of low-pressure coolant injection ‘

system fails

residual heat removal mode of low-prmsure coolant mjecnon

core spray fails
low-pressure core spray fails

failure of continued power conversion system operation
reactor core isolation cooling fails

residual-heat-removal shutdown cooling mode fails

~ residual-heat-removal suppression pool cooling mode fails

residual-heat-removal service water or other water source fails

reactor fails to scram
shutdown cooling system fails

safety relief valve(s) fail ‘to open for deprssunzanon or

automatic depressurization system fails
safety relief valve(s) challenged (challenge rate)

safety relief valve fails to close

nonspecific reactor-trip transient

v
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Fig. A.1,

Example initiator calculation.
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T Fig. A2, Example unavailability calculation
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PWR class A nonspecific reactor trip
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PWR class A loss of offsite power
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PWR class B and D loss of offsite power
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PWR class G loss of offsite power
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PWR class H nonspecific reactor trip
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PWR class H loss of offsite power
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Fig. A.15. PWR class H small-break loss-of-coolant accident
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Fig. A.17. BWR class A loss of offsite power
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BWR class A small-break loss-of-coolant accident
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Fig. A.24. BWR class C small-break loss-of-coolant accident
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