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Basic Event Data for Gas Turbine Generator/PORV Analyses

Total Loss of Fecdwatcr - Summary of Significant Results from
CE Study

11-263

11-298

11-299

11-300

11-301

11-302

11-303

11-304

13-38

13-41

13-51

Table 14.1-1

Table 14.1-2

Table 14.2-1

IPE Program Organization

PVNGS IPE Personnel Qualification

14-4

14-6

Selected Independent Review Team Comments and their 14-13

Resolution

Rev. 0 4/7/92 PVNGS Individual Plant Examination XXll



'"Listof Acronyms

A
ACI
ACRS

ACU

AD
ADV
AF
AFAS

AHU
AISC

AltFW
AMI
ANS

ANSYS

AO

AOO

AOV

APS

APSS

AR
ASME

ATWS

AWP

List of Acronyms

American Concrete Institute

Advisory Committee on Reactor Safeguards
'ir

Cooling Unit
Atmospheric Dump

Atmospheric Dump Valve

AuxiliaryFeedwater

AuxiliaryFeedwater Actuation Signal

Air-Handling Unit

American Institute of Steel Construction, Inc.

Alternate Feedwater

Automatic Motion Inhibit

American Nuclear Society

ANSYS Engineering Analysis Systems

AuxiliaryOperator

Anticipated Operational Occurrence

Air-Operated Valves

Arizona Public Service

AuxiliaryPressurizer Spray System

Condenser AirRemoval system

American Society of Mechanical Engineers

Anticipated Transient Without SCRAM

Automatic Withdrawal. Prohibit'- ~ "

BAC

BAM
BD

BHEP

BJ

BMT

BOP

BOP/ESFAS

BTP

BTU

Boric Acid Concentrator

Boric Acid Make-up

Steam Generator Blowdown

Basic Human Error Probability

Byron-Jackson

Basemat Melt-Through

Balance of Plant

Balance of Plant/Engineered Safety Features Actuation Signal

Branch Technical Position

British Thermal Unit-
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List of Acronyms

BWR Boiling Water Reactor

CAFTA

CC

CCF

CD

CDF

C-E

CEA

CEAC

CEDM
CE-KSB

CEOG

CEPAC

CESSAR

CET

CH

CHEP

CHR

CIAS

CMC

CPC

CR

CREFAS

CRS

CRVIAS

CS

CSAS

CST

CT

CVCS

CW

Computer-Aided Fault Tree Analysis

Common Cause

Common-Cause Failure

Condensate system

Core Damage Frequency

Combustion-Engineering

Control Element Assembly

Control Element Assembly Calculator

Control Element Drive Mechanism

CE-KSB Pump Co.

Combustion Engineering Owners Group

C-E Plant Analysis Code

Combustion Engineering Standard Safety Analysis Report

Containment Event Tree

Chemical and Volume Control system

Critical Human Error Probability

Containment Heat Removal

Containment Isolation Actuation Signal

Core Monitoring Computer

Core Protection Calculator

Control Room

Control Room Essential Filtration Actuation Signal
'ontrolRoom Supervisor

Control Room Ventilation Isolation Actuation Signal

Containment Spray system

Containment Spray Actuation Signal

Condensate Storage Tank

Condensate Storage-and Transfer system

Chemical and Volume Control System

Circulating Water

DC

DCCC

Direct Current

DC Control Center
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DCH

DET

DF

DG

DGSS

DH
DHR

DNBR

DPs

DRC

DS

DW

Direct Containment Heating

Decomposition Event Tree

Diesel Fuel Oil system

Diesel Generator

Diesel Generator Start Signal

Decay-Heat

Decay-Heat Removal

Departure from Nucleate Boiling Ratio

Departmental Procedures

Document Review Control

Domestic Water system

Demineralized Water system .

EC

EC

ECCS

EDG

EER

EF

EHC

EOP

EPRI

ESF

ESFAS

EW

Emergency Coordinator

Essential Chilled Water system

Emergency Core Cooling Systems

Emergency Diesel Generator

Engineering Evaluation Request

Error Factor

Electro-Hydraulic Control Oil system

Emergency Operating Procedure

Electric Power Research Institute

Engineered Safety Features

Engineered Safety Features Actuation Signal

Essential Cooling Water system

FAI

FBEVAS

FBT

FLB

FP

FSAR

FT

FW

FWCS

Fauske and Associates, Inc.

Fuel Building Essential Ventilation Actuation Signal

Fast Bus Transfer:,. "

Feedwater Line Break

Fire Protection

Final Safety Analysis Report

Fault Tree

Main Feedwater system

Feedwater Control System
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FWCV

FWIV

Feedwater Control Valve

Feedwater Isolation Valve

GA

GE

GL

gpm

GSI

Service Gas

General Electric

Generic Letter

gallons per minute

Generic Safety Issue

HEP

HJ

HLI

hp

HPME

HPSC

HPSI

HPSR

HRA

HVAC

Human Error Probability

Control Building HVAC system

Hot-Leg Injection

horse power

High-Pressure Melt Ejection

High-Pressure Seal Cooler

High-Pressure Safety Injection

High-Pressure Safety Recirculation

Human Reliability Analysis

Heating, Ventilation, and Air-Conditioning

IA
I&,C

ICI

IE

IEEE

IEF

IIR
INEL
IPE

IREP

IRS

ISLOCA

IST

Instrument Air
Instrument and Control

In-Core Instrumentation

Initiati'ng Event

Institute of Electrical and Electronics Engineers

Initiating Event Frequencies

Incident Investigation Report

Idaho National Engineering Laboratory

Independent Plant Examination
'nterimReliability Evaluation Program

Iodine Removal System

Interfacing System Loss Of Coolant Accident

Independent Subtree

kv kilovolt
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kw kilowatt

M

LAN
LCO

LDHX
LER

LHS

LOCA

LOOP

LOP

LPD

LPSI

LPSR

LS

LSS

LTOP

MAAP

MCC

MOV
MSIS

MSIV

MSLB

MSSS

MSSV

MTC

Local Area Network

LimitingCondition for Operation

Letdown Heat Exchanger

Licensee Event Report

Latin Hypercube Sampling

Loss of Coolant Accident

Loss Of Off-site Power

Loss Of Power

Local Power Density

Low-Pressure Safety Injection

Low-Pressure Safety Recirculation

Load Shed

Lower Support Structure

Low-Temperature Over-Pressure Protection

Modular Accident Analysis Program

Motor Control Center

Motor Operated Valve

Main Steam Isolation Signal

Main Steam Isolation Valve

Main Steam Line Break

Main Steam Support. Structure"

Main Steam Safety Valve

Moderator Temperature Coefficient

NA

NB

NC

NG

NH

NI
NK

NN

Non-class 13.8kV Power system

Non-class 4.16kV Power Distribution system.

Nuclear Cooling Water system

Non-class 1E 480V Load Center

Non-class 1E 480V Motor Control Center

Nuclear Instrumentation

Non-class 1E 125V DC system

Non-class 1E 120V AC Instrument Power system
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0

NPRDS

NPSH

NRC

NRP

NSAC

NSSS

NUS

OA

ORNL

Nuclear Power Reliability Data System

Net Positive Suction Head

Nuclear Regulatory Commission

Non-Recovery Probability

Nuclear Safety Analysis Center

Nuclear Steam Supply System

Nuclear Utilities Service

Operator Action

Oak Ridge National Laboratory

PEcID

PB

PC

P/C

PCN

PCO

PDS

PE

PG

PH

PK

PLCS

PMS

PN

PORV

PPCS

PPS

PRA

PSF

PSRV

PSV

PTRR

PTS

PV

Piping and Instrumentation Diagram

Class 1E 4.16kV AC Power System

Spent Fuel Pool Cleaning and Cleanup System

Planner/Coordinator

Plant Change Request

Permissive Controller Output

Plant Damage State

Class 1E Standby Generation system

Class 1E 480V Power Switchgear system

Class 1E 480V AC Power system

Class 1E 125V DC Power system

Pressurizer Level Control System

Plant Monitoring System

Class 1E 120V AC Instrument Power system

Power Operated Relief Valve

Pressurizer Pressure Control System

Plant Protection System

Probabilistic Risk Assessment

Performance Shaping Factor

Primary Safety Relief Valve

Pressurizer Safety Valve

Post Trip Review Report

Pressurized Thermal Shock

Pressurizer Vent
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List of Acronyms

PVNGS

PW

PWR

PZR

Palo Verde Nuclear Generating Station

Plant Cooling Water system

Pressurized Water Reactor

Pressurizer

R
RAS

RC

RCP

RCS

RDT

RMWT

RO

RPCB

RPCS

RPS

RRS

RS

RSP

RSS

RTB

RV

RWT

Quick Open demand

Recirculation Actuation Signal

Reactor Coolant system

Reactor Coolant Pump

Reactor Coolant System

Reactor Drain Tank

Reactor Makeup Water Tank

Reactor Operator

Reactor Power Cutback

Reactor Power Cutback System

Reactor Protection System

Reactor Regulating System

Responsible Supervisor

, Remote Shutdown Panel

Reactor Safety Study

Reactor Trip Breaker

Reactor Vessel

Refueli'ng Water Tank"
'A

SBCS

SBO

SC

SCN

SCR

SDC

SDCHX

SEAS

SER

Standard Addendum

Steam Bypass Control System

Station Blackout

Secondary Chemical Control system

Specification Change Notice

Silicon-Controlled Rectifier

Shutdown Cooling

Shutdown Cooling Heat Exchanger

Safety Equipment Actuation System

Safety Evaluation Report
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SESS

SETS

SG

SG

SGBD

SGC

SGTR

SHARP

SI

SIAS

SIMS

SIT

SLB

SORV

SOV

SP

SPS

SRO

SRP

SS

SSE

STA

STC

STCP

Safety Equipment Status System

Set Equation Transformation System

Main Steam system

Steam Generator

Steam Generator Blowdown

Steam Generator Cooling

Steam Generator Tube Rupture

Systematic Human Action Reliability Procedure

Safety Injection system

Safety Injection Actuation Signal

Station Information Management System

Safety Injection Tank

Steam Line Break

Solenoid Operated Relief Valve

Solenoid Operated Valve

Essential Spray Pond system

Supplementary Protection System

Senior Reactor Operator

Standard Review Plan

Shift Supervisor

Safe Shutdown Earthquake

Shift Technical Advisor

Source Term Category

Source Term Code Package,

U

TBV

TC

TEMAC
TDS

TLI
TMI
T/S

TSCCR

UCB

Turbine Bypass Valve

Turbine Cooling Water

Top Event Matrix Analysis Code

Total Dissolved Solids.

Turbine Load Index

Three Mile Island

Technical Specification

Technical Specification Component Condition Record

Upper Confidence Bound
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SECTION 1 Introduction

This document reports the results of the Probabilistic Risk Assessment (PRA)
study performed by Arizona Public Service (APS) for the Palo Verde Nuclear
Generating Station (PVNGS). The purpose of the PRA was threefold: (1) to
develop a team of APS engineers who can usc the PRA expertise to support
continued safe operation ofPVNGS, (2) to provide a livingplant model for usc by
APS engineers to evaluate issues related to plant safety, configuration and
compliance, and (3) to mcct the U. S. Nuclear Regulatory Commission (NRC)
rcquircmcnts for an Individual Plant Examination (IPE) as outlined in Generic
Letter (GL) 88-20 (NRC, 1988) and Supplement No. l.

t

Thc study was performed by a project team consisting of personnel from APS,
Halliburton NUS Corporation, and Bcchtcl Power Company at the APS oQices.
APS personnel pcrformcd over seventy percent of thc tasks.

The PVNGS PRA is a full scope Level 2 PRA without the evaluation of external
events. Internal Flooding was evaluated as a part of this study to fulfillthe
rcquircmcnts of GL 88-20. NUREG-2300, "PRA Proccdurcs Guide" was used as

guidance in developing thc PRA. While thc dctailcd scope can be appreciated only
from thc dctailcd discussion included in later Sections; the scope of this study can
bc summarized as I'ollows:

1. Analysis of a full complcmcnt of intcmal initiating cvcnts, including support
system failures and internal flooding. Both Gcncric and plant-specific
initiators have bccn considered. Fault tree models were developed and
quantified for certain support systems initiators. IDCOR IPEM screening
process was used for thc intcmal flooding evaluation.
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2. Plant-specific event tree and fault tree models of the mitigating systems
nccdcd to maintain Critical Safety Functions were developed.

3. A plant-specific Containment Event Tree (CET) was developed and
quantified. Input to the CET was based on thc plant-specific Modular
Accident Analysis Program (MAAP), computer simulation results and
NUREG-1150. Ultimate containment failure pressure, failure mode, and
location were dctermincd using two-dimensional ANSIS program simulation.

4. Plant-specific failure data was used forcritical components such as Auxiliary
Fcedwatcr pumps and Emcrgcncy Diesel Generators. Bayesian updates were
performed for these components. Generic failure data were used for the other
components.

5. Plant-specific maintenance unavailabilities were used for safety-related
pumps, motor-operated valves and 4160V breakers. Operational data
bctwccn 1988 and 1989 werc used for this purpose. Generic maintenance
unavailabilities werc used for thc other components.

6. Core damage accident sequences and Plant Damage States were quantified
using SETS program. Thc dominant cutsets werc processed and analyzed
using the CAFTA code. Containment Event Tree was quantified using
NUCAP+ computer program to produce source term frcquencics. The MAAP
code was used to dctcrminc source term characteristics for the dominant
source term bins.

7. Realistic assessmcnts werc made of the recovery actions that might be taken ~
to prevent loss of Critical Safety Functions which leads to severe core(~
damage.

8. Asscssmcnt of sensitivity and uncertainty. Sensitivity evaluation included
cquipmcnt failures, human errors, and on-line maintenance effects.
Unccrtaintics were propagated for dominant cutsets using TEMACcomputer
program.

Two signilicant scenarios idcntilicd were determined by APS to be of major
significance and immcdiatc actions were taken to minimize the likelihood of these
accident initiators and thc conscqucnccs. The scenarios deal with loss of Class 1E
DC power and werc signilicant bccausc of resulting multiple dependent failures.
Compensatory mcasurcs were dcvclopcd and implcmentcd prior to installation of
pcrmancnt design changes. Thc design changes-arc discussed in Sections 2 and 9
of this rcport. Once the cxpcditcd design changes werc finalized, thc Level 1 Core
Damage model was rcviscd and rc-quantilicd. A factor of 10 reduction in Core
Damage Frcqucncy (CDF) was achicvcd with thcsc modilications (from 1.0E-3 to
9.0E-S pcr reactor year). Total modification cost pcr unit is about $333,000.

This report presents thc post-modification analysis.

Submittal of this rcport fullills thc reporting rcquircmcnts of GL 88-20.
Dcvelopmcnt and application ol'PRA lor PVNGS to date have dcmonstratcd that
PRA is an cl'fcctivc tool to support managcmcnt decision making. Continued usage
in the future is cxpcctcd.
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SECTION 2 Surnrnary of Results and

Conclusions

Generic Letter 88-20, issued November 23, 1988, requested nuclear utilities to

perform an Individual Plant Examination to identify severe accident vulnerabilities
to satisfy the following objectives:

a) Develop an appreciation of severe accident behavior

b) Understand the most likely severe accident sequences that could occur

c) Gain a more quantitative understanding of the overall probabilities ofcore

damage and fission product releases

d) "'fn'e'cessary",reduce'tlie"overall "pr'obabilities'of core damage and'fission

product releases by modifying, where appropriate, hardware and

procedures that would help prevent or mitigate severe accidents.

Satisfying these objectives is expected to help achieve the goals of the Nuclear

Regulatory Coimnission (NRC) Safety Goal Policy Statement.

It is the NRC's expectation that utility staff would participate to the maximum

extent possible in Vie examination, as well as an independent in-house review of
the PRA process and Vie results, in order to gain the greatest benefit from the

analysis.

Arizona Public Service Company (APS) engineering and operations staff have

been involved in all phases of the Probabilistic Risk Assessment (PRA) process.

The PRA Model was developed and quantified principally by utility staff with
mininial contractor support. Contractor support was utilized to provide guidance in
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applying the PRA methodology, plant damage state determination, and
Containment performance analysis. Technology transfer to the utilityReliability
and Risk Assessment Group staff has occurred wherever contractor support was
used.

APS started the PRA Model for the Palo Verde Nuclear Generating Station
(PVNGS) in 1986, well before any requirement was issued by the NRC, for use as

a tool in assessing risk-related issues. The Reliability and Risk Assessment Group
has grown from three engineers to nine, including two who have held Senior
Operator licenses from the NRC. Over the last six years, PRA has been used at
Palo Verde for a number of applications, including:

a) Evaluating and prioritizing design changes

b) Evaluating compliance issues, including Justifications for Continued
Operation and Technical Specification waivers of compliance

c) Identifying important safety systems to enhance their reliability tluough
risk-based preventive maintenance and setting safety system performance
goals

d) Supporting upgrade ofEmergency Operating Procedures

e) Supporting Emergency Planning in scenario development and emergency
response

f) Performing qualitative shutdown risk evaluations.

Several future applications of risk analysis arc planned:

a) Expand the scope of shutdown risk evaluations from the current
qualitative approach to one more comprehensive, incorporating lessons
learned from part outages and expected NRC-developed insights

b) Support Quality Assurance risk-focused inspection program development

c) Provide risk insights to licensed operator training

') Fulfill re'quiremcnts of Generic Letter 88-20,.Supplement 4, IPE for
External Events.

The PRA Model has been fully integrated into day-to-day operation of PVNGS
and willcontinue to be an important factor in decision-making.

A preliminary result from the PRA Model analysis was obtained in mid-1990. It
showed an annual Core Damage Frequency (CDF) of approximately 1.0E-3 per
reactor-year. Two transient initiators were responsible for over 70% of the total
CDF, namely Loss of HVAC (spacc cooling) to the Train A DC equipment rooms,
which contain Class 1E battery chargers, DC power distribution equipmcnt, vital
AC inverters, and distribution panels; and Loss of Class 1E Channel A DC Power.
No other single initiator contributed more that 6% to total CDF. Through an

iteration process with design engineering, four cost-effectiv plant modificauons
werc conceived, which would not only greatly reduce the importance of those
initiating events, but also cnhancc thc plant s ability to supply fcedwatcr to thc
steam generators. Section 9.3 discuses thc plant ntodifications in detail. Bricfiy,thc
changes arc:
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1. Change the source of power for the Main Steam and Feedwater Isolation
Valve Logic Cabinets

2. Change the loss of power failure mode of the Train A Steam Generator
Downcomer Containment'Isolation Valves to fail-open

3. Provide a backup source ofcontrol power for the Train N auxiliary feedwater

pump circuit breaker

4. Install temperature detectors in the DC Equipment Rooms, with an alarm in
the Control Room.

Change 4 has been installed on all three Palo Verde units. Allfour changes will
have been installed in Unit 1 by thc end of its Spring 1992 refueling outage. The
three remaining changes willbe installed in Unit 3 by the cnd of its third refueling
outage (Fall 1992). Unit2 has received three of the four changes. Change 3 willbe

installed during the next refueling outage (Spring 1993).

The PRA Model has been updated to include the four plant changes. Other model
refinements were also made at the same time. Re-quantification was completed in
February 1992. Total CDF for internal events is now 9.0E-5 per reactor year, a 91%
reduction.

Relative contribution to total CDF from the various initiating events is now much
more evenly distributed (See Figure 9.1-1). No single initiator accounts for more
than 21% of total CDF. Station Blackout is the single largest contributor at 21%,
followed by Loss ofOE-Site Power and Miscellaneous Reactor Trips at 18% each,

Loss ofTurbine or Plant Cooling Water (non-class component and service water)
at 8%, and Loss of Instrument Airat 6%. Other initiators were less than 5% each,

including Small Loss of Coolant Accidents, Anticipated Transients Without
Scram, and Steam Generator Tube Rupture. Station Blackout, although very
unlikely, is an important risk contributor due to its severe impact on the plant's

ability to remove decay heat and to maintain seal injection and/or cooling to thc
'reactor coolant pump (RCP) shaft seals to prevent loss of coolant. Loss of Off-sitc
Power is considerably more likely than Station Blackout, but has a lesser impact on

options available for"decay heat removal and for maintaining RCP seal injection/
cooling. These two important risk contributors willbe reduced substantially by the

installation of two gas-turbine generators on-site. This Alternate AC Power supply
is to be installed to satisfy the NRC's Station Blackout coping rules. Although thc

alternate AC power source has not been incorporated into the PRA model, it was

credited in the sensitivity analysis for Unresolved Safety Issue A-45, Decay Heat

Removal.

Miscellaneous Reactor Trip, by definition, has no impact on the plant's ability to

mitigate the resulting transient. However, it is still an important risk contributor
because of its high frequency. PVNGS has an aggressive uip reduction program.

Its purpose is to identify components whose failure could lead to reactor trip, as

well as personnel practices that might result in a reactor uip, and to implement

appropriate changes to procedures or the physical plant. This same program should

also reduce the likelihood of a trip duc to several other initiators, such as Turbine

Trip, Loss of Turbine or Plant Cooling Water, Loss of Instrument Air and Loss of
Nuclear Cooling Water. Loss of these non-safety.related systems impacts thc

plant's ability to mitigate the resulting transient by making unavailable certain
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normally operating equipment, thereby placing higher dependence on the standby
safety systems. For example, loss of Nuclear Cooling Water or Instrument Air
causes loss of normal heating, ventilating and air conditioning (HVAC), which
would otherwise continue to provide cooling to the Control Room and ESF
switchgear and DC equipment rooms.

Internal flooding at PVNGS was evaluated using a screening approach described in
Appendix D of the IDCOR Technical Report (Reference 9.4.1). No vulnerabilities
due to internal flooding were identified.

Two Unresolved Safety Issues (USI) are addressed in this report: A-17, System
Interactions, and A-45, Decay Heat Removal.

USI A-17 was resolved in Generic Letter 89-18 by referring the internal flooding
issue to IPE. This issue has been addressed in Section 13.2. It was concluded that
no vulnerabilities exist in that area.

USI A-45 is addressed in Section 13.1. It was concluded that no vulncrabilitics
exist at PVNGS. The addition of Pressurizer Power Operated Relief Valves
(PORVs) to PVNGS cannot be justified from a rish reduction perspective given
installation of the gas turbine generators.

The Palo Verde Containment Building and associated equipment are robust with
respect to the challenge presented by severe accidents. An independent
Containment structural calculation was performed and reveals that the n)cdian
failure pressure of the Palo Verde Containment is 169 psig. Because of the high
assessed strength of the Palo Verde Containment and the reliability of the ESFs,
Level 2 results show that radioactive source terms for 72% of core melt sequences
are retained in Containment. Early Containment failure (10%), late Containment
failure (8%), Containment bascmat melt-through (6%), and Containment bypass

(4%) result from the remaining accident sequences (see Figurc 11.7-2). The
dominant contributor to carly Containment failure is slow over-pressurization due

to a LOCA with loss"of Containment heat'removal capability during'on'tarnmcnt

sump recirculation.

The major contributor to large radionuclide release at PVNGS results from
Containment bypass sequences, particularly SGTRs. For non-bypass sequences,

early release source term is smaller. This can be attributed to reactor cavity
configuration, and availability of sprays for scrubbing.

APS willcontinue to evaluate Accident Management Strategies to further reduce
the probability of the most likely Containment failures.

Rev. 0 4/7/92

The IPE at PVNGS identified several design improvements, which significantly
improve the calculated core damage risk. This was primarily due to unexpected
intcrsystcm dcpendcncies, which were not precluded during thc design and
construction of thc facility. With the improvements implemented, good train
separation, highly compartn)cntalized spaces, a highly reliable electrical
transmission systcn) in the Southwestern United States, and having dcdicatc(l,
standby ESF sysrcn)s all contribute to the overall lcvcl of safety at PVNGS.
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In conclusion, no vulnerabilities to core damage, nor to Containment effectiveness
now exist at Palo Verde. Consistent with NUMARC's severe accident closure
guidelines for accident sequences whose CDF is greater than 1E-4 per reactor year,
cost-effectiv plant changes were developed, which accomplished an order of
magnitude reduction in the calculated CDF. Additional planned improvements,
continued vigilance in trip reduction efforts, and use of the PRA model to support
decision making willcontribute to an even greater level of safety in the future.

2.1 References

2.1.1 USNRC, Generic Letter 88-20, "Individual Plant Examination for Severe
Accident Vulnerabilities - 10 CFR 50.54(f)", November 23, 1988

2.1.2 USNRC, Generic Letter 88-20, Supplement No. 1, "IndividualPlant Examination
for Severe Accident Vulnerabilities - 10 CFR 50.54(f)", August 29, 1989

2.1.3 USNRC, NUREG-1335, "Individual Plant Examination: Submittal Guidance",
August, 1989

2.1.4 APS to USNRC, Letter ID No. 161-02550-WFC/RAB/GAM, Palo Verde Nuclear
Generating Station Units 1, 2, and 3 Proposed Program for Completion of IPE",
October 30, 1989.
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SECTION 3 Plant and Site Description

3.1 Introduction
/

The Palo Verde Nuclear Generating Station (PVNGS) is comprised of three
virtually identical nuclear units, each a Combustion Enginccring System 80™
(C-E System 80™)Pressurized Water Reactor (PWR) Nuclear Steam Supply
System (NSSS) design. Palo Verde 1 (typical of the three units), as shown in Figurc
3.1-1, includes Reactor Containment, Turbine, Auxiliary,Fuel, Radwaste, Control/
Corridor, Diesel Generator and Operations Support buildings (a Radioactive Waste

Laundry facility is included only in Unit 1). PVNGS plant systems and

components. are.primarily'remotely-operated from the Main Control Room,
located at the 140-foot elevation of thc Control Building. In the'event of Control
Room uninhabitability, plant shutdown may bc accomplished/monitored from the

Remote Shutdown Panels (RSPs), located at the 100-foot elevation of the Control
Building.

Operating at fullpower, each unit produces 3817 MWt, for a nominal net output of
1270 MWe. The NSSS was designed and manufactured by Combustion
Engineering,.while the turbine-generator. was manufactured by General Electric
Company. The cnginecring and construction ofPVNGS was contracted to Bechtel
Power Corporation in 1973. PVNGS Units 1, 2, and 3 were declatcd commercial

on January 28, 1986, September 19, 1986, and January 8, 1988, respectively.
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Plant Surroundings

3.2 General Plant Site Description

PVNGS is located in Maricopa County in mid-southwcstcm Arizona. Thc site is
approximately 34 miles west of thc nearest boundary of thc City of Phoenix.
PVNGS is located in a very sparsely populated area; thc closest population center
ofmorc than 25,000 is Sun City, Arizona, which is located approximately 34 miles
cast/northeast of the PVNGS site..

Buckeye Salomc Road is located to the north of thc site and runs northwest to
southeast. Wintersburg Road, a paved county road, runs north to south along the
west site boundary. A Southern Pacific Railroad linc runs southeast to northwest,
five miles south of thc power plant complex.

32.1 Plant Surroundings

. Topographical and meteorological characteristics of the site play an important role
in determining consequential release of radioactive materials. Atmospheric and
topographical conditions affect dispersion, transport, and diffusion of radioactive
particulates. These factors ultimately affect human exposure rates.

PVNGS is located six miles west ofthe Gila River and Salt River base. The general
site surrounding area consists of a broad dcsert basin, surrounded by a series of
intcnnittent hills (buttes). Relief of the Palo Verde Hills is relatively low (250-foot
maximum). The basin area elevation averages about 950-foot, and adjacent hills
rise to about 1200-foot clcvation. The hills located about five miles northwest of
the'ite area arc the most rugged in the vicinity, and the highest ridges reach
approximately thc 2100-foot elevation. The basin floor slopes very gently (28-feet
pcr mile) to the south. Thc basin floor is intersected by a number of ephemeral
stream channels that.converge and flow toward the Gila River, located about ten
miles to the south.

3.3 General. Plant Description-'--=

33.1 Reactor and Reactor Coolant System

The C-E System 80™NSSS design is shown, in simplified form, in Figurc 3.3-1.
The C-E design contains two independent primary coolant loops. Each Reactor .

Coolant System (RCS) loop consists of.a 42;inch.ID, reactor vessel outlet (hot-leg) .
pipe, a U-tube Steam Generator.,(SG),two.Reactor Coolant Pumps (RCPs), and
two 30-inch ID reactor vessel inlet (cold-leg) pipes. The RCS c'ontains no loop
isolation valves. An electrically-heated pressurizer, provided with four code safety
valves, is connected to primary loop onc hot-leg. The Shutdown Cooling System
(SDC) takes suction from each of the two RCS hot-legs, and injects water into the
four RCS cold-legs. Per RCS Design Criteria, the arrangement of the RCS must
provide sufficient natural circulation (approximately 2% of normal full-power
flow) to permit residual heat removal following a complete loss of flow (from
maximum power) as a'result of a Station. Blackout (SBO) event. This criteria
prccludes the possibility of exceeding fuel design limits;system design pressures,
and system design temperatures.
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The NSSS primary system is enclosed within a single Containment system (large,
dry PWR type), consisting of a steel-lined, post-tensioned concrete cylindrical
structure with a hemispherical dome. Secondary system lines penetrate the
Containment building at the Main Steam Support Structure (MSSS) building wall.
SDC, Safety Injection (SI) System, and primary Chemical and Volume Control
System (CVCS) lines penetrate the Containment building at the Auxiliary
Building wall. A detailed description of the Containment structure (including
reactor cavity characteristics) is contained in Section 11.1.

The reactor core is fueled with sintercd uranium dioxide (UO2) pellets, enclosed
within zircaloy tubes. The tubes (fuel pins) are fabricated into 16 x 16 array fuel
assemblies. Stainless steel fuel assembly end-fittings limitaxial motion of the fuel
pins, and internal fuel spacer grids limitlateral motion of the tubes.

The Control Element Assemblies (CEAs) consist of NiCrFe alloy clad boron-
carbide (B4C) absorber rods. The CEAs are guided by tubes located within the fuel
assemblics. The reactor core contains 89 CEAs. Thc two shutdown control CEA
groups and five regulating control CEA groups arc composed of48 full-length, 12-

fingcrcd asscmblics, and 28 full-length, four-fingered assemblies. The two power
shaping CEA groups are composed of 13 part-length, four-fingered assemblies.

The reactor core provides a thermal output of 3800 MWt, resulting in an NSSS
total thermal output of 3817 MWt (approximately 17 MWt is attributed to RCP
operation).

The principal design bases for the reactor intcmals are to provide reactor vertical
support and horizontal restraint during all normal operating, upset, and faulted
conditions. Thc reactor vessel is a carbon-molybdenum pressure vessel, lined with
1/8-inch stainless stccl. Reactor Vessel Internal Structures (shown in Figure 3.3-2)
include the core support barrel, the core shroud, the Upper Guide Structure (UGS)
assembly, thc Lower Support Structure (LSS), and the In-Core Instrumentation
(ICI) nozzle assembly. Thc core support barrel is a right circular cylinder
supported from above by a ring flange which is suspended from a ledge on the
reactor vessel wall. The ring Qangc transfers the entire weight'f the core to the
core supp'ort barrel. Thc'core shroud surrounds the sides of thc core, minimizing
the amount of coolant bypass flow (limited to 3% core total low). The UGS
consists of two sub-assemblics, the UGS Support Barrel sub-assembly and the
CEA Shroud sub-assembly, which are joined together by tie-rods. The UGS
assembly provides a flow shroud for the CEAs, and limits upward motion of the
fuel assemblies during pressure transients. The LSS consists of a welded grid
structure, which is suspended from the bottom of the core'support barrel. This
assembly directs coolant flow through the reactor core, provides for fuel assembly
alignment, and provides a guide-path for the ICIs.

Four electric, motor-driven, single-stage, centrifugal pumps circulate coolant
through the primary system. Reactor coolant (at approximately 564.5' and 2250
psia) enters near the mid-plane of the reactor vessel, above the active core region.
It then flows downward between,the-'reactor vessel and the core support barrel.
Coolant flows upward through thc core (average core exit coolant temperature is
624'), and exits the reactor vessel (at approximately 621'). The discharged
coolant then proceeds to the SGs.
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The two SGs receive heat, which is generated by the reactor core, and carried by
the primary coolant. The SGs transfer heat from the primary to the secondary side,
producing steam, which drives the turbine-generator. Each SG is a vertical,
inverted, U-tube heat exchanger with an integral economizer. The SGs operate
with primary coolant on the tube side, and secondary coolant on the shell side.
Each SG is provided with fcedwater from the Main Feedwater (FW) system. Upon
loss ofFW (the PRA conservatively assumes that this occurs at a maximum of 30
minutes post-trip), SG makeup is provided by the AuxiliaryFeedwater (AF)
system.

Each SG is designed to transfer heat from the RCS to the secondary system'o
produce saturated steam. Hot reactor coolant from the reactor vessel enters the SG
through the inlet nozzle in the primary head. From here, it flows through the U-
tubes, where it transfers heat to the secondary coolant, and then flows to the outlet
side of the primary head. The flow then discharges through two primary head
outlet nozzlcs.

After passing through the turbine, condensate is collected in the Main Condenser.
The Circulating Water (CW) system transfers heat from thc condcnsatc to
atmosphere via the cooling towers.

3.3.2 Plant Systems

Thc following sections provide a brief description of PVNGS systems modeled in
thc PRA. A summary of plant safety systems and related safety functions is
provided in Table 3.3-1. A complete system dependency matrix is provided in
Section 5. Complete system descriptions, including associated assumptions and

system modeling methodology for each one shown, are included in Section 5.2.

3.3.2.1 Safety Systems
Engineered Safety Features (ESF) function in thc event of a transient or accident to
prevent a fission product release. These safcguards localize, mitigate, and
terminate such accidents to maintain exposure levels below 10CFR100 criteria.

I'he

Sl system includes two 100% capacity trains each of High Pressure Safety
Injection (HPSI), Low Pressure Safety Injection (LPSI), and SDC heat exchangers
(SDCHX), as well as associated valves and instrumentation. This system also
includes four Safety Injection Tanks (SITs), one on each RCS cold-leg.

In the event of a LOCA and certain other transient events, self-cooled SI pumps
inject boratcd water into the RCS. As thc HPSI'system

shut-off

hea (1800 psig) is
lower than normal RCS operating pressure (2250 psia), HPSI injection willonly
occur after primary system pressure is reduced below HPSI

shut-off

hea.

The Sl system provides cooling to limitcore damage and fission product release
while maintaining adequate shutdown margin. The SI system also provides
continuous, long-term, post-accident core cooling by recirculating borated water
from the containment sump. The HPSI and LPSI pumps are contained in separate
cubiclcs located at the 40-foot elevation of the AuxiliaryBuilding. The HPSI, and
LPSI systems share suction headers from thc Rcfucling Water Tank (RWT) in the
CVCS, suction lines from the containment sump, and RCS injection lines.
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The Containment Spray System (CSS) includes two 100% capacity trains, which
use the RWT, the containment sump, two self-cooled pumps (located at the 40-foot
elevation of the AuxiliaryBuilding), two heat exchangers (located at the 70-foot
elevation of the Auxiliary Building), and two independent containment spray
headers. The spray nozzles disperse coolant into the containmcnt atmosphere.
When the coolant spray reaches the containment floor, itdrains to the containment
sump where it remains until the recirculation mode begins.

The containment hydrogen control system, although not designed for severe
accident hydrogen control, is used to prevent thc concentration of hydrogen in the
containmcnt from reaching 4% (by volume) following a Design Basis LOCA. The
system is comprised of two 100% capacity, independent, parallel loops. Each loop
contains a hydrogen recombiner capable ofmaintaining the containment hydrogen
concentration below 3.5% (by volume), assuming design basis cladding oxidation.
Thc hydrogen purge sub-system serves as backup to the hydrogen rccombiners.

Thc AF system maintains water in the SGs during emergency operations when the
FW system is unavailablc. The self-cooled AF pumps also provide fecdwater
during plant start-up, normal shutdown, and hot standby modes. The major AF
components include one class-powered, Seismic Category I, motor-driven pump,
onc class-powered, Seismic Category I, turbine-driven pump, and one non-class-
powercd, non-Seismic Category I, motor-driven pump. Steam supply to the
turbine-driven pump is provided from two main steam connections upstream of the
Main Stcam Isolation Valves (MSIVs). The two class pumps are located in
scparatc compartments at the 70-foot elevation of the MSSS, while the non-class

pump is located at the 100-foot elevation of thc Turbine Building.

The steam relief systems, associated with thc four main steam lines (two per SG),
include eight Turbine Bypass Valves (TBVs), two Atmospheric Dump Valves
(ADVs) pcr SG (a total of four ADVs), and ten Main Steam Safety Valves
(MSSVs) pcr SG (a total of 20 MSSVs). The TBVs, located downstream of the
MSIVs, provide the prcferrcd means of removing secondary steam. These valves
arc operated automatically by the Stcam Bypass Control System (SBCS) to
prevent liltingof the secondary safety valves following a turbine trip.'he TBVs
may also be manually-operated from the control room. Six of the TBVs discharge
to thc Main Condenser, and will not open to inadequate condenser vacuum. The
two remaining TBVs relieve directly to atmosphere outside the Turbine Building.
Ifthc TBVs or the Main Condenser are unavailable, secondary steam may be
removed via remote-manual operation of the ADVs from the Control Room
(although thc ADVs are provided with block isolation valves, no credit was taken
for isolation on ADV failure-to-close). The MSSVs will relieve secondary steam

prcssure in the'unlikely event that the TBVs and the ADVs are simultaneously
unavailablc. The MSSVs open automatically when secondary system pressure
reaches the MSSV setpoint; however, with both the TBVs and the ADVs
unavailable, it is not possible to bring the plant to SDC entry conditions.

3.3.2.2 Support Systems

The Essential Chilled Water (EC) system consists of two redundant, independent,
100% capacity, closed-loop systems. The EC,system supplies,chilled water to
essential HVACunits, which cool certain areas within the Control, Auxiliary, and
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I

MSSS buildings. Each EC system includes a chilled water refrigeration unit
(chiller), a chilled water circulating pump, and associated valves, instrumentation,
and piping.

Thc Essential Cooling Water (EW) system consists of two redundant, Seismic
Category I trains. This system acts as a "buffer"between potentially contaminated
components and the Essential Spray Pond (SP). The EW system supplies
corrosion-inhibited cooling water to certain plant components required for normal
plant operation, and for emergency shutdown. Following a Safety Injection
Actuation Signal (SIAS), the EW system supplies cooling water to the SDCHXs
and EC system chillers.

The SP system provides the plant "ultimate heat sink." The SP system is a Seismic
Category I system, which includes two separate, independent, and redundant
trains. Each SP train supplies cooling water to the associated EW heat exchanger,
and to Diesel Generator jacket water, lube oil, fuel oil, and air intercoolers. The SP

system is actuated each time an Emergency Diesel Generator (EDG) is started,
and/or whcncver EW operation is required. The SP system (both ponds operating
together) can provide adequate cooling for 27 days, without requiring makeup
water.

The charging system is a sub-system of the CVCS. Charging system flow is
provided by three redundant, positive-displacement charging pumps. The pumps
take suction from the Volume Control Tank (VCT) during normal operations or the
RWT, via the Boric Acid Makeup (BAM)Pumps, on Lo-Lo VCT level. Charging
suction flow may also bc established via gravity-feed from the RWT upon
subsequent loss of BAM pumps. This system supplies water to the RCP seal
injection system, and controls RCP seal bleed-off. In addition, thc charging pumps
also supply water to the auxiliary pressurizer spray system, and supply borated
water to the RCS during an Anticipated Transient Without SCRAM (ATWS)
event.

Thc Instrument Air(IA) system consists of three, identical, parallel trains. Major
components in each train include an intake filter,'air'compressor, afterco'olc'r', and
an air rccciver. The IA system provides a continuous supply of filtered, dry, oil-
frcc, compressed air for pneumatic instrument operation, and control ofpneumatic
valve/damper actuators. The Service Gas (GA) system provides short-term, low-
prcssure nitrogen backup to the IA system.

The Control Building HVAC (HJ) system provides room cooling to the 100-foot
elevation of the Control Building, including the ESF switchgear, DC equipment,
and battery rooms, to maintain operability of equipmcrit contained in these rooms
during normal and emergency conditions. The Control Building "normal" HVAC
systems serve both ESF switchgear room divisions, while separate "essential"
HVAC systems arc provided for each of the divisions. In addition, the Class DC
equipment room divisions arc provided with separate "essential" HVACunits.

The Control Room HVACsystem provides cooling to the 140-foot elevation ofthe
AuxiliaryBuilding, to maintain personnel occupancy conditions, and equipment
operating conditions in the Control Room and habitability area during normal and

emergency conditions. Thc Control Room HVAC system consists of a "normal"
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AirHandling Unit (AHU), and two trains of 100%-capacity "csscntial" AHU. All
Control Room AHUs ate located at the 74-foot elevation of thc Conuol Building.
During certain plant emergencies, this system isolates thc Control Room to prevent
entry of smoke, gas, or contamination.

The ESF system AC electrical loads belong to one of two independent and
redundant load groups. Each Class lE power system consists of one 4.16kV AC
bus, thrcc 480V AC load ccntcrs, and four 480V AC Motor Control Centers
(MCCs). Power to the Class lE 4.16kV AC switchgear (PBA-S03 and PBB-S04)
is normally provided directly from the prcfened (off-site) power system. Thus, no
dcpcndcncy on Fast Bus Transfer (FBT) exists following a turbine-generator trip.
Standby AC power'is provided by two EDGs, each dedicated to a single load
group.

Class 1E DC power is provided by four independent Class,1E 125V DC channels,
Each channel consists ofa battery charger, battery, and DC control center. The four
Class battery channels arc located in separate cubiclcs on thc 100-foot elevation of
thc Control Building, while the Class DC equipment for each channel is located in'

separate cubicle adjacent to its associated class battery room. Each DC channel

also provides power to one channel of 120V AC vital instrument power via an

inverter (also located in the associated Class 1E DC equipment room).'Together,
thc Class lE 125V DC, and the 120V AC power systems provide power to the
Engineered Safety Features Actuation System (ESFAS) and thc Reactor Protection
System (RPS), along with vital instrument and control power, and selected DC
motor loads. Non-vital DC is supplied by two non-class 1E 125V DC systems
located in the non-class switchgcar building adjacent to thc 100-foot elevation of
the Turbine Building. Non-vital AC instrument and control power is supplied by
voltage regulators powered from non-class lE MCCs.

33.2.3 Instrumentation and Control
Automatic protection and control systems are provided to assure safe plant
operation. PVNGS consists of two systems:

1: thc.Plant'Protection'System (PPS)"which contains the RPS and ESFA'S
""'"

'.

thc Supplementary Protection System (SPS)

The RPS sub-system initiates a reactor trip (when the two out of four logic for trip
setpoints is exceeded) when the reactor approaches prescribed safety limits. These

include maximum Local Power Density (LPD) at 21 kW/ft, low Departure from
Nuclcatc Boiling Ratio (DNBR) at 1.24, and pressurizer pressure at 2750 psia,

Reactor trips include Variable Overpower Trip (VOPT), High Logarithmic Power
Level Trip, High LPD, Low DNBR, High/Low Pressurizer Pressutc,:High/Low
SG Level, Low SG Pressure, High Containmcnt Pressure, and SG Low Flow"
(primary-side). When an RPS actuation setpoint is excccded, power to the Control
Element Drive Mechanisms (CEDMs) is interrupted, releasing the CEAs, which
drop into thc core to accomplish reactor shutdown. Sufficient redundancy is
installed to permit removal of any one protection system channel from service
without precluding protective action when required.

I

The Core Protection Calculators (CPCs) are dcsigncd to initiate a reactor trip
signal to the RPS on low DNBR and high LPD to assure that the specified
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acccptablc fuel design limits are not excecdcd during Anticipated Operational
Occurrcnccs (AOOs). In addition, thc CPCs initiate automatic reactor protective
action during certain accident conditions to aid thc ESFAS in limiting the
conscqucnces of the accident.

Thc SPS sub-system augments the RPS system by initiating indcpcndent reactor
trip signals. Thc SPS provides a diverse method of tripping thc reactor on high
pressurizer prcssure ifthc RPS fails to function. The SPS uses selective logic (two
of four) to interrupt thc CEDM power supply, causing the CEAs to drop into the
core. The SPS provides a separate, diverse reactor trip system for ATWS pressure
transient mitigation. Although SPS and RPS act on thc same reactor trip breakers,
thc SPS uses separate contacts to de-enctgize the trip breaker undervoltage coils,
and to energize the trip coils.

The ESFAS system operates to automatically actuate ESF systems. Thc ESFAS
system is completely independent ofplant control systems and, likeRPS/SPS, uses
two of four actuation logic. An ESFAS actuation occurs when an RCS, SG, RWT
level.or containment parameter reaches a prescribed limit (actuation signals are
discussed in greater detail in Section 5.2.2.20). SuQicient redundancy is installed
to permit removing any one protection system channel from service without
precluding protective action when rcquircd.

The reactor control systems are used for start-up and shutdown of the reactor, as

well as for reactor power level adjustment in response to changes in'turbine load
demand. The reactor is controlled by a combination of CEA motion, and soluble
boric acid contained in thc RCS. Boric acid is used for reactivity control associated
with large, gradual, changes in water temperature, xenon concentration, and fuel
burn-up. Addition of boric acid also provides increased shutdown margin during
refueling. CEA movement provides changes in reactivity for plant shutdown, or
power changes. The CEAs are moved by thc CEDMs, which are designed to
permit rapid gravity-insertion of the CEAs into the core. Thc part-length CEAs
allow core axial power distribution control, but are not credited in providing
additional shutdown maq;in~':-: - --.

The pressure in the RCS is controlled by regulating coolant temperature within the
pressurizer. The pressurizer steam bubble is controlled to minimize RCS volume
variations caused by expansion and contraction of the reactor coolant due to
system temperature fIuctuations. The pressurizer steam bubble is regulated through
controlled operation of pressurizer heaters, and pressurizer sprays. Overprcssurc
protection for the pressurizer is provided by'four Primary Safety Valves (PSVs);

'hichrelieve to the Reactor Drain Tank (RDT). Overp'ressute'protection for the
RDT is provided by a rupture disc, which relieves directly to the containment
atmosphere.

The Steam Bypass Control System (SBCS) operates in conjunction with the
Reactor Power Cutback System (RPCS) to permit continued low-power reactor
operation (as opposed to reactor trip) when certain secondary-side events occur,
i.e., main turbine load-rejection. In the event of a large and rapid decrease in steam
flow from the SGs (symptomatic of a large turbine load-rejection event), the SBCS
relieves steam pmsurc by dropping selected CEA groups into the core to rapidly
reduce reactor power to approximately 35%.
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Thc Plant Monitoring System (PMS) performs gcncral monitoring of thc NSSS,
and Balance ofPlant (BOP) conditions, including paramctcr logging, trending, and

alarming. System tcmperaturcs, prcssurcs, and flows arc monitored to keep
operating personnel aware of current operating conditions.

332.4 Power Conversion Systems
Thc rated NSSS power level is 3800 MWt (net reactor heat output) plus 17 MWt
(nct heat from non-reactive sources) for a total of 3817 MWt. The concsponding
turbine-generator gross output is 1335 MWe (at 3.5-inches Hga back-pressure).
The nominal net output ofPVNGS is 1270 MWe pcr unit.

The main steam supply system delivers steam from the SGs to thc high-prcssure
turbine and stcam ic-heaters. High prcssure turbine exhaust is dried and rchcatcd to

supply approximately 200' superheated stcam to the three Iow-pressum turbines.
- Steam is extracted at various points for the fcedwater heaters, main feedwatcr

pump turbines, main steam re-heaters, and auxiliary steam header supply.

Stcam from the low-pic'ssure turbine exhausts to the Main Condenser whcic it is
condensed and drops to the condenser hotwells. Thc Main Condenser also serves

as a heat sink for thc turbine bypass system.

Three condcnsatc pumps take the dcaerated condensate from the hotwclls, and

deliver it through thc low-prcssure feedwater heaters to the feedwatcr pumps. The
heater drain pumps also discharge to the suction of the fccdwater pumps. The
feedwater pumps discharge the total fcedwater flow through the high-pressure
fccdwatcr heaters, and back to the SGs.

The Condensate Storage and Transfer (C7) system maintains the required capacity
for the AF system, as well as providing backup makeup water. for the Diesel
Generator jacket cooling, EW, and EC systems. The CT system consists of a

Condensate Storage Tank (CST), two condensatc transfer pumps, and the
necessary controls and instrumentation. The CST is also used as a surge tank for
thc Condensate system.

39.2.5 AuxiliarySystems
The Shutdown Cooling (SDC) system is used to reduce reactor coolant
temperature (at a controlled rate) from 350' to a refueling temperature of
approximately 135'. During refueling, the SDC system maintains proper RCS

temperature. This system uses the LPSI pumps or containment spray pumps,
taking suction from the two RCS hot-legs. The SDC system circulatcs the reactor

coolant through two Shutdown Cooling Heat Exchangers (SDCHXs). The coolant

then discharges to the RCS cold-legs via the four low-pressure injection headers.

The CVCS system controls the purity, volume, and boric acid concentration of the

RCS. Coolant is extracted ftam the RCS via the letdown line connection to RCS

loop-2B. The letdown Quid is cooled on the tube-side of the Regenerative Heat
Exchanger. The Quid then Qows to the Letdown Heat Exchanger (LDHX),and then

procccds through a filter and ion-exchanger network. Corrosion and fission
products are removed, and the coolant is sprayed into the VCT. It is then rctumed,

via the Charging Pumps, to thc shell-side of thc Regenerative Heat Exchanger, and

discharges to RCS loop-2A. In response to Pressurizer Level Control System
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(PLCS) demand, thc CVCS automatically adjusts letdown and charging flow to
maintain.a prc-sct liquid Icvcl in the prcssurizcr.

Thc CVCS controls the primary coolant boric acid concentration via feed and
blccd. During normal operation, water from thc RWT is automatically blended
with pure water to provide the desired boron concentration. Ifrequired, highly
boratcd water (2.5 weight-percent Boric Acid) may be aligned directly, from the
RWT to thc charging pump suction to allow negative reactivity insertion.

Thc Secondary Chemical Control (SC) system continuously monitors and injects
chemicals into the fecdwater to minimize corrosion in the SGs and in the
condensate and feedwater systems.

The Stcam Generator Blowdown (SGBD) system is a sub-system of the SC
system. Thc SGBD system consists of one hot-leg and one cold-leg blowdown
nozzle provided for each SG, and a Blowdown Flash Tank (at the 140-foot
elevation of the Turbine Building), and associated processing equipment. The
SGBD system compensates for the concentrating effect of thc SGs through
continuous normal-rate blowdown, processing, and re-use of a portion of the
secondary fluid from each SG. The SGBD system can also be used during a Steam
Generator Tube Rupture (SGTR) to aid in removing contaminated secondary
water.

The Nuclear Sampling system is designed to collect RCS and auxiliary system
samples for analysis. System configuration permits sampling during reactor
operation without requiring containment access.

The Plant Cooling Water (PW) system removes heat from the Nuclear Cooling
Water (NC), Turbine Cooling Water (TC), and Condenser AirRemoval (AR)
systems. PW system heat is rcjectcd to atmosphcrc via the cooling towers.

Thc TC system provides treated, demineralized cooling water to components in the
steam plant. It also acts as an intermediate system between secondary system
components and thc PW system.,

The NC system is another closed-loop heat transport system. It includes two 100%
capacity pumps and heat exchangers. The NC system provides an adequate supply
of cooling water to the non-safety-related primary plant components. These
include the LDHX,the RCPs, the fuel pool cooling heat exchangers, the CEDM air
coolers, and the nuclear sample coolers. In addition, the NC system supplies the
WC system chillers, the Radwaste Evaporator, thc.Boric Acid Concentrator
(BAC), and the waste gas compiessors;-....

The Spent Fuel Pool Cooling and Cleanup (PC) system maintains forced cooling
of thc pool water as required under normal and emergency operating conditions by
circulating fuel pool water through one of two PC system heat exchangeis. The PC
heat exchangers are normally cooled by the NC system. Backup cooling to thc PC
heat exchanger is provided by thc EW system via a NC to EW system cross-tic.
This cross-tie provides cooling for the PC heat exchanger when the NC system is
unavailable. A purification loop is used to maintain the purity and clarity of water
in the fuel transfer canal, spent fuel pool, and refueling pool.
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The non-class 1E electrical distribution system is divided into two load groups.
During power operation, station auxiliary power is supplied from the auxiliary
transformer at 13.8kV, stcppcd down from thc 24kV turbine-generator output
voltage. When the generator is not on-line, station auxiliary power is supplied from
two of three start-up transformers near the main switchyard. The start-up
transformers receive power from the 525kV switchyard, and are also the source of
off-site power to the Class 1E electrical distribution system. Within the plant,
power is distributed to loads from 13.8kV switchgear, 4.16kV switchgcar, several
480V load centers, and MCCs.

The Fire Protection (FP) system is a site-wide system consisting of two fire
protection/well water storage tanks, one electric-driven pump, two diesel engine-
driven pumps, one jockey pump (to maintain system pressure), a yard-loop
distribution header system, associated valves, and hose stations. The FP system
includes automatic CO2 flooding capability for the ESF switchgear rooms, thc
class battery rooms, and thc class DC cquipmcnt rooms. CO2 hose-reel stations are

provided for non-class switchgcar building fire protection. An automatic Halon
flooding system provides fire protection for the Control Building computer,
communications, and inverter rooms.

Thc Dcmincralized Water (DW) system (also site-wide) furnishes demineralized
water to each nuclear unit. Water from thc reverse-osmosis subsystem of thc
Domestic Water (DS) system is used to supply makeup to thc DW system. The DW
demineralizer consists of three mixed-bed units. The CST, DW Storage Tank, and

Reactor Makeup Water Tank (RMWT) for each unit maintain the required
dcmincralizcd water inventory.

Thc site-wide DS system supplies necessary potable water to each unit for
consumptive usc by plant pcrsonncl and other general plant usage.
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Table 3.3-1 Front-line Systems Vs. Critical Safety Functions

Critical Safety Function RC HPSI LPSI CSS
SPS

AF AltFW TBV
CVCS:: '::---SIT .- '-SDC;,RPS/

ADV/'eactivity

Control

RCS Over-prcssure Control

RCS Inventory Control

Decay Heat Removal

Containn>cnt Temp Control

Containmcnt Prcssure Control

X

X
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sEGTIQN 4 . Event-Tree Development

Accident sequences are developed using an event-tree procedure that considers
both initiating events and the success or failure of the relevant systems in
succession. Each accident sequence contains an initiating event and the subsequent

failure ofone or more safety systems.

The PVNGS Probabilistic Risk Assessment (PRA) approach to detailing the
accident sequences is to have different tiers of fault trees. These fault trees are

linked to each other, thus creating a complete model of the plant. Fault trees can be

identified as one ofthree types: a support system fault tree, a front-line system fault
tree, or a top logic fault tree.'The linked model would be con figtircd as'such: at the '"

top of the model would be found the top logic trees linked to front-line system fault
trees, which are in turn linked to support system fault trees. Top logic trees

represent the logic needed to answer thc event-tree elements and model the failure
of a safety function (sec Section 4.3 for more details and diagrams). Modeling
could include failure states of front-line systems, operator errors relating to safety

function actions such as depressurization of the Reactor Coolant System (RCS) or
event conditions, e.g., isolation of a ruptured Steam Generator (SG). Front-line
systems model the systems used to mitigate the accident such as High Prcssure

Safety Injection (HPSI), Low Pressure Safety Injection (LPSI), or Auxiliary
Feedwater (AF). Modeling includes equipment failures and operator errors relating
to the system.'s operation. Support system fault ties provide modeling forsystems

which are considered to be required by the front-line system for the front-line
system to successfully operate. These trees contain equipment failures, operator

errors relating'to the operation of the system, and the logic structure for setting
conditions for each initiator.
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Basic Approach

Thc fault trees for thc cvcnt-tree clcmcnts are solved and a Boolean equation is
produced. Thc equation is then quantified to find thc minimal cutsets for the
sequence (sec Section 8, Quantification of Accident Sequences, for a detailed
discussion on quantification). Thus, any dependencies in thc way of shared
components or support systems are automatically accounted for in the Boolean
reduction process.

The accident sequence equation can be modiflcd, based upon the initiating event
(IE) being analyzed by setting IEs and IE flags within the equation to true or false.

IEs and IE Qags are included in the front-line and support system fault trees. IE
flags represent multiple IEs and arc used where several IEs produce thc same eQ'cct

in the logic. The IEs and IE Qags can be sct to logical true or false, depending on
the system responses to thc initiatorbeing analyzed. For example, ifthe initiating
event is loss of Class 125V DC, Channel A, the flag, IEPKAM41, is set to true,
which fails all equipment that requires Channel A, DC power.

In support of thc Level II analysis, thc methodology described here also applies to
the quantification method used to determine the plant damage states (see Section
11.3).

4.1 Initiating Event'Identification and Grouping

4.1.1 Basic Approach

An initiating event is considered to be a failure or action that results in either a
manual or automatic plant trip, thus requiring a mitigating action or system
response. Thc identification of initiating events was performed in two steps. First,,
a list of'possible trarIsients was identified from generic sources. (Reference 4."4.17 -

'nd4.4.21). The list was then reduced to only those transients that were applicable
to PVNGS. Second, plant-specific initiators were identified through an evaluation

'f

plant emergency procedures, abnormal operating procedures, drawings, design
documents, PVNGS Licensee Event Reports (LERs), system descriptions, and
other plant support documentation. This group included loss of specific systems or
electrical buses that might directly or indirectly lead:to a plant trip and would
impact the availability of the mitigating system.'- ., »
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The two lists were consolidated, creating an initiating event list. The events were
then separated into groups whose members had plant response and system
rcquircments that were similar to each other, Arievent tree for all events in a group
was then developed based on this criteria. For example, a loss of condenser
vacuum automatically trips thc main feedwater pumps as docs a loss of all
condensaie pumps. These two events created a similar plant response, required
similar mitigation equipmcnt, and were therefore treated using one event tree, the

,. loss of main fcedwatcr/condensate pumps. This information, along with the
identified initiators, are listed in the followingsection.

4.1 Initiating Event Identilication and Grouping



Identification of Initiating Fvents

4.1.2 Identification of Initiating Events

Thc initiating events idcntified forpotential inclusion in thc PVNGS PRA is shown
in Table 4.1-1. This is a list of generic and plant-specific initiators. Thc generic
listing of initiators, Part A, was taken from EPRI rcport NP-2230, "ATWS: A
Reappraisal, Part 3: Frequency ofAnticipated 'Aansicnts" (Reference 4.4.17). The
plant-specific initiators.listed in Part B of Table 4.1-1 were identitied during the
plant document review process for the PRA. This review was supplemented by a

review of LERs, Post Trip Review Rcport (PTRR), and Incident Investigation
Reports (IIRs). The review process identifies potential plant-specific initiating
events as well as enhances the PRA model accuracy for plant specific response to
these initiators. Initiating events, such as the loss of control room and DC
equipmcnt room HVAC, werc directly identified during analysis in response to an
LER.

Upon review of the potential initiators, a final list was generated (Table 4.1-2).
These initiators werc then grouped according to thc type of systems affecte by the
initiator or unique mitigating requirements. This grouping process resulted in the
dcvclopmcnt of the PRA event trees, which arc discussed in Section 4.3. Table 4.1-
2 also provides the results of the grouping process. The table lists thc initiator
name used in thc PRA models and what event tree was used for the treatment of
each initiator.

4.1.3 Discussion ofInitiators

The following sections describe each of the internal initiators analyzed for the
PVNGS PRA and systems affected by the IE at the onset of the event.

4.13.1 Loss of Coolant Accidents - IELLOCA,IEMLOCA,IESMLOCA
The LOCA initiating event is divided into three categories: Large, Medium, and
Small LOCAs. Each LOCA size is treated separately duc to differences in plant
effects and mitigating system requirements. Based on these constraints, equivalent
brcak sizes foreach ofthe LOCAs can bc defined as follows. For the Small LOCA",'
thc equivalent brcak size range is between 0.38 in. to less than 3.0 in. For Medium
,LOCA, the range is 3.0 in. to 6.0 in.; and forLarge LOCA. the range is greater than
6.0 in. The rationale for selecting these break size ranges is provided in Section
4.3. Failures that contribute to each of the LOCAs are defined in detail in Section 6.

4.13.2 Steam Generator Tube Rupture - IESGTR
The SG tube rupture initiating event applies to the, rupture of one or more tubes in
onc SG causing primary coolant to leak'to the secondary system. Credible tube
failures range in severity from leak rates of a fcw gallons per minute (gpm) to
several hundred gpm for the guillotine rupture ofseveral tubes. The event analyzed
in the PVNGS PRA is the complete severance of a single tube, resulting in a

leakage rate of about 400 gpm at normal RCS and secondary-system conditions.
This choice was made on the basis that less-than-complete failure willresult in
much smaller leak rates, generally within the capacity of the normal makeup

'system and a"fairlynormal shutdown'can take place. Multiple-tube failures, on the
other hand, were riot explicitly addrcssc'd,because they are less likely to happen
and because the success criteria for'systems called upon to respond are
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substantially thc same as those for thc failure of a single tube. Thc impact is thc
loss ofonc SG for cooling.

4.13.3 Large Secondary-line Break - IESLB
A large secondary-line brcak includes all large downcomer fccdwater linc breaks
downstream of the Feedwatcr Isolation Valves (FWIVs) and all large stcamlinc.
breaks. Multiple spurious openings of Main Steam Safety Valves (MSSVs),
Atmospheric Dump Valves (ADVs) and Turbine Bypass Valves (TBVs) arc also
considered. Thc break causes over cooling of the RCS. This could also cause a
possible return to power once the reactor has tripped. Once thc event has occuned,
the main steam isolation valves am closed. No credit was taken for thc isolation of
thc ruptured SG. The model assumes only one SG willbe available for decay heat
removal.

4.13.4 Feedwater Line Break - IEFLB
Economizer fccdwater line breaks downstream of the last check valve prior to thc
stcam generator fall into this category, along with breaks in the blowdown piping
up to thc inside-containment isolation valve. Fccdwatcr line breaks upstream of the
last check valves arc isolablc and the event is the same as a loss of feedwater, i.e.,
a steam generator does not blow down and,both steam generators are subsequently
available for heat removal. Although thc peak RCS prcssure achieved is a function
ofbrcak size, itwas conservatively assumed that any event in this category causes
pressurizer safety valves to lift.
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4.19.5 Loss of 125V Class 1E DC Power - IEPKAM41, IEPKBM42, IEPKCM43,
IEPKDM44
Loss of 125V Class 1E DC power is deiincd as four separate initiators (scc Table
4.1-2) in thc PRA model. Each of thc four events affect the plant differentl with
Channels A and B being thc most severe. Each initiating event is actually the
combination of two events —the loss of the distribution panel and the loss of the
control center. All,of,thc„equipmegt,failures, that could fail either. panel are~,.

included in the initiating cverit'. This is'cons'erv'ative, since
control'center'quipment

that would not fail on a loss of the distribution panel are assumed to fail
for this initiator. However, since'most equipment required in this analysis are
supplied from thc distribution panel, this is only slightly conservative, A
discussion of each initiator and its consequences follows. Only consequences
applicable to this analysis are included.

The initiator, IEPKAM41, Loss of Channel'A'DC contiol. center, or distribution
panel affect the plant in thc followingways

a) One ADVon each steam generator fails closed

b) Allof the Train A Engineered Safety Feature (ESF) pumps, AF, SI,
Containmcnt Spray (CS), Essential Chilled Water (EC), Essential Cooling
Water (EW), Essential Spray Pond (SP) system, fail to start due,to loss of
DC control power

c) DG A willnot start or.run "~.

d) The normal pressurizer spray valves fail closed (instrument air is isolated
to containment)

4.1 Initiating Event Identification and Grouping
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c) Thc non-csscntial (start-up) AF N pump loses primary DC control power

I) Normal and Train A essential control room HVACunavailable

g) Normal and Train A essential DC equipmcnt room HVACunavailablc.

The initiator, IEPKBM42, Loss of Channel B DC control center, or distribution
panel affect the plant in the following ways:

a) Onc ADVon each stcam generator fails closed

b) Allof thc Train B ESF pumps fail to start duc to thc loss of DC control
power

c) DG B willnot start or run

d) Normal and Train B essential control room HVACunavailable

e) Normal and Train B essential ESF switchgcar room HVACunavailable.

Thc initiator, IEPKCM43, Loss of Channel C DC control center, or distribution
panel affect the plant in the followingways:

a) One ADVon each steam generator fails closed

b) AF pump A fails to supply water to either SG duc to failure to open two
Channel C-powered AF isolation valves

c) Loop 1 (Train A) shutdown cooling valve fails to operate

d) Train A HPSI hot-leg recirculation unavailable [Motor Operated Valve
(MOV) fails to open].

The initiator IEPKDM44, Loss of Channel D DC control center, or distribution
panel affect the plant in the following ways:

a) One ADVon each steam generator fails closed

b) Loop 2 (Train B) shutdown cooling valve fails to operate

c) Train B HPSI hot-leg recirculation unavailablc (MOV fail to open). '~=

'I

The first two initiators have a greater consequence than do the others due to the
large number of equipment failures involved. The last two events, in fact, do not
necessarily trip thc reactor automatically, since it is assumed that the operator will
trip thc reactor on an extended loss of these buses. This assumption does not
greatly affect the final overall results.

4.13.6 Loss of 120V Class 1E AC Instrument Power - IEPN'AD25, IEPNBD26

The loss of class instrument power includes two events: IEPNAD25, Loss of
Channel A Vital 120V AC and IEPNBD26, Loss of Channel B Vital 120V AC..
Each initiator includes all of the equipment failures that could fail thc distribution
panel. Loss of either of the two initiators willeventually trip the plant because of
thc loss of cooling to the respective Balance of Plant (BOP) Engineered Safety
Features Actuation System (EFAS) cabinets. Loss of cooling to thc cabinets can

lead to the failure of thc load sequcncer, requiting in a continuous load shed to vital
equipment. Other system impacts arc to essential chillers and SG ADVs (one on
each SG).
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4.19.7 Loss ofInstrument Air- IEIAS
Thc Instrument Airsystem contains three air comprcssors; two normally running.
On thc loss of all thrcc, nitrogen backup allows the operators to shut down thc plant
with minimal cffcct. In this analysis, no credit is given for thc low-pressure
nitrogen backup, since it will only provide instrument air backup for
approximately four hours. Backup nitrogen is credited for allowing continued
operation of the N pump (scc Section 7.4). A loss of Instrument Airinitiating cvcnt
causes the followingequipmcnt failures:

a) The TBVs fail to operate

b) Letdown isolation valves close

c) Normal plant ventilation isolates duc to dampers failing closed

d) The condenser hotwell automatic makeup fails.
c) Instrument air to the ADVs fails (each ADVhas a nitrogen accumulator

backup)

f) The operator will(some time later) manually trip the reactor per procedure

g) The condensatc pump shaft seal water isolation valves fail closed, failing
the pumps

h) Instrument air to the Feedwatcr Regulating Valves fail (valves each have
high pressure nitrogen backup)."

'ev.
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4.13.8 Loss ofPlant Cooling Water, Loss ofNuclear Cooling Water, Loss ofTurbine
Cooling Water - IEPCW, IENCW, IETCW
The effects of an extended loss of plant cooling water (PW) are the same as the
combined effects of an extended loss of nuclear cooling water (NC) and turbine
cooling water (TC), since PW cools both NC and TC. NC provides cooling to the
RCP shaft seals, containment air, normal chillers, and thc spent fuel pool.
Containment loads can bc backed up with essential cooling water. TC provides
cooling water to the Main Turbine lube oil, Main Generator stator and hydrogen,
coolers, FW pump lube oil, instrument air compressors,'and circulating"water
pumps. An extended loss ofPW causes thc following:

a) Loss ofcooling to TC, NC, and condenser air removal pumps

b) Manual turbine trip (per procedure)

c) Possible RCP trip due to loss ofNC heat sink (also possible RCP seal leak)

d) Manual FW pump trip
E

~ I ) f.

c) Manual circulating water pump trip

I) Manual condensate pump trip

g) Manual instrument air compressor trip

h) Eventual loss ofcondenser vacuum

i) Eventual loss ofnormal HVAC.
\ 4I

4.13.9 Closure ofAllMain Steam Isolation Valves IEMSIV"-
t Simultaneous closure of all of the MSIVs willlead to a trip on high pressurizer

pressure and a primary safety reliefvalve lift.Main feedwatcr is lost and the TBVs
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cannot bc used to provide steam rclicfunless the Main Stcam Isolation Valves
(MSIVs) arc unisolated.
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4.19.10 Loss ofDC Equipment Room HVAC - IEDCRHVAC-1, IEDCRHVAC-2

Loss ofDC equipment room HVACconsists of two individual initiators: thc loss of
Division 1 HVAC and thc loss of Division 2 HVAC. Division 1 HVAC supplies
cooling to Channels A and C DC equipment rooms. Division 2 HVAC supplies
cooling to Channels B and C DC cquipmcnt rooms. The rooms contain class
inverters, battery chargers, and voltage regulators for thc class 1E 125V DC system
and the class 1E 120V AC instrument control system. The most temperature
sensitive solid state equipment in thc rooms can operate in room temperatures of
104'. The solid state equipmcnt begins to fail at approximately 122'.

The DC equipment room HVAC initiator is highly complex. Thc HVAC system
has a non-class normally operating portion which is backed up by a class
(essential) portion during LOCA or Loss Of Off-site Power (LOOP) conditions.
The systems that support HVAC are also the systems which arc supported by
HVAC. To increase the complexity, these same support systems are also support
systems for all the front-line systems. As a result, the DC equipmcnt room HVAC
initiator tends to become important. Its importance is based upon how much time
there is between loss of HVAC and failure of the equipment that the HVAC is
cooling. The following brieQy describes the most likely and thc most limiting
scenarios evaluated in the PRA model. This evaluation is based upon results from
room heat-up modeling conducted forPVNGS.

~ A spurious actuation of the Fire Protection (FP) system occurs. This also
includes spurious CO~ spray. The room or rooms become isolated from
any air source. This could happen to onc or both of the divisions ofHVAC.
The control room will receive an alarm indicating actuation of the FP
system. Ifno CO~ is released in the rooms, the operators have
approximately 12 hours to restore cooling to the room. IfCO2 is present,
then a longer time is available unless immediate failure,due.to subcooling
of the equipment occurs. Opening closed dampers requires long periods of
time due to their location. Operators would have to supply cooled air by
opening doors and placing blowers in appropriate places. These actions
are proceduralized.

~ Accidental dropping of the dampers either by testing thc FP system or by
failure of the damper(s) to remain open, Flow to thc room becomes
blocked. Dropped dampers are not alarmed. Indication would come from
an increase'in the affecte room temperature.'emper'ature indication for
the rooms is in the control room. The operators have approximately 12

hours after the dampers have dropped to restore cooling to the room.
Opening closed dampcrs requires long periods of time due to their
location. Operators would have to supply cooled air by opening a door and

placing blowers in appropriate places. These actions are proccduralized.

~ The loss of thc AirHandling Unit (AHU)fans due to random failure faults
'thus causing failure to circulate air, through thc room. Heat-up willoccur
in approximately 12 hours in this scenario also.'The operators have control
room alarms on thc AHUs and room temperature.
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Thc loss of the source of chilled water duc to random failure faults thus.
causing failure to cool thc return air from thc rooms. By only providing air
circulation, thc rooms could bc kept cool long enough so that thc failure
tcmpcraturc would not bc reached in 24 hours. There are various alarms in
the control room which indicate availability of chilled water. For
conservatism this sequence was also included in the model. "

4.19.11 Turbine Trip - IETT
Loss of the turbine does not in and of itself always trip the reactor, however, ifthe
Reactor Power Cutback System (RPCS) and thc Turbine Bypass Valves (TBVs)
fail, a transient would occur. Thc RPCS monitors the power balance between the
turbine load and thc reactor. When a mismatch occurs, the RPCS drops in groups
five and four of the control rods and sheds the stcam load through the TBVs.
Should RPCS and TBVs fail, the reactor willtrip as a result of the turbine tripping
before the reactor. The RCS willexperience a pressure spike, thus creating thc
possibility of a stuck-open safety valve on thc prima~ side. This is considered to
bc a Small LOCA.

4.13.12 Miscellaneous Wips - IEMISC
Miscellaneous trips comprise those events that were identified in NUREG 3862
and EPRI NP-2230 initiator lists as either causing or possibly causing an
uncomplicated trip at PVNGS. Events in this category'do not, in themselves,
significantly impact the plant systems called on to respond to the transient. See
Section 6.1 for thc final list of contributors to the initiating 'cvcnt frequency.

4.19.13 Loss Of Off-Site Power - IELOOP
The Loss Of Off-site Power event includes all events initiated by a loss of grid
power from the high voltage transmission lines supplying the station. Output to the
switchyard from either of the other Palo Verde units is assumed unavailable.
Following a loss ofoff-site power, much of the plant non-safety equipment willnot
function and the safety equipment willdepend on thc Diesel Generators (DGs),for.-
power. Lost equipmcnt includes the Nuclear Cooling Water'System"

(NC)"pumps,'he

TBVs, Turbine Cooling Water (TC) pumps, instrument air, the condensate
pumps, the main feedwater pumps, thc reactor coolant pumps, and normal HVAC.
Thc loss of the condensate pumps assures that alternate feedwater willnot function
until off-site power is restored. Additionally, loss of NC could lead to an eventual
Reactor Coolant Pump (RCP) seal Loss of Coolant Accident (LOCA) should
operators fail to back up NC,with Essential. Chilled Water (ECW) and seal
injection via charging pumps.

4.19.14 Loss ofMain Feedwater/Condensate Pumps or Loss of Condenser Vacuum-
IEFWP, IECPST, IECONDVAC
A loss ofmain fcedwater is defined as a loss ofboth Main Fcedwater (FW) pumps.
Thc turbine driven FW pumps receive steam from the SGs and cannot bc relied on
for long-term decay heat removal, but they provide operators with a longer time
window in which to align other sources of feedwater,'if necessary. A loss of the
FW pumps does not cause failure of altcrnatc fccdwater because of a bypass line,

„A loss of all condensate pumps or a loss of condenser vacuum also leads to a loss
ofboth FW pumps. The reactor willtrip followingany of these events on a low SG
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lcvcl signal. Thc SG inventory at thc beginning of thc transient is, thcicforc, much
less in both SGs than for a normal reactor trip. For thc loss of the FW pumps or for
thc loss of condcnscr vacuum, thc effect on other systems is minimal. Thc loss of
thc condensate pumps fails thc Altcmate Fccdwater system (AltFW) (Sce Section
5 for system description).

4.13.15 Station Blackout -,IEBLACK
Station Blackout is a loss of off-site power coupled with failure of both standby
emergency diesel generators and their related circuitry to supply power. The only
station power not assumed'to bc unavailable is DC control power and DC-backed
vital AC instrument power. Thc effect on the plant is the loss of all accident
mitigating equipment except the turbine-driven auxiliary fecdwater pump and the
ADVs.

4.19.16 Anticipated '&ansient without SCRAM - AllInitiators
Anticipated Transient without SCRAM (ATWS) occurs after a PVNGS initiator
has transpired. Ideally, the effects of ATWS are calculated for each initiator;
however, it is possible to simplify thc calculation by grouping together the
initiators that have similar effects during the ATWS. Grouping or binning the
initiators is based on the response of the reactor core after thc initiator has
occurred. As a result, thc initiators can be categorized into two groups: *

~ Turbine trip
~ No turbine trip

A third category was created for the loss of off-site power and station blackout
initiators because of the larger effect on the systems needed to mitigate thc ATWS.
Section 6 identifies each category and thc initiators that were included in the
category.
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4.13.17 RCS Interfacing System LOCA
.Interfacing. System. LOCA.(ISL) is-a term used to identify the LOCAs that can
occur through systems that interface with the RCS."Fypically",'this type ofLOCA'is
due to thc rupture of one or morc valves or heat exchanger tubes followed by the
rupture of low-pressure piping in the interfacing system. LOCAs of this sort arc of
special concern because they can adversely affect a system that is required to
mitigate thc event. RCS inventory is lost outside containment and the mitigating
effect of containment on radiological releases is lost. There are several systems
such as Safety Injection (SI) system, NC, Chemical and Volume Control System
(CVCS), and shutdown cooling that interface with thc RCS. Systems such as the
CVCS are designed to withstand RCS pressure and temperature during full-power
operations and therefore are not considered for ISL analysis.

Two distinct types of ISLs can occur: those which discharge reactor coolant
outside of containment and those which discharge inside containment. The first is
of much grcatcr concern, since primary coolant is not returning to the sump for
eventual recirculation and radiological'eleases willbe significantly higher than for
inside-containment ISLs. Non-'isolable outside-containmcnt ISLs, thcrcfore, are
assumed to lead directly to core melt ifthey arc'not tcrminatcd. ISLs inside-

'ontainment have thc same effect on Emergency Core Cooling Systems (ECCS)
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success as primary piping LOCAs. This is bccausc it is assumed that ISL flow is
the same as flow lost from onc SI line to thc RCS lcg. The inside-containmcnt ISLs
are accounted for by increasing the appropriate LOCA initiator frcquencics by thc
calculated ISL frequcncics (scc Section 6).

4.19.18 Loss of Control Room HVAC - IECRHVAC

Thc Control Room HVAC initiator is defined as the loss of thc normal operating
portion of control room HVAC followed by a failure to initiate backup cooling
either by calling upon the essential HVACor by operator intervention. The control
room HVACconsists of a non-class normally operating portion and a two-train
class, csscntial portion which is opcratcd during LOCA or LOOP conditions.

Thc Control Room contains various tcmperaturc sensitive, solid state cquipmcnt.
A loss of most of this equipmcnt does not impact the operability ofsystems which
would bc called upon to mitigate the transient. However there are, two cabinets
that contain equipment, which upon equipment failure, would have a laq,e impact
on thc plant's ability to respond to an accident. These cabinets house the ESF load
sequenccrs for both safety trains. The load sequcncers, upon receiving a LOCA or
a LOOP signal, shed thc loads on thc class 4160V AC buses and allow the DG to
close onto thc bus. The sequence'r then sequences back"on all of the essential loads
(AF, SI, ctc.). One of the possible failure modes of the scquencer is to generate a

continuous load shed signal. This strips the bus of all loads, but does not allow
reloading of thc safety loads, The occurrence of a continuous load shed signal after
the reactor has tripped can lead to core melt ifrecovery of thc safety loads is not
performed.

The load scqucncer fails when room temperatures become greater than 120'. The
following information brieQy describes the most likely and limiting scenarios
evaluated in thc PRA model for loss of cooling,to,the control room.,These,
scenarios are based upon results from room heat-up modelin'g conducted for-
PVNGS. P

~ Accidental dropping of the dampers duc to random failure faults. There is
no automatic actuation via the Fire Protection (FP) system for the control
room. Flow to the room becomes blocked. Dropped dampers are not
alarmed. Indication would come from an increase in thc room
temperature. Once cooling'has been lost, the operator has 12 hrs. to
provide cooling to the room. Opening closed dampers requires long
periods of time due to their location. Operators would have to supply
cooled air by opening the doors. Since the operator is within the room of
concern, there is continual feedback to him and the'success of his actions
is highly likely.

The loss of thc AHU faris duc to random failure faults thus causing failure
to circulate air through the rooms. Heat-up will occur in approximately
15 hrs. in this scenario. Recovery for this scqucnce ofcvcnts is the same as

for dropped dampcrs.
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4.2 Mitigating System Requirements

General requirements for thc front-line mitigating systems are discussed in this
section.

Most systems needed for mitigating each of the initiating events described in
Section 4.1 have thc same requirement throughout the analysis. For some systems
however, thc icquircments change from one initiator to another. Safety Injection
system requirements, forexample, vary with thc size and location of a LOCA. The
modeling and analysis of each system is discussed in Section 5 and includes the
details of each systems success criteria. Section 4.3 lists the system rcquiremcnts

specific to each cvcnt tree. Support systems rcquircd for front-linc system function
arc discussed in Section 5.2.2.

4.2.1 High Pressure Safety Injection (HPSI)

The primary function of the High Pressure Safety Injection (HPSI) system is to
inject borated water from thc Refueling Water Tank (RWT) into the RCS following
a LOCA or Steam Generator 'Ibbe Rupture (SGTR). There are two HPSI pumps
with at least onc HPSI pump required to inject water into the cold-legs of the
primary piping. The HPSI system gets actuation signals from the ESF bus load
scqucnccrs and the Engineered Safety Features Actuation System (ESFAS). The
Safety Injection Actuation Signal (SIAS) setpoint is 1837 psia.

Following actuation, the HPSI system injects water from the RWT into thc RCS

when RCS pressure is below thc HPSI pump shutoff head (approximately 1900

psig). Recirculation of water from the containment sump is achieved using the
HPSI pumps and is treated as a separate function.

HPSI is also required on a,large secondary linc brcak, where it functions to,inject
sufficient boron to prevent a return to,power given a stuck cohtrol rod, as well as to
provide RCS makeup.

HPSI is successful ifthe RWT supplies the required volume of borated water and

at least onc HPSI pump functions to deliver water to at least three of the four RCS

cold-legs.

4.2.2

i
i i

High Pressure Safety Recirculation (HPSR)

HPSI recirculation is required on all RCS LOCAs where water/steam from the,
brcak remains in containment. Recirculation of the RWT water in the containment

sump using the HPSI pumps provides long-term core cooling and RCS makeup.

Following injection of the RWT water, into the Reactor Coolant System, a

Recirculation Actuation Signal (RAS) is gcncratcd on RWT low level (7.4%). The
RAS secures the LPSI pumps and opens thc sump isolation valves so that the HPSI
and CS pumps can take suction from the sump. The requirement for cold-leg
recirculation is that one HPSI pump provides flow from the sump to the RCS.
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42.3 Hot-Leg Injection (HLI)

Following a Large or Medium LOCA, borated water is injcctcd via HPSI and Low
Prcssure Safety Injection (LPSI) through thc cold-leg injection lines. For cold-leg
breaks, part of the flow is lost to thc break and part of thc flow is injected into thc
core. Since the system cannot remain pressurized,.the. reactor vessel upper head,
outlet plenum, and steam generator tubes void. Stcam willbe formed in the core
and be transferred through thc SG tubes and to the break location. Boron is left
behind in thc reactor vessel. Ifthis continues over several hours, the boric acid
concentration in thc reactor willincrease to its solubility limit.Boric acid willthen
prccipitatc and may interfere with coolant circulation and heat removal. This
problem docs not occur for a hot-leg brcak, since liquid flows through thc core
prior to flowing out of thc brcak.

Thc problem of boric acid precipitation can be avoided by providing SI flow to
both the hot and cold-legs. The flow into thc hot-leg injection lines (50% of HPSI
flow) limits the boron concentration in thc core region.

Since the operator has no knowledge of where the brcak occurred, the LOCA
cmergcncy procedure requires hot-lcg injection to be initiated from the Control
Room betwccn 2 and 3 hrs. following a LOCA. The requirements for hot-leg
injection are that one of the two hot-leg injection lines be opened to thc RCS and

provide flow from an operating HPSI pump.

4.2.4 Safety Injection Tank (SIT) Injection

The Safety Injection Tanks (SITs) provide the initial injection of borated water
needed to cool the core following a Large or Medium LOCA. There are four SITs,
one per Reactor Coolant System (RCS) cold-leg. Each SIT contains a minimum of
1802 cubic ft. ofborated water. It is assumed that one SIT is lost through the RCS

. brcak..The.success criterion,for-SIT. injection is«that two-of"the remaining three.
SITs inject coolant into thc intact RCS cold-legs.'hc SITh ate pressurized and start"

'o

inject their water when the RCS pressure decreases below approximately 615

psia.

In the event of a Small LOCA, the RCS ptcssure remains elevated above 615 psia
and the SIYs are only required ifa rapid de-pressurization is necessary in order to
initiate LPSI on failure ofHPSI. The same SIT requirement is conservatively used
in this circumstance, even though only. a portion ofone SIT would b'e lost through
the brcak.

42.5 Low Pressure Safety Injection (LPSI)

Low Pressure Safety Injection (LPSI) provides high volume coolant injection to
thc core for L'arge and Medium LOCAs. There are'two LPSI pumps, each
supplying flow to two cold-leg injection lines. LPSI and CS pumps can be used to

. back up the other given its failure; this is not credited in the analysis. LPSI will
inject water when RCS prcssure decreases to less than about 200 psig.
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4.2.6 Low Prcssure Safety Recirculation (LPSR)

IfHPSI Recirculation fails for reasons other than failure of thc containment sump
valves, thc LPSI pumps can bc used to perform the same function once RCS
pressure is sufficiently low. Since RAS shuts down thc LPSI pumps, operator
action is required to restart at least one pump. For the Small LOCA initiating event,
operator action to rapidly cooldown and de-pressurize thc RCS is also necessary
for utilization of LPSR. Thc only other event in which LPSR is credited is Laigc
LOCA, where its use is of limited value since LPSI cannot provide hot-leg
injection.

42.7 Reactor Protection System (RPS)

The Reactor Protection System (RPS) trips the reactor to reduce thermal energy
production following a transient or accident. Power is removed from control
element drive mechanism (CEDM) cabinets by opening thc Reactor Trip Breakers

(RTBs), which allows the control clement assemblies (CEAs) to drop into the
reactor core under the influence of gravity. A reactor trip also generates a turbine
trip. Thc RPS is required to do two things: gcncrate a trip signal and de-energize
the CEDMs releasing the CEAs into the reactor core. Failure of either is
considered a failure of the RPS.

The RPS generates a trip signal on any of the following conditions using any two
of four channel logic:

a) Low Departure from Nucleate BoilingRatio (DNBR) (1.24)~

b) High Linear Power Density (21 kw/ft.)~

c) High Pressurizer Pressure (2383 psia)

d) Low Pressurizer Prcssure (1837 psia)

e) RCS Low Flow (11.9 psid)+

f) High SG ¹1 or SG ¹2 Level (91.0% Narrow Range)

g) ''ow'SG'¹1 'or SG'¹2 Level (44.2% Wide Range) .

h) Variable Overpower (neutron flux) (110%)+

i) Low SG ¹I or SG ¹2 picssure (919 psia)

j) High Containment Prcssure (3.0 psig)

~ Generated by Core Protection Calculators (CPCs). CPCs willgenerate both trip
signals for several conditions other than actual Departure from Nucleate Boiling
Ratio (DNBR) or Local Power Density (LPD) exceeding setpoint; such as input
parameter out of range and loss of subcooling.

+ These trip functions also have rate of change and band limits.

4.2.8 AuxiliaryFeedwater (AF)

Steam Gcncrator cooling is required following all transients and. accidents except
Large and Medium LOCAs. For most initiation events, Main Feedwater (FW) will
continue to be available following the trip; however, it is not credited forlong-tenn
decay heat removal. AuxiliaryFeedwater (AF) is used as the primary source for

*
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SG cooling. The AF system consists of two Seismic Category I, Class 1E Essential
pumps (Train A is turbine-driven, Train B is motor-driven) and onc non-qualilicd,
non-csscntial pump rcfcrmd to as Train N. Normally following a trip, thc Train N
AF pump is used. Usc of this pump rcquircs operator action for startup and
alignment. The essential portion of AF is automatically actuated by an Auxiliary
Feedwatcr Actuation Signal (AFAS) from ESFAS. Itcan also bc manually actuated
from the Control Room. Thc success criterion for AF is that fecdwatcr liow must
be delivered from onc of two essential AF pumps or the non-essential AF pump to
one steam generator before SG dry-out.

In addition, AF is used during rapid RCS dc-pressurization to a pressure less than
the shut-off head of the LPSI pumps on failure ofHPSI. In this case, AF is required
to supply flow to both SGs from at least one AF pump.

42.9 Turbine Bypass Valves (TBVs)

Thc operationally preferred means of removing secondary steam following a trip is
via the Turbine Bypass Valves. These valves are automatically opened by the
Steam Bypass Control System (SBCS) to prevent liftingof the Main Steam Safety
Valves (MSSVs) following a trip. These valves can also be manually controlled
from thc Control Room. Six of the eight valves dump to the condenser and the
other two discharge to atmosphere. The turbine bypass valves to the condenser will
not open ifcondenser vacuum is insufficient. In this analysis, because of thc high
reliability of Main Steam Safety Valves, TBVs are only credited in sequences
where either the RCS or the SGs alone must bc de-prcssurizcd. These initiators arc
Small LOCA, Steam Gcncrator Tube Rupture, and AF failure.

The TBVs are isolated by the Main Steam Isolation Valves (MSIVs) on a Main
Steam Isolation Signal (MSIS), and are also not availablc on a Loss Of Off-site
Power, loss ofcontrol power, or loss of instrument air.

42.10 Atmospheric'Dip"'Valves'(A'DVsg";,'.",

Thc analysis principally credits the ADVs forcontrolled secondary steam removal.
There are four ADVs: two per steam generator. Thc ADVs arc air operated valves
and are remotely operated from the Control Room. They are not automatically
actuated. Local operation of the ADVs is also possible but is not credited. The
requirement for the ADVs is that one of the two atmospheric dump valves opens to
remove secondary steam on,a SG being supplied with'feedwater. ADVs arc
credited for maintaining.Hot Standby, along with MSSVs, and for cooldown and
de-pressurization sequences along with TBVs.

4.2.11 Main Steam Safety Valves (MSSVs)

There are ten MSSVs per Steam Generator. On a failure of the ADVs, the steam
generator pressure will increase until the Main Steam Safety Valve (MSSV)
setpoint is reached."Two MSSVs (per SG) have a'setpoint of 1250'psig, two are at
1290 psig and six at 1315 psig. The MSSVs'will th'en begin to cycle to maintain the

'SG prcssure in a narrow band around the MSSV setpoint pressure. The RCS
" temperature and pressure willthen increase until an equilibrium point is reached
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\

where thc heat transfer from thc RCS to thc stcam gcncrators is balanced by thc
heat removed through thc MSSVs. As long as SG cooling is availablc, the plant
will remain stable. Howcvcr, it is not possible to cooldown and dc-prcssurizc thc
RCS to bring thc plant to shutdown cooling entry conditions unless an atmospheric
dump valve or a turbine bypass valve is rcstorcd, since MSSVs cannot be used for
SG prcssure reduction. The success criterion for thc MSSVs is that onc of the main
stcam safety valves opens on a SG being supplied with fccdwater.

4.2.12 Alternate Feedwater (AltFW)

The Alternate Feedwater system uses the low prcssure condensate pumps to
provide an alternate method to supply SG cooling when main fcedwater is no
longer availablc and AF has failed. Per the Functional Recovery Proccdurc, thc
Control Room operator would have to reduce thc pressure in one SG to less than
approximately 500 psia using thc TBVs or ADVs. The condensate pumps are then
aligned through thc three low prcssure heater trains, one of two FW pump bypass
valves, and thc high pressure heater bypass valve to,thc SG.

This task requires operator actions that take place outside of the Control Room.
The condensate pumps take suction from the hotwell; over thc long term, hotwell
makeup must occur from thc Condensatc Storage Tank (CST).

The success criterion forAltFWis that at least one condensatc pump is aligned and

„supplies flow to onc SG prior to core uncovery.

42.13 RCS Pressure Control

Following a steam generator tube rupture, in order to reduce thc leakage from the
primary to the secondary, RCS pressure must bc reduced to shutdown cooling
entry conditions. To perform this function, RCS pressure control must be
maintained. Main Spray, which requires Reactor Coolant Pump operation, is not
crcditcd in the analysis. It is conservatively assumed„that subcooling willnot be
adequate'to'operate RCPT Therefore', either'auxiliary,. pressurizer"sprays or
pressurizer vents can bc used to reduce pressure. Auxiliaryspray is supplied by the

charging pumps and is manually controlled. Pressure can also bc reduced by
opening thc pressurizer vents. There are two pressurizer, vent flowpaths on the top
of the pressurizer. Flow through either linc can be established by opening two or
three (depending on the path) solenoid valves from the Control Room. Using
auxiliary spray or opening the pressurize'r vents performs„two functions: (I)
reduces RCS prcssure and thus the leak, rate and (2) allows.thc level in the
pressurizer to rise (increase makeup from HPSI) so'that HPSI can be throttled to
control RCS inventory. Until HPSI is throttled, RCS de-pressurization is not
possible.

4.2.14 Shutdown Cooling (SDC)

Shutdown Cooling can be used to remove decay heat from thc RCS, once thc plant
has been cooled to 350'- F and de-pressurized to 400 psia. It is only credited for
Steam Generator Tube Rupture, sin'cc thctc is a significant likelihood that complete
RCS dc-pressurization would be required to terminate thc loss of RCS inventory.
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Each LPSI pump is aligned to take suction from a hot-lcg through thc three SDC
suction isolation valves. Injection into thc RCS is then accomplished via thc SDC
heat exchangcrs through thc normal LPSI injection lines. SDC rcquircs at least onc
LPSI pump to recirculate RCS water through at least one injection line.

A Containmcnt Spray pump can bc used in place of a LPSI pump. However, itwas
found to be not ncccssary to credit this in thc analysis.

42.15 Steam Generator Blowdown (BD)

Blowdown is normally operating prior to thc reactor trip, but the blowdown
containment isolation valves are isolated on a SIAS, AFAS or MSIS. On a Steam
Generator Tube Rupture event, thc operator is dircctcd to isolate the ruptured SG
and to use blowdown to prevent overlilling it. Either abnormal or high rate
blowdown can be used to reduce thc lcvcl. Ifblowdown functions correctly, an
almost normal shutdown can be maintained. Ifthc blowdown system cannot be
used, the operator must stcam the ruptured SG using ADVs or TBVs'to reduce SG
level, which can lead to an unisolable SG leak from thc ruptured gcncrator ifan
ADV fails to close.

42.16 Containment Spray System (Containment Heat Removal)

On a Medium or Large LOCA, the Containment;Spray-(CS)'system is
automatically started by a Containment Spray Actuation Signal (CSAS) from
ESFAS. Thc CSAS actuates at 8.5 psig in the containmcnt and opens both spray
isolation valves. (Thc Containment Spray pumps should have started on a SIAS.)
Water is then supplied from the RWT to thc spray rings in thc containmcnt dome.
On a RAS, thc CS pumps continue to run with their suction source switching to the
containmcnt sump. In the recirculation mode, cooling is required from thc SDC
heat exchangcrs, which are cooled by the Essential Cooling Water systems. This is
the decay heat removal mechanism. The CS system is considered successful when
at least one CS pump supplies cooled containment sump water to the spray rings
during the recirculation'mode."A-LPSI pUmp'can be used in pl'ace of a Containmentt, i
Spray pump. However, it was found to be'not necessary to credit this in thc
analysis.

Containment Spray as required for maintaining containment integrity is discussed
in Section 11.

Rev. 0 4/7/92 4.2 Mitigating System Requirements 4-16



Small LOCA Event Tree

4.3 Event% ee Sequence Determination

This section describes each core damage sequence for each event tree utilized in
thc PVNGS PRA. Some event trees are unique to particular initiators, while some
are more generic and are utilized for two or more initiators, such as the Grouped
Transients event tree.

First, the initiator is described, along with the systems required to mitigate it. Then
each accident sequence is described, followed by an explanation ofeach top event
in the event tree and the success criteria for each of those top events.

One or more top events in each event tree may be combinations of functions and

systems required to perform those functions. For example, Secondary Cooling
includes two means ofproviding feedwater to the steam generators and up to three
means of relieving steam. Both means of feeding or all three means of steaming
must fail to fail the top event. Combinations of successes and failures are handled

by means of top logic fault trees, which in turn call the appropriate system fault
trees, and in some cases, contain logic "switches" to activate or deactivate
particular sections of the fault tree, as appropriate to the event under consideration.
The Top Logic fault trees are shown as Figures 4.3-11 through 4.3-18.

Finally, major assumptions that went into the accident sequence quantification and

major dynamic human actions within the event and fault trees are delineated.

Plant Damage States and Containmcnt Response are discussed in Section 11.

4.3.1 Small LOCA Event Tree

The Small LOCA event tree (Figurc 4.3-1) applies to all reactor coolant system

(RCS) ruptures inside containmcnt, which have an equivalent break diameter of
0.38 to 3.0 in. Breaks up to 3.0 in. in diamctcr do not pass enough water to remove
core decay heat. Secondary cooling is therefore required. RCS pressure is not
expected to drop to the Safety Injection Tank pressure; early core uncovery is not
expected.

The preferred systems required to mitigate a Small LOCA are the RPS for reactor

trip, High Pressure Safety Injection, Auxiliary Fccdwater, and some means of
secondary steam removal. Once the RWT inventory is depleted, the coolant must
be recirculated from the containment sump. Hot-leg injection during long-term
cooling is not required. (Boron precipitation is not expected, since prolonged loss

of subcooling and boil-offdoes not occur) IfHPSI fails or is not available, a rapid
RCS deprcssurization can allow the LPSI system to be used to provide injection
into the RCS. This dynamic human action is in the Functional Recovery
Emergency Operating Procedure.

4.3.1.1 Sequence Description
Refer to Figure 4.3-1, for a logic diagram of the Small LOCA Event'I?ee.

Following the initiating event, the rcac'tor would be expected to trip on low
pressurizer prcssure or Low Departure from Nucleate Boiling Ratio (DNBR).
Failure of reactor trip with HPSI success is covered in detail in thc ATWS event
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tree. However, ifthe reactor fails to trip, HPSI is required immediately for Small
LOCA and Steam Generator Tube Rupture initiators, as opposed to within 1 hr.

following a transient-induced LOCA as modelled in the ATWS event tree. This
leads to early core damage.

Following successful reactor trip, the makeup of RCS inventory via HPSI is
required. IfHPSI were to fail, it is possible to de-pressurize the RCS through a

rapid cooldown from the secondary side to a prcssure low enough to allow Safety
Injection Tank injection and ultimately Low Pressure Safety Injection. Long-term
secondary heat removal is rcquircd, and is also included under the De-pressurize

top event.

IfHPSI is successful, secondary cooling is necessary for heat removal. Allmeans

of steaming and feeding the steam generators are covered under the Secondary
Heat Removal top event.

Once the contents of the Refueling Water Tank (RWT) are injected into the RCS
via HPSI, High Pressure Recirculation (HPSR) is necessary for continued
inventory makeup. IfHPSR fails, Low Pressure Recirculation (LPSR) may be used

ifthe RCS can bc rapidly dc-prcssurizcd as discussed above. Failure to de-
prcssurize or to achieve recirculation leads to core damage, since inventory
makeup cannot occur.

Had HPSI initially failed and de-pressurization and LPSI were successful, Low
Pressure Safety Recirculation (LPSR) from the containment sump would be
necessary to continue inventory makeup. IfLPSR fails, the core willnot remain
covered.

The five core damage sequences then are as follows:

a) Reactor Trip failure, HPSI failure

b) HPSI failure, de-pressurization or LPSI failure

c) HPSI failure, de-pressurization and LPSI success, LPSR failure

d)'HPSI'success;secondary cooling failure',": ', "-

')

HPSI success, secondary cooling success, HPSR failure, de-
pressurization, LPSR failure.

43.1.2 Small LOCA Sequence Elements

4.3.1.2.1 Small LOCA Initiators,
Section 6.1.3 shows the calculations, used in determining the Small LOCA
initiating event frequency. Small LOCAs outside ofcontainment are treated under
the Interfacing LOCA - Event V-Sequence (Section 6.1.3.3). Transient-induced
LOCAs are treated separately in the event tree for that initiator. These initiators
include Grouped Transients, Loss of Main Feedwater, and Station Blackout.

4.3.1.2.2 Reactor Trip
On a Small LOCA, the RPS willgenerate a reactor trip signal on low pressurizer
pressure, Low DNBR (a CPC trip). Success criteria is that all but one CEA fully
inserts into the reactor core in response to a trip condition.

Rev.0 4/7/92 43 Event Tree Sequence Determination 4-18



Small LOCA Event Tree

4.3.1.2.3 High Prcssure Safety Injection (HPSI)
Thcrc arc two HPSI trains, and success is defined as injection of RWT water by at
least one pump via at least three of thc six HPSI lines that fccd thc three RCS cold-

lcgs unaffcctcd by the LOCA. (It is assumed the LOCA occurs in a cold-leg.) This
is thc design basis of HPSI for a Laigc LOCA. It is a conservative requirement for
a Small LOCA, bccausc HPSI is only performing an inventory makeup function,
not a heat removal function. The HPSI system injects water into the RCS when
RCS prcssure is below thc HPSI pump shut-off head (approximately 1900 psig).

4.3.1.2.4 Secondary Heat Removal
Refer to the Steam Generator Heat Removal 'Ibp Logic fault tree, (Figure 4.3-11).

Following a Small LOCA event, fcedwater must be supplied to the stcam
generators in order to remove decay heat from the RCS in conjunction with the
break flow. Also, steam must be vented from the steam generators in order to
rcmove heat from the RCS and to prevent steam generator overfill. Scvcral means

to accomplish thcsc functions exist. Each is described below. Thc time available
for initiating auxiliary or alternate fccdwater is dependent upon whether main
feedwater is available after the trip. IfFW is availablc following thc trip, it is

. assumed to be available for at least 30 min.

Palo Vcrdc expericncc shows that ifFW is available immediately post-trip, it will
remain available for a considerable length of time. The FW pumps are not
shutdown uniil a source of auxiliary feedwater is operating satisfactorily. See

Section 7.4 for a discussion of FW availability and dynamic operator actions
involved with Auxiliaryand Altematc Feedwatcr.

xiii F w r A

The Auxiliary Fccdwater (AF) system may be actuated automatically by the
Enginccrcd Safety Features Actuation System (ESFAS) or started manually by the

Control Room operators in accordance with the safety function liow chart in the

Emergency Operating Procedure. The operator's first choice willbc the Train.N
AF pump ifno MSIS has oc'curred and it functions properly.,The. operator's next
choice is the Train B electric pump followed by the Train A turbine-driven pump.
Only Train A and B pumps actuate automatically. Core uncovery does not occur
for 60 min. without FW, and not for 100 min. ifit is availablc for 30 min. However,
in order to ensure negligible likelihood of a stuck open pressurizer safety valve
(PSV), operator action to align Train N AF pump is limited to 35 min. without FW
and 70 min. with FW. Thc success criterion is that AF flow must be delivered to
one stcam generator from one of the three AF pumps....

1 F w F
IfAF fails, it is still possible to deliver water to the steam generators from the low
pressure condensate pumps. The operator must reduce the secondary pressure to
below the shut-oK head of the pumps using thc Turbine Bypass or Atmospheric
Dump Valves. This dynamic human action is in thc Functional Recovery
Emergency Operating Procedure, 41RO-IZZ10.

For Alternate Fcedwater, feeding may begin as late as the initiation of core
uncovery; however, thc analysis accounts for thc possibility that a stuck open PSV
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leads to an induced Small LOCA. This implies that credit has been taken for
feeding a dried out steam generator. Feeding a dry SG has bccn analyzed by
Combustion Enginccring (C-E) and found to be acccptablc for a limited number of
times.

The success criterion for Altcmate Fccdwater is that Aow bc delivered from one of
three condensate pumps to one steam gcncrator within 60 min.-if FW is not
initiallyavailable, or 100 min. following thc loss of fcedwatcr."

rin B Vl BV

Thc preferred means of removing secondary steam is via the TBVs. These valves
have automatic control and their usc conserves water inventory and minimizes
unmonitored radioactive rclcases due to SG tube leakage. Six of thc eight TBVs
discharge to thc condenser while two vent to atmosphere. The success criterion for
this element with successful HPSI is that at least one of the eight TBVs is opened
as nccded to vent secondary stcam. Ifa rapid de-prcssurization upon HPSI failure
is necessary, two valves are required.

m ahri Dm Vlv DV

The ADVs are the means of SG stcam relief credited in thc Safety, Analysis. The
success criterion for this element is that onc of the two atmospheric dump valves is
opened as needed to vent steam from a SG receiving AF flow with successful
HPSI.

in m v V

Ifthe ADVs and TBVs fail, the steam generator pressure will increase until the
Main Steam Safety Valve setpoint of 1250 psig is reached. Thc MSSVs willthen
begin to cycle to maintain the stcam generator pressure in a narrow band around
the setpoint pressure. The success criterion is that one of thc ten MSSVs opens
from'a'SG'receiving'AF liow A'Itemate feedKatcr'canrio't'k used ifthe MSSVs are '-
the only means of steam relief.

4.3.1.2.5

4.3.1.2.6

High Prcssure Safety Recirculation (HPSR)

Following injection of the RWT water into the RCS, a RAS is generated to switch
thc suction of the HPSI pumps from the RWT to the containment sump. RAS
occurs several hours after a Small LOCA,'epending on brcak size.,The success
criterion for HPSR is that'at least onc HPSI pump provides How. from the sump to
thc RCS through at least three cold-leg injection lines.

I

Dc-pressurize RCS, Inject with SITh and LPSI

Refer to the Low Prcssure Injection Top Logic fault tree, Figure 4.3-12.

Ifthe HPSI system does not function following a Small LOCA, thc LPSI system
can be used to provide injection ifthc RCS.is first rapidly dc-pressurized. This de-
pressurization can bc achieved by feeding and steaming both stcam generators
using AF and the ADVs, or TBVs at a rapid rate.
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Thc success criteria arc:

a) Operator action to start an aggressive cooldown must bc initiated within
15 min. following the Small LOCA brcak.

b) AF is supplied to both steam generators.

c) Steam is removed from both stcam generators using onc of two ADVs on

each generator or, ifa Main Steam Isolation Signal (MSIS) has not
occurred, at least two TBVs.

d) At least two of the four SITs supply water to thc RCS during thc cooldown

in order to keep thc core covered. This is conservative, since this amount

of inventory is thc design basis for thc SITs for Large LOCAs.

e) LPSI flow is delivered from thc RWT using one of two LPSI pumps
through at least onc LPSI injection linc.

4.3.1.2.7 Low Prcssure Safety Recirculation (LPSR)

IfHPSR cannot bc established and thc RCS has been dc-pressurized to usc LPSI,

the LPSI system can bc used in thc recirculation mode. Thc success criteria for this

clement are successful switchover of at least one LPSI pump suction to the

containment sump, manual restart of the LPSI pump (RAS shuts'down LPSI), and

the successful recirculation through at least one injection line.

49.1.3 Major Assumptions

The followingassumptions were made in developing thc Small LOCAEvent lice:

a) IfHPSI or HPSR fails, both steam generators'must be used for secondary

heat removal in order to depressurize the primary system below the LPSI

discharge head before core uncovery occurs.

b) AllHPSI flow from onc injection linc goes out of the brcak.

c) Operator failure to close the RWT suction isolation valves, once thc RAS

has opened the sumpcuction valves; does not impact any of the SI pumps,

since the pressure of water from the containment exceeds that from the

RWT.

d) The Containment Spray system is not required for core heat removal. All
necessary core heat removal is accomplished via the steam gcncrators.

e) No credit was taken for the use of the Main Feedwater (FW) pumps to

provide long-term secondary side heat removal.

f) Hot-leg injection is not required for Small LOCAs, since RCS steaming,

which could precipitate boric acid, does not occur for breaks within the

Small LOCA range (subcooling is restored).

43.1.4 Major Dynamic Human Actions

Two major dynamic human actions are credited for Small LOCA:

a) Rapid,de-pressurization of the RCS upon HPSI or HPSR failure so that

LPSI and/or LPSR may be used.

b) Alignment of Alternate Feedw'ater for secondary cooling should AF fail.
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Other important operator actions are assumed to bc successful, such as throttling
HPSI flow when conditions so warrant and properly controlling SG steaming and
fccding rates to maintain steady and stable heat removal. Thc latter is routine, and

is done following any transient-induced reactor trip. Throttling HPSI applies to
Small LOCA, SGTR, and various over-cooling transients. Although not as routine
as controlling steaming and feeding, it is a.well rehearsed procedure.

49.2 Medium LOCA Event'Bee

Thc Medium LOCA event tree (Figurc 4.3-2) applies to all reactor coolant system
ruptures inside containment that have an effective equivalent brcak diameter
bctwecn 3.0 and 6.0 in.

A Medium LOCA encompasses a range ofbrcak size large enough to provide con
decay heat removal via thc brcak, but for which RCS prcssure does not dccreasc to
the shut-off head of the LPSI pumps until several hundred seconds into the
accident. The core is quenched primarily by the SITs and thc HPSI pumps. Reactor
trip is required for reactivity control.

The systems required for response to a Medium LOCA include thc SI'8, the High
Pressure Safety Injection system (HPSI), and the Reactor Protection system (RPS).
Thc HPSI pumps are also required for HPSR and hot-leg injection (HLI)during the
long-term cooling phase. After the initial injection, long-term cooling is initiated.
For Medium LOCAs, Shutdown Cooling (SDC) conditions cannot be established.
Therefore, Large Break LOCA procedures are followed and simultaneous hot and
cold-lcg injection is used to cool the core and prevent excessive boron
concentration. Long-term recirculation cooling is provided by thc containment
spray pumps aligned to the SDC heat exchanger. Containment Response is covered
in Section 11.

49.2.1 Sequence Description
»s» ".; ~yew . sm-,~»» A v owe", st» .c».; . s a'» s. »c~

Following the initiating event, the first action called f'ris Reactor Trip, so that heat'
from fission is terminated quickly. Failure of reactor trip is covered in detail in the
ATWS event tree, Section 4.3.11.

Due to the rapid de-pressurization of the RCS, the Safety Injection Tanks (SPA)
are called upon to keep the core covered until High Prcssure Safety Injection
(HPSI) can commence. SIT failure is assumed to,lead to core damage.

» \

HPSI is required to supply inventory makeup as well as core cooling. HPSI failure
leads to core damage.

Once the contents of the Refueling Water Tank (RWT) are injected into the RCS,
suction for the HPSI pumps must switch to the containmcnt sumps to establish
High Pressure Safety Recirculation (HPSR) for long-term core cooling.
Containmcnt Spray (CS) is also required to provide the actual heat rejection path
through thc Shutdown Cooling Heat Exchangers followingestablishment of sump
recirculation. This is called Containmcnt Spray Recirculation (CSR). Failure of
either HPSR or of CSR leads to core damage.
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Bccausc thc RCS could remain in a saturated condition for an extcndcd period of
time, boric acid would concentrate and prccipitatc out of solution, which would
have a dctrimcntal effect on heat transfer. Therefore, HPSI hot-lcg injection (HLI)
is required. Failure of HLI is assumed to lead to core damage.

Thc accident scqucnces then are:

a) Failure of SITs

b) SIT success, HPSI failure

c) SIT success, HPSI success, HPSR or CS failure

d) SIT success, HPSI success, HPSI and CS success, HLI failure

43.2.2 Medium LOCA Event%.ee Elements

4.3.2.2.1 Medium LOCA Initiators
Section 6.1.3 shows thc calculations used in determining thc Medium LOCA
initiating event frequency. The Medium LOCA initiator is a random RCS pipe
brcak.

4.3.2.2.2 Reactor Trip
Following a Medium LOCA, thc RPS should gencratc a reactor trip signal on low
pressurizer pressure.

4.3.2.2.3 Safety Injection Tank (SIT) Injection
The Safety Injection Tanks provide the initial injection of boratcd water needed to
cool thc core following a Medium LOCA. It is assumed that thc contents of one

SIT arc lost through the RCS break. Thc success criterion for SIT injection is that
two of thc remaining thrcc SITs inject coolant into thc two intact RCS cold-legs.

4.3.2.2.4 High Prcssure Safety Injection (HPSI)
HPSI success is defined as at least one HPSI pump injects water via at least three
of the six unaffected'HPSI'injection

lines.'.3.2.2.5

Core and Containment Heat Removal

Refer to thc High Pressure Recirculation Heat Removal Top Logic fault tree,
(Figure 4.3-13)

Following injection of thc RWT water into the RCS, a RAS is generated to switch
the suction of the HPSI and CS pumps from thc RWT to the containment sump.
RAS also turns off the LPSI pumps."Recirculation of the RWT water in the
containment sump using the HPSI pumps provides long-term core cooling. The
success criterion for HPSR is that at least one HPSI pump provides flow from the

sump to the RCS through at least three of the six unaffected injection lines. (Two
injection points, one from each pump, are assumed unavailable due to the pipe
brcak location.) Containment cooling via thc Containmcnt Spray (CS) pumps is

required in order to reduce the containment prcssure and to cool the sump water
injected into the RCS. Thc success criterion is the recirculation of containmcnt

sump water by at least one containment spray pump via the train-related SDC heat

exchanger.
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4.3.2.2.6 Hot-Lcg Injection

Following a period ofcold-Icg injection after a Medium LOCA, hot-lcg injection is
nccdcd to provide circulation through thc core so that boron precipitation is
prcvcntcd. Bctwecn 2 and 3 hrs. post-LOCA, the operators are directed by the
LOCA procedure to open thc hot-leg injection valves from thc Control Room. The
success criteria are: the operator properly aligns thc system and onc of two hot-leg

- injection lines provides flow from an operating HPSI pump.

492.3 Major Assumptions
The following assumptions were made in developing thc Medium LOCA Event
Tree:

a) A cold-leg break is assumed, with all of thc rclatcd SIT and HPSI flow lost
out thc break

b) LOCAs within this brcak range rcmove enough decay heat via the brcak
(once through cooling) so that secondary heat removal is not rcquircd

c) IfHPSI fails, HPSR is assumed to fail

d) Failure ofHPSI or HPSR (except injection valves) results in failure ofhot-
'cginjection because HLI relies on thc HPSI system

e) No credit is given for RCS de-pressurization for LPSI following a HPSI
failure because ofthc short period of time availablc foroperator action due
to rapid voiding in the core.

49.2.4 Major Dynamic Human Actions

Thc only major dynamic human action modeled is the operator action to align hot-
leg

injection.'9.3

Large LOCA Event '&ee

The Large.LOCA event-tree (Figure 4;-3-3) applies to all RCS ruptures"inside; "
containmcnt that have an effective break diameter greater than 6.0 in. This includes
the design basis accident, double-cndcd guillotine brcak in a reactor coolant cold-
leg pipe.

The Large LOCA's a severe event in which blowdown of the reactor coolant
system occurs within seconds to a few minutes. The SITs refill thc reactor vessel
downcomcr, and the,LPSI pumps maintain water in the'reactor vessel. Because of
rapid de-pressurization, the nuclear reaction is quickly sh'ut down due to voiding in
the core region. A reactor trip is not required for this event.

Continued subcriticality is assured by the boron concentration in the injected water
of the SITs and LPSI system. The injection phase lasts approximately 20 min.
Following initial cooling of thc core via injection, long-term cooling is required.
For Large LOCAs, RCS pressure remains below 538 psi and shutdown cooling
conditions cannot be established. Therefore, simultaneous hot and cold-leg
injection with HPSI recirculation (HPSR) is used to cool the core and flush boron
from the system, with long-term sump inventory cooling performed via
containmcnt spray recirculation through the Shutdown Cooling Heat Exchangers.
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439.1 Sequence Description
Following thc initiating event, the SITs arc immcdiatcly called upon to quench the

rapidly voiding core region. Failure of SITs leads to carly core damage.

IfSITs are successful, Low Pressure Safety Injection (LPSI) is required to provide
sufficient makeup water to kccp the core covered in thc injection phase. HPSI docs

not have adequate capacity to provide injection for Large LOCAs.

When the contents of the RWT have been injcctcd, a RAS occurs switching HPSI

and CS pump suction to the containmcnt sumps. LPSI pumps are automatically
shut down. HPSR is required to recirculate water, to the RCS, while CS is
necessary to protect containment integrity and provide the heat rcjcction path
through the Shutdown Cooling Heat Exchangcrs.

IfHPSR fails, the LPSI pumps may be availablc to carry out thc same function. If
,LPSR also fails, thc core cannot be cooled.

IfHPSR and Containment Spray are successful, Hot-Leg Injection (HLI)must be

cstablishcd to prcvcnt boron precipitation. Procedures direct thc operators to
initiate HLIbetween 2 and 3 hrs. after the LOCA occurs. Failure to establish HLI
is assumed to lead to core damage.

The five core damage sequences then are:

a) SIT failure

b) SIT success, LPSI failure

c) SIT success, LPSI success, HPSR or CS failure, LPSR or CS failure

d) SIT success, LPSI success, HPSR failure, LPSR success, HLI failure

e) SIT success, LPSI success, HPSR and CS success, HLI failure

433.2 Large LOCA Event 1?ee Elements

4.3.3.2.1 LargeLOCA=Initiators -" '
Section 6.1.3 shows the calculations used to determine the L'atge

LOCA'initiating'vent

frequency. Large LOCA is initiated by random RCS pipe breaks of at least 6-

in. equivalent diameter. Reactor vessel breaks of a size and location that are within
the capabilities of the ECCS are included in this initiator. Containment Response is

discussed in Section 11.

4.3.3.2.2 Safety Injection Tank (SIT) Injection
The Safety Injection Tanks provide the initial injection of borated water needed.to

cool the core followinga Large LOCA..Since break location is unknown, but could

be in a cold-leg,.it is conservatively assumed that one SIT is lost out thc break. Thc
success criterion.for SIT injection is that two of the remaining three SITs inject
borated water into two intact RCS cold-legs.

4.3.3.2.3 Low Prcssure Safety Injection (LPSI)
LPSI keeps the core covered and provides core cooling following a Large LOCA
and SIT injection until inventory losses out thc break and RCS boil-oQ'an be

matched by the HPSI recirculation cooling.'The success criterion forLow Prcssure
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Safety Injection is one of two LPSI pumps must deliver flow to thc RCS through at
least onc of the unaffecte cold-legs, which is consistent with thc design basis for
thc ECCS. For Large LOCAs, HPSI does not provide suAicicnt inventory makeup
to prevent core uncovery and provides negligible cooling carly in thc cvcnt.

4.3.3.2.4 Core and Containmcnt Heat Removal using HPSR and CSR.

Reference High Pressure Recirculation Heat Removal'Ibp Logic fault tree, (Figure
4.3-13).

Following injection of the RWT water into the RCS, a RAS is gcncratcd to switch
the suction of the HPSI and CS pumps from the RWT to the containmcnt sump.
RAS occurs approximately 20 min. after a Large LOCA. The RAS secures the
LPSI pumps and opens the sump isolation valves so that the HPSI and CS pumps
can take suction from thc sump.

I

The success criterion for core cooling is that at least one HPSLpump provides flow
from the sump to at least three unaffected HPSI cold-leg injection lines.

Containmcnt cooling via the CS pumps is required in order to reduce the
containment pressure and to cool the sump water injected into the RCS. The
success criterion is thc recirculation ofcontainment sump water by at least one CS
pump via the train-related SDC Heat Exchanger. This is thc design basis for the CS
system. Failure of containment cooling is assumed to lead to core damage.

04.3.3.2.5 Core and Containment Heat Removal using LPSR and CSR

Reference the LPSR and Heat Removal-Large LOCATop Logic fault tree, (Figure
4.3-14).

IfHPSR is unsuccessful, it may bc possible to align LPSR. LPSI pumps can be
restarted by the operator to provide Low Pressure Safety Recirculation (LPSR).
The success criterion for LPSR requires that the operator restarts at least one LPSI
pump,.which. takes suction. from the. containment sump and injects-into-the RCS'"
through one cold-leg. This is directed by the Functional Re'cov'ery Emergency
Operating Procedure.

Containment cooling via thc CS pumps is required in order to reduce the
containment pressure and to cool thc sump water injected into the RCS. The
success criterion is the recirculation ofcontainmcnt sump water by at least onc CS
pump via thc train-related SDC Heat Exchanger..'

4.3.3.2.6 Hot-Leg Injection

Between 2 and 3 hrs. post-LOCA, hot-leg injection is initiated from thc Control
Room. The success criteria are the operator properly aligns the system and at least
one of two hot-leg injection lines provides flowto thc RCS from an operating HPSI
pump.

439.3 Major Assumptions and Dependencies

Thc following important assumptions werc made in the dcvclopmcnt of the Laq;e
LOCA Event Tree:
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a) Due to rapid de-pressurization, the nuclear reaction is quickly shutdown
due to voiding in the core region followed by quenching with borated
water. Reactor Trip is therefore not required for Large LOCAs

b) LOCAs within this break range remove enough decay heat via the brcak so
that secondary heat removal is not required

c) Failure of HPSR due to failure of the HPSI pumps to provide flow results
in failure of hot-leg injection because both rely on thc HPSI pumps.

439.4 Major Dynamic Human Actions
Thc only major dynamic human actions modeled are:

a) Alignhot-leg injection

b) Utilize Low Prcssure Safety Recirculation should HPSR fail.

4.3.4 Steam Generator Tube Rupture Event Tree

The Stcam Generator Tube Rupture (SGTR) event tree (Figurc 4.3P) applies to
the rupture ofone or more tubes in onc steam generator causing primary coolant to
leak to the secondary side. Credible tube failures range in severity from leak rates
of a fcw to several hundred gallons per minute for the guillotine rupture of several
tubes. The event chosen as representative of this range is the complete severance of
a single tube, resulting in a leak rate of about 400 gpm at normal RCS and
secondary-system conditions. This choice was made on thc basis that less than
complete failure will result in much smaller leak rates, generally within the
capacity of the normal makeup system, and a fairly normal shutdown can take
place. Multiple-tube failures, on the other hand, were not explicitly addressed,
because they arc much less likely, and because the success criteria for systems
called upon to respond are substantially the same as those for the failure of a single
tube. In fact, multiple-tube failures may aid in de-pressurizing the RCS, a

necessary action in recovering from a tube failure.

A stcam generator tube rupture event begins as a,brcach of, the primary, coolant
barrier between the RCS and the secondary side of the stcam generator. Primary
system pressure (nominally 2250 psia) is initiallymuch greater than the steam
generator prcssure (nominally 1070 psia), so RCS water flows from the primary
into the secondary side of the affected steam generator at approximately 400 gpm.
Ifleakage exceeds the capacity of the Charging system, 132 gpm (CVCS), RCS
inventory willcontinue to decrease and eventually an automatic reactor trip signal
on low pressurizer or loss of subcooling willoccur.

Following the reactor trip, core power rapidly decreases to decay heat levels, steam

flow to the turbine is terminated, and the Turbine Bypass Valves (TBVs) actuate to
dump steam to the condenser to establish no-load coolant temperatures in the
primary system. Ifthe Turbine Bypass system is unavailable, MSSVs would liftto
relieve steam pressure. Thc Fcedwater Control system throttles FW Qow in
response to the reduced steam flow. IfFW flow is interrupted, the AF system
would bc automatically actuated on low steam generator level or it could be

manually actuated; Eventually, manual action is required to adjust AF Qow to
maintain proper level in the steam generators. If, at this point, thc TBVs were

Rev. 0 4/7/92 43 Event Tree Sequence Determination 4-27



Steam Generator Tube Rupture Event Tree

unavailablc, the operators would open one ADVon each steam generator to initiate
plant cooldown.

A SIAS occurs on low pressurizer prcssure shortly after the reactor trip. On SIAS,
two of the four RCPs (one in each loop) would be manually tripped. IfRCP
operating limits were not met or ifsubcooling were lost, the" remaining two RCPs

would also bc tripped. (Two of the RCPs would be restarted ifand when restart
criteria were met.)

Following reactor trip, initiation of plant cooldown, and safety injection, the
operators would identify and isolate the steam generator with the tube rupture.
Indications used to identify the ruptured generator are blowdown process radiation
monitor alarms and main steam line area radiation alarms. Chemical analyses for
radionuclides and boron in the secondary water are used for confirmation. The
actions involved in isolation include closing the appropriate MSIVs, ADVs and
MFIVs. Steam generator blowdown and steam drains are verified to be isolated by
SIAS. (SG blowdown is later used to reduce/control SG level.)

Operators must also act to stabilize the RCS and cooldown, and de-pressurize it to
a prcssure slightly above the pressure in thc ruptured stcam generator to minimize
or terminate the flow of reactor coolant to the ruptured SG. RCS pressure is kept
slightly above that in thc ruptured generator to prevent reverse flow and potential
dilution of boric acid in the RCS and to maintain subcooling. The RCS is cooled
down by secondary heat removal via the intact steam generator. Thc pressurizer
main spray (ifthe RCPs are running), auxiliary spray, or pressurizer vents can be
used for RCS pressure control and de-pressurization. When pressurizer level and

subcooling rcquircmcnts are mct, the operator would throttle the HPSI flow to
prevent repressurizing the RCS and increasing the leak rate to thc secondary
system.

After thc ruptured SG is isolated, its level willcontinue to increase as long as there
is a non-zero leak rate. To prevent overfilling the affected SG, it willbe necessary
to occasionally drain the steam generator via the blowdown system or, ifthc
blowdown system.is,unavailablc, dump. steam. to the. condenser, ifthe TBVs are

available, or to the atmosphere using the ADVs.

With thc RCS stabilized and the ruptured generator isolated, the RCS willbe
cooled down and de-pressurized to shutdown cooling entry conditions (350' and

400 psia). Thc Shutdown Cooling system would be aligned and started, and the
plant would be taken to cold shutdown. During the cooldown to shutdown cooling
entry conditions, thc RWT and Condensate Storage Tank (CST), levels must be
monitored to ensure adequate inventory for the cooldown. Ifduring the transient
RCS, pressure cannot be reduced within approximately 20 hrs., RWT water would
be depleted.

4.3A.I Sequence Description
Reactor trip is demanded first following a SGTR. Breaks up to 3.0 in. in diamctcr
do not pass enough water to remove core decay heat. Secondary cooling is
therefore required. RCS prcssure is not expected to drop to the Safety Injection
Tank pressure; carly core uncovery is not expcctcd. Ifreactor trip is successful,
HPSI is required for RCS inventory makeup. IfHPSI fails, operator action to
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cooldown and de-pressurize the RCS through a rapid secondary cooldown by
steaming and feeding both steam generators is necessary. (See the Low Prcssure
Injection Top Logic fault tree, Figurc 4.3-12). Failure to de-pressurize results in
core uncovery. Ifde-pressurization is successful, shutdown cooling is called for to
allow complete RCS de-pressurization (by bringing the plant to cold shutdown),
thus terminating the loss of coolant to the secondary side. Ifshutdown cooling
fails, low pressure injection can continue indefinitely, provided the RWT is
refilled. Failure to refill the RWT leads to core damage.

IfHPSI is successful, cooling the intact steam generator is necessary fordecay heat
removal. Ifthe intact SG cannot be cooled, core damage results, since insuAicient
heat is removed through the ruptured tube, and cooling via the ruptured SG is not
credited.

With successful heat removal from the intact SG, the ruptured SG must be isolated
and stabilized at a prcssure less than the MSSV setpoint (1250 psig) to stop the loss
of RCS inventory. Ifthis is not successful, thc RCS must be de-pressurized to
shutdown cooling entry conditions in order to terminate the leak. IfSDC cannot be
successfully achieved, core damage can still be averted by rcfilling the RWT to
maintain long-term inventory control.

The six core damage scqucnccs then are:

a) Failure of Reactor Trip, HPSI failure

b) HPSI failure, RCS de-pressurization failure

c) HPSI failure, successful RCS de-pressurization with LPSI injection,
failure of shutdown cooling, failure to refill thc RWT

d) HPSI success, failure to cool the intact SG

c) HPSI success, successful cooling of intact SG, failure to isolate ruptured
SG, failure to dc-pressurize for SDC, failure to refillRWT

f) HPSI success, successful cooling of thc intact SG, failure to isolate the
ruptured SG; sue'cessful'dc-pressuri'zation', failure of SDC, failure to refill"
thc RWT.

4.3.4.2 SGTR Event Tree Elements

4.3.4.2.1 Steam Generator Tube Rupture Initiators

Stcam generator tube ruptures include thc failure of one or morc steam generator
tubes in onc steam generator, such that the total leak flowratc exceeds the capacity
of the charging system (132 gpm). Sce Section 6.1.3 for a discussion on
determination of SGTR frequency.

4.3.4.2.2 Reactor Trip

On a SGTR, the RPS willgcncrate a reactor trip signal on hot-leg saturation (CPC
trip), low DNBR, or low pressurizer prcssure. Failure to trip with HPSI success is

treated under the ATWS event tree. Failure to trip with HPSI failure is an early core

damage sequence.
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4.3.4.2.3 High Pressure Safety Injection (HPSI)
There are two HPSI trains. Success is defined as injection ofRWT water via one of
eight HPSI lines. The HPSI starts to inject water into the system when the RCS
pressure falls below the HPSI pump shut-off head (approximately 1900 psig).

4.3.4.2.4 Secondary Cooling to Intact SG

Sec the Steam Generator Heat Removal Top Logic fault tree, Figure 4.3-11

Following the reactor trip, the operators willrespond by establishing flow to both
SGs using AF and vent steam via the TBVs, ifavailable, or the ADVs until the
ruptured steam generator is identified and isolated. From that point, feeding and

steaming willonly be done with the intact SG. Use of the ruptured SG could result
in a release of radioactive material to the environment even without core damage.

The Emergency Procedures do not address using the ruptured steam generator for
plant cooldown. Each of the possible means of feeding and steaming the intact SG
is described below:

u xiii F w A

Thc success criterion for AF is defined as liowestablished.to the intact SG from at

least one of thc three AF pumps within 35 min. (Sce Section 4.3.1.2.4 for a more
complete discussion.)

1 rn F w r s m lFW
IfAuxiliaryFeedwater is not availablc, it may be possible to deliver water to the
intact steam generator from the low prcssure condcnsatc pumps. Thc operator will
have to reduce the secondary pressure to below 500 psig using thc TBVs or ADVs.
Thc actions required to align Altcmatc Fcedwater are described further in Section
7.4. The success criterion forAltematc Fecdwatcr is defined as the delivery of flow
from one of the low pressure condensate pumps to the intact SG within 60 min.
(Sce Section 4.3.1.2.4 for a morc complete discussion.)

rin B .Vlv BV
Th'e prefcrr'cd'path for venting stcam is through the TBVs to the condenser in order
to minimize radioactive rclcascs to the environment and conserve secondary
coolant. Thc TBVs are not credited ifa Main Stcam Isolation occurs, although
procedurally, thc operators would attempt to restore this means of cooling. The
success criterion for the TBVs is that at least one of eight TBVs operates. (Use of
one of thc six valves to the condenser is prcfcrrcd.)

A h ri D m Vlv ADV
Ifthe TBVs fail or are unavailablc, steam can be vented using the ADVs. These
valves arc remotely controlled from thc Control Room. The success criterion for
this element is that onc of two ADVs on the intact steam generator opens to vent
steam.

4.3.4.2.5 De-pressurize RCS, Inject With SITs and LPSI
If, following an SGTR event, the HPSI system docs not function, the LPSI system
can be'used to provide injection if the primary system can be rapidly de-
prcssurizcd. To achieve this, both steam generators must be used. This will result

Rev,0 4/7/92 4.3 Event Tree Sequence Determination 4-30



Steam Generator Tube Rupture Event Tree

in higher atmospheric radioactive releases, but willprevent core uncovcry. Refer to
Figurc 4.3-12, Low Prcssure Injection Top Logic Fault Tree.

Thc success criteria for this element are:

a) Operator action to start an aggressive cooldown is initiated within 15 min.
of thc SGTR

b) AF is supplied to both SGs

c) Steam is removed from both SGs using one of two Atmospheric Dump
Valves on each SG or two of eight TBVs

d) LPSI flow is delivered from the RWT using one of two LPSI pumps
through at least one LPSI injection line

e) At least two of four SITs supply water to the RCS during the cooldown in
order to keep thc core covered during de-pressurization.

4.3.4.2.6 Ruptured Steam Generator Isolated

This event is unique to thc SGTR event tree. It includes all sequences where,
following a SGTR, thc operator fails to control and eventually stop the leak of the
RCS inventory into thc ruptured SG. It is also includes secondary leaks, such that
a continuous blowdown of the ruptured stcam generator results. In the latter case,

it willnot be possible to minimize the prcssure differential between the RCS and

SGs. Ifthc operator is able to stop the RCS leak, then no further actions or system
responses arc required to prevent core damage. Ifthe operator is unable to stop the

RCS leak, then the operator would eventually run out of RWT inventory. Once
HPSI has no RWT water to inject, core uncovery willeventually follow. In order to
prevent this, thc operator will be forced to reduce thc RCS pressure and go on
Shutdown Cooling or refill thc RWT to continue HPSI.

Thc following paragraphs list the success criteria for proper response to a SG tube

rupture. Refer to Figurc 4.3-15 for the Unisolated Leak During SGTR Top Logic
fault tree.

Thc success criteria for reducing RCS pressure are:

a) Thc operator properly throttlcs HPSI based on maintaining satisfactory
subcooling and controlling pressurizer level, and utilizes both RCS and

SG prcssure control systems to reduce SG prcssure to less than the MSSV
sctpoint of 1250 psig

b) SG prcssure control systems function properly, i.e., onc of two ADVs or
onc of eight TBVs opens on demand,

c) RCS pressure control systems function properly, i.e., one of two Class IE
Pressurizer AuxiliarySpray valves, and at least one Chatting Pump or the

Class 1E Pressurizer Vent valves.

A ruptured SG is isolated by closing the MSIVs and by ensuring that the ADVs
and the MSSVs remain closed. The credible failure modes that result in an isolated

ruptured SG arc: a failure to close the MSIVs duc either to mechanical faults or
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human error, or failure of either an ADV or a MSSV to reclose after opening.
Spurious open failures of the ADVs and MSSVs are not modeled because of the
small probability of such an event occurring during the SGTR. Situations where
the ruptured SGs ADVs, or MSSVs are demanded and fail to reclose are more
likely and therefore werc considered, such as when TBVs fail or a spurious MSIS
occurs prior to RCS cooldown to a point where secondary pressure is less than the
MSSV setpoint.

The success criteria for isolating the ruptured SG arc:

a) IfTBVs are unavailablc, both ADVs and any MSSVs, which opened on a

prcssure transient, re-close

b) Both MSIVs close on demand

c) Operator properly isolates SG per procedure, specifically closing the
MSIVs.

Lvl n ll f rl 1 i

The Control Room operators arc instructed, pcr the Steam Generator Tube Rupture
rccovcry procedure, to isolate the ruptured SG and then use blowdown to keep the
SG level below 90% wide range. In the event that blowdown fails, the operator
would probably not open thc MSIV and would thus only have thc option of using
the ADVs to prevent overfilling the SG. Ifthe operator fails to use the ADVs, it is
assumed that the SG eventually willoverfill.

On a SG overfill, two events could occur that would unisolate the SG. First, the
stcam lines, which are not designed to carry water, could brcak under the dynamic
forces of the water in thc lines. (However, this was determined to have a low
conditional probability of 1E-3/event in NUREG-0844 Section 3.4.1.) Second, if
the steam line docs not rupture, then water would relieve through the MSSVs.
Since the MSSVs are designed for steam relief, one of the MSSVs could
eventually fail open duc to the water relief. It was therefore conservatively
assumed that the ruptured SG becomes unisolated with a probability of 1.0 on a SG
overfill.

Thc success criteria for preventing SG overfill are:

a) Thc operator initiates blowdown prior to overfill and

b) Thc blowdown system is available and operates properly;

or

a) Thc operator utilizes ADVs to steam the ruptured steam generator and

b) One of the two ADVs on the ruptured SG operates on demand.

4.3.4.2.7 De-pressurization to SDC Entry Conditions
If thc RCS leak to the ruptured SG continues, the Control Room operator will
attempt to go onto shutdown cooling. In order to perform this action, it is necessary
to dc-pressurize and cool thc RCS to 350' and 400 psia. Without the required
RCS prcssure control, this cannot be performed. To provide successful RCS de-
prcssurization, either the ADVs or TBVs on thc intact SG must bc used and
pressurizer pressure control must bc available to meet the HPSI throttle conditions.
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On natural circulation, with the AuxiliarySprays operating and AF to the intact
SG, the RCS can be brought down to SDC entry conditions within about 8 hrs.
Even using pressurizer vents for primary pressure control, thc RCS could be
cooled to SDC within 8 hrs. An additional 8 hrs. would bc required on SDC to
complete the cooldown to 212' and completely de-pressurize.

On a failure to establish RCS pressure control, thc operator would be required to
refill the RWT with borated water in order to continue RCS makeup via HPSI.

4.3.4.2.8 Shutdown Cooling
Shutdown Cooling is required following sequences involving HPSI failure and on
failure to terminate thc RCS leak. The SDC system utilizes LPSI pumps with a

shutdown cooling heat exchanger (SDCHX). To align one LPSI pump, the
operator must open three SDC isolation valves and align the LPSI discharge
through the train-related SDCHX.

Thc success criterion for SDC is successful alignment of at least one LPSI pump
through the train-related SDCHX to at least one injection header.

4.3.4.2.9 Refill thc RWT

Ifthcrc is an unisolable path from the ruptured SG and SDC is not successfully
achieved, there will bc continuous leakage from primary to secondary. This
leakage will eventually deplete the RWT inventory. Depletion of the RWT
inventory will lead to core uncovery and core melt, since coolant lost via the tube
rupture does not find its way to thc containment sumps. To prevent this, the RWT
inventory must be replenished. However, the RWT contains at least 600,000
gallons; its depletion is unlikely before any necessary equipment repairs could bc
doric.

Additional inventory can be supplied to thc RWT from the Spent Fuel Pool via the
Boric Acid Makeup Pumps, from the Hold-up Tank via the Hold-up Tank Pumps,
from the Reactor and Equipment Drain Tanks using the Reactor Drain Pumps, or it
can bc batchcd using the boric acid batch tank with the Reactor Makeup Water

Pumps supplying'water from'hc'Reactor Makeup Water Tank. Siric'e"the fastest

and easiest method of replenishing the RWT is to take inventory from the Spent
Fuel Pool, this is the only makeup means credited. The Spent Fuel Pool has 33,500

gallons of borated water, which can be delivered to the RWT at 165 or 330 gpm (1

or 2 pumps).

4.3.4.3 Major Assumptions and Dependencies

The following important assumptions werc made in the development of the SGTR

event tree:

a) The operators willnot establish secondary heat removal using the faulted

steam gcncrator even ifthe intact SG cannot be used

b) Ifthc ruptured SG is not isolated and RCS and SG pressure control is not
established, then shutdown cooling entry conditions cannot be established;

therefore, long-term cooling must be maintained via secondary heat
removal and the RWT must eventually be refilled in order to continue
HPSI

Rev. 0 4/7/92 4.3 Event Tree Sequence Determination 4-33



Large Steam (Secondary) Line Break Event Tree

c) IfAuxiliary Fccdwater is unavailable, the intact SG must be de-
prcssurized to less than 500 psia to use the condensate pumps to supply
feed water

d) IfHPSI and AF are not availablc, there is insufficient time to establish
condensate feedwater flow before core uncovery

e) No credit is taken for the FW pumps to provide secondary side heat
removal

f) Ifthe RCS is rapidly de-pressurized for LPSI due to the unavailability of
the HPSI system, pressurizer spray or vents are not needed for RCS
prcssure control, because RCS pmsurc and temperature willbe within thc
limits of shutdown cooling entry conditions

g) Ifthe ruptured SG is allowed to overfill, it is conservatively assumed that
it becomes unisolatcd.

4.3 4.4 Major Dynamic Human Actions
Thc following major dynamic human actions are explicitly modeled within the
event, tree and fault trees:

a) Alignment of Altcmate Fecdwatcr upon failure of AuxiliaryFccdwater

b) Rapid de-pressurization of the RCS to usc LPSI upon failure of HPSI

c) Rcfllling the RWT if injection must be continued long-term duc to RCS
de-pressurization failure or SDC system failure.

4.3.5 Large Steam (Secondary) Line Break Event Tree

The Large Steam Line Break Event Tree is shown in Figure 4.3-5.

Large secondary side breaks are characterized as rapid cooldown events due to
increased stcam flowratc, which causes excessive heat removal from thc steam

generators (SG) and the reactor coolant system (RCS). This results in a decrease in
reactor coolant temperature and prcssure. The cooldown causes an increase in core
reactivity due'to the negative moderator and Doppler'reactivity coefflcicnts. Only
unisolable breaks in thc main steam lines and downcomer fccdwater lines arc
included in this event. (Large breaks in the economizer lines and blowdown lines
are not included in this event, since plant response is fundamentally different.
These arc covered in Section 4.3.6 Feedwater Line Breaks.)

A large stcam line break will be indicated by pressurizer and SG low pressure
alarms, high reactor power alarm, and by thc low SG water level alarm. A reactor
trip following a steam linc break is caused by any one of these reactor trip signals.

Thc dc-pressurization of the steam generators results in the actuation of a Main
Stcam Isolation Signal (MSIS). This closes the MSIVs, isolating the aflectcd and

thc unaffected stcam generators from each other and closes the main feedwatcr
isolation valves (MFIVs), terminating main feedwater flow to both steam
gcncrators. After the reduction of stcam flow that occurs with a MSIV closure, the
level in the intact steam generator falls below the AuxiliaryFecdwater Actuation
Signal (AFAS) setpoint. The resulting AFAS causes AF flow to be initiated to the
intact steam generator. Thc AFAS logic prevents feeding the affected steam
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generator due to its lower prcssure. Meanwhile, pressurizer prcssure decreases to
the point where a Safety Injection Actuation Signal (SIAS) is initiated to start
HPSI. The isolation of the unaffected steam generator and subsequent emptying of
the affecte stcam generator terminate the cooldown. The introduction of borated
RWT water via HPSI causes core reactivity to decrease, thus ensuring that a return
to criticality is not experienced should a stuck control rod (CEA) occur. The
Control Room operators will initiate plant cooldown by manual control of the
ADVs or, ifoff-site power is availablc, by opening the MSIV bypass valves
associated with the unaffcctcd steam generator and using the turbine bypass valves
to relieve steam any time after the affected steam generator empties.

For this analysis, the location of the break, inside containment, or outside
containmcnt, is not considered important because plant and operator responses
with respect to core melt prevention willbe similar. The primary differences relate
to containment effects, availability of containment safeguards systems, and
potential rclcase paths. Containment Response is discussed in Section 11.

Sequence Description
Following the initiating event, the first action called for is Reactor lYipso that heat
from fission is terminated quickly. Failure of reactor trip is covered in detail in the
ATWS event tree. Success criteria for the reactor trip include a trip signal is
properly generated and all but one CEA fully inserts into the core.

I

Return to criticality is possible late in the fuel cycle ifthe most reactive CEA fails
to insert. The next event in the tree asks whether a CEA sticks out, which
dctcrmines whether boration via HPSI is required. Following the initial rapid
cooldown, long-term decay heat removal is rcquircd. This event includes only
AuxiliaryFeedwater and Main Steam Safety Valves or Atmospheric Dump Valves
for steaming. Ifsecondary cooling fails, HPSI is called upon for added inventory to
act as a temporary heat sink until a backup means of heat removal is established.
Failure of HPSI is assumed to lead to core damage for a stuck CEA.

IfHPSI is successful following failed secondary cooling, a backup means of
secondary cooling utilizes Altcmate Fecdwatcr. '"
Ifsecondary cooling is initiallysuccessful following a stuck CEA, HPSI is called
upon for reactivity control. Failure of HPSI is assumed to lead to core damage.

Ifa stuck CEA did not occur, but secondary cooling fails, time can be gained for
aligning Alternate Fccdwater by injecting cool water into the RCS via HPSI. If
HPSI is unsuccessful, it is assumed insufficient time is availablc for implementing
Altcrnatc Fccdwater and core damage results.

The core damage sequences then are:

a) Stuck Rod, Secondary Cooling failure, HPSI failure

b) Stuck Rod, Secondary Cooling failure, HPSI success, Alternate Feedwater
failure

c) Stuck Rod, Secondary cooling success, HPSI failure

d) No stuck rod, Secondary cooling failure, HPSI failure

4.3 Event Tree Sequence Determination 4-35



Large Steam (Secondary) Line Break Event T ee

e) No stuck rod, Secondary cooling failure, HPSI success, Alternate
fcedwater failure

495.2 Large Secondary Line Break Sequence Elements

4.3.5.2.1 Large Secondary Line Break Initiators

Large secondary side breaks include large main steam line piping breaks up to and

including double-ended guillotine breaks, feedwater downcomer line breaks, and

spurious openings of multiple MSSVs, ADVs, or TBVs. Piping breaks inside or
outside of containment are included in this category. The spurious opening of a

single MSSV, ADV,or TBV and small steam line breaks are not covered in this
event tree, but are included in thc Grouped Transients Event Tree analysis.
Feedwater economizer linc and steam generator blowdown line ruptures are
covered under the Feedwatcr Line Brcak Event Tree, Section 4.3.6.

4.3.5.2.2 Reactor Trip
On a secondary line break, the RPS will generate a reactor trip signal on any of a

number of trip signals. Failure of reactor trip is treated under the ATWS event tree.

Reactor trip is considered to be successful ifno more than one CEA sticks out. This
is adcquatc negative reactivity for all analyzed events 1~x~ Large Secondary
Line Breaks, thus the following event is necessary.

4.3.5.2.3 No Stuck CEA

Following a large secondary linc break, an overcooling transient causes a positive
reactivity feedback. At the end of core life, there is a chance that ifthe CEA with
thc most reactivity worth does not insert into thc core, thc reactor could return to
power unless boron injection into the RCS succeeds. This clement in the event tree
is actually a single probability, and as such docs not appear in the fault tree logic.
This event probability is derived in Section 6.2.5.

4.3.5.2.4 Secondary Cooling (flow from AuxiliaryFecdwater)

Refer to the Steam Generator Heat Removal Top Logic fault tree, Figurc 4.3-11.

Following a secondary side break event, AuxiliaryFeedwater must bc supplied to
the intact steam generator in order to rcmove decay heat from thc RCS. Thc
success criterion for this element requires that Auxiliary Feedwatcr Qow be
dclivcrcd from at least onc of the three auxiliary feedwatcr pumps to the intact SG.

Stcam must be vented from the, intact steam generator in conjunction with the

supply of AF liow. The following sections describe the two methods of secondary
steam removal. No credit for TBVs is given, since an MSIS occurs early in the
scqucnce on low SG pressure.

m shri Dm Viv ADVs

Following a secondary side break, thc preferred means of removing steam from the
intact steam generator is via the ADVs to avoid cycling the MSSVs. The success

criterion for ADVs on the intact SG is that one of the two ADVs operates on
demand.
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Ifsteam is not vented through an ADV, stcam relief willbe through one of the ten
SG's MSSVs. The success criterion for this element is that one of tcn MSSVs on
the intact steam generator opens.

4.3.5.2.5 High Prcssure Safety Injection (HPSI)
Due to the cooldown, the RCS volume shrinks substantially. HPSI is automatically
initiated on low pressurizer prcssure and injects suflicient boratcd water to prevent
a return to power. The success criterion forboration is delivery ofRWT water from
at least one of two HPSI pumps through. at least one of eight HPSI injection lines
to the RCS.

Ifthe AF system fails with or without a stuck CEA, the HPSI system willprovide
sufficient inventory to the RCS.during the initial cooldown so that I hr. is available
to align the condensate pumps to deliver Alternate Feedwater to the intact steam

generator. Thc success criterion for makeup is thc same as for boration.

4.3.5.2.6 Secondary Cooling (flow from Alternate Fccdwatcr)

As stated earlier, ifsecondary cooling via AF fails, the Condensate Pumps can be

aligned to supply fccdwatcr. TBVs arc not crcditcd for steaming due to the Main
Stcam Isolation.

4.3.5.3 Major Assumptions and Dependencies

a) It is conservatively assumed that HPSI is required for any stuck CEA at

any time during a fuel cycle

b) Certain routine or well proccduralizcd and practiced human actions, such

as throttling AF or HPSI liow and control of steaming rate, are assumed to
bc successful

c) IfAuxiliaryFccdwatcr is unavailable, the secondary system must bc de-

pressurizcd to less than 500 psig to use the condensate pumps to supply
fccdwatcr. The MSSVs cannot de-pressurize the system, and thc ADVs
must bc available.... - .,

d) HPSI Qow through any path reaches the RCS, i.e., no assumed Ilow
through a brcak as in LOCA

e) Only thc intact SG is crcditcd for long-term decay heat removal.

4.3.5.4 Major Dynamic Human Actions
Two rccovcrics arc modclcd:

a) Override MSIS to use thc Train N AF pump to feed the intact SG

b) Align Altcmatc Fcedwatcr upon failure of AF.

4.3.6 Large Feedwater Line Break

Thc Large Fccdwater Linc Break event tree (Figure 4.3-6) shows the sequence of
events following a rupture of an economizer line or blowdown line that is
unisolablc from the stcam generators. These events are very similar to loss of
feedwater transients. Indications would include rising RCS temperature, a steam
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flow/feed flow mismatch, possibly low pressure in the feedwater system and
decreasing steam generator water level in both SGs, because fccdwatcr will
preferentially Qow out the brcak (path of least resistance). A reactor trip could
result from a number of conditions depending on break size, including high RCS
temperature (CPC-initiated), high pressurizer prcssure, high containment prcssure,
or low steam generator water level. A Main Steam Isolation Signal (MSIS) willbe

generated when either the affected steam generator de-pressurizes at the end of
blowdown or when the high containment pressure setpoint is reached. High
containment pressure willalso bring in Containmcnt Isolation/Safety Injection.
The MSIS will isolate the steam generators. AuxiliaryFeedwater Actuation will
occur for both steam generators, but the AFAS logic willnot allow Qow to the
ruptured steam generator after a 150 psi pressure differential develops bctwccn the
two SGs. From this point on, only the intact stcam generator is available for heat
removal. Containment Response is treated in Section 11.

4.3.6.1 Sequence Description
Following the initiating event, a reactor trip is necessary to terminate heat
generation from fission as soon as possible, as this is a heatup event. After
successful reactor trip, secondary cooling is called for both to rcmove thc excess
stored cncrgy resulting from the heatup and to remove subsequent decay heat.
Only AF is credited for a water source, and MSSVs and ADVs arc credited for
steaming the intact steam generator. Failure of secondary cooling leads to core

damage.

Ifsecondary cooling is successful, RCS integrity is questioned, since pressurizer
safety valves liftto mitigate thc prcssure transient in thc RCS. Ifone or morc does
not reseat, an induced Small LOCA results, and HPSI will be required for
inventory makeup. No credit is taken for RCS dc-pressurization for low prcssure
safety injection, so HPSI failure is assumed to lead to core damage.

IfHPSI is successful, thc RWT contents will all eventually be injected into the
RCS, and a RAS willbe generated. Unsuccessful transition to HPSR leads to core
damage.'

Thc three core damage sequences then are:

a) AF failure

b) AF success, RCS integrity failure, HPSI failure

c) AF success, RCS integrity failure, HPSI success, HPSR failure.
t ~ h

4.3.6.2 Large Feedwater Line Break Sequence Elements

4.3.6.2.1 Large Fccdwater Linc Brcak Initiators

Economizer fccdwater line breaks downstream of the last check valve prior to the
stcam generator fall into this category, along with breaks in the blowdown piping
up to the inside-containment isolation valve. Fcedwater line breaks upstream of the
last check valves are isolablc and the event is the same as a loss of feedwater, i.e.,
a stcam generator docs not blow down and both'stcam generators are subsequently

'vailable for heat removal. Although the peak RCS pressure achieved is a function
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ofbreak size, it was conservatively assumed that any event in this category causes

pressurizer safety valves to lift.

4.3.6.2.2 Reactor Trip
In the event of a feedwater line or blowdown line break, RPS will generate a

reactor trip signal on any one ofseveral parameters. Failure ofreactor trip is treated
under the ATWS Event Tree, Section 4.3.11.

4.3.6.2.3 Secondary Cooling (AuxiliaryFeedwatcr)

Auxiliary Feedwatcr is required to remove decay heat, whether or not a Small
LOCA results due to a pressurizer safety valve failing to reseat. The success
criterion for AF is that one of three AuxiliaryFeedwater pumps delivers flow to the
intact steam gcncrator.

Following a large secondary line break, steam must be removed from the
unaffected steam generator in conjunction with the supply of AF. The following
sections dcscribc thc two methods of stcam removal modeled.

m h ri D>m V lv ADV
Following a secondary side brcak, thc prcfcrred means of removing steam from the

unaffected steam generator is via thc ADVs to avoid cycling the MSSVs. The
success criterion for ADVs on thc intact SG is that one of thc two ADVs operates

for steaming.

in sm f Vive M V
Ifthc ADVs on the intact SG fail, stcam relief will be through one of thc ten SG's

MSSVs. The success criterion for this clement is that one of ten MSSVs opens on

the intact stcam gcncrator.

4.3.6.2.4 RCS Integrity
The hcatup associated with this event leads to liftingof the pressurizer safeties

carly in the transient. Ifone or morc docs not reseat properly, an induced Small
LOCA results,. „„sq ~ «i v ~,« ~ .',=«, «

4.3.6.2.5 High Prcssure Safety Injection (HPSI)

Ifan induced Small LOCA occurs, HPSI is required for RCS inventory makeup.

The success criterion is that one of two HPSI pumps delivers flow through at least

three injection lines to the RCS.

4.3.6.2.6

4.3.6.3

High Pressure Safety Recirculation (HPSR)

For long-term RCS inventory control, high pressure recirculation is necessary once

the Refueling Water Tank (RWT) inventory is depleted and a Recirculation
Actuation Signal occurs. The success criterion for HPSR is that one HPSI pump
successfully transfers its suction source to the containment sump and provides
recirculation through at least three HPSI lines.

«

Major Assumptions

The following important assumptions werc made in development of the Large
Fecdwatcr Line Break event tree:
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a) Unlike most other initiating events, no credit is taken for aligning
Alternate Feedwatcr ifAF fails. Feedwater line break is a heatup event,
which also leads to some loss ofRCS inventory through pressurizer safety
valves. A large fraction of the SG inventory is blowdown followed by a

MSIS, which isolates Main Fecdwater and one AF pump. Allthis leads to
a much shorter time available to initiate fecdwater to avoid core damage
than allowed by the modeling used for the Alternate Feedwater alignment

b) TBVs are not credited for steaming due to the MSIS, although operators
,could override MSIS and stcam the intact SG

c) Allevents of this type lead to pressurizer safety valves lifting,although the

peak pressure is a function of break size

d) No credit is taken for operator action to de-pressurize the RCS for Low
Pressure Safety Injection ifHPSI fails, bccausc feeding and steaming both
SGs is required.

4.3.6.4 Major Dynamic Human Actions

No major dynamic human actions are modclcd for Fccdwater Linc Break.

4.3.7 Grouped 'Pansients Event Tree

Thc Grouped Transients event tree, shown in Figure 4.3-7, is used for a diverse
group of initiators that initiallyrequire only SG cooling and stcam relief to mitigate
thc transient. The event tree also models the possibility that an initiating event
could cause a Small LOCA through failure of the RCP shaft seals or failure to
close a Pressurizer Safety Valve following a demand.

The initiators for which this event trcc pertains cause a reactor trip, at which time
AuxiliaryFccdwater is dcmandcd. Main Fcedwater may bc available initiallyand

can provide time for operators to establish long-term fcedwatcr supply. For most of
the initiators, the cvcnt is tcrminatcd once a long-term source of feedwatcr is
established to thc SGs and steam relief is successful.

For those events which could induce a Small LOCA via the means mentioned
earlier, thc HPSI and HPSR systems arc required to avoid core damage. Thc use of
LPSI and LPSR on a loss of HPSI are not crcditcd in the present model.

49.7.1 Sequence Description II

After any one of the transient initiating events, a reactor trip is called for. After
reactor trip, secondary cooling is required. Failure of secondary cooling leads to
core damage.

Upon successful secondary cooling, RCS integrity is questioned. Certain events
may lead to liftingofpressurizer safety valves, which may not reseat. Other events

may cause loss of RCP seal cooling and seal injection, which may,in turn lead to
RCP seal LOCA. IfRCS integrity is lost, HPSI is required for inventory makeup to
the RCS. No credit is taken for dcprcssurizing the RCS for Low Pressure Safety
Injection ifHPSI fails. Failure ofHPSI, therefore, leads to core damage.
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IfHPSI is successful, recirculation from thc containmcnt sump must cvcntually be

established. Failure of High Pressure Safety Recirculation (HPSR) leads to core
damage.

Thc three core damage sequcnccs for all transient cvcnts are:

a) Failure of Secondary Cooling (AF and AltFW)

b) Secondary Cooling success, RCS integrity failure, HPSI failure

c) Secondary Cooling success, RCS integrity failure, HPSI success, HPSR
failure.

43.7.2 Grouped Transients Sequence Elements

4.3.7.2.1 Grouped Transient Initiators

Grouped Transient initiators include all initiators for which the basic plant
response is a reactor trip with RCS heat removal satisfied by dclivcry of auxiliary
or alternate fecdwatcr and stcam removal via thc ADVs, MSSVs, or the TBVs.
Thcsc initiators include turbine or generator protective trips, spurious MSIV
closurcs, CEA drops, spurious manual or automatic reactor trips, RCS Qow
reductions, partial losses of.power events, RCS parameter perturbations leading to
a trip, loss of room cooling events (HVAC),.loss of instrument air, and loss of
cooling water systems. Section 4.1 further describes thcsc events. Loss OfOff-site
Power, although it uses this tree, is treated separately in Section 4.3.9.

4.3.7.2.2 Reactor Trip

On a transient initiating event, the RPS willgenerate a reactor trip signal. Failure
of the reactor to trip is treated under the ATWS Event Tree, Section 4.3.11.

4.3.7.2.3 Secondary Cooling

Following the transient.and reactor trip, secondary, cooling must be supplied,to the

stcam generators in order to rcmove decay heat from the"RCS.. Systems for
supplying feedwater and venting steam are discussed below. However, not every
system is available for each transient covered by this tme. For example, AltFW is
not available ifoff-site power is lost. Those options availablc for each transient are

determined in the fault tree logic when the initiating event sequences are
quantified. Refer to the Steam Generator Heat Removal Top Logic fault tree,
Figure 4.3-11.

w

The success criterion for AF is that ilow must bc delivered from one of the three

auxiliary fcedwater pumps to at least one steam generator within 35 min., ifFW is

not available after thc trip or within70 min. ifit is available. See Section 7.4 for a

discussion ofFW and time available to establish AF or AltFW flow.

The Control Room operators willmost likely attempt to start the non-essential
(Train N) AF pump prior to stopping FW and receiving AFAS on those events
where FW is not lost because of the initiator.
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IfAF fails, itmay be possible to deliver water to thc stcam gcncrators from thc low
pressure condensate pumps. The operator would have to rcducc thc secondary
pressure to less than 500 psia using thc turbine bypass or atmospheric dump
valves. Thc success criterion for Altematc Fccdwatcr is that Aow is supplied from
one of thc three condcnsatc.pumps to at least one SG within thc required time
following the reactor trip. No credit is taken for local manual operation of the
ADVs and TBVs, so ifthey fail, AltFWcannot bc used.'

V BV
In addition to supplying fecdwater to a SG, steam must be vented in order to
remove RCS decay heat. The preferred means of venting stcam is via the TBVs.
There is an automatic system that controls these valves. Their use prevents loss of
secondary coolant inventory and possibly unmonitorcd radioactive releases duc to
leaking SG tubes.

hri Dm V V
Operators can vent steam using the atmospheric dump valves (ADVs).Thc success
criterion for ADVs is that onc of thc two ADVs on a SG being fcd must open to
vent steam.

'n f Vlv V
Ifthe TBVs and ADVs are unavailable or fail, stcam relief willbe through the
MSSVs. Thc success criterion for MSSVs is that one of tcn main stcam safety
valves opens on a SG being fed.

4.3.7.2.4 RCS Integrity (No RCP Seal LOCA or Stuck Open PSV)
The RCS Integrity Loss Top Logic fault tree (Figure 4.3-16) models the causes for
a loss of RCS integrity following a transient event, Loss Of Off-site Power
(Section 4.3.8), or Loss ofFcedwater (Section 4.3.9).

6 - \ ~ 'I

It represents a transient-induced Small LOCA from either a stuck-open'Pressurizer"
Safety Value (PSV) or a failed RCP shaft seal package. (Sec Sections 4.3.10 and
6.1.3.2.5 for a discussion ofRCP seal failures.)

The PSVs can be expcctcd to actuate following all trips initiated by or leading to
closure of all four MSIVs prior to a reactor trip. The PSVs may also lifton a
turbine trip (load rejection) followed by failure of the Reactor:Power Cutback
System (RPCS) and the TBV quick-open function. (Thc'RPCS acts.to rapidly
reduce reactor power by dropping selected control group CEAs upon loss of load
or loss of one main feedwater pump.) In addition to lifting to relieve the initial
pressure transient, the PSVs would be demanded multiple times followingdry out
of the stcam generators (iffecdwater were not supplied within about 35 min.) as
reactor coolant boils away. After RCS temperature reaches saturation, a steam
bubble willform in the reactor vessel head forcing water through thc PSVs. Since
the PSVs were designed to relieve steam, they are assumed to have a higher
probability of failure to'close for water relief. This higher failure probability was
accommodated in th'c cutset analysis; the failure probability for stcam relief
appears in thc RCS Integrity Loss fault tree.
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Thc RCP shaft seals could fail under certain combinations of loss of seal cooling,
loss of seal injection, and operator failure to secure the pumps. The initiating
events morc likely to lead to seal failure are those that directly cause a loss of seal

cooling: Loss of Nuclear Cooling Water, Loss of Plant Cooling Water, Loss Of
Off-site Power, and Station Blackout. Except for Station Blackout, the operator
can backup loss of normal seal cooling by Nuclear Cooling Water (NC) using
Essential Cooling Water (EW).

4.3.7.2.5 High Pressure Safety Injection (HPSI)
In the case of a transient-induced LOCA, HPSI is required to maintain RCS
inventory. The success criterion for HPSI is defined as flow to the RCS from at
least one HPSI pump through at least three HPSI lines.

4.3.7.2.6 High Prcssure Recirculation (HPSR)
Following HPSI, the containmcnt sump valves are automatically opened on RAS
and HPSR from the sump to thc RCS injection lines continues. The success
criterion is a successful switchover and recirculation of at least one HPSI pump
from thc sump through at least three of thc eight RCS injection lines.

4.3.7.3 Major Assumptions and Dependencies
The followingassumptions were made in developing thc Grouped Transients event
tree:

a) It is conservatively assumed that ifRCP shaft seal failure occurs, all three
seals in the seal package fail

b) No credit is taken for rcstarting a FW pump nor for long-term decay heat
removal using a FW pump.

4.3.7.4 Major Dynamic Human Actions
Thc only major dynamic human actions incorporated into the event tree and its top
logic are:

a) Override MSIS to establish flowpath for thc Train N AF pump or AltFW

b) Align Alternate Feedwater ifAF fails'.

'PSI

and LPSR following failure of HPSI could have been applied as a top event
as it was in Small LOCA. However, thc CDF for HPSI or HPSR failure sequences

is generally very small, so it was dccmed not necessary to include it.

4.3.8 Loss Of Off-site Power

The Loss Of Off-site Power initiator utilizes thc Grouped Transients Event Tree,
Figurc 4.3-7.

r ~

A Loss Of Off-site Power (LOOP) will result in a loss of forced reactor coolant
flow due to simultaneous loss ofelectrical power to all four reactor coolant pumps
(RCPs). A LOOP also produces a,loss of condenser vacuum and loss of main
fccdwater (due to the loss of power to the'condenser cooling water pumps), and a

start signal to the cmergcncy diesel gcncrators duc to low voltage on the 4.16kV
ESF buses. Duc to the loss of condenser vacuum, the Turbine Bypass Valves

(TBVs) arc unavailable. (No credit is taken forjust thc two TBVs that discharge to
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atmosphere.) The condensate pumps are also without power, so Alternate
Feedwater is not availablc.

The loss of forced coolant Qow following loss of power to the RCPs leads to a

reactor trip on low DNBR (CPC auxiliary trip) and reactor power begins to
decrease, accompanied by a decrease in pressurizer level due to decreased RCS
average temperature. The loss of secondary heat sink then results in a loss ofRCS
heat removal. Both primary and secondary pressure will increase. Thc main steam

safety valves willliftto control secondary pressure. The primary safety valves are

not expected to liftduring thc transient. Concurrently, steam generator level willbc
decreasing and auxiliary fecdwater willbe actuated or initiated manually. When
secondary heat removal (and therefore RCS heat removal) via the auxiliary
feedwater and the main steam safety valves or ADVs is re-established, primary
pressure and temperature willbegin to decrease.

When off-site power is lost, the diesel generators will receive a start signal. Once
the diesel generators are up to rated speed and voltage, the load sequenccr willload
thc Enginccred Safety Features (ESF) buses. The ESF buses provide power to the
HPSI ifncedcd, motor-driven AuxiliaryFccdwater, Essential Cooling Water, and

Spray Pond pumps and motor opcratcd valves associated with each system. The
charging pumps are manually re-loaded.

4.3.8.1 Sequence Description

Thc sequence descriptions arc virtually identical to those given for Grouped
Transients, since the same cvcnt tree is used. However, thc loss of AC power to
most non-safety-related cquipmcnt, such as normal HVAC, Instrument Air, and

Nuclear Cooling Water, prccludcs its usc in mitigating this transient.

AuxiliaryFccdwater must bc availablc for secondary heat removal, along with
either MSSVs or ADVs. Failure of AF or both MSSVs and ADVs leads to core
damage.

Ifheat removal is successful, RCS integrity is questioned. Without off;site,power,
the possibility of a RCP seal LOCA exists,'ince normal seal cooling and seal
injection are lost. Thc operator must cithcr restart a charging pump to regain seal

injection or back up NC with EW for cooling ifa seal LOCA develops. HPSI will
bc required to supply inventory makeup. Failure ofHPSI is assumed to lead to core
damage. (No credit is taken for operator action to de-pressurize thc RCS for Low
Pressure Safety Injection.)

IfHPSI is successful, sump recirculation willbe necessary when the contents of
thc RWT have been used. Failure of HPSR leads to core damage, since no credit is

taken for rcfillingthc RWT.

The three core damage sequences are:

a) Failure of Secondary Cooling

b) Secondary Cooling success, RCS integrity failure, HPSI failure

c) Secondary Cooling success, RCS integrity failure, HPSI success, HPSR
failure.
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4.3.8.2 Loss Of Off-site Power Sequence Elements

4.3.8.2.1 Loss Of Off-site Power Initiators
Loss OfOff-site Power events include all events initiated by a loss ofgrid power of
any duration from the high voltage distribution lines serving the station concurrent
with a unit trip and all events involving loss of normal off-site power to both
Essential Safety Features buses. The loss of grid power may be caused by external
events such as storms, Gres, Hoods or earthquakes, equipment failures within the
grid system or site, or switchyard or human error. Subsequent failures leading to
loss of all AC power to both Essential Safety Features buses are analyzed as

Station Blackout and covered in Section 4.3.10.

The Loss Of Off-site Power event tree presumes the success of at least one
emergency diesel generator.

4.3.8.2.2 Reactor Trip
On a LOOP, the RPS will generate trip signals on low DNBR, low RCS liow, low
stcam gcncrator lcvcl, and high pressurizer prcssure. Ifthe RPS docs not generate
a trip signal, the Supplementary Protection System (SPS) willgenerate a trip signal
on high pressurizer pressure. In addition, on LOOP, power willbe lost to thc motor
generator sets, which provide holding power to the Control Element Drive
Mechanisms (CEA holding coils). Thus, even ifa trip signal is not generated, the ~

CEA holding coils willbe de-energized within approximately 5 secs. Failure to
insert thc CEAs is trcatcd under the ATWS Event Tree, Section 4.3.11.

4.3.8.2.3 Secondary Cooling (AuxiliaryFccdwatcr)

Each of thc means available to stcam and fccd the steam gcncrators is discussed
below.

1'ilirF w r
Following a LOOP, auxiliary fccdwater must be supplied to the steam generators in
order to remove decay heat from thc RCS. The success criterion for AF is that
auxiliary'fccdwater'must be'deliver'ed from at least one of the"three auxiliary
fccdwater pumps to one stcam gcncrator.

m s h ri D m V lv s ADVs

Following a LOOP, thc preferred means of venting steam is via the atmospheric
dump valves to avoid cycling the MSSVs. However, each valve has a backup
Nitrogen supply bottle, which willmaintain valve operation for a limited number
of cycles.

The success criteria for ADVs arc that one of two ADVs must be opened to vent
stcam from the SG to which AF flow is supplied.

ain m af V lv M V

If, following a LOOP, thc ADVs fail, the main steam safety valves can bc used for
steam removal. The main steam safety valves will cycle to maintain the steam

gcncrator prcssure in a narrow band around the main steam safety valve setpoint
pressure.
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Thc success criterion for MSSVs is that one of ten main stcam safety valves opens
on the SG to which AF is being delivered.

4.3.8.2.4 RCS Integrity (No RCP Seal LOCA or Stuck Open PSV)

The loss of RCS integrity event represents a transient-induced Small LOCA from
an RCP seal leak. Since a LOOP causes all RCPs to trip, conditions that could
induce a seal LOCA willonly occur on an extended loss of seal cooling and seal

injection. Seal cooling is normally supplied by Nuclear Cooling Water, which is
lost on a LOOP, but the operator is directed to back it up with Essential Cooling
Water. Seal injection is supplied from normal charging. In order for the seals to
degrade sufficiently such that a LOCA could occur, both systems must fail. See

Section 6.1.3.2.5 for a discussion of RCP seal LOCA.

A Pressurizer Safety Valve LOCA is not a significant concern for LOOP. Thc
initial pressure transient is not cxpectcd to liftthc PSVs. In order to avoid core
damage, off-site power is rcquircd to bc restored by the time the steam generators

dfy Out.

4.3.8.2.5 High Prcssure Safety Injection (HPSI)
In the case of a transient-induced LOCA, HPSI is required to maintain RCS
inventory. The success criterion for HPSI is defined as flow to the RCS from at
least one HPSI pump through at least three HPSI lines.

4.3.8.2.6 High Prcssure Safety Recirculation (HPSR)

Following HPSI, the containmcnt sump valves arc automatically opcncd on RAS,
and HPSI recirculation from the sump to the RCS injection lines continues. The
success criterion is a successful switchover and recirculation of at least one HPSI
pump from thc sump through at least three RCS injection lines. This is
conservative, since with only one HPSI pump operating, each cold-leg injection
line dclivcrs at least 270 gpm (Technical Specification average minimum value).

4.3.8.3 Major Assumptions
The following important assumptions werc made in developing thc LOOP event:

a) On a loss ofboth seal cooling and seal injection to the RCPs, a seal LOCA
could possibly occur. Thc probability derived for seal failure is discussed
in Section 6.1.3.2.5

b) At least one Diesel Generator is available and providing power

c) No credit is taken for operator action to de-pressurize the RCS for Low
Prcssure Safety Injection ifHPSI fails.

4.3.8.4 Major Dynamic Human Actions
Thc followingdynamic human actions arc modeled:

a) Alignment at Train N AF Pump

b) Restoration ofcharging flow for RCP seal injection.

Thc restoration ofoff-site power willbc addressed in the recovery analysis for the
LOOP sequences.:
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4.3.9 Loss ofMain Feedwater Event % ee

Thc Loss ofMain Feedwater/Condcnsatc Pumps (MFW)Event Trcc (Figure 4.3-8)
includes all events initiated by a loss ofall FW. This group includes loss ofall FW
pumps, all condensate pumps, and condenser vacuum. A loss of condensate
pumps, which supply flow to thc suction of the FW pumps, willautomatically trip
thc FW pumps on low suction prcssure. A loss ofcondenser vacuum automatically
sends a trip signal to the FW pumps.

The Loss of MFW events arc treated separately from the grouped transients due to
the RCS response following the transient. On thc loss of MFW, the SG levels will
rapidly decrease until a reactor trip occurs on low SG level. Prior to reactor trip, at
least one third of the SG inventory has been depleted. IfAF functions properly, the
transient continues as a normal reactor trip. However, ifAF is unavailable, then
prior to aligning AltFW, the Pressurizer Safety Valves willhave lifted due to high
RCS prcssure. This could lead to a stuck open PSV and a LOCA. The resulting
LOCA is then treated as a transient-induced Small LOCA in the event tree and

requires HPSI and HPSR to avoid core damage.

43.9.1 Sequence Description
Following the initiating cvcnt, reactor trip is called for to rcducc the heat generated
from fission. Assuming successful reactor trip, AF is called for to rcmove heat
from the stcam generators. Altcrnatc feedwater is called for in a separate top event,
because SG dryout and liftingof pressurizer safety relief valves may occur before
AltFWcan be aligned to backup AF.

IfAF fails, Altcrnatc Fccdwatcr is called for. IfAltFW fails, core damage results;
ifAltFW succeeds, heat removal is established, but the pressurizer safeties may
not have rcscated leading to an induced Small LOCA. Therefore, HPSI is required
for inventory makeup. Core damage results ifHPSI fails.

With HPSI successful, HPSR from the sumps willbe required when the RWT has

bccn injected into thc RCS. Recirculation failure results in core damage.

Thc three core damage scqucnccs then are: .

a) AF failure, AltFW failure

b) AF failure, AltFWsuccess, RCS integrity failure, HPSI failure

c) AF failure, AltFW success, RCS integrity failure, HPSI success, HPSR
failure.

4.3.9.2
~ 4

Loss of Main Feedwater Sequence
Elements'.3.9.2.1

Loss of Main Fecdwater Initiators

Three initiating events fall into the loss of main fccdwater category: condensate

pump spurious trips, main fccdwater pump spurious trips, and loss of condenser

vacuum. All three arc heatup events. There are other initiating events that result in
loss of fccdwater, but they are not included in this group, because of unique
impacts they have on other plant systems.

The initiating event frequencies for thc above events are discussed in Section 6.1.
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4.3.9.2.2 RcactorTrip
On a loss ofMFW, the RPS willgenerate a trip signal on low SG level. Failure of
reactor trip is treated under the ATWS Event Tree.

4.3.9.2.3 Secondary Cooling (AuxiliaryFcedwater)

xil F w

Refer to the Steam Generator Heat Removal 1bp Logic fault tree, Figurc 4.3-11.

Following the loss of MFW and reactor trip, AF (Trains A and B) will
automatically start on AFAS duc to low SG level. Success criterion for AF is that
flow is supplied from at least one AF pump to at least one SG. IfTrain N AFPump
is to be used, it must be aligned within 30 min. to ensure that liftingthc pressurizer
safety valves will not be a concern. The following sections describe thc methods
for venting stcam in conjunction with AF.

m. hri D m Vlv ADV
IfTBVs arc unavailable or fail, steam can be vcntcd by manual operator control of
the ADVs, although the MSSVs will be challenged by the initial transient. The
success criterion for ADVs is that one of the two ADVs on a SG being used for
heat removal opens.

in m f V lv M, Vs

Ifthe TBVs and ADVs are unavailable or fail, SG pressure will risc until thc
MSSVs open to relieve steam. The success criterion for thc MSSVs is that one of
tcn MSSVs open on a SG being used for heat rcmovak

4.3.9.2.4 Secondary Cooling (Altematc Fccdwatcr)
Given AF is unavailablc, procedure calls for thc operators to attempt to align the
low prcssure condensate pumps to provide fccdwatcr to the SGs. For sequences
where the initiator was a loss of condcnsatc pumps, no credit is given for aligning
AltFW. On a loss of FW pumps, AltFW can be aligned. Operators have
approximately 1 hr. to perform the alignment to'avoid core damage. Thc success
criterion for this clcmcnt is that altcmatc fccdwatcr is aligned from at least one of
thc condensate pumps to one SG within 1 hr. following a reactor trip. Alternate
Fcedwatcr is not credited for the Condensate Pump Spurious Trip initiator i.e., no
credit is taken for operator action to restart a condensate pump. For steam removal,
ADVs (described above) and TBVs are credited in conjunction with Alternate
Fcedwatcr. The prcfcrrcd means of venting stcam is via the turbine bypass valves
to avoid challenging the stcam generator safety valves and conserve secondary
inventory. TBVs are not credited for Loss of Condenser Vacuum. The success
criterion forTBVs is that onc of eight TBVs opens to relieve steam.

4.3.9.2.5 RCS Integrity (No Stuck Open PSV)
Upon a loss of MFW, ifAF is unavailable, then thc PSVs may liftbefore Alternate
Fccdwatcr can be aligned. Ifoperator action takes longer than about 30 min., water
rclicfout of thc PSVs willoccur. Thc PSVs were originally designed for stcam
relief and arc more likely to fail open following water relief than following steam
relief (see Section 6.1.3.2.3 for PSV fail to reclose probabilities for steam and
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water relief). For this analysis, it is conservatively assumed that ifAF is
unavailable, water relief willoccur prior to aligning AltFW.

4.3.9.2.6 High Pressure Safety Injection (HPSI)
Refer to the RCS Integrity Loss Top Logic fault tree, Figurc 4.3-16.

In the event of a Loss ofMFW induced LOCA, HPSI is required to maintain RCS
inventory. The success criterion for HPSI is defined as flow from at least one HPSI

pump through at least three HPSI lines.

4.3.9.2.7 High Pressure Safety Recirculation (HPSR)

Following HPSI, the containmcnt sump valves arc automatically opened on RAS
and HPSR from the sump to the RCS injection lines continues. Thc success
criterion is a successful switchover and recirculation via at least one HPSI pump
through at least three HPSI lines.

4.3.9.3 Major Assumptions
Thc following assumptions were made in the development of the Loss of MFW
Event Tree:

a) IfAF fails and AltFW is successful, it is assumed that pressurizer safety
valves liftventing water

b) Alternate fccdwatcr is not availablc following a loss of all condensate

pumps (no credit is taken for rcstarting a condensate pump)

c) No credit is taken for operator action to de-pressurize the RCS for LPSI if
HPSI fails.

4.3.9.4 Major Dynamic Human Actions
Thc followingmajor dynamic human actions are included in thc top events:

a) Alignment ofTrain N AF pump

b) Alignment of Alternate Fccdwater ifAF fails.

IfADVuse is ncccssary,'t is assumed thc operator willattempt to do so.

4.3.10 Station Blackout Event% ee

The Station Blackout (SBO) event tree (Figure 4.3-9) covers the concurrent LOOP
and loss of all AC power on both 4.16kV Enginccred Safety Features buses due to
dicscl generator or power distribution equipmcnt failures. Ifthe diesel generators

cannot supply AC power to the ESF buses following thc LOOP, the resulting
transient must be mitigated, at least initially,by AC-independent equipmcnt. With
no AC power, Trains B and N AF Pumps, HPSI, LPSI, Containment Spray and

Essential HVAC systems are unavailable, and the Essential Cooling Water and

Essential Spray Pond systems are not available for cooling the RCP seals or for
decay heat removal via thc SDCHXs.

Thc turbine-driven (Train A) AF pump is required to supply auxiliary feedwatcr to

thc stcam generators, and secondary steam must bc removed via the Main Steam

Safety Valves and the Atmospheric Dump Valves.
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The initial progression of the transient would be similar to the standard LOOP,
with FW unavailable, AF being delivered to thc stcam generators to restore RCS
heat removal and the ADVs being opened for secondary steam removal. The
ADVs receive control power from the vital AC and DC buses (powered from
batteries) and use nitrogen for opening (instrument air is unavailable). The
batteries can supply rated load for a minimum of 2 hrs. (Reference 4.4.7), and the
nitrogen supply reservoirs arc good for a limited number of cycles. Thus, in lieu of
other problems, initial plant cooldown can proceed for at least 2 hrs. without
restoration of AC power. When the batteries are depleted, the ADVs would fail
closed, and primary side temperature and pressure would increase until the heat
transfer from the RCS to the steam generators was in equilibrium with the heat
removed from the steam generators via the Main Steam Safety Valves.
Additionally, the AF pump turbine controller would lose DC power and the pump
would likely trip. Steam generators would boil dry in about 30 min. The RCS
would then heat up and thc Pressurizer Safety Valves (PSVs) would lift. Core
uncovcry would occur after about another 30 min. For this scqucncc, restoration of
power within 3 hrs. could prevent core damage. There are several conservatisms in
this analysis. First, station battcrics would bc expected to last considerably longer
than 2 hrs., since the performance cxcccds the minimum required and loading is
not as great under blackout conditions as was assumed in the Safety Analysis.
Secondly, recent MAAP analyses indicate that with fcedwater available for 2 hrs.

post trip, SG dryout occurs 80 min. later and core uncovery 36 min. after that.

With a loss of all station AC power (Station Blackout), the RCPs trip and RCP seal

injection and cooling water will be lost. The Nuclear Regulatory Commission
(NRC) has postulated in their evaluation of Station Blackout that under these
conditions, the seals willbegin to degrade and gross seal leakage on the order of
several hundred gpm may occur. Thc Combustion Engineering Owners Group
(CEOG) contends that this is not credible for Byron-Jackson (BJ) Pumps
(Refcrcnce 4.4.13) nor for the PVNGS CE-KSB RCP seals (Rcfercnce 4.4.19).
However, ifgross seal leakage does occur, a source ofAC power must bc restored
and thc HPSI system started to provide RCS inventory makeup bcforc the core
uncovers. Thc time available to accomplish this is dependent on the seal leak rate.
The need for HPSI and HPSR is based on thc conservative assumption that gross

*

seal leakage can occur.

Ifthc turbine-driven AF pump fails to start and deliver fecdwatcr to the stcam
generators following thc initial transient, secondary steam removal through the
MSSVs or ADVs will continue until thc steam generators boil dry at
approximately 30 min. Primary prcssure will rapidly rise and the primary safety
valves willopen. Core uncovery willoccur within 30 min. of generator dry-out.
Thus, with initial loss of auxiliary fccdwater, AC power must be restored and AF
flow cstablishcd within 1 hr. to prevent core damage. Again, these times are
conservative. MAAPanalysis indicates SG dry out at 56 min. and core uncovery at
77 mm.

4.3.10.1 Sequence Description
Following a turbine-gcncrator trip, LOOP, and failure to power both ESF buses, a
reactor trip is called upon to tcrminatc thc heat gcncration from fission. After
successful reactor trip, FW is unavailable and only the steam-driven auxiliary
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feedwatcr pump is available to provide secondary cooling. Should it fail, of-site
power must be restored within I hr. in order to start a motor-driven auxiliary
fcedwatcr pump and re-establish secondary heat removal to avoid uncovering the
core. Failure to restore off-site power within I hr. is assumed to lead to core
damage.

Ifoff-site power is not restored in time to avoid liftingPSVs, an induced LOCA
may result ifone or more PSVs do not reseat. This is not addressed in the event
tree, but rather in the system analysis.

In addition, ifoff-site power is restored within 2 hrs., there is the possibility that
the RCP seals may have degraded sufficiently to result in a LOCA, since both seal

injection and cooling are unavailable without AC power. Ifa seal LOCA develops
during the period without off-site power, HPSI and HPSR are required to make up
RCS inventory when AC power is restored. Recirculation of containment sump
water willbe necessary once thc contents of the RWT are injected. Failure ofHPSI
or HPSR leads to core damage.

Whether or not a RCP seal LOCA results, long-term secondary cooling is
necessary using AF. Failure of long-term secondary cooling results in core
damage.

Ifcarly auxiliary feedwatcr from the turbine-driven pump is available at the
beginning of thc transient, then power need not bc restored for 3 hrs. to avoid core
damage, since there is enough DC power availablc to operate this pump for at least
2 hrs., with an additional I hr. before core uncovery occurs. Failure to restore off-
sitc power within 3 hrs. is assumed to lead to core damage.

4
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Thcrc arc eight core damage scquenccs as follows:

a) Early AF failure, failure to restore off-site power within I hr.

b) Early AF failure, successful power restoration within 1 hr., RCS integrity
failure, HPSI or HPSR failure

c) Early AF failure, successful power restoration within 1 hr., RCS integrity
failure, HPSI and HPSR success, long-term secondary cooling failure
(AF)

d) Early AF failure, successful power restoration within I hr., RCS integrity
maintained, long-term secondary cooling failure (AF)

e) Early AF success, failure to restore power within 3 hrs.

I) Early AF success, successful power restoration within 3 hrs., RCS
integrity failure, HPSI or HPSR failure

g) Early AF success, successful power restoration within 3 hrs., RCS
integrity failure, HPSI and HPSR success, long-term secondary cooling
failure (AF)

h) Early AF success, successful power restoration within 3 hrs., RCS
integrity maintained, long-term secondary cooling failure (AF).
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49.10.2 Station Blackout Sequence Elements
The SBO event tree is shown in Figure 4.3-9. The event tree consists of the
initiator and seven function-oricntcd top events which are described in detail
below:

4.3.10.2.1 Station Blackout Initiators

The initiating event frequency was derived from multiplying the LOOP frequency
by the probability of losing all power to both 4.16kV ESF buses. The plant-based
equation method for quantifying this initiator, as described in Section 6.1, ensures
that dependencies betwccn this complex initiator and the plant systems that must
respond to it, are explicitly accounted for.

4.3.10.2.2 Reactor Trip
On the LOOP the RPS willgenerate trip signals on low DNBR (CPC Auxiliary
Trip), low SG level, and high pressurizer pressure. Reactor Trip failure is
addressed within the ATWS event tree, Section 4.3.11.

4.3.10.2.3 Secondary Cooling Early
This top event addresses the need to deliver flow to at least one SG using the AF
turbine pump for a period of no less than 2 hrs., along with steam removal.

Stcam Gcncrator water inventory control must be provided by the turbine-driven
AF pump. The success criteria is that this pump delivers flow to at least onc SG.

Two means of steam removal are availablc. The prcfcrred means is usc of the
ADVs. The success criterion is that one of two ADVs on a SG being fed auxiliary
fccdwatcr operates under operator control. IfADVs fail, the MSSVs will relieve
stcam prcssure. The success criterion for MSSVs is that one of tcn MSSVs opens
on a SG being fed auxiliary fcedwatcr.

4.3.10.2.4 Restore Power within Onc Hour
In the absence of carly phase AF system flow, power must be rcstorcd within 1 hr.

to avoid lifting Pressurizer Safety Valves (PSVs). The probability of non-
restoration of off-site power within 1 hr. was calculated from the correlation
developed from statistical analysis ofNSAC-111 data (Rcfercnce 4.4.3); details of
this statistical analysis arc described in Section 6.2. The success criteria are
restoration of power to the switchyard and re-energization of at least one ESF bus
from off-site power.

4.3.10.2.5 Restore Power within Three Hours

Thc AF system requires 125V DC to control the turbine pump throttle valve and
other system valves. During a SBO event, this power is provided exclusively by
the Channel A station battery. Based on a review of 125V DC bus loads typical to
a SBO event and thc 18 and 60-month tests of the DC battcrics (References 4.4.6
and 4.4.7), it is assumed that thc DC batteries will last for at least 2 hrs. into an

SBO event. However, it is conservatively assumed that the AF pump fails at 2 hrs.
into the cvcnt. As described earlier, the probability of restoration ofoff-site power
by a specilic time into the SBO event may be calculated from the correlation
dcvclopcd from NSAC-111 rcport data. Success is defined as restoration of power
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to the switchyard and re-energization of at least one ESF bus from off-site power
(Sec Section 6.2).

4.3.10.2.6 RCS Integrity (No RCP Seal LOCA)
Reactor coolant pump (RCP) seals are designed to limit the leakage of reactor
coolant along the pump shaft. With SBO, the RCP seal cooling and seal injection
from charging pumps are lost, initiating a process ofpotential seal degradation that
may lead to excessive RCP seal leakage.

This study has adopted the CEOG findings in Reference 4.4.12 and thc quantitative
assessment of seal failure probability of 0.08. The functional dependency
displayed in thc SBO event tree reflects the assumption that primary coolant losses
duc to excessive pump seal leakage do not lead to core uncovery prior to 3 hrs. (in
thc absence ofHPSI), an assumption which is consistent with the C-E System 80™
PRA. Excessive seal leakage is defined as leakage leading to loss of primary
coolant inventory in excess of charging pump ability to replenish it once power is
restored. This translates into an average leakage rate in excess of 30 gpm per
pump, starting no carlicr than 2 hrs. after the SBO event.

The possibility ofPSV LOCA is not considered in the event tree, but was assessed

in thc analysis for scenarios in which fccdwater is lost for more than I hr.
Considering thc conscrvatisms in assumed battery life and time required to restore
off'-site power, the likelihood that a PSV willpass water is small.

4.3.10.2.7

4.3.10.2.8

High Prcssure Safety Injection/High Prcssure Safety Recirculation (HPSI/HPSR)
In thc event of a SBO-induced LOCA, HPSI is required to maintain RCS inventory
once off-site power is restored. Thc success criterion for HPSI is defined as flow
from at least one HPSI pump via at least three HPSI lines. Following HPSI, the
containmcnt sump valves automatically open on RAS, and HPSI recirculation
from thc sump to the RCS injection lines continues. The success criterion is a

successful switch-over of at least onc HPSI pump providing recirculation through
at least three HPSI lines. The HPSI, HPSR and Containmcnt Heat Removal Top
Logic fault tree shown in Figure 4.3-17 combines these two functions.

Secondary Cooling Long-Term (AF)
Thc success criterion for AF is to deliver flow to at least one SG with onc of three
AF pumps for a period of up to 24 hrs. after off-site power recovery has been
obtained.

Two means of stcam removal are availablc. The preferred means is use of the
ADVs. The success criterion is that one of two ADVs on a SG being fed auxiliary
fccdwater operates under operator control. IfADVs fail, the MSSVs will relieve
stcam prcssure. The success criterion for MSSVs is that one of ten MSSVs opens
on a SG being fcd auxiliary fccdwaler.

4.3.10.3 Major Assumptions and Dependencies

The following assumptions were m'adc in'developing thc Station Blackout event

tree:

a) Ifthe turbine-driven AF pump is unavailable, off-site power has to be

restored within 1 hr. in order to prevent core damage. This requirement is
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based on the assumptions that thc SGs willboil dry within about 30 min.
and the core willbe uncovered due to coolant loss through the primary
safety valves about 30 min. later

b) Ifthe turbine-driven AF pump is initiallyavailable, off-site power to the
ESF buses must be restored within 3 hrs. in order to avert core damage.
This requirement is based on the dcpcndencc of turbine control on DC
power and the conservative 2 hrs. assumed useful life of the Channel A
Class 1E battery. The core uncovery assumption is based on a conservative
estimate of time to core uncovery

c) No credit is taken for operator action to shed DC loads to extend battery
life for AF pump operation

d) RCS integrity willnot be lost duc to a stuck open primary safety relief
valve(s). (This possibility is accounted for in the cutset analysis.)

e) Thc DC batteries arc assumed to discharge during an SBO event. This
means that after power is recovered, 125V DC power is only availablc
from battery chargers. This is a conservative assumption, especially for
those sequences where power is restored within 1 hr.

f) It is assumed that excessive RCP seal leakage prior to 2 hrs. after an SBO
is not a credible event. This assumption is based on the CEOG conclusions
after review of operating experience with CE-BJ RCPs. A comparison of
CE-BJ and CE-KSB RCPs found both pump designs operationally
equivalent. The CEOG conclusions have been extended to thc CE-KSB
RCP design

g) Recovery of off-site power is defined as restoration of power to the
switchyard and rc-encrgization ofat least one ESF bus from off-site power

h) No credit is taken for recovery of an emergency diesel generator

i) No credit is taken for operator action to de-prcssurizc thc RCS for LPSI if
HPSI fails.

4.3.10.4, Major. Dynamic Human Actions.-. "
Only thc rccovcry of off-site power is modclcd.

jh ~ 4 I'

4.3.11 Anticipated '&ansients without SCRAM (ATWS) Event Tree

4.3.11.1 Sequence Description
ATWS events are modeled to be an imbalance between steam generator heat
removal and core heat generation with the subsequent failure to SCRAM when the
appropriate reactor trip parameters are reached. As the coolant temperature
increases, two important features of ATWS events occur: RCS pressure will
increase because of coolant expansion in a controlled volume and temperature
increase of the coolant willdecrease the neutron moderation, thus reducing
reactivity. As RCS temperature increases, reactivity decreases such that a quasi-
stablc state is reached at a reactivity level where total core power is matched by
whatever heat removal is available from the stcam generator. The reactor must
remain at an elcvatcd temperature in order to maintain this state. Thc negative
effect of coolant temperature increase is the accompanying increase in pressure.
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Depending on thc value ofmoderator tcmpcraturc cocAicient in the core at thc time

of the event, the equilibrium state may or may not bc reached prior to cxcccding

stress limits on thc components of thc primary boundary.

Thc ATWS rule (10CFR50.62) is based on maintaining component stresses below

the ASMELcvclC limits. This equates to a RCS pressure of3200 psi. Thc concern

with exceeding ASME C stress levels is not primarily one of component rupture,

(although this willhappen at very high stress levels) but is that clastic behavior is

not ensured above stress Level C limits. Thus, valve and pump operability can not
be assured after exceeding these stress levels.

A mitigable ATWS scenario will reach an equilibrium state at an elevated
temperature-(about 620') in a close to saturated condition, at a few percent

power, with stcam generator heat removal just matching decay heat plus power.

This state is presumed to be reached in about 2 min. for thc full-power loss of
fcedwatcr ATWS. From that point, it is necessary to provide reactor shutdown by
boron injection with the charging pumps. As boron is injected into thc RCS,
reactivity is reduced and, the temperature of the entire RCS willprocccd back to
the no-load T»<. Continued boron injection willensure subcriticality even at cold-

shutdown conditions.

From the PRA perspective, the risk important aspects of ATWS are over after
successful initiation of boron injection. Within the scope of the accident
description discussed above, the physical constraint which dictates the required
timing for boron injection is when thc AF pumps run out ofcondcnsatc. However,

the assumed requirement for boron injection is usually 10 min. The reason is that

the thermal hydraulics analysis to evaluate pressure rise, upon which the ATWS

success criteria are based, only takes thc event out to a time shortly after the

equilibrium state i's reached (about tcn minutes using onc charging pump).

The pressure rise during, an ATWS can be affected by success or failure, of four.

other events. The cvcnt tree is structured to question, the'occurrence of the'se"

events. First, fecdwatcr must be supplied to the SG to rcmove decay heat; second,

the pressurizer relief valves must open to relieve steam; third, under some

conditions, the turbine must be tripped to prevent overcooling, which would add to

reactivity and preserve SG inventory (minimize peak RCS pressure); and fourth,
the moderator temperature coefficient (MTC) must be negative enough to provide

enough temperature feedback to bring the reactor subcritical before the saturation

temperature of the pressure corresponding to stress limits is reached.,

Thc success criteria for each of these items are interrelated. For example, failure to

trip the turbine is not critical in itself, but a higher value ofMTC can be sustained

ifturbine trip is successful. Similarly, failure ofone feedwater pump is not critical,

but a higher (less negative) value of MTC can be sustained ifboth feedwater

pumps arc operable.

Figure 4.3-10 presents the core damage event tree for ATWS. The following
'subsections describe thc individual elements on the tree.
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4.3.11.2 Sequence Elements

4.3.11.2.1 ATWS Initiators

ATWS is defined to be an anticipated operational occurrcncc coupled with failure
to insert ncgativc reactivity via the control elcmcnt asscmblics. Thc anticipated
operational occurrence is a function of whether a turbine trip has occurred. A
simplilication was performed by categorizing the PVNGS initiators into the three
bins: two arc a turbine trip or no turbine trip (Sec Sectio'n 6.1.4) for thc grouping of
the initiators and the third containing the LOOP and station blackout. Thc three
categories are:

a) LOOP and Station Blackout

b) Initiators with turbine trip

c) Initiators without turbine trip.

These general categories contain initiators which have a range of impacts on the
systems (elements) called in the ATWS event tree. For example, loss ofclass 125V
DC Channel A fails a train ofAF and SI. This initiatorhas a more severe impact on
ATWS mitigating systems than a miscellaneous 'reactor trip which docs not
significantly impact any mitigating system. However, for each initiator within a

category, preliminary sequence analysis was performed to assess the importance of
such dependencies on the sequence frequency. For initiators that have a major
impact on the systems called to mitigate it, this analysis showed that their
contribution to CDF was ncgligiblc due to their low frequency value. As a result, it
was judged that such initiators could bc categorized with other initiators having
less severe impact on ATWS mitigating systems. This then allowed the ATWS
event tree to be analyzed with seemingly one initiator without understanding the
impact of initiator-plant system dependencies.

4.3.11.2.2 Reactor Trip (RPS Electrical)

This element,is.defined.as.thc.probability. that thc'alright combinations of two trip:;-
breakers (¹1 and ¹2, or ¹1 and ¹4, or ¹3 and ¹2, or ¹3'and'¹4)-will'not receive a
signal to open. The event includes failure of sensors, instrumentation, signal
processors, and output signals in the RPS and the supplementary protective system
(SPS). It also includes failures of thc shunt trip coils and the UV coils.

\

Failure of this top event is dominated by common-cause failure of the reactor trip
breakers (both thc shunt and UVcoils must fail).

4.3.11.2.3 Reactor Trip (Trip Circuit Breakers)

This top event considers reactor trip failure due to circuit breaker faults. 'Ibp event
probability is dominated by common-cause failure of the breakers. The. trip
breakers are separated from all other faults, because these failutes can be mitigated
by operator actions by de-energizing the control cabinet MG sets.

4.3.11.2.4
I

Reactor Trip (CEA Mechanical)

Successful insertion of 75 of the 76 full-length CEAs. (The 13 power-shaping
CEAs arc not crcditcd.)
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4.3.11.2.5 Manual Trip Late (De-energize CEDM MG Sets)

The operator fails to rcmove power to the 480V AC buses that provide power to
the CEDM MG sets. This is an in-control room action, except in the cases of
LOOP and SBO, where the buses are de-cncrgized due to the initiator. The CE
analysis performed for PVNGS (Reference 4.4.20) indicates that for the most
limiting event, a loss of MFW peak RCS pressure occurs at 100 secs. It is
conservatively assumed herc that'operators must act to manually trip the reactor
within 1 min.

Attempts to manually trip the reactor by this method willbe unsuccessful (and
hence are not credited) ifthe RPS failure is due to rods failing to insert for
mechanical reasons.

4.3.1 1.2.6 Secondary Cooling (Train A or B AuxiliaryFeedwater)

This event is defined as the success of auxiliary fcedwater to at least one SG in
conjunction with the functioning of at least one MSSV. The Palo Verde Nuclear
Gcncrating Station has two safety-grade AF pumps which can match 200% of thc
decay heat load. Since AFAS docs not actuate the Train N pump, and activation of
the Train N pump is not directed in the ATWS procedure, it was not credited forAF
success. The choice for AF is then to use two AF pumps and use the highest MTC
value, or use one AF pump and use a lower MTC value. Provision ofhigher AF
Qows during ATWS allows accommodation of a higher moderator temperature
coefficient and thus a smaller percentage of time spent in thc unfavorable
condition. However, for this study, the one out of two success criterion was used
and as a result a larger percentage of time spent in the unfavorable MTC condition
was applied. Reference 4.4.20 identifies minimum requirements for heat removal
on the secondary side.

4.3.1 1.2.7 Prcssure Relief and Operation in Adverse MTC range

This portion of thc cvcnt tree combines two factors impacting the peak RCS
pressure reached:

a) Thc MTC window at thc time of the ATWS for which success of onc AF
train to provide cooling is attained .

b) Successful opening of four out of four primary safety valves so as to
provide adequate prcssure relief.

The operation in adverse MTC range reAects the relationship bctwecn the auxiliary
fccdwater success criteria, whether the turbine has tripped and percent time the
core is operating in adverse MTC. As mentioned in Section 4.3.11.1, thc
conditions ofan ATWS are based on the amount ofenergy that is in the coolant and

thc heat generation rate in thc core. The amount of water delivered to thc SGs via
the auxiliary fccdwater pumps is the limiting factor in successfully maintaining
sufficient heat removal. Competing factors for how much fecdwater is needed (the
amount of energy in the system to be removed) or whether a turbine trip has

occurred and what MTC is when the ATWS occurs. Using the one of two auxiliary
fecdwatcr pump success criterion, the'~MTC value range for when core melt will
always occur due to insuflicient fcedwater inventory can be calculated. Once the

ranges have been determined, the percentage of operating time in each of these

MTC ranges is calculated. For this analysis, the percentage of time the unit willbc
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within the unfavorable MTC regime based on only one AF pump providing
fecdwater is 3.3% with turbine trip and 11% with no turbine trip.

4.3.11.2.8 Maintain RCS Integrity
IfLevel C RCS stress limits have not been exceeded, maintaining RCS integrity
during an ATWS is defined as the closing of the primary safety valves after they
have been demanded to open. The success criterion is that all four must close.

4.3.11.2.9 Emergency Boration Using Charging Pumps
This event is comprised of the human action to start emergency boration and thc
success of onc charging pump to inject borated water into the RCS.

The human action is dependent on whether or not a manual reactor SCRAM has
been tried. It is assumed that ifthe Control Room operators fail to diagnose the
need to manually SCRAM the reactor, they will also fail to initiate emergency
boration via thc charging system.

4.3.11.2.10 High Prcssure Safety Injection (HPSI)
HPSI is nccded only for scqucnccs where a safety valve has stuck open and a small
LOCA has bccn created. Onc of two HPSI pumps willprovide sufficient inventory
makeup. Emergency boration is not needed, since the HPSI system supplies
suflicicnt boratcd water to bring thc plant to shutdown.

4.3.11.3 Major Assumptions
Thc following functional dcpendcncies arc important for thc ATWS Event Tree:

a) Failure to SCRAM coupled with an adverse MTC is assumed to result in
peak pressures exceeding Level C stress limits. This is assumed to cause a

LOCA with safety injection disabled, which leads directly to core damage

b) Failure of HPSI is prcsumcd to result in a return to power on cooldown duc
to insuflicient negative reactivity. Emergency boration is not capable of
supplying suflicicnt inventory to the RCS with a failed open primary
safety. Thc core would become uncovered within approximately. 35 min.
of thc liftingof thc safety valves

c) To maintain primary prcssure below reactor vessel rupture (5200 psig is
conservatively assumed), all four safety valves must open

d) Only onc charging pump is rcquircd for sufficient boron injection to bring
the reactor to shutdown

e) Ifan operator attempted to SCRAM the reactor, but was not able to via the
control rods, no dcpcndcncy was placed on the operator then attempting to
proceed with cmcrgcncy borating

f) One HPSI pump is required for adequate boron injection and cooldown of
the core during an ATWS

g) Credit for having main feedwater (FW) available at the time the initiating
event occurs was not taken

h) Initiators were grouped by whether a turbine trip had occurred. Solution of
the event tree events was determined by assuming the most dominant
initiator conditions (Sce Section 4.3.11.2.1)
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i) HPSR was not included in the event tree because preliminary analysis
resulted in accident scqucnce numbers dropping below 1.0E-10.

4.3.12 Interfacing System LOCA (ISL)

Interfacing System LOCA refers to a LOCA that occurs due to failure of the
boundary between the Reactor Coolant System and a system with which it
interfaces. Subsequent pressurization of the interfacing system causes a breach of
its pressure boundary. LOCAs of this sort can be categorized as inside containment
and outside containment, depending upon the location of the brcach. Section 6.1.3
provides a full discussion of how possible ISL locations were determined and
calculations of initiating event frequencies. A brief summary of this discussion is
presented herc.

49.12.1 Inside Containment ISL

Five paths for potential ISL inside containmcnt were identified:

1. RCS cold-leg to Safety Injection Tank

2. RCS cold-leg drains to the Reactor Drain 'ink (RDT)

s. RCS cold-lcg to RDT via Safety Injection System drains

4. RCS hot-lcg through Shutdown Cooling System to RDT

5. Reactor Coolant Pump Seal LOCA.

The behavior and mitigation requirements for inside containment ISLs are
generally the same as for an equivalent sized RCS boundary LOCA. Therefore,
calculated initiating event frcqucncics for ISLs inside containment were added to
the initiating event frequency for the equivalent sized LOCA (Large, Medium or
Small).

4.3.12.2 Outside Containment ISL (Event V) '

'ourscenarios were identified that could lead to a potential ISL outside
containmcnt (V-Sequences) during power operation or Hot Standby:

1. RCS cold-leg to the High and Low Pressure Safety Injection systems

2. RCS hot-lcg to Shutdown Cooling suction line

3. RCS letdown line rupture outside containmcnt

4. RCS to Nuclear Cooling Water system.

The initiating event frequency for each of thc above scenarios was calculated. All
were well below IE-7/year. The conservative assumption was made that any ISL
outside ofcontainmcnt would lead to core damage; i.e., no credit was taken for any
mitigation. Therefore, the core damage frequency values are equal to the initiating
event frequency values, and an event tree for ISLs outside of containmcnt was not
constructed.
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RIS DCPRPSSI ikIZAllOV
FAIIS CAUSING 1l

IL'o

1k I L'AKTO
CONIINUF.

rcSc I

AlLRCS Fk CSSI)ltl'.
C(MIROLSYSI IISIS

UNAVAII%Illli

t ~ . s ~ A

SI2VLII)ARYSIDRPRI'SS
Ukc COVntOI. SYSllilS
OV DNA)IIX.'ll!DSO
UNAVAILAGIZ

OPISIATOR I'AILSTO
DIS'kFSS Rt.'S DUkING

SGTR 'IQ Sl OP I.CAI(
WIII I LV 24 IIOURS

)rrkISS~RII

AUXP/R Si'kAY
SYMlittFAII.$ 1 0
Oll.kAlFONDISIAMl

NOILtIALP?R SPRAY$
FAII.'lOI'UNCIIOl4

IXICTO kCPS TRIITl:I)

I"CR VINI"SFAILTO
OPEN Oil DISIAND

DOlllADVS ON $0.2
(UNAllULILDII'All.
TO OPCN ON DCAIAND

lllRIIINRDYPASS
VAI.VLSFAILTO

OPIRA1K (Ã4 DL'MAND

1

~ A h to S4 I)
rc(c S

TO APS( FA(II.TTRIX

~AD

TO P?RVLNTS I'AULT TOAI)VI'AUITlk(X Q 'IOTIIVFAIILTTMX
lklX

Figurc 4.3-15 (page 4 of 6)

Unisolatcd Leak During SGTR

4.3 1'.Vent 'I'rce Scqucnce Detcrnlination 4-87



Event Tree Sequcncc Dctcnuination

hOkSIAI.P1R SPRAYS
I'All.1 0 I'UhX.I ION

INl".IQKCPS 1KIPPI:.D

Psdc 6
OTSCU.3B

NO POIITR AVAIIABI.E
10 RCPS lVBillAIN

CNAN.PIV

kCS SUBCOOLINO

klAIUIK&I cps rok
RUNNING kCPS IS LOST
ANDNOT kEOAINED

IRCP.SUBCOOI~2OP

1.00I!F00

13.6 RV OILS NANSOI
FAIISTOI'ROVIDE

I I'OiVISI

Ikd RV BUS NANS02
FAILSTO PROVIDE

POIVLR

CNAYSOI CNANS02

TOhY N I.OI FAULT
TkrÃ

TO NON.L02 FAUI.T
1REE

Figurc 4.3-l5 (page 5 of 6)

Unisolatcd Leak During SGTR

ltcv. 0 4/7832 4.3 I;vent Tree Sequence 1)eterminalion 4-88



Evcltt Tree Scqucnce Determination

PiSc I

ATI.IJISM ONP. SISI V

ON 11 ILKUPIUklDSO
FAII '5 TO CI.OSl

Cii'SOIWA

RI'IIV IAFAIIN I 0
CI,OSR ON IRRIIAND

RISl V-2APAILS TO
CIOSP ON Dl'PIANO

OIT:RATOR I'AILSTO
AOSC SISIVS ON

KIIPIURU5SO

ISISIV.IA-.!LIY.IC

220'5
IRISIV'2A-SIV.I'C

R20Pr0)

I RISIV47.DSI;-2IIR

5.001'5

Figure 4.3-15 (page 6 of 6)

Unisolatcd Leak During SGTR

Itcv.0 4fl82 4.3 I:vent 'I'rce Scqncnce 1)ctcrlnination 4-89



Event Trcc Sc(lucucc Dctcnninati()n

1.0$ $ Ole RCS
INIIXlkIIYI Ol LOWPNG

A RL'A(:10kTRIP

GTRCSI

I.OSS OF RCS

LYKGRIIYDUE TO A
ST(eCK OPIN PRISIAR Y

SAI)TY VALVE

GRPSI Tl

LOSS OF kCS INIEGR1fY
DUETO RCPSLeAL
RI)PIURE
(IOOP CONIXllONS)

GRCSI 72

LOSS OF RCS
INIL'GRffYDUETO
RCP S)e~l.kUPIURE

(NO I.OOI')

I'RCSI 73

Pefe S

1 kANAII. VTCA111FS A
PRLeIA'RY SAI I:PY

VAI.VE1 0 LI IT

GRFSI TIA

PRLVIARYSAf1:I'Y
YALYEsllcKsopl I

IOLLOWLVGA I IFf

IPSRV.OPEN--2OP

1()084e 1

I'AII.IIR I'. Die AI.I.RC
I'OWU( 'I0 NCW SY$1L'3l

GNAN I'WR

I'AILLek8 TO PROVIDIe
SILALPN ILCf(ONTO

TIIFRCPSEAIS

GRCSICI~AI INI
I'efe 3

IeAIL(018 TO ('ROSSAE
L'CWTO PROVIDE SEAL
COOLIE) G IVIÃ

FAILUREOFNCW

GRCSI rCW

Pefe4

kCP SEAL kUI'IURE
G IVEN LOSS Ol'LL

SEAI. COOLlhO d; SEAL
IN) TOTIIEPUMP

IR CPSFAIl.EAK TOP

1.0084)2

PRIS(ART SAIEIY
I IITS ON A '1 Uk A lhE

Ikll'DUETORK
RI7(11AI'K'11IVFAII I'RFS

I kCSI T III

Page"

ALLMACISllAM
ISOLATIONVALVES

CIA�"INfnATING
EVI Nf

'fh(IIV

4.008.02

I'AllIlk(:OF IRS KV
NOV~TASS n(IS

NANSO I.TO PROVIDE
POW I)1

GNAÃ$01

TOWN.I))I Tkll'.

leAILUkL'FlktKV
NON.C ITS BUS

NANS02 TO PROVIDE
PO'AT.R

DNAN$02

TO hT)N.L02TklÃ

Figurc 4.3-16 (page I of7)

RCS Integrity Loss

lt(v. 0 4fl/97. 4.3 I'.Tent '1'rcc Scqucncc Dctcrrnination 4-90



Event Trcc Scqucncc Dctcnnination

PR ISIARY SAILS
LII:fSOllATUklllNK

'lklP l)LTITO RX
k~1IACKIIIIVPAILURCS

I RCSI Till

TURRINKTRIP
LilIIATIN(iI;VILil~

TURIILVrREPASS
VALVL'SPAILTO

QUICK OITN ON A
TURUINL'lklP

RILACfOkkUhTIACK
PAIIS TO PRPVIMP A

PSV LII.T

Oaf
I. I&l ~ IO

I OII"A(.IUAI.IRKQ
I.IMPER

ITIIV IRX RILN1)A<V,-TOP

ISOI!F00

Figurc 4.3-16 (page 2 of7)

RCS Integrity Loss

ltev. 0 4fll92 4.3 );1 cnt Tree Seftuence 1)ctcrrninafion 4-91



Event Trcc Scqucncc Dctcnuination

FAILURETO PROVIDE
SEAL INIECIIONTO

11ll'IRCP SCAIS

Page I
Page S

Page 2

G RCSI SIAISNI

FAILI'REOF Al.l.
CIIARG Ila%I PVgl I'S DUE,
TO SUCIION FAII.VRES

GAPSS I

TO APSS TREE

ALLCl IARGiLNGI'UMPS
FAILTO STARTakUII

GAPS>2

lUAl'SS I kEF.

RWP1YVIPERATURE
I CSS 'IIIAN20 DCO
CAUSIWISEAL LNI

ISOIATION

ICII kWTIIIaIP-2OP

SFAI. INICCIION
FAILS DVETO LOCAL

I.L'aV.FAUI.TS

ICII-SEAI INI-2OP
I.IOE 02

SEAL INlECIION
UNAVAILABLEDVETO

UNSCIICDVIXD
MAINIENANCE

ICII-SPALINI-2Cgl

I.SOE 02

Figurc 4.3-16 (page 3 of7)

RCS integrity Loss

Itev. 0 4/7/92 4.3 Event Trcc Sequence Dctemtination 4-92



Event Trcc Scqncncc Dctcm>ination

FAII.Uka TO
CROSSIIL''CW

10 I'KOVIOESEAL
COOLINO GIVEN

FAII.UkE OF NCW

P.M I
I'rlc 5

Prlc T

GiRCSI IXW

I'All.VRIIOliCLWTO

NCIVC:ROSSllE VAI.VIiS
IiA11.1II C)I'I 'I

CiRCSI 14RV.I

OPERATOR I'AILSTO AlJGN

ELW 1 0 11 IC NLWSYSI Ii51

Wm 1 1,'I 10 MINOF A I OSS

OFI XXV

INCW.IXW45P-?IIX

4.00Fr0 I

ESSENllALCCOOIUCCI

WA1ER SYSILCI (IRAliV

A) I'A I IS TO DU IVEk

COOllNG

ILWAIXOOI.WA-IOP

I CW.'iCW CTCOCTI Ili
SICCV CCVI451'AIISTO

OKN

II:WAUVI45.SIV.IO

1.9 llr03

ECWOCCW Ck OLC11E

MOV UV06$ FAlLS TO
OPI. I

ILWAUV065.MV.IC)

1.91E.OS

ECWmCIV CROSSnE

RIOV VV145 FAILSTO

OPEN CONlROL
CIRCUtf I'AULT

IEIVAUVICS.CXXITI

IA5Fr03

ECWINCIVCROSSllC

MOVUVO65 FAILSTO
OPION CONIROL

LIRCUITFAVLT

IEIVAUVOIS CXXIU

IA51'l

LOSS OF CLASS IE
410VACDUS 111A MSI

POWUC

IPIIAM31-410 IPW

999E43

Figurc 4.3-16 (page 4 of7)

RCS Integrity Loss

ltev. 0 4fII92 4.3 1'.Tent '1'ree Seqnence Determination 4-93



Event Tree Scqucncc Determination

IQSC Ol'CS
INfDGRffYUUETO
RCP SEAL R<JPIURE

(NO LOOP)

Peg< I

FAII.URE OF RCP SEA< S

GIVL'NRCPS ll<IITL'D
fOLLO<VINGIJJSS OF

SCAL CLG ANDINJ

GRCSI T3<I

FAIISJRE OF RCP SEALS
GIVINRCPS NOfTRIPPED

FOI.IJJWIM LOSS

OF SEAL CLG AND INJ

<'RCSI TTA

I < <SS < <<'CW<f<'W
<'<Ill <I<&el.'Vl'<lS

FAII.<<RE TO CR OSSTIE

IAVP TO

PROVIDING

6 PAL
f<XIIJNG GIVEN

FAII.URE OF NCW

FAILL<RETO
I'kOVIOL'FAL

INJI:<, n 0.'< TO,
TIIERCPSFA<.%-

kCP SPEAL RUPIURE
GIVL'NJOSS OF ALL

SEAL COOLING R SF~
INJ TOTIIEPUSIP

LOSS OF NCW/PCW

fkrnATINGEVFJJIS
FAILURETOPROVPOE

BACKUPSEALCOO IA<G

OR SLeeL INJECDGN

OPFJ< FAIIS TO
SCCURL'LI.

RCPS Wnl I<N 5 M
INOF LOSS OF SLeeL

U<J ANDCLG

<'><Tv n'»
I'e<c <

GRC<I I CW GRCSI SEAI INI

3
Pegc.<

IkfPSEA<.lEAK.TOP

fJNE43

GNCW.

Pege 6

GRCSI.TIC

Pele 3

IRCOARCP53<NT I<K

600 <e'03

Figure 4.3-16 (page 5 of7)

RCS Integrity Loss

l(ev. 0 4/7192 4.3 Event Tree Sequence Determination 4-94



Event Trcc Sequcncc Dctcnlunllllon

IOSS OF NCWiICW
INTIIATL%l CVIiiTS

FaSe 5

rip 5

GNCW.TCW

I OSS OF

TITAN

T

CI)OI.IN(» IVATF11

'INIIIAIIN(iI.OAT

Loss AIDA N ocLFAR

COOI.INO WATS
'INnlAllNO

CVLVI'I.IMV

5.00C-05 2001'1

Figure 4.3-J6 (page 6 of7)

RCS Integrity Loss

itev. t) 4/7/92 4.3 Event Tree Sequence Deterluination 4-95



Event Tree Scqncncc Dctcmtination

I AII.DKP. TO PROVI I >F

DACVI>rSLALCOO>.INII

OR SFAL LNICLTION

P>5> 5
GRCSI TTC

I'AlI.IIRFCI0 CROSSIIP.

CCW TO PROVIDL'SCAL

'COO>.INO OIVI3I
FAII IJR IIOl'CIV

FAII.URETOPROVIDC

SGLI DIJECAONTO

TIIRRCPSFAIS

~ CRCSI D:W

P>5> 5

6 RCS 14 EAI.INI

P>5c3
3

Figurc 4.3-16 (page 7 of7)

RCS Integrity Loss

Itev. 0 4/7/92 4.3 I'.ient Tree Sequence Determination 4-96



Event Tree Scqncnce Determination

CAII In@.OR lie»IPSR
(PK I OfffAIVSU'iTIU'AI

Rl iIOVAI.Ill>CR
lll.AOROnfCORI)fIIINS

01 IIUI.

6 OllfOl.+ IIPSI III'%AIRS

I.4 3 AVAII.AllI I'. 6 I.

I,IS1CS I'g'Ill.1'0

PKOVIOCIIOW

40IIf~61IPSR IIIAOI'RS

liI3AVAIIAUI.CSI.
IJNLS PAII,TO

PKOVIOI'lllDW

Cilll 6.6 OIIK.S 6

1R ANSI'O I IPS II6 TRANSII3I10 IIPSR46

TRIX

Figurc 4.3-17

I IPSI, I IPSR, Ec Containnlent I feat RcnlOvaI

I«V.O 4neZ 4.3 I'.vent 'I'rcc Scqocnce1)clcrnlinalion 4-97



Event Tree Sequence Dctcnninalion

1RALIS A Akn n OP

CO:ITAL'I'll i%SPRAY

PAII.TO COOL

CONfNIIKILNf

OTCS

COIII'AlNWIINTSl'RAY

SYSTILSI'IRAI I A

I All.l'Rli< KL'elk C

', PIIASL'I

COVrAIRSIENrSPRAY

5YSTIhlTRNA 0
I'NLUKElkLCIKC

I1IASC)

TOCSSA1RIX TQ CSSO 1RIZ

Figurc 4.3-18

Loss Of Containment Spray

l(CY. 0 4fli92 4.3 I'.Ycnt Tree Sequence Determination 4-98



Event-Tree Development

Table 4.1-1 Initiating Events Screening List

I

1. Loss ofRCS Flow (I loop)

2. Uncontrolled Rod Withdrawal

A. EPRI NP-2230 Events

Loss of any pump trips reactor.

Rod withdrawal would not affect any other mitigating
systems and looks like a reactor trip with a higher initial
RCS prcssure.

3. CRDM Problems and/or Rod Drop

4. Leakage from Control Rods

5. Leakage in Primary System

6. Low Pressurizer Prcssure

7. Pressurizer Leakage

8. High Pressurizer Prcssure

9. Containment Prcssure Problems

10. CVCS Malfunction - Boron Dilution

Manual or CEAC/CPC'rip.

Small leaks would lead to a reactor trip. Larger leaks are
covered by Small LOCA.

Covers leaks smaller than 0.38 in. diameter that eventually
lead to a reactor trip. Allothers treated under LOCAs.

Leads to reactor trip.

Same as 5 above.

Leads to reactor trip.

Reactor trips on high containment prcssure.

Most probable boron dilution would eventually lead to
Reactor Protection System (RPS) trip. Events leading to
core melt directly due to extended dilution are judged to be
very small in probability.

11. Pressutc, Temperature, Power Imbalance.;„, Trip,„on.high, or..low.„prcssure,.tempcratutc~or'neutron ~

Rod Position Error . power imbalahce.'~ '."

12. Total Loss ofRCS Flow

13. Loss or Reduction in FW Flow (1 loop)

14. Full Closure ofMSIV (1 loop)

Dominated by loss of off-site power. Ifoff-site power is
available, then event is a reactor trip with natural
circulation cooling.

Event may lead to a reactor trip or could be handled by a

reactor power, cutback.

Temperature or power imbalance. Manually reduce power
to 70% power.

15. Closure of AllMSIVs

16. Increase in FW Flow (1 loop)

17.. Increase in FW Flow (all loops)

18. FW Flow Instability - Operator error

Rev. 0 4/7/92 4.0 Event-Tree Development

Large-load rejection.

Temperature or power imbalance or high SG level.

High SG level.,

High or low SG level.
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Event-Tree Development

Table 4.1-1 Initiating Events Screening List (Continued)

19. FW Flow Instability - Hardware fault High or low SG level.

20. Stcam Generator Leakage

21. Miscellaneous Leakage in System

22. Sudden Opening of a Steam RclicfValve

23. Loss of Component Cooling Water

24. Loss of Service Water

May lead to manual trip.

Large secondary leakage treated under large secondary
line break. Others assumed to trip reactor.

Low SG pressure.

Broken up into loss of nuclear cooling water and loss of
turbine cooling water.

Loss of plant cooling water.

25. Turbine Trip, Throttle Valve Closure, Eventmay lead to arcactorYiporcould be handled by a

EHC problems reactor cutback.

26.

27.

Generator Wip or Gcncrator Caused Event may lead to a reactor Nip or could be handled by a

Faults reactor cutback.

Total Loss ofFW Flow (all loops) Trip on low steam generator level.

28. Loss of Condensate Pumps (all loops) Trips all FW pumps.

29. Loss of Condenser Vacuum

30. Condenser Leakage

Trips all FW pumps.

Assumed to lead to a loss ofcondenser vacuum.

31.

32.

33.

Loss of Circulating Water Treated as a loss of condenser vacuum.

Pressurizer Spray Failure Trips reactor on low ptIessurc.
~,I „, .

~

Loss ofPower to Necessary Plant Systems Most loss of power events are treated as separate events.
Only those loss of power events that do not affect
mitigating systems arc included here.

34. Spurious Trips - Cause Unknown

35. Automatic Trip - No Transient Condition

36. Manual Trip - No Transient Condition

37. Loss of Off-site Power

38. Inadvertent Safety Injection Signal

39. Startup of Inactive Coolant Pump

Since the HPSI pumps have a discharge -pressure
significantly less than normal RCS prcssure, an
inadvertent SIS has no effect on operating conditions.

AllRCPs run during reactor operation.
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Event-% ee Development

Table 4.1-1 Initiating Events Screening List (Contintied)

40. Loss of Condensate Pumps(1 loop) Three condensate pumps total. Loss of one may cause

operators to slightly reduce power, should not result in
trip.

41. Fire WithinPlant Considcrcd in IEEE.

B. Plant-specific Ev'ents

42. Loss of 125V Class 1E DC Power Four separate events considered: Loss of any of four DC
control centers or distribution panel powcied from its
respective DCCC.

43. Loss of 120V Class 1E AC Instrument Two events considered: Loss of either Channel A or B
Power vital AC distribution panel.

44. Loss of Instrument AirSystem Does not directly trip reactor, howcvcr, extended loss will
lead to manual trip.

45. Loss of Control Room HVAC

46. Loss of DC Equipment Room HVAC

47. Large Secondary Linc Break

48. Steam Generator Tube Rupture

49. Interfacing Systems LOCA

50. Large Feedwater Line Brcak

51. Small, Medium, and Large LOCAs

Leads to spurious load sheds,

Includes loss of Division 1 DC Equipmeht Room HVAC
and loss of Division 2 DC Equipment Room HVAC. Leads

to loss of class 120V AC and 125V DC power.

Unisolable from steam generator.

Undercooling event.

a. Control Element Assembly Calculator and Core Protection Calculator function to trip reactor under certain

abnormal CEA configurations.

vent'ev.
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Event-l?ee Development

Table 4.1-2 Initiating Events for PVNGS

Initiating Event

1. Total Loss of FW Flow (all loops)

Potential IE
Category

Table 4.1-1

16

Name

IEFWP

Event Tree

Loss of Main Fccdwatcr/
Condcnsatc Pumps

2. Loss of Condensatc Pumps (all loops) 28 IECPST Loss of Main Fcedwatcr/
Condcnsatc Pumps

3. Loss of Condenser Vacuum 29, 30, 31 IECONDVAC Loss of Main Fccdwater/
Condcnsatc Pumps

4. Large Secondary Linc Brcak

5. Steam Generator Tube Rupture

6. Feedwater Line Brcak

7. Loss of Off-site Power

8. SmallLOCA

9. Medium LOCA

10. Large LOCA

11. Station Blackout

12. Spurious Closures of all MSIVs

13. Loss ofPlant Cooling Water

14. Loss of Instrument Air

15. Loss ofTurbine Cooling Water

16. Loss ofNuclear Cooling Water

17. Turbine Trip

18. Miscellaneous Trip

19. Loss of Qass 125V DC Channel A

20. Loss of Qass 125V DC Channel B

21. Loss of Class 125V DC Channel C

22. Loss of Qass 125V DC Channel D

47

48

50

37

51

51

51

15

24

44

23, 24

23, 24

25

1-36

42

42

42
ll '

42

IESLB

IESGTR

IEFLB

IELOOP

IESMLOCA

IEMLOCA

IELLOCA

IEBLACK

. IEMSIV

IEPCW

IEIAS

IETCW

IENCW

IETI'EMISC

IEPKAM41

IEPKBM42

IEPKCM43

IEPKDM44

Large Secondary Line
Brcak

Stcam Generator Tube
Rupture

Fccdwatcr Line Brcak

Group Transient

Small LOCA

Medium LOCA

Large LOCA

Station Blackout

Group Transicnt.-

Group Transient

Group Transient

Group Transient

.. Group Transient

Group Transient

Group Transient

Group Transient

Group Transient

Group Transient

Group Transient
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Event-% ee Development

Table 4.1-2 Initiating Events for PVNGS (Contintred)

Initiating Event
Potential IE

Category
Table 4.1-1

Event Tree

23. Loss of Class 120V AC Channel A

24. Loss of Class 120V AC Channel B

25. Loss of Control Room HVAC

43

45

IEPNAD25

IEPNBD26

IECRHVAC

Group Transient

Group Transient

Leads directly to core
melt.

26. Loss of DC Equipment Room HVAC 46
Division I

27. Loss of DC Equipmcnt Room HVAC 46
Division 2

IEDCRHVAC-1 Group Transient

IEDCRHVAC-2 Group Transient

28. Interfacing Systems LOCA

29. Anticipated Transient without
SCRAM

49 IEISLOCA

See Section
4.1.3.16

Inside Containment
treated under LOCA;
Outside Containment
leads directly to core
melt.

ATWS
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SECTION 5 System Analysis

5.1 General Approach

5.1.1 Introduction

The system analysis for the PVNGS Probabilistic Risk Assessment (PRA)
included two groups of system fault trees. First, the front-line system fault trees

required by the event-tree development were modeled. Subsequently, all of the
required support systems were modeled to the extent required by the front-line
system fault trees.

'l 't 'jul l,g i . P I e II t I

The analysis and development ofeach fault tree, along with the number of system
fault trees required, went tlirough several stages. As the front-line systems were
fine-tuned to include as much detail as possible, more support system models were

developed. Additionally, as the event tree system requirements were reviewed for
various initiators, it required the creation of several fault trees for a front-line
system.

Component data base development progressed in conjunction with the system
modeling. The level of detail in the system fault trees was directly influenced by
the level ofavailable data. A data base was originally developed before'the system

analysis was modified and expanded to accommodate new component failures and

failure modes. Many of these component failure rates were later modified as better
data sources became available.
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The Analysis Process

5.1.2 The Analysis Process

The first step in analyzing a specific system was creation of a system notebook
using the System Notebook Format Guide. This guide was derived for the PVNGS
PRA from EPRI report Documentation Design for Probabilistic Risk Assessment,
October 1983, RP2171-3, and from the IREP Program Procedures Guide,
NUREG/CR-2728. This notebook included the following information:

a) Updated Final Safety Analysis Report(UFSAR) system information

b) Applicable system description information

c) Mechanical Piping and Instrumentation Diagram (P&ID) and applicable
isometrics

d) Electrical and Instrumentation and Control (I&C)drawings for system
components including loop and logic diagrams

e) Test and maintenance procedures

f) Technical specifications applicable to the system

g) Operation procedures including system lineups

h) Additional information relating to system operation including
comparative data from other plants.

Conformation of the information used in the modeling was provided by the
followingmeans:

a) Walkdowns of the areas where the systems are located

b) Discussions with the System engineers regarding operation of the
equipment, problems experienced by the system, and any other
information which would have an impact on the system model

c) Discussions with the Design engineers'regarding'the design capabilities'of
the equipment

d) Discussions with Senior Reactor Operators regarding actions which would
be or are taken to operate systems or perform tasks during accident
scenarios

e) Discussions with Safety Analysis engineers regarding plant responses

f) Discussions, as warranted, with other departments such as Maintenance,
Fire Protection, and Training.

To insure continued accuracy within the PRA Model, the PRA group receives
plant/technical specification documents pertaining to plant trips, incident
investigations, plant design changes, and daily plant statuses. The group is also
made aware of industry occurrences which may have significant affect on the
PVNGS PRA Model. A representative is on the Engineering Design Review Board
to review all design change packages and assess their impacts on the PRA. Arizona
Public Service plans to incorporate plant configuration and administrative practice
changes in the PRA on a refueling basis, that is, approximately every 18 months.
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52 System Descriptions .

A matrix of the front-linc and support system dcpcndencics is reprcscnted in
Matrix 5.2-1.

52.1 Front-Line Systems

52.1.1 High Pressure Safety Injection

I

W k ~t

5.2.1.1.1 System Function
Thc High Pressure Safety Injection System (HPSI) is part of the Safety Injection
(SI) System, which includes Low Pressure Safety Injection (LPSI), Safety
Injection Tanks (SIT), and the shutdown cooling heat cxchangers. Thc SI system
includes thc followingfunctions:

4

~ Inject borated water into thc Reactor Coolant System (RCS) to Hood and
cool the core followinga loss ofcoolant accident (LOCA), thus preventing
a significant amount of cladding failure along with subsequent release of
fission products into the containment.

~ Provide for the removal ofheat from the core for extended periods oftime
following a LOCA.

~ Inject borated water into the RCS to increase shutdown maq,in following
a rapid cooldown of the system due to a secondary line break.

~ HPSI initiation is also required to inject borated water in the event of a

steam generator tube rupture and to provide negative reactivity for a CEA
ejection incident.

The primary function of the HPSI system is to inject boratcd water into thc RCS in
thc event of a small break in the RCS boundary. For small LOCAs, where RCS
prcssure is expected to remain at approximately 1255 psig for long periods of time,
the HPSI pumps ensure sufficient injection Qow. The HPSI system increases the

'shutdown margin'by injecting'borated water in the'event of a severe'overcoolin'g: ~

accident.

The HPSI system also provides hot-lcg injection (HLI) for long term cooling
during LOCAs. HLI insures cooling water How across thc core and serves to
prevent the concentration ofboric acid which could result in a blockage of flow to
the core. HLI is initiated by procedure for all LOCAs, however it is only required
for Medium and Large LOCAs. HPSI also provides injection flow during the
recirculation phase once the Refueling Water, Tank (RWT) is depleted and the
source of water for the Safety Injection (Si) system is from the containment sump.

I

5.2.1.1.2 System Success Criteria
The HPSI system is needed to inject boratcd water'only in the event of a Small or
Medium LOCA, Steam Generator Tube Rupture (SGTR), or a rapid cooldown of
the RCS due to stcam line rupture., Thc Updated Final Safety Analysis Report
(UFSAR) indicates that 75% of the Aow ofone of the HPSI pumps is suAicient to
maintain adequate RCS inventory and boration for any of these scenarios. Since
the HPSI system injects via eight lines, this criteria could bc restated as obtaining
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design flow in at least three of thc eight injection paths, irrcspcctivc of how many
pumps provide it. Note that ifboth pumps are involved in supplying flow to only
three paths, i.e., thc remaining paths arc obstructed, thc flow in each line is likely to
exceed nominal design flow. Hence, this is a conservative interpretation of the
UFSAR criteria.

Thc success criteria for thc HPSI system, for associated Small or Medium LOCA
and Feedwater Line Break events, is given below:.

~ Small LOCA Three HPSI injection lines available to provide
makeup to the RCS

Same as Small LOCA~ Medium LOCA
~ Fccdwater Line

Brcak
~ HLI

Same as Small LOCA.,
Onc train of HPSI is aligned within two hours to
provide injection flow into a RCS hot-lcg (during
Medium and Large LOCA events)

The secondary line break event also makes relatively minor demands on the HPSI
system. (Scc Section 4.1.3 for a discussion of secondary line break initiating
event). Successful HPSI via one line again provides adequate RCS inventory
makeup and boration to mitigate the brief localized rctum to power or short, term
RCS volume shrinkage that may develop in certain steam line brcak sequences.

The success criteria for the HPSI system for associated SGTR and Secondary Linc
Brcak events, is given below:

SGTR One HPSI injection line available to provide makeup to
'hc RCS ~

Secondary Line One HPSI injection line available to provide makeup to

Break the RCS

For SGTR and main steam line rupture events, all HPSI low willenter the RCS
and all injection lines willbe credited as initiallyavailable. In addition, even if
only one HPSI injection linc was unobstructed, the flowrate would exceed 350

gpm (pump design flowrate is 850 gpm).

5.2.1.1.3 System Description
Thc HPSI system consists of two redundant, full capacity injection trains. Each
train consists of one HPSI pump, one hot-leg injection line, and four branch
headers with each discharging through a HPSI valve to a RCS cold-leg.'During the
injection phase following a LOCA, each HPSI pump takes separate suction from
the RWT via a 20-in. suction header common to thc Low Pressure Safety Injection
(LPSI) system and the Containment Spray system (operation of the HPSI system
during the recirculation phase is discussed in Section 5.2.1.2). The HPSI pumps
discharge into the four safety injection lines common to thc LPSI and Safety
Injection Tank (SIT) discharges and then into thc RCS through the four safety
injection nozzles, one in each of the four RCS cold-legs. A simplified diagram of
the HPSI system in the injection mode is shown in Figure 5.2-1.
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The HPSI system is in standby during normal plant operations but automatically
actuates when a Safety Injection Actuation Signal (SIAS) is received. A SIAS is
produced upon two-out-of-four coincident low pressurizer pressure ((1837 psia)
or high containment pressure signals ()3 psig). SIAS provides direct actuation of
the HPSI Motor Operated Valves (MOVs) and indirect actuation of the HPSI
pumps via the ESF load sequencers.

When RCS pressure drops below HPSI pump shutoff head (approximately 1900

psi), check valves in the injection lines open to pass flow to the RCS cold-legs. In
order to ensure the HPSI pumps are not damaged while RCS pressure remains
above their shutoff head, a minimum low line back to the RWT is provided. A
MOV in this line closes automatically when pump suction switches over to the

sump for the recirculation phase to prevent a depletion of the containment sump
inventory.

Two to three hours following a LOCA, Control Room operators establish HLIby
aligning the HPSI system such that approximately 50% of the Qow delivered by
each train goes into the hot-legs and 50% goes into the cold-legs. Although this
willoccur while the HPSI system is still in injection phase for many Small LOCA
scenarios, HLIis only of importance for Medium and Large LOCAs and initiation
willoccur in the recirculation phase. A simplified diagram of the HPSI system in
the HLImode is shown in Figure 5.2-2.

5.2.F 1.4 Major Components
The two HPSI pumps are located outside containmentin the AuxiliaryBuilding on
the 40-ft. level in individual pump rooms. They are horizontal, multistage,
centrifugal pumps driven by 1000 hp motors. The shutoff head of the HPSI pumps
(approximately 1900 psig) is selected so that for small breaks, the RCS pressure
can be maintained above the setpoint of the steam generator safety valves, thus
enabling decay heat to be removed by blowing steam through these valves.
Maximum HPSI pump discharge pressure is not high enough to liftthe primary
safety relief valves. Design Qowrate for each pump is 850 gpm including 35 gpm
bypass. flow-bacl'o the RWT via the minimum flow line:The pump shaft'seals are

mechanical and are cooled by pumped water, like the bearing housings. The pump
is designed for operation at pumped fluid temperatures ofup to 350'.

Each HPSI pump takes suction from a ten-inch line and discharges to a four-inch
high pressure (2050 psig) line. Downstream of the pump discharge check valves,
Train A piping pressure rating increases to 2485 psig while Train B piping
maintains the 2050 psig rating of the pump discharge up to the injection MOV.
Downstream of the injection MOVs,'the piping pressure rating is 2485 psig.

The four HPSI header injection MOVs per train are used to initiate HPSI Bow to
the RCS cold-legs. The valves are 2-in. motor operated globe valves which open

fullyon a SIAS. Me valves are located outside containment and may be operated

and throttled from the control room or manually operated locally.

The four high-pressure headers in each train are orificed such that a break
downstream in one of the injection MOVs does not divert all HPSI pump Sow

from the three intact headers.
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For HLI, HPSI Qow is injected onto the RCS hot-leg via a 3-in. header which
includes two 3-in. MOVs: one a gate and the other a globe valve. The gate valve
provides isolation and the globe valve is throttled from the control room to
establish the desired hot-leg fiow.

Instrumentation for the HPSI system includes control room indication ofpump and
major valve status. HPSI system pressure, Qows, RWT, and Containment Sump
level indication is also available to the control room operator.

5.2.1.1.5 Testing and Maintenance
The HPSI pumps are tested quarterly per PVNGS Technical Specifications. A
HPSI system valve verification and Emergency Core Cooling System (ECCS)
piping fillverification is performed every 31 days. The HPSI MOVs are stroked by
the performance of Engineered Safety Features Actuation System (ESFAS) relay
testing every 62 days. Testing is performed on HPSI valves each 92 days or every
18 months, as required, in accordance with American Society of Mechanical
Engineers Standards (ASME), Section XI.

Equipment unavailability due to unscheduled maintenance is included for HPSI
valves used for cold and hot-leg injection. Unscheduled maintenance is also
included for the HPSI pumps and supply breakers.

5.2.1.1.6 System Dependencies and Interfaces

Actuation
The normally closed HPSI header MOVs receive their actuation signal to open
directly from SIAS. The Train A HPSI valves receive the SIAS Train A signal
while B Train HPSI valves are actuated by SIAS Train B.

The HPSI'pumps are each actuated by their respective Engineered Safety Features
(ESF) emergency load sequencers whenever the load sequencers receive a SIAS or
Containment Spray Actuation Signal (CSAS). Each load sequencer automatically
load sheds'the'"HPSI'pump "along'with'"num'er'ou's" oth'er safety loa'ds from its
associated 4.16kV emergency bus whenever it receives a LOP signal. After the
emergency Diesel Generator (DG) is up to speed and supplying power to the
4.16kV emergency bus, the HPSI pump is sequenced on ifa SIAS or CSAS signal
is present.

Each HPSI pump receives motive power from the Class 1E 4.16kV AC bus of its
own division. Control power'or the Train A pump breaker is provided by Class 1E
125V DC distribution panels PKAD21 while PKBD22 provides control power for
the Train B pump breaker.

The HPSI MOVs receive motive and control power from the Class 1E 480V AC
Motor Control Centers (MCCs) associated with their respective power divisions.

HLIMOVs SIC-HV321 and SID-HV331 receive motive and control power from
Class 1E 125V DC buses PKC-M43 and PKD-M44, respectively.
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HYLE
Thc Auxiliary Building HVAC system cools the HPSI pump cubiclcs during
normal plant operation. Ifa SIAS signal should occur, normal HVAC to these

, rooms is tripped and a dedicated cmcrgcncy room cooler in each cubicle is
actuated. The essential room coolers consist of an air cooling coil and fan. Thc fan

. is powered by a Class 1E 480V AC MCC of the appropriate electrical division and

the coil carries chilled water from the appropriate Essential Chilled Water (EC)
train. (The SIAS signal also actuates the Essential Chilled Water, Essential Cooling
Water, and Essential Spray Pond Systems.)

Loss of HPSI pump room HVACwillresult in actuation of alarm in Control Room
when the room temperature reaches 105'.

Thc HPSI, Low-Prcssure Safety Injection (LPSI), and Containment Spray (CS)
system all take suction from the RWT during the injection phase followinga SIAS.
This subsystem, which is common to all three ECCS systems, includes the RWT
and the two separate SI suction lines up to the common junction at thc suction of
each train of thc HPSI, LPSI, and CS pumps.

The RWT is a 750,000 gallon tank located outside the Containment Building. It is

required by Technical Specifications to contain at least 573,744 gallons of water
with a boron concentration between 4000 and 4400 ppm and a temperature
between 60 and 120' during operations in Modes 1,2, 3, and 4. The basis for the

minimum allowed volume is a requirement that the RWT provide at least 20 mins.

(plus a 10% margin) of full Qow to all ESF pumps prior to reaching a low-level
switchover to the containment sump. The required boron concentration of thc
RWT guarantees that the reactor willremain subcritical in the cold condition once

thc RWT and RCS water volumes mix, even ifthe most reactive Control Element
Assembly (CEA) is stuck out of thc core.

RWT water is passed through a fine strainer before being drawn into either of the

two 20-in.-ESF pump suctiondines." Onc linc.supplies-Train A"while:the other
supplies Train B pumps. Each line contains a check valve'and a noimally open
MOV which can be manually operated from the control room. The operator is
directed to isolate the RWT following a Recirculation Actuation Signal (RAS)
actuation once flow from the containmcnt sump is verified. RWT isolation is
achieved by closure of the RWT isolation MOVs. Operator failure to isolate the

RWT docs not fail thc Safety Injection pumps.

~ ~
A

i

Control room operators are required to align the HPSI system for HLIwithin 2-3

hrs. from the initiation of a Medium or Large LOCA event. Operator failure to

align HLI is described in Section 7.4.

Control Room operators throttle HPSI after SIAS actuation provided all of the

following criteria can be met:

1. RCS subcooled greater than 28; F„'. „

2. Reactor vessel level indicators show void restricted to upper head
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3. Prcssurizcr lcvcl grcatcr than 33% and controllablc

4. Once stcam gcncrator is capable of maintaining heat removal.

Operator action is required to provide backup cooling to the HPSI pump room in
the event of a loss of room cooling. Operator failure to provide backup cooling to
the HPSI pump room given a failure of room cooling is described in Section 7.4.

5.2.1.1.7 Technical Specifications
Thc followingPVNGS Tcchnical Specifications are applicable to thc HPSI system
operation:

a) Specification 3/4.5.2 concerning ECCS Subsystems requires that both
HPSI trains be operablc. Ifonc train is inoperable, the inoperable HPSI
system should be restored within 72 hrs. or be in hot standby in 6 hrs.
Surveillance requirements necessitate a valve alignment and that system
fillprocedures be performed every 31 days. Automatic valves arc verified
in correct position duc to an actuation signal (SIAS or RAS) every 18
months. HPSI pump auto start on SIAS and CSAS is rcquircd to be
performed every 18 months. A flow test through each header is required
every 18 months.

b) Specifications 3/4.1.2.6 and 3/4.5.4 require that the RWT be operable with
thc proper volume, temperature, and boron concentration. The boron
concentration and water volume are rcquircd to bc verified every seven
days and the temperature is required to be chcckcd every 24 hrs.

5.2.1.1.8 System Operation
During normal operation at reactor power, the HPSI system does not operate.
During this mode, the HPSI system is in the standby condition and aligned for
possible emergency operation.

The,HPSI system is automatically initiated by low pressurizer pressure (<1837
psia) or high containment pressure (>3 psig), which starts the HPSI pumps and
opens the HPSI valves.-HPSI can also'be;manually'initiated:,The puliips.iriitially'
take suction from the RWT and, when a low level is'reached in the RWT, a RAS
automatically transfers the pump suctions to thc containment sumps. Operators are
directed to close RWT isolation MOVs once flow is verified from the containment
sump.

Initially,HPSI provides makeup flow into each of the RCS cold-legs, but within
two to three houts.of a LOCA, the operator is directed to align half of the HPSI
flow into the hot-legs to prevent boron precipitation in the core. '.;:

5.2.1.1.9 Major Modeling Assumptions

a) In the process of developing HPSI success criteria for LOCA events, it
was determined that the amount of SI water actually reaching the core
could be significantly impacted by the location and size of the piping
rupture. Each of thc four SI lines. injects into one of the four RCS cold-
lcgs. Thus, a cold-leg rupture or a rupture in an SI linc itselfcould result in
a LOCA in which some or all oftlie injection fiowofone SI line is lost out
thc rupture, never serving to flood and cool the core. Since two HPSI lines
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b)

c)

d)

deliver flow to each SI line, itfollows that two of the eight HPSI paths will
be diverted. While it is true that most LOCA break locations and sizes
would divert only a fraction of the Qow in an SI linc (or none at all), it is
conservatively assumed that all LOCAevents result in the loss of injection
flow from one SI line.

',Rw

Availabilityof the HPSI pump minimum flow recirculation line following
an accident requiring SI is not judged to be important to successful HPSI
system operation. The minimum flow line protects against a dead-headed
condition of the pumps while RCS pressure remains above HPSI shutoff
head (1900 psig). However, RCS pressure drops to this level within
minutes of any accident that generates a SIAS and since the HPSI pump
can be run in a dead-headed condition for at least 20 mins., the availability
of a minimum Qow line is not considered to be an important factor in the
successful operation of HPSI in the injection mode.

Ruptures of the piping and components of a HPSI train are generally not
considered as failure modes due to the extremely low probability of
sustaining a large enough break to divert significant Qow and the high
likelihood ofdetection within a shift (the HPSI lines are maintained water
solid). However, catastrophic rupture of the RWT tank represents a

common-cause failure of all SI trains. In addition, rupture of the two
suction pipe segments between the SI pumps ofeach train and the RWT is
modeled since a catastrophic rupture in one of these segments would fail
HPSI, LPSI, and Containment Spray (CS) in the associated train.

Two potential diversion paths for HPSI Qow are modeled. Both paths
involve the failure of a check valve and could divert all HPSI flow in one
SI line. Diversion via the low pressure injection header willoccur ifthe
LPSI check valve either failed to close after it was last opened or the
injection check valve undergoes catastrophic internal rupture and RCS
pressure remains above Low Pressure Safety Injection (LPSI) pressure.
Rupture of the check valve could occur at anytime during standby

* ' (although no pressure differential exists)'without being detected since'the
'PSIMOV is normally closed. Given an accident that generates a SIAS,

the LPSI MOV opens automatically and HPSI flow willbe diverted out
one or more of the LPSI pressure relief valves ifthe LPSI check valve has

failed. A second potential diversion via the SIT tanks exists. The check
valve in each SIT line is verified closed during startup. Therefore, the only
failure mode of concern is catastrophic internal rupture. Given a ruptured
SIT check valve, HPSI flow in that SI line willbe diverted to the SIT tank

'nd eventually'out the SIT relief valve as long as RCS pressure remains
above the relief valve setpoint of700 psig.

e) Failure of the HPSI pumps due to extreme environment (loss of pump
room cooling) is included in the HPSI fault tree. The maximum HPSI

pump room temperature reached in 24 hrs. with no HVACis 199'. Ifthe

HPSI pump room door is opened, within 2 hrs., the maximum temperature

reached is 165' (see Section 6.2.5). As discussed in Section 6.2.5, room
temperatures which result from loss of HVAC were determined not to
immediately threaten pump operability, although reliability is significantly
degraded, Accordingly, the probability of pump failure due to loss of
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HVACwas adjusted as described in Section 6.2.5.

f) Backup HVACcooling for the HPSI pump room consists of an operator
blocking open the pump room door thereby providing natural convection
cooling to the room.

g) The mission time used in the model forHPSI phase is 16 hrs. The mission
time is based upon the time to deplete the RWT inventory for the most
limiting small break LOCA. The mission time for HPSI in the injection
phase for Medium LOCA events is 1 hr.

h) There is a long term HPSI line that operators are directed to use 2-3 hrs.
from the initiation of a LOCA. When the valves are aligned correctly, half
of the pump fiow passes to the hot-leg and half continues to inject into the
cold-leg. This willhelp prevent boron precipitation in the core for large
cold-leg breaks. It is assumed that the long term hot-leg alignment ofHPSI
is not needed to prevent core melt for Small LOCA.

i) Common-cause failures are included in the HPSI fault tree for HPSI
pumps and HPSI MOVs. Common-cause failures for the injection valves
include failure of a single train and both trains.

5.2.1.1.10 System Analysis Results
The major system malfunctions of HPSI include common-cause failure of both
HPSI pumps and common-cause failure of the HPSI valves to open. Also
important in the system cutsets is failure of both trains of the SIAS system to
actuate followed by an operator failure to manually actuate HPSI. Common-cause
failure of SIAS includes failure of the RCS pressure transmitters or failure of the
transmitter bistables. Electrical failures resulting in failure of the HPSI system are
only important during loss of off-site power sequences.

Major system malfunctions for HLI include failure of operators to align HLI
following a LOCA, common-cause failure of the hot-leg injection valves, and
random failures of the hot-leg injection valves. These are important only for
Medium and Large LGCAs.'

I,P
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52.1.2 High Pressure Safety Recirculation

5.2.1.2.1 System Function

'High Prcssure Safety Recirculation (HPSR) is a function of thc High Prcssure
Safety Injection (HPSI) system. The function of HPSR is to make up RCS
inventory for the removal of heat from the core for extended periods of time
following a LOCA.

In the recirculation mode, the HPSI pumps recirculate the inventory from the
containmcnt sump back to the RCS. HPSR can provide adequate decay heat
removal for those LOCAs in which the RCS pressure after refiH (<538 psia) is not
sufficient to allow for shutdown cooling operation.

5.2.1.2.2 System Success Criteria

Thc success criteria for the HPSI system during recirculation for associated LOCA
events is:

One HPSI train with a suction on the containment sump provides makeup
through three HPSI injection lines to the RCS. To provide for long term
cooling and prevention of boron precipitation in the core, one HPSI train will
be aligned within 2-3 hrs, to provide hot-leg injection flow that is simultaneous
with cold leg injection flow.

5.2.1.2.3 System Description

The HPSI system supplies borated water to the RCS to maintain core cooling
during LOCAs and main steam linc breaks when RCS inventory is lost or an

ovcrcooling transient occurs. For larger break LOCAs and those LOCAs forwhich
brcak flow is not terminated, thc RWT willeventually be dcplctcd.

Once the RWT reaches the low level setpoint of7.4%, the ESFAS generates a RAS
signal which automatically aligns the HPSI"and"CS pump su'cti'on to th'...
containment sump. Thc HPSI, CS,'and LPSI minimum recirculation flow lines to
the RWT are automatically isolated on a RAS to prevent a loss of inventory from
the containment sump (RCS routed back to RWT). A simplified drawing of the
HPSI system in the recirculation mode is shown in Figure 5.2-3.

5.2.1.2.4 Major Components:

Exce'pt for the containment sump valves, the:major components of the HPSI
system are described in Section 5.2.1.1.4. Each SI train has a containment
recirculation line which connects the containment sump with the SI pump suction.
Each containment sump recirculation line consists of a 24-in. header with two
normally closed 24-in. motor operated gate valves (one located in containment)
and a 24-in. check valve. Each containment sump isolation MOV is opened upon
receipt of a RAS.

Baffles and intake screens are installed to limitthe maximum particle size entering
the recirculation piping to 0.09-in. diameter to prevent flowblockage in the safety
injection components and in the reactor.
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5.2.1.2.5 Testing and Maintcnancc

The containmcnt sump recirculation MOVs arc tcstcd pcr ASME Standards,
Section Xl, cvcry 92 days.

Equipment unavailability due to unschcdulcd maintenance is included for thc
containmcnt sump recirculation MOVs (UV-674/676) which are located outside
containmcnt.

5.2.1.2.6 System Dependencies and Interfaces

The system dependencies and interfaces for the HPSI system, as described in
Section 5.2.1.1.6, apply to HPSR. The following arc associated with the
containment sump MOVs.

~gti~ili1
The containment sump isolation MOVs open and the HPSI pump mini-low
recirculation MOVs close upon receiving a RAS once thc RWT reaches a low level
of7.4%.

Thc containment sump isolation MOVs and the HPSI pump mini-flow
recirculation MOVs receive motive and control power from Class lE 480V AC
MCCs associated with their respective power divisions.

f

Operator action is required by proccdurc to close the RWT MOVs once a RAS
occurs and flow is verified from the containmcnt sump.

5.2.1.2.7 Tcchnical Specifications

The PVNGS Technical Specifications applicable to HPSR are described in Section
5.2.1.1.7.

K1 4 ty I 4g I,„ 1 0 ~ ~ T„'I I 4' I,, V t

5.2.1.2.8 System Operation

When the RWT level drops to its predetermined low level (7.4%) at the end of the
safety injection phase, a RAS is generated. This signal transfers the HPSI and CS

pump suction from the RWT to thc containment sumps. The RAS signal also stops
the LPSI pumps. Once initiated, recirculation continues until terminated or
modified by the operator.

5.2.1.2.9 Major Modeling Assumptions

a) RAS realigns HPSI pump suction from the RWT to the containment sumps
and closes both the HPSI mini-flowMOVs (UV-666-667) and the SOVs in
thc mini-flow lines common to LPSI and CS (UV-660,659). Ifthese lines
are not isolated by successful closing ofat least one of the isolation valves,
recirculating sump water willgradually begin refilling the RWT. This
diversion of HPSR flow was negated in the inodcl for the following
reasons: (1) It requires either failure ofRAS (which already fails HPSR) or
failure of two MOVs, in series, to close, (2) There are indications that
HPSR flow is being diverted to thc RWT and considerable time is

Rev. 0 4/7/92 5.2.1 Front-Line Systems 5-12



High Pressure Safety Recirculation

available to correct the problem, and (3) The diverted inventory is not lost
and can be resupplied to the pump suction.

b) The HPSR fault tree uses much of the same logic as the HPSI tree, The
injection phase is estimated to last approximately 16 hrs. and recirculation
is alloted the remaining'8 hrs. for a total mission time of 24 hrs. For
Medium LOCAs the injection phase is estimated to last 1 hr. and
recirculation is alloted the remaining 23 hrs.

c) No maintenance is assumed to be permitted on the MOVs (UV-673, 675)
in the containment sump during power operation.

d) Spurious close faults for the HPSI MOVs are not modeled for either HPSI
or HPSR. These faults are considered negligible due to low probability
and redundancy of the HPSI valves.

e) Emergency procedures require the RWT isolation valves to be closed
followinga switch-over to the containment sump as a suction source. This
prevents the backflow of radioactive sump water to the RWT, which is
vented to the Fuel Building. Early isolation of the RWT due to an
inadvertent RAS failing the HPSI pumps is not modeled. This is based
upon the low probability ofreceiving an inadvertent RAS during a LOCA
event when insufhcient level exists in the containment sump.

I) Common-cause failures are included in the HPSR fault tree for HPSI
pumps, HPSI MOVs, and containment sump recirculation valves.
Common-cause failures for the injection valves include failure of a single
train and both trains.

5.2.1.2.10 System Analysis Results
The major system malfunctions for HPSR include mechanical and control circuit
failures for the containment sump recirculation valves as well as common-cause
failures of the RWT level transmitters and containment recirculation sump valves.
Also important to this analysis is failure of RAS to open the containment
recirculation sump.valves on RWT low. level.
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5.2.1.3 Low Pressure Safety Injection

5.2.1.3.1 System Function
The Low Pressure Safety Injection System (LPSI) is part of the Safety Injection
(SI) System, which,includes High Pressure Safety Injection (HPSI), Safety
Injecuon Tanks (SIT), and the shutdown cooling heat exchangers. The function of
the SI system is described in Section 5.2.1.1.1.

The primary function of the LPSI system is to inject large volumes of borated
water into the RCS in the event of a Large LOCA. LPSI is also used for Small
LOCA and SGTR events which result in a failure ofHPSI.

5.2.1.3.2 System Success Criteria
The success criteria for the LPSI system for associated events is:

~ Large LOCA, One train is available to inject borated water into two SI
injection headers.

~ Small LOCA/

SGTR One LPSI train through one injection header is
sufficient to prevent core damage once the control room
operators have depressurized the RCS to <140 psia to
permit LPSI flow.

5.2.1.3.3 System Description

The LPSI system consists of two full-capacity injection trains. Each train has one
LPSI pump and two branch headers, each discharging through its own injection
MOV to a RCS cold-leg. Depending on system conditions, the LPSI pump suction
may be from either the RWT or the containment sump once the RWT inventory is
depleted (LPSI pumps are tripped'by RAS on a RWT low level). Operation of the
LPSI system during recirculation is discussed in Section 5.2.1.4. A simplified
diagram of the LPSI system in the injection mode is shown in'Figure 5!2-'4." "

The LPSI pumps inject large volumes of borated water into the RCS during an

emergency involving a Large LOCA. During a Large LOCA, after the safety
injection tanks (SITs) have emptied, LPSI keeps the reactor vessel annulus filled to
maximize reflood and eventually quenches the core. LPSI is also used when HPSI
failures have occurred during Small LOCAs and SGTR events. Upon failure of
HPSI, the Control Room operators willdepressurize the RCS to approximately
140 psia, using the'steam generators, to allow LPSI Qow into the RCS. The other
function of the LPSI pumps is to provide shutdown cooling Qow through the
reactor core and shutdown cooling heat exchangers for normal plant shutdown
cooling operation or as required for long term core cooling, Shutdown cooling is
discussed in Section 5.2.1.6.

During normal operation, the LPSI pumps are isolated from the RCS by the
injection MOVs. The LPSI system automatically goes into operation when a

Safety Injection Actuation Signal (SIAS) or Containment Spray Actuation Signal
(CSAS) is received. SIAS is produced due to two out of four coincident low
pressurizer pressure (<1837 psia) or high containment pressure (>3.0 psig) signals.
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SIAS or CSAS provide indirect actuation of the LPSI pumps via the ESF load
sequencers and a SIAS provides direct actuation of the LPSI MOVs.

When RCS pressure drops below LPSI pump shutofF head, check valves in the
injection lines open to pass Qow to the RCS cold-legs. In order to ensure that the
LPSI pumps are not damaged while RCS pressure remains above their shutofF
head, a minimum flow line back to the RWT is provided. This line is automatically
isolated during the recirculation phase to prevent a depletion of the containment
sump inventory.

5.2.1.3.4 Major Components
The two LPSI pumps are located outside containment in the AuxiliaryBuilding on
the 40-ft. level in individual pump rooms. They are vertical, single stage,
centrifugal pumps driven by 470 hp motors. Design flowrate for each pump is 4300

gpm including 100 gpm bypass flow back to the RWT via the minimum flow line.
'Ihe pump shaft seals are mechanical and, like the bearing housing, are cooled by
pumped water. The pump is designed for operation at pumped Quid temperatures
ofup to 400'F.

Each LPSI pump takes suction from a 20-in. suction header from the RWT, which
is common to the same train HPSI and CS pumps. The LPSI pumps discharge into
a 10-in. discharge header, which splits into two 12-in. headers containing the LPSI
MOVs. The LPSI MOVs are 12-in. motor operated globe valves that open fullyon
a SIAS. The valves are located outside containment and may be operated and
throttled from the control room or manually operated locally.

The LPSI injection headers in each train have orifices such that a malfunction
downstream in one of the injection MOVdoes not divert all LPSI pump flow from
the train.

Instrumentation for the LPSI system includes Control Room indication of pump
and major valve status. LPSI system pressures, flows, and RWT and containment

sump level indication tis'also'av'ailable to'the'Control Room operator.

'.2.1.3.5Testing and Maintenance

The LPSI pumps are tested quarterly per PVNGS Technical Specifications. A
valve position verification is performed every 31 days. ASME Standards, Section

XI, are utilized to perform tests on the LPSI valves every 92 days or every 18

months.
l

Equipment unavailability due to unscheduled maintenance is included for LPSI
suction, minimum flow recirculation, and injection valves. Unscheduled
maintenance is also included for the LPSI pumps and supply breakers.

5.2.1.3.6 System Dependencies and Interfaces

~Actuuti n

The normally closed LPSI injection header MOVs receive their actuation signal to

open directly from SIAS. The Train ALPSI valves receive the SIAS Train Asignal

while Train B LPSI valves are actuated by SIAS Train B.

Rev. 0 4/7/92 5.2.1 Front-Line Systems 5-15



Lo>v Pressure Safety Injection

The LPSI pumps are actuated by their respective ESF emergency load sequencers
whenever the load sequencers receive a SIAS or CSAS signal. Each load
sequencer automatically load sheds the LPSI pump along with numerous other
safety loads from its associated 4.16kV emergency bus whenever itreceives a LOP
signal. After the emergency DG is up to speed and supplying power to the 4.16kV
emergency bus, the LPSI pump is sequenced on ifa SIAS or CSAS signal is
present.

There are no other automatic actuations ofLPSI components while in the injection
phase.

Electric Power

Each LPSI pump receives motive power from the Class 1E 4.16kV AC bus of its
own division. Control power to start and stop the Train A pump is provided by
Class 1E 125V DC distribution panel PKAD21. Panel PKBD22 provides control
power for the Train B pump.

The LPSI MOVs receive motive and control power from the Class 1E 480V AC
MCCs associated with their respective power divisions.

~HVA

The Auxiliary Building HVAC system cools the LPSI pump cubicles during
normal plant operation. Ifa SIAS signal should occur, normal HVAC to these
rooms is tripped and a dedicated emergency room cooler in each cubicle is
actuated. The essential room coolers consist ofan air cooling coil and fan. The fan
is powered by a Class 1E 480V AC MCC of the appropriate electrical division and
the coil carries chilled water from the appropriate Essential Chilled Water Train.
(The SIAS signal also actuates the Essential Chilled Water, Essential Cooling
Water, and Essential Spray Pond Systems.)

Loss of LPSI pump room HVAC willresult in actuatiori of an'alarm in Control
Room when the room temperature reaches 105'.

e

II'or

Small LOCAs and SGTR events where both trains ofHPSI fail, the operator is
required to depressurize the RCS using the steam generators to approximately 140

psia to allow LPSI Qow for RCS makeup. This operator action is described in
Section 7.4.

Operator action is required to provide backup cooling to the LPSI pump room in
the event of a loss of room cooling. Operator failure to provide backup cooling to
the LPSI pump room given a failure of room cooling is described in Section 7,4.

No operator action of the LPSI system is required for Large LOCA events.

5.2.1.3.7 Technical Specifications
The followingPVNGS Technical Specifications are applicable to the LPSI system
operation:

a) Specification 3/4.5.2 requires both LPSI trains to be operable, Ifone train
is inoperable, the inoperable LPSI system should be restored within72 hrs.
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or bc in hot standby in 6 hrs. It-also requires that a valve alignment and
system fillprocedures bc performed every 31 days and RAS and SIAS
valves be vcrificd operable every 18 months. LPSI pump auto start on
SIAS and CSAS is i@quired to bc performed cvcry 18 months. A flow test
through each header is required every 18 months.

b) Specifications 3/4.1.2.6 and 3/4.5.4 require that the RWT be operable with
thc proper volume, temperature and boron concentration. Thc boron

„concentration and water volume are required to be vcrificd every seven
days and the temperature is required to bc checked every 24 hrs.

5.2.1.3.8 System Operation
During normal operation at reactor power, the LPSI system does not opcratc.
During this mode, the LPSI system is in thc standby condition and aligned for
possible cmcrgency operation.

LPSI is automatically initiated by low pressurizer pressure or high containment
pressure, which starts thc LPSI pumps and opens the LPSI MOVs. LPSI can also

be manually initiated. Ifthe LOCA break is not of sufficient magnitude to
dcprcssurize the RCS below the shutoff head of the LPSI pumps, then a minimum

, recirculation flowpath must bc provided to the LPSI pumps or pump damage could
occur. Thc LPSI pumps can be operated for 1 hr. on minimum recirculation. The
pumps initiallytake suction from the RWT and, when a low level is ieachcd in thc
RWT (7.4%), a RAS automatically trips the LPSI pumps and aligns the pump
suction to the containmcnt sump.

For Small LOCAs and SGTR events, ifboth trains ofHPSI fail, the Control Room
operators must depressurizc thc RCS using the stcam generators down to where the
SITs and LPSI flow willoccur..

5.2.1.3.9 Major Modeling Assumptions

a) Ruptures of the piping and components of a L'PSI train are generally
. neglected as.-failure modes in thc LPSI fault trees due to the extremely low

probability of sustaining a large enough break to divert'significant Qow
and the high likelihood of detection within a shift (the LPSI lines are
maintained water solid). However, catastrophic rupture of the RWT tank
represents a common-cause failure of all SI trains. I'n addition, rupture of
the two suction pipe segments between the SI pumps ofeach train and the
RWT was modclcd since a catastrophic rupture in one of these segments
would fail HPSI, LPSI, and CS in the associated train.

r

.b) Failure of the LPSI pumps due to extreme environment (resulting from
loss of pump room cooling) is included in the LPSI fault tree. The
maximum LPSI pump room temperature reached in 24 hrs. with no HVAC
is 189'. Ifthe door is opened the maximum temperature reached is
168' (see Section 6.2.5). Ifno backup cooling is established to the LPSI
pump room, then the LPSI pump will fail within the 24 hrs. Ifthe LPSI
pump room door is opened within 2 hrs. following a loss of room cooling,
then pump reliability is significantly degraded and the pump failure
probability is increased above";what it would be with room cooling
available.
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c) Thc LPSI fault trcc is modclcd such that failure of any component in thc
LPSI pump minimum flow recirculation linc to the RWT during thc
injection phase willfail the pump duc to overheating.

d) Backup HVAC cooling for the LPSI pump room consists of an operator
blocking open the pump room door, thereby providing natural convection
cooling to thc room.

e) Common-cause failures arc included in thc LPSI fault tree forLPSI pumps
and LPSI MOVs. Common-cause failures for thc injection valves include
failure of a single train and both trains.

f) LPSI pump fail to run malfunctions are modeled for inadvertent RAS
Actuation which results from:.1) DC Equipmcnt switchgear room HVAC
failure, 2) Spurious RAS relay actuation and 3) Common-cause failure of
RWT level instruments.

g) Thc mission time for LPSI in the injection phase is 1 hr. for Large LOCA
events. The mission time for LPSI in thc injection phase is 16 hrs. for
Small LOCA and SGTR events.

5.2.1.3.10 System Analysis Results
The major system malfunctions of LPSI include common-cause failure of both
LPSI pumps and LPSI MOVs to open. Also important to this analysis is failure of
SIAS (actuation relays and load sequencer) to actuate LPSI components and
control circuit faults which fail to start the LPSI pumps. For Small LOCAs and
SGTR events, the prcdominatc failure mode of LPSI is that thc Control Room
operator fails to dcprcssurize thc RCS to allow LPSI flow.

lf y Kp I
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5.2.1.4 Low Pressure Safety Recirculation

5.2.1.4.1

5.2.1.4.2

!

One LPSI train is available to take suction from the
containment sump to inject boratcd water into two SI
injection hcadcrs.

One LPSI train is available to take suction from the
containmcnt sump to inject through onc injection
header. This is sufIicicnt to prevent core damage once
the Control Room operators have depressurized the
RCS to permit LPSI flow.

~ Small LOCA

System Function
Low Prcssure Safety Recirculation (LPSR) is a function of thc Low Pressure
Safety Injection (LPSI) system. The function ofLPSR is to provide RCS inventory
for thc removal of heat from thc:core for extcndcd periods. of time following a
LOCA in thc event that both trains of HPSI fail or HPSI fails during the
recirculation mode. Ifthc LPSI pumps arc to be used during recirculation, then the
LPSI pumps must be restarted by;the Control Room operator. In the recirculation
mode, the LPSI pumps recirculate thc inventory from the containment sump back
to thc RCS.

System Success Criteria
The success criteria for the LPSI system during recirculation for associated events
is given below:

~ Large LOCA

5.2.1.4.3 System Description
The LPSI system supplies borated water to the RCS to maintain core cooling
during LOCAs when RCS inventory is lost. During large break LOCAs and those
LOCAs which are long in duration, enough RCS inventory is lost out of thc break
to deplete the volume of borated water in the RWT.

Once the RWT reaches thc low level setpoint of 7.4%, the ESFAS generates a

Recirculation "Actuation"Signal (RAS)'whicli'trips both L'PSI'pumps and
automatically aligns the HPSI and CS pump suction to the containment sump. The
HPSI, CS, and LPSI minimum recirculation flow lines to the RWT are
automatically isolated on a RAS to prevent a dcplction of containment sump
inventory. Ifboth trains of HPSI fail, the LPSI pumps must be restarted by the
Control Room operators to ensure that containment sump inventory is injected into
the RCS to maintain a covered cote. A CS pump can be used to back up a LPSI
pump given its failure, though this is not credited in, the. analysis. A simplified
diagram of the LPSI system'in the recirculation mode is shown in Figure 5.2-5.

5.2.1.4.4 Major Components

Except for the containment sump valves, the major components of the LPSI system
are described in Section 5.2.1.3.4. Each safety injection (SI) train has a

containment recirculation line which connects thc containment sump with the SI
pump suction. Each containment sump recirculation linc consists of a 24-in. header
with two normally closed 24-in. motor,'operated gate valves (one located in
containmcnt) and a 24-in. check valve. Each containment sump. isolation MOV is
opened upon receipt of a RAS.
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BaNcs and intake screens are installed to limitthe maximum particle size cntcring
the recirculation piping to 0.09-in. diamctcr to prevent flow blockage in thc safety
injection components and in the reactor.

5.2.1.4.5 Testing and Maintcnancc
Thc containment sump recirculation MOVs arc tcstcd per ASME Standards,
Section XI, every 92 days. Equipment=unavailability due to unscheduled
maintenance is included for thc containment sump recirculation MOVs (UV-674/
676) located outside containment.

5.2.1.4.6 System Dcpendencics and Interfaces
The system dependencies and interfaces for the LPSI system described in Section
5.2.1.3.6 apply to LPSR. The following are associated with thc containment sump
MOVs.

~@grill
The containment sump isolation MOVs open and the LPSI pump mini-flow
recirculation MOVs close upon rccciving a Recirculation Actuation Signal (RAS)
once thc RWT reaches a low level of7.4%. RAS also trips both LPSI pumps.

Thc containment sump isolation'MOVs'and the LPSI pump mini-flow
recirculation MOVs receive motive and control power from Class 1E 480V AC
MCCs associated with their respective power divisions.

Operator action is required by procedures to close the RWT MOVs once a RAS
occurs and flow is verified from thc containment sump. Operator action is required
to restart LPSI pumps during recirculation given a failure in HPSI recirculation.
Operator failure to restart LPSI pumps during recirculation is described in Section
7.4.

~ 8'

~

5.2.1.4.7 Technical Specifications
The PVNGS Technical Spcciflications applicable to LPSR arc described in Section
5.2.1.3.7.

5.2.1.4.8 System Operation
When the RWT level drops to its prcdetcrmincd low level (7.4%) at the end of the
injection phase, a recirculation actuation signal (RAS)'is generated: This signal
transfers the HPSI and CS pump suction from the RWT to the containment'sumps.
The RAS signal also stops the LPSI pumps.

Ifboth trains ofHPSI fail during the mcirculation period, then thc LPSI pumps are
manually restarted by the Control Room operators to provide the necessary
recirculation flow. This recirculation flowmust be continued until at least one train
of HPSR is restored.

For a Small LOCA event; ifboth trains of HPSI fail, thc Control Room operators
must dcprcssurize the RCS, using thc steam generators, down to where SIR and
LPSI flow willoccur. Ifthe Small LOCA event progresses long enough to deplete
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the RWT, and a RAS occurs, then the LPSI pumps must be restarted to provide
recirculation flow.

5.2.1.4.9 Major Modeling Assumptions

a) The LPSR fault tree uses much of the same logic as the LPSI fault tree.
The mission time for LPSI in the recirculation phase is 23 hrs. for Latge
LOCA events. The mission time for LPSI in the recirculation phase is 8

hrs. for Small LOCA events.

b) No maintenance is assumed to be permitted on the MOVs (UV-673, 675)
in the containment sump during power operation.

c) Common-cause failures are included in the LPSR fault tree for LPSI
pumps, LPSI MOVs, and containment sump recirculation valves.
Common-cause failures for the injection valves include failure of a single
train and both trains.

5.2.1.4.10 System Analysis Results
Major LPSR malfunctions include those failures in Section 5.2,1.3.10 and failures
of the containment sump recirculation MOVs. These malfunctions encompass
mechanical failures, control circuit faults, and RAS actuation failures which
prevent MOVs to open. Common-cause failure of the containment sump
recirculation MOVs and RWT level transmitters are also significant.

'4 ' - V f ~ 4 ~
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5.2.1.5 Containment Spray System

5.2.1.5.1 System Function

The Containment Spray (CS) system functions after a LOCA, steam line break

(SLB), or feedwater line break (FLB) to provide a cool spray of water into the
containment via the containment spray header nozzles. The spray of water acts to
maintain containment integrity by reducing containment pressure and temperature,
and it limits the leakage of airborne activity from the containment.

Each CS train is normally aligned to pass flow through a Shutdown Cooling (SDC)
heat exchanger. Once the recirculation phase begins, the CS system functions to
remove decay heat from the containment sump water which it circulates. Heat is
removed from the SDC heat exchangers through the Essential Cooling Water (EW)
system.

5.2.1.5.2 System Success Criteria

The success criteria for the CS system for associated events is given below:

Large LOCA

Medium LOCA

Steam Line Break

Feedwater Line
Break

One of the two CS trains operates to supply Qow
through the associated SDC heat exchanger to the
containment spray nozzles for at least 24 hrs.
Inventory is initially taken from the RWT and then
from the containment sump following a RAS, as

required.

Same as Large LOCA

Same as Large LOCA

Same as Large LOCA

5.2.1.5.3 System Description,

The CS system provides cooling sprays ofborated water to the upper regions of the
containment to reduce containment pressure and temperature during either a

LOCA or a large steam or feed line break inside containment. The spray Qow is
provided by the CS pumps which take suction from the RWT during the injection
mode and from a common suction line with HPSVLPSI during the recirculation
mode of operation. There are two independent CS trains. The pumps provide flow
through the SDC heat exchangers and the spray control MOV„and discharge
borated water into the containment atmosphere through a dual set of spray nozzle
headers. A simplified diagram of the CS system is shown in Figure 5.2-6.

The main spray headers are located in the upper part of the Containment Building
to allow the falling spray droplets time to reach thermal equilibrium with the
steam-air atmosphere. Additionally, auxiliary spray headers are located below
concrete decks at 120 and 140-ft. elevations to provide spray coverage to
containment volumes not reached by the main spray. The condensation of the
steam by the falling spray results in a reduction of containment pressure and
temperature. Each spray header train provides 94% coverage of the containment
volume. Only one train of CS is required during a LOCAor SLB accident.

Rev. 0 4/7/92 5.2.1 Front-Line Systems 5-22



Containment Spray System

The CS system is initiated by a Containment Spray Actuation Signal (CSAS),
which occurs on high-high containment pressure (8.5 psig). CSAS provides direct
actuation of the CS spray control MOVand indirect actuation of the CS pumps via
the ESF load sequencers. The load sequencers willalso start the CS pumps given a
SIAS signal, but the spray control valves to the containment do not open until a
CSAS,occurs, In order to ensure the CS pumps are not dead-headed and
subsequently damaged in a LOCA scenario where containment pressurization
occurs slowly, a minimum flow line back to the RWT is provided.

When low RWT level is reached (7.4%), a recirculation actuation signal (RAS) is
generated and the pump suction is automatically transferred to the containment
recirculation sump to maintain continuous containment spray. Additionally, a
MOVin the minimum flow line automatically closes during the recirculation phase
to conserve RCS inventory. The recirculated containment sump water is cooled by
the SDC heat exchangers prior to discharge into the containment atmosphere. Once
initiated, recirculation spray continues until terminated or modified by the
operator.

Ifthe offsite AC power sources are lost, the CS pumps automatically receive
power from the DGs. One pump and its spray control valve are connected to each
DG. Once the DG has reached proper speed and voltage, the pump is loaded by the
ESF load sequencer along with the other ESF loads.

5.2.1.5.4 Major Components
The two CS pumps are located in the AuxiliaryBuilding on the 40-ft. level. The
CS pumps are vertical, single stage, centrifugal pumps driven by 800 hp motors.
The pump motors are designed to reach rated flow within 5 secs. following a start
signal. The pump seals are cooled by pump water and are designed for operation at
Quid temperatures up to 350'. A seal throttle bushing is provided to restrict the
loss of fluid in the event of a gross seal failure. TIte pumps provide a design flowof
3890 gpm per pump to the CS header nozzles. To minimize the CS delivery time to
containment, the CS header is always kept full up to at least the 105-ft. level in
containment. Level, transmitters are located on each CS header and provide signals
to both a local instrument and a Control Room annunciator which activates an
alarm on low header level.

The CS delivery control valves, UV-671/672, are motor operated Qow control
valves that open fullyon a CSAS and can be manually opened or closed from the
Control Room.

ate spray nozzles located in the CS headers in the, dome of containment serve to
disperse the spray solution in dioplets throughout containment. The nozzles in
both the upper containment and below the 140-ft. containment level are oriented to
maximize the spray area to provide at least 94% coverage of the containment
volume.

The shutdown cooling heat exchangers provide cooling to the CS injection water
during the injection and recirculation modes. The heat exchangers are cooled by
EW. There are two inlet and one outlet MOVs that are used to isolate or throttle
flow through the SDC heat exchanger. These valves are normally open, Each heat

exchanger also has a bypass MOV that is left normally closed through all spray
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modes. There is no cross-tie capability between the heat exchangers. EW to each
heat exchanger is automatically started on a SIAS or CSAS.

The CS pump mini-Qow line has three main components: the mini-Qow orifices
which restrict the Qow from the CS pump to the RWT, the CS pump mini-Qow
isolation MOV, and the Safety Injection common mini-flowsolenoid valves. Both
sets ofvalves close on a RAS to prevent the flowofcontaminated sump water back
to the RWT during the CS recirculation mode. Failure of these valves to close is
not considered a system failure. Two motor operated butterQy valves isolate the
CS, HPSI, and LPSI pumps from their respective containment sump. These valves
open on an RAS to allow water to flow to each pump from the sumps. (The LPSI
pumps are automatically shut offon an RAS.) The sumps are located in the lower
containment and are surrounded by baffles and intake screens that limit the
maximum particle size entering the recirculation piping to 0.09 in, diameter. The
sumps are designed to preclude the entrainment of air and/or steam into the sump
suction lines.

The Refueling Water Tank (RWT) provides the initial supply ofborated water for
the CS system. Following a RAS, the RWT is manually isolated by the Control
Room operator followingverification ofadequate flow from the sump. Isolation is
provided by MOV CH-HV530/531, which also isolates LPSI and HPSI pumps
from the RWT.

Instrumentation for the CS system includes Control Room indication ofpump and
major valve status. System pressure, header level, and Qow indications are
available in the Control Room. Indication is also provided in the Control Room for
the containment sump temperature as well as the SDC heat exchanger inlet and
outlet temperatures.

5.2.1.5.5 Testing and Maintenance

Each of the CS MOVs are stroke tested at least once every 3 months per ASME
Standards, Section XI. The SDC heat exchanger isolation valves are not tested to
the ASME Standards. The CS pump, Qowrate through the SDC heat exchanger
isolation valves, and CS pump discharge check valves are verified at least once
every 3 months. The CS injection MOV, UV-671/672, are tested at least once every
2 months per the ESFAS Subgroup Relay monthly functional tests.

Unscheduled maintenance is modeled for the CS pumps, pump breakers, minimum
flow recirculation valves, and the CS injection isolation valves, UV-671/672.
Equipment unavailability due to unscheduled maintenance is included for the
containment sump recirculation MOVs, UV-674/676, which are located outside
containment.

5.2.1.5.6 System Dependencies and Interfaces

The pumps are automatically started on either a SIAS or CSAS, but the injection
valves only open on a CSAS. Since the pumps start on a SIAS and run on mini-
flowrecirculation until a CSAS occurs, the CS pumps willdeadhead and can fail if
the CS pump mini-Qow is not open and CSAS does not occur until later in the
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scqucncc. Thc containmcnt sump valves also rcquirc a RAS to automatically open

on low RWT lcvcl.

The CS pumps rcquirc 125V DC Class lE (brcakcr control power) to start and

4.16kV AC Class 1E power to continue running. Thc injection valves and thc sump
isolation valves all require 480V AC Class 1E power to open. Train A CS mquircs
Train A Qass lE AC/DC while Train B requires Train B Qass 1E AC/DC.

~V~A

The AuxiliaryBuilding HVAC system cools the CS pump room during normal
plant operation. Ifa SIAS should occur, normal HVAC to these rooms is tripped
and a dedicated emergency room cooler in each pump room is actuated. The
essential room coolers consist ofan air cooling coil and fan. The coil carries chilled
water from the appropriate essential chilled water train while the fan is powcmd by
Class 1E 480V AC electrical power. SIAS also actuates the essential chilled water,

cooling water, and spray pond systems.

Loss ofCS pump room HVACwillresult in actuation of an alarm in Control Room
when room temperature reaches 105 F.

Operator failure to shut off the CS pumps following a SIAS (no CSAS signal) is
included in the model. Ifthe minimum recirculation is unavailable, the operator
has 20 mins. to secure the pump before pump damage occurs. Ifthe minimum
recirculation line is available, then the time available to thc operator is 1 hr.

Operator failure to secure the CS pump, given failure or success of the CS pump
mini-flow line to remain open and a SIAS event with no CSAS, is described in
Section 7.4.

Operator action is required to provide backup cooling to the CS pump room in the

event of a loss of room cooling. Operator failure to'provide backup cooling to the, .

CS pump room given a failure of room cooling is described in Section 7.4.

5.2.1.5.7 Operator Technical Specifications

The followingPVNGS Technical Specifications are applicablc to the CS system

operation:

a) Specification 3/4.6.2 requires both CS trains to be operable. Ifone train is

inoperable, the inoperable spray system'should be restored within 72 hrs.

or be in hot standby in 6 hrs. It also requires that valve verification and

system fillprocedures be performed every 31 days and RAS and CSAS

. valves be tested for operability every 18 months. CS pump auto start on

SIAS and CSAS is required to be performed every 18 months. A smoke

flow test through each spray header is required every 5 years.

b) Specifications 3/4.1.2.6 and 3/4.5.4 require that the RWT be operable with
the proper volume; temperature, and boron concentration. The boron
concentration and volume is required to bc verified every 7 days and the

temperature is required to be checked every 24 hrs.
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5.2.1.5.8 System Operation

During normal operation at reactor power, thc CS system docs not operate. During
this mode, thc CS system is in the standby condition and aligned for possible
emergency operation.

Thc containment spray is automatically initiated by thc high-high containmcnt
pressure signal (8.5 psig), which starts thc CS pumps (ifnot already started by
SIAS) and opens thc spray isolation valves. CS can also bc manually initiated. The
pumps initiallytake suction from thc RWT in the CVCS, and when a low level is
reached in the RWT, a RAS automatically transfers the pump suctions to the
containmcnt sumps. Operator action closes the valves at the outlet of thc RWT.
During the recirculation mode, the spray water is cooled by thc SDC heat
exchangers prior to discharge into the containment.

During plant shutdown, the CS pumps can bc aligned to discharge through the
shutdown cooling lines in place of or in parallel'with the LPSI pumps. In this
mode, thc pump is aligned so that the spray injection lines are isolated and the CS
pumps can provide SDC pumping requirements.

5.2.1.5.9 Major Modeling Assumptions

a) No credit is given in the fault trees for the backup of the CS pumps with
LPSI or the backup ofLPSI pumps with CS pumps.

b) Emergency procedures require that thc RWT isolation valves be closed
following a switchover to the containment sump as a suction source. This
procedure prevents the backflow of radioactive sump water to the RWT,
which is vented to the Fuel Building. Early isolation of the RWT due to an
inadvertent RAS, which fails the CS pumps, is not modeled. This is based
upon the low probability of receiving an inadvertent RAS during a LOCA
event when insuflicient level exists in the containment sump.

c) A CS train is assumed to be unavailablc when in the test"mode, since no "~

automatic realignment of the RWT recirculation flow path occurs.

d) The CS pumps are assumed to fail on continued operation under the
following conditions: more than 1 hr. of operation on mini-flowand more
than 20 mins. deadhead with failed mini-flow.

e) Common-cause failures are. modeled for the CS'pumps, CS injection
valves, and the containment. sump isolation valves.a >

f) Failure of the CS pumps due to extrcme environment (resulting from loss
ofpump room cooling) is included in thc CS fault tmes. The maximum CS
pump room temperature that can be reached in 24 hrs. with no HVAC is
189'. Ifthe door is propped open, the maximum temperature that can be
reached is 168 F (see Section 6.2.5). Ifno backup cooling is established to-
thc CS pump room, thc CS pump willfail'within24 hrs; Ifthe CS pump
room door is opened within 2 hrs. following a loss of room cooling, pump
reliability is significantly dcgradcd and pump failure probability is
increased above what it is when room cooling is available.
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g) Backup HVAC cooling for the CS pump room consists of an operator
blocking open the pump room door thereby providing natural convection
cooling to the room.

5.2.1.5.10 System Analysis Results
The major system malfunctions of both trains of CS comprise of common-cause
and independent failures of the containment sump isolation valves and
containment spray header MOV. Common-cause failures include failures of the
RAS/RWT level transmitters, containment spray pumps, CS injection valves, and
the containment sump isolation valves. Major failures of the sump valves include
the opening ofthe valves in both control circuits as well as mechanical problems in
the opening operation. Major failures of the containment spray header MOV
consist of maintenance, control circuit, and mechanical failures. Independent
pump failures, including maintenance unavailability, mechanical, or electrical
malfunctions, are not as important as those noted above.

'j (
V
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Shutdown Cooling System

5.2.1.6 Shutdown Cooling System

5.2.1.6.1 System Function

The Shutdown Cooling System (SDP) reduces the temperature of the RCS in post
shutdown periods from approximately 350'F to the refueling temperature, 125',

*and maintains heat removal for extended periods of time. The SDC system can
operate during post accident conditions to remove core heat through the SDC heat
exchanger. The LPSI pumps are normally used during shutdown cooling. The CS

pumps may be used instead of or in conjunction with the LPSI pumps.

5.2.1.6.2 System Success Criteria

The success criteria for the SDC system for an associated SGTR event, is given
below:

One SDC train provides cooling to the RCS for 16 hrs. Either the LPSI or CS

pumps can be used for SDC; however, only the LPSI pump is credited in the
analysis.

5.2.1.6.3 System Description

During SDC operation, a portion of the reactor coolant flows out of the SDC
nozzlcs, located on each RCS hot-leg, and is circulated by the LPSI or CS pumps
(used when RCS temperature is below 200'). The pumps circulate the coolant
through the SDC heat exchanger and return it to the RCS through the four LPSI
injection lines. The SDC line suction is initiallyisolated from the RCS hot-leg by
three (per train) normally closed MOVs, two of which are in containmcnt.

Either SDC train is suAicient to provide decay heat removal from thc RCS. Due to
pressure interlocks for each train, the alignment of the SDC cannot be performed
unul the RCS pressure has been reduced to approximately 370 psia. A simplifled
diagram of the SDC system is shown in Figure 5.2-7. SDC is initiated and
controlled from the Control'Room by"operator action'. The rate'of cooling can bc "-

varicd by adjusting the SDC heat'exchanger bypass and"discharge valves
accordingly.

5.2.1.6.4 Major Components

The pumps and discharge valves used by SDC are described in the LPSI and CS

Sections 5,2.1,3,4 and 5.2.1.5.4, respectively. The SDC suction valves are the

major components which are not covered in the above discussions. Two of the
suction valves, one per SDC train, are Class 1E 125V DC powered MOVs, while
the other four are Class 1E 480V AC powered MOVs. Each loop has a LTOP (low
temperature over pressurization) relief valve to provide RCS LTOP protection and

to ensure that the LPSI or CS lines are not overpressurized by RCS pressure
fluctuations. The LTOP relief valves are located in containment, They have a

setpoint of 467 psig and relieve to the containment recirculation sump.
I

Each loop is interlocked to remain closed until the RCS pressure is below 410 psia.

Train A is interlocked through PT-103 (PT-105 for SIA-UV653) and Train B is
interlocked through PT-104 (PT-106 for SIB-UV654). Ifthese interlocks do not
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clear once the RCS pressure is below 410 psia, the operator may override the train
B interlock by local action at the valve breakers, Train A SDC has no manual
override.

5.2.1.6.5 Testing and Maintenance

Valves used in SDC are tested per ASME Standards, Section XI, every quarter or
18 months. The SDC suction MOVs are tested every 18 months.

5.2.1.6.6 System Dependencies and Interfaces

I
The CS and LPSI pumps require 125V DC Class 1E (breaker control power) to
start and 4.16kV AC Class 1E power to continue running. The SDC suction MOVs
are powered from 480V AC Class 1E power (PHA-M35 or PHB-M36) or through
a 480V AC inverter from 125V DC Class 1E power (PKC-M43 or PKD-M44).
Additionally, each RCS pressure transmitter requires Class 1E 120V AC
instrument power. Malfunction of the instrument power fails the interlock so that
the MOV may not be opened. Operator action is required to override the failed
interlock signal to align Train B SDC.

~HVA

The AuxiliaryBuilding HVACsystem cools the CS and LPSI pump rooms during
normal plant shutdown operation. Ifa pump is in operation, a dedicated essential
room cooler in each pump room is actuated. The essential room coolers consist of
an air cooling coil and fan. The coil carries chilled water from the appropriate
essential chilled water train while the fan is powered by Class 1E 480V AC electric
power.

Loss of LPSI or CS pump room HVACwillresult in actuation of alarm in Control
Room when room temperature reaches 105'.

Operator action is required to align the LPSI system for SDC once the entry
conditions are met. Operator failure to align SDC is described in Section 7.4.
Operator failure to close the breakers for SDC suction valves UV-653/654 is
described in Section 7.4. Operator action to override the failed pressure interlock
signal and align Train B SDC is not credited.

5.2.1.6.7 Tcchnical Specifications

The following PVNGS Technical Specifications are applicable to the shutdown
cooling system (see LPSI, Section 5.2.1.3, and CS, Section 5.2.1.5 for additional
Technical Specification references):

a) Specifications 3/4.4.1.4.1 and 3/4.4.1.4.2 require at least one SDC loop to
be operable during cold shutdown, another SDC loop to be operable ifthe
RCS loops are not filled, and two SGs to be available with water levels
greater than 25% of the indicated wide range.

b) Specification 3/4.4.1.3 requires that the SDC loop'shall be in operation
during hot shutdown ifthe applicable RCS loop and SG are not operating.
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c) Specification 3/4.4.8.3 rcquircs that both SDC LTOP rclicfvalves with lift
sctpoints less than or equal to 467 psig shall be aligned to provide
overprcssurc protection of thc RCS when thc reactor vcsscl head is on and

when the RCS temperature is less than or equal to: 214' during
cooldown or 291' during hcatup.

d) Specification 3/4.7.11 requires that two indcpcndcnt SDC systems shall be
operable, each system consisting of one operable LPSI pump and an
independent opcrablc flow path capable of taking suction from the RCS
hot-leg and discharging coolant through thc SDC heat exchanger and back
through the cold-leg injection lines.

e) Specification 3/4.9.8.1 requires that at least one SDC loop shall be
operable and in operation when in Mode 6 and when the water level above
the top of the reactor pressure vessel flang is greater than or equal to 23 ft.

f) Specification 3/4.9.8.2 requires that two indcpcndent SDC loops shall be
operablc and one SDC loop in operation when in Mode 6 and when the
water level above the top of the reactor pressure vessel flange is less than
23 ft.

5.2.1.6.8 System Operation

Shutdown cooling is normally in the standby mode during operation. Once
cooldown has commenced, and'the RCS is below 350' and 410 psia, SDC
operation can bc commenced per Procedure 41OP-1SI01, "Shutdown Cooling
Initiation". While the RCS temperature is between 200 and 350', a CS train valve
alignment is modified to allow a SDC loop to be used for removing core decay
heat. When the RCS tcmperaturc falls below 200', the CS system is realigned
such that CS pump flow can be utilized to augment the heat removal capability of
the SDC system. Either one or two loops of SDC cooling can be initiated with
cithcr the LPSI or CS pumps, although LPSI is normally used.

During an SGTR event, SDC operation is required to reduce the RCS pressure
sufficiently to. minimize,thc.RCS..to secondary-side leak. Upon detection of a

SGTR, the operators would cooldown and depressurize to RCS entry conditions.
SDC would then be established, and the RCS cooled down to refueling
temperature and prcssure.

5.2.1.6.9 Major Modeling Assumptions

a) The mission time used in SDC is 16 hrs. since a minimum cooldown time
of 8 hrs. prior to SDC operation is expected.

b) Where LPSI or CS components arc used, a mission time of24 hts. is used

since these systems have 24 hr. mission time requirements.

c) Suction during initial warm-up of the SI pump piping forSDC is from the

RWT. Therefore, RWT failures are conservatively included in the SDC
model.

d) LPSI pump fail to run malfunctions are modeled for inadvertent RAS
actuations which result from; (1) DC Equipment switchgear room HVAC
failure, (2) Spurious RAS relay actuation and (3) Common-cause failure
ofRWT level instruments.
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c) Loss of either LPSI or CS pump room HVAC and associated cffccts on
pump operation arc described in Sections 5.2.1.3.9 and 5.2.1.5.9.

f) Common-cause failure is considered for any combination of two MOVs
that would fail both trains ofSDC. Even though two of thc MOVs are DC
powered valves, common-cause failure bctwccn either of these valves and
thc AC powered valves is conservatively considered. = .

5.2.1.6.10 System Analysis Results
The SDC failures are dominated by three sets of failures including pressure
interlock failures, common-cause failure of the suction MOVs, and mechanical
MOV failures.
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5.2.1.7 Safety Injection Tanks

5.2.1.7.1 System Function

The Safety Injection Tanks (SITs) flood and cool the core with borated water
followinga Large, Medium or Small LOCAifrapid depressurization due to failure
of HPSI is used. This function prevents a significant amount of cladding failure
along with subsequent release of fission products into containment. The SITs are
designed to function as a passive injection device without requiring support
systems.

5.2.1.7.2 System Success Criteria

The success criteria for the SIT system for associated events is given below:

~ Large LOCA 7wo out of three SITs are required to inject borated
water into the RCS.

Medium LOCA

SmallLOCA

~ SGTR

7wo out of three SITs are required to inject borated
water into the RCS.

The SITs are required only during a failure of both
HPSI trains and after the Control Room operators
have depressurized the RCS to less than 610 psig.
7wo out of three SITs are required to inject borated
water into the RCS.

The SITs are required only during a failure of both
HPSI trains and after the Control Room operators
have depressurized the RCS to less than 610 psig.
Two out of four SITs are required to inject borated
water into the RCS.

5.2.1.7.3 System Description

There are a total of four SITs, each connected to a RCS cold-leg. The SITS are

initiallypressurized 'to'610'psig'and do'n'ot normall'y function'dur'ing operation, „

heatup, or cooldown. Ifa transient occurs in the RCS such thatpressure goes below
610 psig, each SIT injects borated water through its injection line which is initially
isolated from the RCS by two isolation check valves. The SITs are a passive
system which includes two normally closed check valves, the only equipment
required to change position. A drawing of the SITs showing their relationship to
other parts of the SI system is shown in Figure 5.2-.8.

5.2.1.7.4 Major Components
"

The major components of each SIT include the tank, two isolation check valves,
and a normally opened isolation MOV. Each SIT contains a minimum of 1802

cubic feet of water, borated to a concentration between 2300 and 4400 ppm. The
isolation MOVs are "failas is" units that are powered by 480V AC. 'Ihe valves are

normally key-locked in the open position with power removed (circuit breaker

open).
N n„, 1

Instrumentation for the SITs include Control Room indication for SIT level,
pressure, and isolation valve position.
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5 .2.1.7.5 Testing and Maintenance
The SIT isolation MOVs and check valves are tested per ASME Standards, Section
XI, every 18 months.

5.2.1.7.6 System Dependencies and Interfaces

Actuation
The SITs are a passive system during normal operation without an actuation signal
for SIT injection, The SIT injection MOVs receive an open signal (the valve is
already key-locked open) during a SIAS. The injection MOVs have an interlock to
prevent them from closing ifthe RCS pressure is greater than 415 psig.

Electric Power
The SIT isolation MOVs receive motive and control power from the Class 1E
480V AC MCCs associated with their respective power divisions.

~Nitr en

The SIT tanks are pressurized to 610 psig by nitrogen. The nitrogen system is not
required for operation of the SIT but may be required ifthe SIT pressure decreases

during normal operation due to a small leak or temperature changes in
containment.

e
'"'*"'"'perator

action is required to depressurize the RCS to <610 psig to allow for SIT
injection during Small LOCAand SGTR events in which both trains ofHPSI have
failed. Operator failure to depressurize the RCS is described in Section 7.4.

5.2.1.7.7 Technical Specifications
PVNGS Technical Specification (T/S) 3/4.5.1 is applicable to the operation of the
SITs. When the plant is in Modes 1 to 4, the SITs shall be operable with:

a)" Isolatio'n valv'e'key-locke*d'open and p'ower'removed,;,
I

b) Water level between 1802 and 1914 cubic ft.

c) Boron concentration between 2300 and 4400 ppm

d) Nitrogen cover pressure between 600 and 625 psig

e) Nitrogen vent valves closed with power removed

f) Nitrogen vent valves capable, ofbeing operated upon restoration ofpower.
~ e',

With one SIT inoperable, the SIT must be restored to operability within 1 hr. or the
plant placed in hot standby within the next 6 hrs. and hot shutdown within the
following6 hrs. Ifthe SIT is inoperable due to the isolation valve being closed, the
valve must be reopened immediately or the plant must be in hot standby within 1

hr. and in hot shutdown within the next 12 hrs.

5.2.1.7.8 System Operation

During RCS heatup, when RCS pressureps greater than 500 psig, the isolation
MOV in each discharge line is key-locked open and the power is removed from the
valve to prevent spurious movement. The isolation MOV is equipped with
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redundant and diverse position indicators and an alarm which alerts the operator
when the valve is closed and RCS pressure is above 700 psig. During normal plant
operation the SITs are in a passive lineup and SIT operation is automatic.

SIT operation is expected to occur only in larger LOCAs where the RCS pressure
decreases below 610 psig or when rapid depressurization, as in the case of Small
LOCA or SGTR events, is performed by the Control Room operators. During
Large LOCAs, the function of SITs is to keep the core covered until LPSI can
begin injection.

5.2.1.7.9 Major Modeling Assumptions

a) Failure of two of the four SITs is assumed to fail the system. It is
conservatively assumed that one of the remaining SITs will feed the
primary break (during a LOCA).

b) No unscheduled maintenance is included in the system fault tree for the
SITs.

c) Common-cause failures are included in the SITs fault tree for failure of 2
of 4 SIT discharge check valves to open.

5.2.1.7.10 System Analysis Results

The common cause failure of two of the four check valves is the dominant failure
of the SITs with independent mechanical failures of the MOVs approximately one
order ofmagnitude lower.

For Small LOCAs and SGTR events, the predominate failure mode involving SITs
which leads to core damage is Control Room operator failure to depressurize the
RCS to allow SIT How.

t fi

~
fi ~
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AuxiliaryFeedwater System

52.1.8 AuxiliaryFeedwater System

5.2.1.8.1 System Function
Thc AuxiliaryFeedwatcr (AF) system provides water to thc Stcam Generators

(SGs) during normal operations (Hot Standby, plant heatup/cooldown, reactor
startup/shutdown) and, under abnormal or cmergcncy conditions, for Decay Heat
Removal (DHR).

~ SmallLOCA For secondary-side heat removal, AF must bc delivered
to one SG from one of three AF pumps. For RCS
depressurization, in the event of HPSI failure, AF Qow

must be delivered to two SGs from onc of three AF
pumps.

On the SGTR event tree, the success/failure paths for
establishing AF Qow to each SG were separated into:
AF to the intact SG and AF to the ruptured SG. The AF
success/failure path followed on the event tree affects
operator/system responses required later in thc event as

discussed in Section 4.3.4.

AF flow must be delivered from at least one AF pump
to the unaffected SG (Note: For many SLB.events, the
affected SG may be used for DHR, in thc event that
fccdwatcr to the unaffected SG fails).

One AF pump must deliver flow to the intact SG.
ESFAS willprevent automatic feeding of the ruptured
SG once a differential pressure develops between the
two SGs.

nt""AFQow'must be supplied fro'm at least'on'e of three AF
pumps to one SG.

AF flowmust be supplied from at least one of three AF
pumps to one SG.

AF flowmust be supplied from at least one of three AF
pumps to one SG.

AF flow must be supplied from the turbine-driven AF
pump to at least one SG for a period of no less than 2
hrs. In the later phase of this event, AF Qow must be

supplied from one ofthine AF pumps for a period ofup
to 24 hrs. after off-site power recovery.

~ AF flow must bc delivered from one of two Seismic
Category I, Class lE AF pumps to onc SG. Although
AF is only required for short-term under ATWS,

~ conditions, the PRA Model conservatively used a 24 hr.

mission time for AF events. Further discussion is
included in Section 4.3.

~ SGTR

~ SLB

~ FLB

'" 'Group Tr'ansie

~ LOOP

~ Loss ofMFW

~ SBO

~ ATWS

5.2.1.8.2 System Success Criteria
The success criteria for the AF system for specific Initiating Events (IEs) is given
below:
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5.2.1.8.3 System Description
Thc AF system consists of three AF pumps (two safety and one non-safety),
associated piping, valves, and instrumentation ncccssary to dclivcr fccdwater to
thc SGs as shown in Figurc 5.2-9. Each AF pump takes independent suction from
the Condensatc Storage Tank (CST) and discharges to one or both SGs through thc
downcomcr fecdw'ater.lines. A backup water. source, requiring local-manual
operation, is provided to each of the essential AF pumps.,via connections to thc
Reactor Makeup Water Tank (RMWT).

Two completely redundant trains make up the safety related portion of the AF
system. The Train A AF pump (AFA-POl) is a Class 1E, turbine-driven pump with
turbine steam supply available from each SG, upstream of thc Main Steam
Isolation Valves (MSIVs). The Train B AF pump (AFB-P01) is a class-powered,
motor-driven pump. Thc essential AF pumps an: housed in separate compartments
at thc 80-ft. elevation of thc Main Stcam Support Structure (MSSS).„

Discharge flow from the two safety related AF pumps is mixed downstream of thc
pump discharge isolation valves. From this point, two separate fccdwatcr lines are
routed into containmcnt where they join the SG downcomer fccdwater lines,
downstream of thc Containmcnt Isolation Valves.

Thc AF system is in standby mode during plant power operations, but the two
safety related AF trains are automatically actuated upon receipt of an Auxiliary
Feedwater Actuation Signal (AFAS). AFAS occurs when two out of four low SG
level signals are received (at 25.8% by wide range).

The non-essential portion of the AF system consists of a class-powered, non-
seismically-qualified, motor-driven pump (AFN-P01) located at the 100-ft.
elevation of the Turbine Building. Thc non-essential AF pump is used during
dedicated plant startup as well as during emergency conditions.

5.2.1.8.4 Major Components
Thc safety. related portion of the-AF system consists of- two completely. redundant,'".

100%-capacity, automatically-actuated pumps with indcpcndent minim'um flow
recirculation lines to prevent pump overheating. These pumps are Class 1E
powered and are designed to Seismic Category I Standards.

1 ~,, ~, I
The Train A essential AF pump is an eight-stage, centrifugal, self-cooled
(including turbine bearings), turbine-driven pump rated for 1010 gpm dischaq;e
flow at 1420 psig. This prcssure is above the point at which the first Main Steam
Safety Valves,(MSSVs) lift.Typically, 750 gpm.discharge flow is provided to the
SGs with the remainder discharged to thc CST via the pump mini-flow
recirculation line. The pump turbine (AFA-K01) is a single-stage, non-condensing
turbine rated for 3590 rpm at 1250 hp. The turbine is capable of fast starts from a
cold condition using steam supplied by either SG. During operation of the Train A
pump, steam enters the turbine through either of two automatically-actuated,
motor-operated steam admission valves (SGA-UV134 and SGA-UV138). These
valves arc provided with 1'-in., solenoid-operated bypass valves (SGA-UV134A
and SGA-UV138A) which are used during turbine'startup.'Steam continues
through the turbine trip/throttle valve (AFA-HV54)before entering thc turbine.
Steam exiting the turbine exhausts to atmosphere. The AF pump turbine is capable
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of supplying discharge Qow over thc range of 1010 gpm at 1420 psig with steam

prcssure at 1170 psig, to 550 gpm at 140 psig with stcam prcssure at 135 psig. The
latter stcam prcssure corresponds to a primary tcmperaturc of 350'; shutdown
cooling entry condition. Thc turbine is equipped with a self-contained lube oil
system which uses cooling water from thc first stage of thc AF pump. Thc Train A
Class 1E DC system supplies power to the valvcsfinstrumcntation associated with
turbine/pump operation. The Train A AF pump is credited with supplying
fecdwater to thc SGs during Station Blackout (SBO) conditions.-

The Train B essential AF pump is an eight-stage, centrifugal, self-cooled, motor-
driven pump powered from the Division 2 Engineered Safety Features (ESF)
switchgcar (PBB-S04). This pump is rated for 1010 gpm at 1420 psig.

Each essential AF pump discharges to one or both SGs through a motor-operated
throttle valve and a motor-operated isolation valve.

The Train N (non-essential or startup) AF pump receives Class 1E power from the
Division 1 ESF switchgear (PBA-S03). Thc non-essential AF pump is an cight-
stage, centrifugal pump rated for 1010 gpm discharge flowat 1280 psig. This pump
delivers water from the CST to the downcomer feedwatcr lines. Flow control is
accomplished using either the pneumatically-operated downcomer fccdwater.
regulating valves (SGN-FV1113 and SGN-FV1123) or the motor-operated
fcedwater regulating bypass valves (SGN-HV1143 and SGN-HV1145). Pump
discharge Qow enters the downcomer feedwater lines in the Turbine Building,
upstream of thc containment isolation valves (SGA-UV172/-UV175 and SGB-
UV130/-UV135); therefore, Train N pump Qow is terminated by a Main Stcam
Isolation Signal (MSIS). Duc to the non-seismic quali6cation of the Train N AF
pump, its suction is normally isolated from thc CST by two Train A-powered,
motor-operated valves (CTA-HV001 and CI'A-HV004).

The CST(CTE-T01) provides water to the AF system for SG makeup. Of the CST
550,000 gallon capacity, 300,000 gallons is specifically designated for AF system
supply..The.three. AF..system pump suction lines penetrate the tank'at the lowest
elevation while all other water'outlets, such as the condenser.hotwell makeup,
pcnctrate the tank above the level required to maintain 300,000 gallons available
for long-term emergency operation of the AF system.

Control Room controls/instrumentation for the AF system include control switches

and operating status indication for all three AF pumps. Essential AF pump status

and discharge regulating valve status are also. indicated on the Safety Equipment
Actuation System (SEAS) panel on the Main Control Board. Indication is also

provided for presence/absence ofAFAS signal to each essential pump. Indications
of Train B and Train N AF pump trip, i.e., electrical fault, loss-of-power, are

provided in the Control Room on. the Safety Equipment Inoperable Status (SEIS)
panel, Control Room annunciator, and plant computer.

Potentiometer control for the Train A turbine-driven AF pump is provided in the
Control Room, at the Remote Shutdown Panel (RSP), and at the pump local
control panel. In addition, control switches for thc Train A pump trip/throttle valve
(AFA-HV54)arc provided at all three locations. Trip/throttle valve status is also
annunciated on the SEIS panel.
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Control and position indication for the Train A AF pump turbine Main Stcam (SG)
system supply valves is provided in the Control Room and at thc RSP. Thcsc
valves arc provided with SEIS alarms from the clcctrical/torque protection logic.
Override capability for these valves is provided at both locations.

Thc essential.AF pump discharge throttle/isolation, valve controls and position
indication are,provided in thc Control Room and at thc RSP. Override capability
for these valves as well as Train A pump turbine stcam'admission valve controls
and position indication are provided at both locations.

Control switches and indication for the non-essential AF pump normal suction
valves arc provided in thc Control Room. In addition, a control switch and
indication for the non-essential AF pump minimum-flow recirculation isolation
valve are provided in the Control Room.

Control Room annunciation of AF system faults includes Train B AF pump
overload/trip and low discharge pressure alarms. In addition,' low discharge
pressure alarm is provided for the non-csscntial AF pump.

Control and position indication for the Train N AF pump CST isolation valves is
provided in the Control Room. These valves are provided with SEIS alarms from
thc electrical protection logic.

Position indication for the SG downcomer ilow control valves is provided in the
Control Room while valve control and position indication for the downcomer flow
control bypass valves are provided in the Control Room. Downcomer feedwater
flow indication is also provided in the Control Room. In addition, SG downcomer
isolation valve control switches and position indication are provided in the Control
Room.

5.2.1.8.5 Testing and Maintenance
Testing is required for each pump on a monthly basis pcr ASME Standards,
Section,XI, guidelines.,Valve alignment is also,,verified,.monthly;"Full-flow,",.
capacity testing is performed at least once every 18 months'on'th'e two Cia'ss lE.AF

'umps.No full-flowspecification exists for the Train N AF pump.

5.2.1.8.6 System Dependencies and Interfaces

Mfmfha
.. Normally, each of.the essential AF, pump discharge lines is isolated from the SGs

by normally-closed, motor-operated throttle and isolation valves connected in
series. In response to low water inventory in a SG (25.8% by wide range; see
Technical Specification, Table 3-4), an AuxiliaryFeedwater Actuation Signal
(AFAS) automatically starts and aligns the essential AF pumps to the appropriate
SG.

The Train B AF pump receives a start signal on AFAS and following a Train B
Loss OfPower (LOP), Safety Injection"Actuation Signal (SIAS), or Containmcnt
Spray Actuation Signal'(CSAS) via the ESF load sequencer (see Section 5.2.2.21).
In addition, the Train A AF pump starts'on"AFAS via automatic positioning of the
turbine steam admission valves. The essential pump discharge valves open only
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upon receipt of'thc appropriate AFAS signal. A start signal to either of the essential
AF pumps will also start thc respcctivc room essential AirConditioning Unit
(ACU). The Train N AF pump has no automatic-start fcatutes and is automatically
load shed on SIAS or Train A LOP.

Thc Train N AF pump is typically available during abnormal and emcigcncy
conditions; however, as the pump and its associated valves rcccivc no automatic
start signal, operator action is required to place it in service. Operator actions
include opening thc two CST isolation valves and manually starting thc pump.
After the pump has started, the operator must verify proper operation of the
downcomer fcedwater regulating valves. Ifthe downcomer fecdwatcr regulating

- valves are not operating properly, thc operator may either take manual control of
the valves or usc the downcomcr fcedwatcr regulating bypass valves to maintain
feedwatcr flowcontrol.

Allthree AF pumps receive water through independent supply lines from thc CST.
Thc CST has a capacity of550,000 gallons. Part of this capacity, 300,000 gallons,
is specifically designated for AF system supply. Of this volume, 195,000 gallons
provide suAicient emergency feedwater reserve to allow orderly plant cooldown to
shutdown cooling entry conditions. The remaining CST volume furnishes
sufficient reserve to maintain Hot Standby (Mode 3) conditions for 8 hrs.

The fiowpaths to the two Class 1E AF pumps are provided with normally-open,
manual isolation valves. Thc Train N pump is normally isolated from thc CST by
two remotely-operated, class-powered, motor-operated isolation valves (CTA-
HVOOI/-HV004). Ifthe CST is unavailable, a backup water supply is available to
the two essential AF pumps via separate, manually-isolated, normally-closed
connections to the Reactor Makeup Water Tank (RMWT). The PRA takes no
credit for the RMWTbackup supply.

'HVA

Normal cooling to the essential AF pump rooms is provided by the Auxiliary
Building Normal AirHandling. Units'(AHUs) (HAN-A01A/8).Cooling water to
the normal AHUs is provided by the Normal Chilled Water (WC) system. Normal
HVAC to the AF pump rooms is tripped upon receipt of a SIAS or CSAS. For the
PRA, normal HVAC is credited for reducing the likelihood.ofAF pump failure.

For abnormal operation, Train A and B AF pump room essential cooling is
provided by their respective room essential ACUs (HAA-Z04and HAB-Z04).The
Essential Chilled Water (EC) sy'tem supplies cooling water to the AFpump room
essential ACUs. Each ACU includes a fan, which circulates room air across the
cooling coils.

An analysis was performed to determine the degree to which the essential AF
pumps are depcndcnt upon room cooling..The results of this analysis as

summarized in Section 6.2.5 indicatcihigh probability of AF pump continued
operation with limited HVACsupply (Sec Section 5.2.1.8.9).
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Thc essential AF pump rooms are provided with high tcmperaturc alarms which
annunciate in thc Control Room. The PRA Model credits thcsc alarms in the
analysis ofAF system human error (Scc Section 7.4). When an csscntial AF pump
is manually started, i.e., in anticipation of an AFAS initiation, the operator must
manually start thc appropriate EC system chiller to provide chilled water to the AF
pump room essential ACU. Thc aforementioned AF pump room high temperature
alarm provides indication to the operator that the required essential.chiller has not
been started as required.

The Train N AF pump requires no room cooling as it is located in an open area
within the Turbine Building.

The Train N AF pump discharge joins each of the two downcomer feedwatcr lines
in the Turbine Building, upstream of the pneumatically-opcratcd, spring-closed
downcomcr Qow control valves (SGN-FV1113 and SGN-FV1123). These valves
are controlled by the Feedwatcr Control System (FWCS) during normal plant
operation and may also be used to control Train N pump discharge flow.
Instrument Air(IA) at 110 psig is used for opcratioh of the downcomcr Qow
control valves. These valves fail "locked" (as-is) on loss ofpneumatic supply.

The downcomer Feedwatcr Isolation Valves (FWIVs) (SGA-UV172 and SGB-
UV130 to SG1; SGA-UV175 and SGB-UV135 to SG2) arc held open by high-
prcssure nitrogen at 240 psig, (via SGN-PCV1147) from the Service Gas (GA)
system. These valves fail-closed on loss of pneumatic supply and are also closed
on MSIS. The IA system provides pneumatic supply at 110 psig to operate pilot
valves which port nitrogen forFWIVposition control.

High-pressure nitrogen backup is provided to IA for the above functions. Nitrogen
is provided through a pressure regulator (SGN-PCV1130), which is normally-
closed (on-line); bttt"opens'at'a'p'tcssure lower thari'the normal IAheader. pressure
(85 psig per Procedure 41OP-1IA01); thus, ifIA pressure drops, high-pressure
nitrogen provides immediate backup.

IA also supplies the air-operated isolation dampcrs (HAA-M04/-M05and HAB-
M04/-M05) in the AuxiliaryBuilding Normal HVACsupply ducts; therefore, loss
of IA or IA compressor support systems: Turbine Cooling.-Water (TC) or Plant
Cooling Water (PW), willresult in loss ofnormal:HVAC to the essential AF pump
rooms.

A dedicated nitrogen accumulator (SGN-X02) provides pneumatic supply in thc
event of simultaneous failure of IA and high-pressure nitrogen systems. This
accumulator is rated for approximately 10.5 hrs. of nitrogen demand by the

'owncomerQow control and containment isolation valves. The accumulator is
normally isolated, but is automatically aligned when solenoid valve SGN-PV1128
opens in response to low nitrogen supply prcssure: The downcomer FWIVs fail
closed on either loss of high-pressure nitrogen or on concurrent loss of IA and
failure of the high-prcssure nitrogen backup supply.
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Operation of the turbine-driven AF pump requires steam supply from one of the
Main Steam (SG) headers. A Secondary Line Break (SLB) event eliminates AF
pump turbine steam supply from the associated SG.

Electric Power

Power to the Train AAFpump valves and instrumentation is provided by Class 1E
power systems. The Train A AF pump turbine-governor valve receives control
power from Channel A 125V DC distribution panel, PKA-D21, 'Ibrbine steam
supply valves (SGA-UV134 and SGN-UV138) are powered from Channel A
125V DC control center, PKA-M41, which also supplies power to PKA-D21. Two
of the pump discharge valves (AFA-HV032 to SG1 and AFA-UV037 to SG2) are
also powered from PKA-M41. The two remaining discharge valves (AFC-HV033
to SG2 and AFC-UV036 to SG1) are powered from Channel C 125V DC control
center, PKC-M43.

The Train B AF pump motor receives power from the Division 2 ESF switchgear
(PBB-S04). Channel B 125V DC distribution panel, PKB-D22, provides control
power for breaker operation. The two pump discharge throttle valves (AFB-
HV030 to SG1 and AFB-HV031 to SG2) are powered from Division 2 480V AC
MCC, PHB-M34. The two pump discharge isolation valves (AFB-UV034 to SG1
and AFB-UV035 to SG2) are powered from Division 2 480V AC MCC, PHB-
M38.

Train N AF pump power is supplied from the Division 1 ESF switchgear, PBA-
S03 ~ Breaker control power is supplied from Channel A Class 1E 125V DC
distribution panel, PKA-D21 ~ Because of the commonality of this pump's power
supply with that of the Train A AF pump, plant changes are being implemented to
provide alternate control power to the Train N pump breaker via direct connection
to the Train A Class Battery Charger, PKA-Hl1.These changes are included in the
AF system model.,The,two normally;closed, Train N AF,pump,CST. suction
isolation valves are powered from Train A 480V AC MCCs (PHA-M33 supplies
CTA-HV001 while PHA-M35 supplies CTA-HV004).

Non-class 120V AC instrument and control panel, NNN-D11, (normally aligned to
its emergency power source, PHA-M31, per Procedure 41OP-INN01) provides
power to the FWCS SOVs (SGN-FY1113 and SGN-FY1123), which control
pneumatic supply to the downcomer flow control valves. 'IItese SOVs fail-closed
on loss-of-power, causing air to be, trapped between the SOV and the flow control
valve; thus, the Qow control valves fail "locked" (as-is) on loss-of-power to the
associated SOVs.

Train N pump Qow control may also be accomplished using the downcomer flow
control motor-operated bypass valves (SGN-HV1143 and SGN-HV1145). Power
to these valves is provided from non-class 480V AC MCC, NHN-M71, which
normally receives power from Train A Class 1E 480V AC bus, PGA-L33. Non-
class MCC, NHN-M71, is automatic'ally load-shed upon receipt of a Safety
Injection Actuation Signal (SIAS); however, the operator can reload the bus after
load shed occurs.
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Single solenoid valves (SGA-UY172/-UY175 and SGB-UY130/-UY135) exist in
the IA supply line to each downcomer feedwater containment isolation valve's
"pilot"valve. Currently, the Train A SOVs (powered Rom Class 1E 125V DC bus,
PKA-D21) are "energize-to-open" and vent on loss of power causing their
respective containment isolation valves to close. The Train B SOVs, powered from
Class 1E 125V DC bus, PKB-D22,,are "energize-to-close',,', and fail "through" on
loss of power, causing their respective isolation valves to open. Plant changes are
being implemented to change the failure mode of the Train A containment
isolation valves. Upon completion of plant changes, all downcomer feedwater
containment isolation valves will fail-open on loss of power, This is the
configuration evaluated in this IPE submittal. The downcomer FWIVs will
continue to close on Main Steam Isolation Signal (MSIS).

e

Solenoid valve, SGN-PV1128, automatically aligns a dedicated nitrogen
accumulator (SGN-X02) to provide backup pneumatic supply to the downcomer
Qow control valves and the FWIVs. This solenoid is powered from the non-class
DC power system (ZAN-C01 via NKN-D42).

Power to the AuxiliaryBuilding Normal AHUs (HAN-A01Aand HAN-A01B),
which provide normal HVACsupply to the essential AF pump rooms, is provided
from non-class 480V AC MCCs (NHN-M25 and NHN-M26, respectively). The
common discharge duct isolation damper (HAN-MO3).ispowered from non-class
125V DC distribution panel, NKN-D42. Damper HAN-MO3 fails-closed on LOP
to NKN-D42.

The Train A AF pump room essential ACU (HAA-Z04)is powered from Train A
480V AC MCC, PHA-M37, while the Train B AF pump room essential ACU
(HAB-Z04) is powered from Train B 480V AC MCC, PHB-M38.

h 4I lf II

5.2.1.8.7 Technical Specifications

PVNGS Tcchnical Specification 3/4.7.1.2, "AuxiliaryFeedwater System,".,directly
addresses the AF system It requires that all three AF pumps be operable during
normal plant operations (Modes 1 through 4 until the SGs are no longer required
for DHR). 72 hrs. are allowed for repair of one inoperable AF pump. Ifthe
inoperable pump is not repaired within the allotted time, the plant is required to be
in at least Hot Standby (Mode 3) within the following 6 hrs. With two inoperable
AF pumps, no outage time is permitted and the plant is required to shut down to at
least Hot Standby within 6 hrs. With three inoperable pumps, immediate action is
required to restore at, least one AF pump. Shutdown is not advisable without an
available AFpump.

A related PVNGS Technical Specification is 3/4.7.1.3, "Condensate Storage
Tank." This specification requires a dedicated volume of300,000 gallons ofwater
in the CST. Other water outlets, such as condenser hotwell makeup, penetrate the
tank above the level required to maintain a dedicated and available volume of
300,000 gallons, An outage time of4 hrs. is permitted without an available backup
water source; seven days are allowed ifthe Reactor Makeup Water Tank (IMWT)
can be demonstrated operable as a backup water source within the initial 4-hr.
period. No volume requirement is given for the backup water source.
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5.2.1.8.8 System Operation
During power operations, thc AF system is in standby mode. Thc Train N AF
pump is used to supply fccdwater during normal plant heatup/cooldown and during
reactor startup and shutdown, below about 1% of reactor power. Thc Class 1E AF
pumps arc not used for normal operation unless thc 'Bain N pump is unavailable.

Following a plant trip, an AFAS is generated in response to a low level in either
SG. Upon receipt ofthc AFAS, thc ESF load scquenccrs start both Class IE pumps
(sec Section 5.2.2.21). The AFAS signals directly activate thc MOVs that align AF
flow to the appropriate SG. Each pump is provided with continuous minimum-flow
recirculation, which discharges to the CST. Once the AF pumps are started, SG.

level is controlled between the trip and reset level selpoints by automatic operation
of the AF isolation and throttle valves. AFAS controls SG level without operator
intervention; however, thc operator may choose to manually start an AF pump and

manually control flow in order to avoid an AFAS. In addition, the operator,
according to PVNGS Recovery'Operations Procedures, is directed to override
automatic control of thc pump discharge throttle valves in order to morc'closely
control SG level. In order to guard against SG ovcrflllwhen the operator takes

manual control of the AF pump discharge throttle valves, thc discharge isolation
valves are left in automatic mode. AFAS closes the isolation valves at the AFAS
reset-level setpoint. This is in accordance with thc Safety Function Flowchart of
thc Emergency Operations procedure, which directs the operator to restore SG

level and to match steam/feed rates to existing tcactor heat load.

In thc cvcnt of a normal reactor trip or loss of secondary coolant (per procedures

41RO-1ZZ01 and 41RO-1ZZ03, respectively), the Train N AF pump is the

preferred means of feeding the SGs after a plant trip unless a MSIS occurs,

isolating the pump. Thc second preferred source is the Train B (motor-driven)

pump and the third is the Train A (turbine-driven) pump. The Train A pump is the

least preferred, principally due to the potential for unmonitorcd radioactive steam

release via the pump turbine atmospheric discharge in the event of a SG tube leak.

Operation-of the-Train A pump requires properoperation of„the Terry Turbine
(AFA-K01).The turbine steam supply valves (SG'A-UV134 and SGA'-UV138) are

each provided with a 1-in. solenoid-operated bypass valve (SGA-UV134A and

SGA-UV138A), which open on receipt of a pump start signal or AFAS. This small

steam admission allows the turbine to gain speed (an overspecd trip shuts the steam

admission valves ifturbine speed reaches 4058 rpm. A turbine overspecd trip must

be reset locally). The turbine increases control-oil pressure, which throttles thc

normally-open turbine;governor valve toward the closed position prior to opening

of the steam supply valve after a 10 sec time delay.,Steam passes through either of
the steam admission MOVs, and then through the normally-open turbine trip/
throttle valve AFA-HV54,before entering the turbine. Steam exiting the turbine is

exhausted to atmosphetc.

5.2.1.8.9 Major Modeling Assumptions
The following is a list of assumptions made during the dcvclopment of thc AF
fault-tree model:,

a) Certain plant Initiating Events (LOCAs, FLB, SLB, and SGTR) cause an

MSIS initiation, which results'in closure of the downcomer FWIVs,
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disabling thc Train N AFpump flowpath. Thc PRA Model includes human
error associated with operator failure to override the MSIS signal and
rcrnotcly start thc Train N AF pump (scc Section 7,4):

b) The PRA Model includes human errors associated with operator failure to
align the AF system, and thc following: (1) the Control Room operator
fails to manually align AF, per procedure, from thc Control Room, given
failure of AFAS duc to common-cause failure of SG level sensors. Thc
timing requirements associated with these errors arc as follows: (1) if
neither FW pump continues to operate after reactor trip, AF alignment
must be accomplished within40 mins. (see Section 7.4), and (2) ifat least
one FW pump continues to operate for 30 mins. after reactor trip, AF
alignment must bc accomplished within 100 mins. (see Section 7.4). A
higher reliability was assigned to two similar events having identical
timing requirements which account for operator failures to align AF flow
given proper operation of AFAS signals (see Section 7.4).

0
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c)

d)

e)

g)

a

The PRA Model includes human error associated with operator failure to
open the appropriate downcomer fccdwater regulating bypass valve
(SGN-HV1143/-HV1145) within 20 mins. of the associated downcomer
regulating valve (SGN-FV1113/-FV1123) failure to open (sec Section
7.4).

The PRA Model includes a human error associated with the following
scenarios: (1) the Control Room operator fails to direct thc Auxiliary
Operator to manually open the Train C powered essential AF pump
discharge valves (AFC-HV33/-HV36) following an alarmed loss of the
Channel C DC Vital Bus, or (2) thc auxiliary operator fails to properly
carry out the Control Room operator instructions. Two hours arc allowed
(sec Section 7.4).

The PRA Model includes common-cause events including common-cause
failure of three out of three AFpumps and two out oftwo motor-driven AF
pumps..In addition, common-cause failure;of two out of-two<AF'system

~."'alves

is included for the essential pump discharge check valves
(AFA-'137

and AFB-V138), thc in-containmcnt essential supply header check
valves (AFA-V079 and AFB-V080), and the Train A essential pump
turbine-driver steam supply MOVs (SGA-UV134 and SGA-UV138).
Common-cause of selective four out of eight essential pump dischaq,e
MOVs accounts for all combinations ofMOV failures that would result in
loss of flow through each of the four essential pump discharge lines.
Common-cause failu'rc ofAFAS-1; and-AFAS-.2'due to SG,level indication "

failure is also included in the Model.

The AuxiliaryBuilding Normal HVAC units which also supply normal
cooling to the essential AF pump rooms, are disabled by SIAS resulting
from LOCA, FLB, SLB, SGTR, due to the fact that isolation dampers
HAA-M04and HAB-M04close on SIAS.

The essential AF pump faults include failures of thc normal and essential
pump room HVACunits. Essential AF pump room HVACfailures include
failure of thc appropriate EC system Train to supply thc room essential
AHU. This failure includes thc failure of thc associated SP/EW system
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h)

i)

j)

k)

1)

m)

n)

o)

p)

Trains to supply cooling to the EC system.

Analysis results (see Section 6.2.5) indicate a high probability that the
essential motor-driven AF pump willsurvive for at least 12 hrs. with no
HVAC supplied, and a 50% probability that the pump would survive 24
hrs. A similar analysis of the turbine driven AF pump indicates a high
probability that the essential turbine-driven AF pump willsurvive for at
least 24 hrs. with no room cooling provided. Withnormal HVACsupplied,
but essential HVACunavailable, both class AFpumps are likely to survive
for at least 24 hrs.

The PRA Model includes failures associated with the Train N pump
backup control power (currently being installed in all PVNGS units, as

discussed in Section 5.2.1.8.6). Associated failures include transfer-switch
failures and failure of the fuse located between the class battery charger
(PKA-Hl1) and the pump control circuit.

Modeled human errors include operator failure to align backup control
power (from PKA-Hl1 via the manual transfer switch) to the Train N AF
pump. Ifboth of the FW pumps fail to run, post-trip, the operator must
align Train N backup control power within 60 mins. (see Section 7.4). Ifat
least one FW pump continues to run (for 30 mins.) post-trip, the operator
must align Train N backup control power within 2 hrs. (see Section 7.4).

Closure of the Train N AF pump minimum-low recirculation linc is not
necessary to ensure adequate feedwater flow to provide Decay Heat
Removal (DHR). This is based on maximum DHR requirements (-300
gpm) and Train N AF pump discharge capacity (approximately 750 gpm
half of this Qow is provided to each SG).

The PRA Model includes CST supply failures including manual isolation
valve failures (plus post-maintenance restoration), check valve failures,
and excessive leakage of the CST.

Per the PVNGS Functional Recovery Procedure, 300 gpm ofSG supply is
required'to"provide adequate DHR whe'n SG flow is" initially re-
established. Based on this information, and on reduced flow requirements
over the first 24 hrs, after the event, the 300,000 gallon CST volume is
sufficient to allow 24 hrs. ofAF system operation. This conclusion is also
based on UFSAR studies,'and is confirmed by Modular Accident Analysis
Program (MAAP)analysis.

The current PRA Model does not take credit for operator recovery action
to align the RMWT backup AF,, supply upon failure of CST supply (see
Section 7.4).

Modeled failures of the IA/nitrogen system supply to the downcomer
FWIVs and flow control valves include appropriate failures of check
valves, manual isolation valves, and pressure control/relief valves. In
addition, failure of the backup nitrogen accumulator (SGN-X02) and

failures of the accumulator auto-actuation components (SGN-PV1128/-

PSL1128) are modeled,

Existing analysis indicates that there is sufficient pneumatic capacity
available from the dedicated accumulator (SGN-X02) to supply the
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q)

r)

s)

t)

u)

v)

downcomer FW control valves and FWIVs for 8 hrs. following a LOOP;
however, the accumulator was, conservatively, not credited in the PRA
Model.

The PRA Model includes Bain A essential pump turbine-governor valve
failures, and failure of the Class 1E 125V DC power (This malfunction
includes the failure of long-tenn DC equipment room HVAC).In addition,

. the model includes electrical faults which fail the turbine-governor valve
speed control select relay, causing the turbine-driven pump to fail to start
or run.

The PRA Model includes failure to restore after maintenance the
followingmanual isolation valves: the essential AF pump suction manual
isolation valves (AFA-V006 and AFB-V021), the essential AF pump
discharge manual isolation valves (AFA-V016 and AFB-V025), and the
Train N AF pump suction/discharge manual isolation valves (AFN-V001/
-V013). Failure to restore after maintenance was also included for the
essential AF pump turbine steam admission manual isolation valve (AFA-
V002) and the turbine steam admission "start-up" line manual isolation
valve (SGE-V889).

Corrective maintenance unavailability was modeled for all three AF.
pumps, the essential pump discharge throttle/isolation MOVs, and the
Train A essential pump trip/throttle valve (AFA-HV054). In addition,
corrective maintenance unavailability was included for the Train A
turbine-driver steam supply MOVs (SGA-UV134/-UV138). Corrective
maintenance unavailability is also modeled for the two motor-driven AF
pump circuit breakers and for the Train B Load Sequencer. The Train A
AF pump start is not associated with the 'Bain A Load Sequencer; pump
start occurs as a result of the AFAS relays opening the turbine-driver steam
admission valves.

The AF pump suction strainers were removed after plant start-up; thus,
these components are not modeled.

Control circuit faults were modeled for the essential pump discharge
throttle/isolation MOVS and for the Train N pump's CST suction motor-
operated (normally-closed) isolation valves (CTA-HV001/-HV004). In
addition, control-circuit faults were modeled for the Train A turbine-driver
steam supply MOV/SOVs (SGA-UV134/-UV134A and SGA-UV138).
Control circuit faults were also modeled for the downcomer feedwater
flow control bypass valves (SGN-HV1143/-HV1145) and for the
downcomer FWIV SOVs (SGA-UY172/-UY175 and SGB-UY130/-
UY135). Control circuit faults were also modeled for the two motor-
driven AF pumps.

Modeled AFAS actuation relay faults include failure to actuate/transfer.
Load sequencer faults include improper/spurious load shed signals and
load shed signal failure to clear.

5.2.1.8.10 System Analysis Results

AF system maIfunctions are dominated by several specific human errors including
operator failures to align/initiate the Train N AF pump and operator failure to
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ovemde MSIS and remotely align the Train N AFpump. Another dominant human
error is as follows: In anticipation of AFAS, the operator starts an essential AF
pump, but neglects to start the appropriate EC system chiller which serves the
pump room essential air cooler. The essential AF pump subsequently fails due to
extreme environment conditions..

Common-cause failures also dominate loss of the AF system. These failures
include common-cause failure of all three AF system pumps and common-cause
failure of ESFAS actuation signals (AFAS-I and AFAS-2) due to failure of SG
level indication.

Other dominant AF system failures include fail to start of either or both essential
AF pumps and either of the essential AF pumps in corrective (unscheduled)
maintenance. Failure to start is most prevalent for the Train A turbine-driven
pump.
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5.2.1.9 Alternate Feedwater System

5.2,1.9.1 System Function
The Alternate Fccdwater (AltFW)system provides an alternate means of tcstoring
the fecdwatcr lcvcl in thc Stcam Gcncrator (SG) in the event of simultaneous
unavailability of both the Main Fccdwater (FW) and AuxiliaryFccdwatcr (AF)
systems. This is accomplished using onc of three low prcssure Condensate (CD)
pumps (CDN-P01A, -P01B, -P01C), which opcratcs to dclivcr Qow to a

deprcssurizcd SG via the downcomer fccdwater lines. The CD pumps are located
at the 100-ft. elevation of the Turbine Building.

P P
onc SG within 60 min. ifFW is not initiallyavailable,
or within 100 min. following loss ofFW.

AltFW flow is credited to the intact SG. System success
is associated with Qow supplied from one of three CD
pumps to the intact SG within 60 min.

Flow is delivered from onc of three CD pumps to the
intact SG within the required time (see Section 7.4 for
time requirements) following the reactor trip.

~ Group Transient Flow must be supplied from onc of three*CD pumps to
at least one SG within the time required (see Section 7.4
for time requirements) following the reactor trip.

~ Loss ofMFW AltFW must bc aligned from at least one-of-thrcc CD
pumps to at least one SG within 60 min. following a

reactor trip.-

~ SGTR

5.2.1.9.2 System Success Criteria
The success criteria for thc AltFW system for associated Initiating Events (IEs) is
given below:

~ Small LOCA Onc of three CD um s must o rate to deliver flow to

5.2.1.9.3 Syst'cm Description" "" ' " "" " '. *"

'he

AltFW system is actually a combination of two systems: the CD system and

the FW system, as shown in Figurc 5.2-10. Because no automatic actuation exists

for this system, alignment and operation is performed per Emergency Procedure
41RO-IZZ10, "Functional Recovery Procedure."

The AltFWsystem requires operation of at least one of three CD pumps to supply
CD flow to one depressurized SG. Successful operation of this system requires
deprcssurization of the SG (to approximately 500 psig) via either the Atmospheric
Dump Valves (ADVs) or the Turbine Bypass Valves (TBVs). Therefore,
availability ofeither the ADVor TBVsystems is required to induce SG pressure so

that the CD pumps can deliver adequate flow.

All three main condenser hotwells provide water to the AltFWsystem, while the
Condensate Storage Tank (CST) supplies makeup to the Condenser hotwclls via
vacuum draw or gravity feed.

The FW downcomer lines dclivcr flow to thc depressurized SG, while thc FW
downcomer regulating valves (or the downcomer regulating bypass valves) control
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SG level. Both thc downcomcr regulating valves and thc downcomcr regulating
bypass valves are opcratcd from thc Control Room. Only 5% ofnormal full-power
flow is tcquired to maintain SG lcvcl using AltFW.

5.2.1.9.4 Major Components

The three CD pumps arc vertical, canned, mixed-Sow, six-stage pumps rated for
91,000 gpm (normal full-power low) at approximately 450 psig. The pumps arc
driven by vertical, 3500 hp induction motors, and are provided with minimum-
flow recirculation protection.

CD pump seal cooling water is supplied from the CD pump discharge, downstream
of the Condensate Polishing Dcmineralizers. Thc CD pump motor upper-bearing
oil is cooled by water provided by thc Turbine Cooling Water (TC) system.

Thc Condenser Hotwells are divided into halves, each of which is capable of
providing water to the CD pump suction lines. Thc hotwells provide a storage
volume of approximately 100,000 gallons. As hotwcll inventory is dcpletcd, water
is drawn from the 550,000 gallon CST through air-opcratcd, fail-closed, automatic
makeup control valves (CDN-LV81 and CDN-LV82). In thc event of makeup
control valve failure (or loss of condenser vacuum), hotwell level can be
maintained via manual bypass supply valves (CDN-HCV154 and CDN-HCV155).

The High Pressure Fecdwater Heater bypass valve, FWN-HV103, is a normally-
closcd, motor-operated, globe valve. This valve can be remotely-operated from the
Control Room.

The downcomer Feedwater Flow Control Valves (SGN-FV1113 and SGN-
FV1123) are pneumatically-operated, stacked-disk type drag valves, which have
position indication in thc Control Room. Each downcomer Feedwater Control
Valve is provided with a motor-operated bypass valve (SGN-HV1143 and SGN-
HV1145), which may be operated upon failure of the associated flowcontrol valve.
Indication of fecdwater flow, SG level, and SG pressure arc also provided in the

t Q4 %A'g ' t 0 ~ P ~

Cont'rol
Ro'o'm.'nstrumentation

for the CST, Condenser, and CD pumps includes Control Board
indication ofcondenser prcssutc, hotwell level, CD pump operating status, and CD
pump discharge pressutc.

5.2.1.9.5 Testing and Maintenance

No on-line planned maintenance or. testing is performed on. the CD pumps;
however, CD pump unscheduled (corrective) maintenance is modeled in the
system fault tree.

The PRA Model also accounts for unscheduled (corrective) maintenance on the
High Pressure Heater Train Bypass Valve (FWN-HV103).

Rev. 0 4/7/92

5.2.1.9.6 System Dependencies and Interfaces

4

~~~in
The AltFWsystem has no auto-actuation features.
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Thc non-class 4.16kV AC Power system supplies power to the CD pumps (NBN-
S01 serves CD pumps A and B, while NBN-S02 serves CD pump C); therefore,
AltFW system operation rcquircs oA'-site power or success of Fast Bus Transfer
(FBT).

Thc non-class 480V AC Power system supplies power to multiple CD system
components including isolation MOVs on the CD pump common suction lines,
CD pump discharge valves, Low Prcssure Heater Train isolation valves, and the
High Prcssure Heater Train bypass valve. Only the High Pressure Heater Train
bypass valve requires power to permit successful AltFW system operation (all
other MOVs are normally-open and fail "as-is" on Loss-Of-Power).

Control power to the CD pumps is supplied by the non-class 125V DC Power
system buses NKN-D41 (CD pumps A &B) and NKN-D42 (CD pump C).

~HVA

CD pump operation does not rcquirc room cooling.

Operation of AltFW requires both local and Control Room actions. Thc Control
Room operator must perform several actions including: 1) dccrcase SG secondary
prcssure to approximately 500 psia using ADVs or TBVs, 2) open the High
Prcssure Fccdwatcr Heater bypass valve, and 3) close the SG economizer isolation
valves. The entire system alignment process is expected to take 15-30 min.

Local auxiliary operator action is rcquircd to initiate manual condcnscr hotwcll fill.
Failures associated with thc multi-step system alignment are discussed in Section
7.4.

Operation of the condenser automatic makeup supply valves (CDN-LV81 and
CDN-LV82).and the CD pump'seal'water supply valve (CDN'-PV200)'require
availability of thc IA system.

'perationof thc CD pumps requires TC system supply to the CD pump motor
upper-bearing oil cooler. Thc Plant Cooling Water (PW) system provides cooling
to thc TC system heat cxchangcrs; thcrcforc, failure of cithcr of these two systems
will result in subsequent failure of the CD pumps.

5.2.1.9.7

5.2.1.9.8

Tcchnical Speci lications

PVNGS Tcchnical Speci fications do not directly affect the AltFWfault tree model.
WF

System Operation

During normal plant operation, at least two CD pumps must operate to provide
flow to thc FW pumps'uction. During,AltFW system operation, only one CD
pump is rcquircd to supply water to thc SG downcomcr lines. Thc High Pressure
Fccdwatcr Heater bypass valve is n'ormally closed.
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When a reactor trip occurs, the Control Room operator continues to cool the SGs ~
(using the FW pumps) until AF is aligned, per Functional Recovery Procedure. QP
Upon AF system failure, thc operator attempts to align AltFWper Functional
Recovery Procedure. The time availablc for AltFW alignment depends upon the
specific scenario, and upon the post-trip availability of the FW pumps.

The FW pumps (FWN-P01A and FWN-P01B) are turbine-driven, and their
continued operation requires suIIicient steam supply from the SGs. Eventually,
reactor decay-heat willdecrease below the level required to sustain FW pump
operation.

Once the necessary system alignment is properly established, water from the
Condenser Hotwcll is supplied to the dcprcssurized SG. Air-operated, fail-closed,
automatic control valves provide makeup from thc CST to each Condenser
Hotwcll, while the FW downcomer regulating valves maintain SG level control. In
thc event of makeup control valve failure (or loss of condenser vacuum), manual
bypass supply valves arc provided for hotwcll fill.

5.2.1.9.9 Major Modeling Assumptions
The following is a list of assumptions made during the dcvelopmcnt of the AltFW
fault tree model:

a) AltFWdocs not function ifoff-site power is unavailable.

b) All three CD pumps are normally running when power is available (at the
beginning of a plant transient). It is assumed that they continue to run after
a reactor trip, except in thc event of a subscqucnt Loss Of OIf-site Power
(LOOP), or failure ofFBT.

c) When FW is available, it is conservatively assumed to operate for an
average of 30 min. subsequent to a reactor trip. This is based on a survey
ofPVNGS cxpcricnce.

d) Alignment of AltFW is assumed to rcquirc an average of 20 min.

e) AltFW system failure is defined as the inability to provide,liow.to one SG,
using at least one operating CD pump, within the following time frames
1) Ifat least onc FW pump continues to run for 30 min. following a reactor
trip, an additional 70 min. (100 min. total) are available to complete
AltFW system alignment and, 2) Ifboth FW pumps trip concurrent with
(or shortly after) thc reactor trip, then 60 min. are availablc to complete
AltFW system alignment.

I) In accordance with the analysis performed in support of CEN-239 (page
278)', thc "Time to initiate SG dcpressurization and feed via a low head
pump to prevent core uncovery" is 59 min., therefore, the PRA Model
assumes that the operator has 1-hr. to establish AltFWflow ifboth FW and
AF are unavailable.

g) The condensate in the Condenser Hotwcll at thc time of the reactor trip
may bc quickly depleted; therefore, makeup flow from the CST to thc
Condenser Hotwcll is required for sustained AltFW operation. Manual
makeup is required either upon failure of automatic makeup, or when
condenser vacuum is lost. This assumption provides conservatism in cases
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h)

i)

j)

k)

1)

m)

where the TBVs are successful in relieving secondary system pressure (no
CST makeup would be required).

Based on thc Functional Recovery Procedure requirement of300 gpm SG

supply for Decay Heat Removal (DHR), thc volume of CST water
available to the CD pumps (approximately 60,000 gal.) willprovide
approximately 3.5 hrs. of AltFW system operation. In combination with
the volume of water existing in the Condenser hotwell, the tolal volume
immediately availablc to the AltFWsystem is sufIicicnt to provide several
hours of adequate SG supply ifthc ADVs are being used for secondary
system cooling. Ifthe TBVs are in service (allowing recyciing of water to
thc Condenser hotwcll), this volume of water willprovide suflicient SG

supply indefinitely. In addition, several means exist for extending the
availability of CST inventory, such as: normal CST makeup systems, CD
system Unit cross-tie capability, or restoration of thc Condenser Vacuum

system.

Four flowpaths (8-in. lines) exist between the CST and the Condenser
Hotwcll. Two of these arc normally-closed via manual isolation valves,
while flow through the other two is controlled by SOVs/AOVs in response
to hotwell level changes. Bccausc no pump exists between the CST and
thc Main Condcnscr, makeup fiowratc is dctcrmincd by thc elevation and

pressure head existing bctwccn thc two. The elevation difference is small;
thus, loss of condcnscr vacuum results in a significanl reduction in CST
flowratc. Upon loss of condenser vacuum, the procedure for AltFW
alignment (41RO-1ZZ10) directs the operator to manually align hotwell
fillvia the lcvcl control bypass valves. Thc flowrate to the Condenser
Hotwclls remains insufficient unless thc operator opens the manual valves
in both of thc CST bypass supply lines. Once these valves arc open, the

availability of the automalically controlled makeup lines is irrelevant,
since the combined flow area of thc two manual lines is greater than the

area of thc common pipe that fccds all four hotwell lilllines. Failure of the

operator to manually align thc CST supply lines results in the failure of
AltFWsystem.'i." " ~ "

"''lowpathavailability through onc Low Pressure Heater'Bain is assumed

adequate to provide sufficient flow for SG cooling.

During AltFW system alignment, the operator is dircctcd to cnsurc that
either onc of the FW pump discharge valves is open, or one of the FW
pump bypass valves is open. Thc PRA assumes that during full-power
operation, both of the FW pump discharge valves are open; therefore, no

operator action is required. Appropriate failures of the FW pump
discharge valves arc included in the PRA Model.

The High-Prcssure Heater train bypass valve must open in order to pass

adequate condensatc flow through the high prcssure heater section. The
operator is directed to perform this action when time permits. This
assumption is conservative because, even without thc open bypass valve,
signilicant CD flow continues~to pass through thc high-pressure heaters.

Certain support syslcm failures will result in failure of AltFW including
the following: 1) Failure to supply TC to the CD pump lube oil coolers, 2)
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Upon failure of PW, the operator is directed to remove all heat loads from
the TC system; thus, failing the AltFW system as in the above event, and ~
3) failure of IA results in loss ofCD pump seal water Ilowpath, and loss of
automatic Condcnscr Hotwcll makeup. These three conditions result in the
failure of AltFW.

n) The PRA Model docs not include alignment of an alternate unit's CD
pumps, although a written procedure exists for this purpose.

o) AltFW docs not function following a loss of all CD Pumps Initiating
Event.

5.2.1.9.10 System Analysis Results

Major contributors to AltFW system failure are attributed to operator failure to
align the CD and FW systems, and failure of FBT (FBT must occur in order to
supply power to the CD pumps upon unit trip). An additional contributor to AltFW
system failure is thc loss of IA supply, which supports thc air-operated makeup
valves (between the CST and the Main Condenser), and thc CD pump seal water
supply line. Common cause failures do not play as major a role in this system
because of its susceptibility to several single failures. Overall reliability of the
AltFW system is low.

The AltFW system is failed by the following initiating events: LOOP, loss of all
CD pumps, loss of IA, loss of PW, and loss ofTC systems.
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5.2.1.10 Chemical and Volume Control System (Charging and AuxiliaryPressurizer
Spray)

5.2.1.10.1 System Function
The Chemical and Volume Control System (CVCS) performs many diverse
functions. Functions that are relevant to the PRA are:

a) CVCS provides seal injection to the reactor coolant pump seals and
controls the bleedoff from the pump seals.

b) CVCS provides the source of borated water used in shutting down the
reactor during an Anticipated Transient Without SCRAM (ATWS)
condition.

c) CVCS provides water to the AuxiliaryPressurizer Spray System (APSS).
APSS provides spray to the steam space in the pressurizer for maintaining
operator control of Reactor Coolant System (RCS) pressure when the
normal spray is unavailable. The APSS is used in normal operation during
the final stages of shutdown and during emergency operations when the
Reactor Coolant Pumps (RCPs) have been tripped.

5.2.1.10.2 System Success Criteri
The success criteria for

~ RCS Integrity

~ ATWS ..~'~:~ r

~ SGTR

a

the CVCS system for associated events is given below:

To maintain RCS integrity (prevention of a RCP seal
LOCA), seal injection or nuclear cooling water is
required to be supplied to the RCP seals to maintain seal

integrity. Ifa loss of nuclear cooling water occurs, the
operator must secure the RCPs within 10 mins. ifseal
injection is available or within 5 mins. ifseal injection
is not available. The success criterion for RCS integrity
is one charging pump providing seal injection Qow for
24 hrs.

':- One-charging pump supplying 40 gpm of:borated water
for 1 hr. is required for ATWS. The charging flow must
be supplied from the RWT and can be from either the
Boric Acid Makeup (BAM)pumps or from the gravity
flow line. There is a timing requirement in that charging
Qow must be initiated within 10 mins. of the initiation
of the ATWS to ensure proper shutdown margin. The 1

, hr. mission time ensures that the required shutdown
margin is achieved.

For a steam generator tube rupture, the RCS must be
depressurized to reduce the primary to secondary leak
rate and get the plant on shutdown cooling so the steam
generators are not required forheat removal. The APSS
requirement for depressurization is that at least one
charging pump is supplying borated water from the
RWT through one of the APSS valves for 8 hrs. This 8

hr. criterion is based upon an 8 hr. cooldown to
=shutdown cooling entry conditions.
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5.2.1. 10.3 System Description
The Chemical and Volume Control System (CVCS) removes RCS water via the
letdown line and passes it through the regenerative heat exchanger, letdown heat
exchanger, and purification ion exchanger to the Volume Control Ibnk (VCT). A
simplified diagram of the CVCS system is shown in Figure 5.2-11. Letdown flow
is controlled by the letdown control valve and letdown backpressure valves. The
letdown control valve and letdown backpressure valve positions are controlled
based upon pressurizer level and intermediate letdown system pressure. The VCT
also receives low from the reactor coolant pump control bleed-off lines and gas
stripper return. The VCT water is then returned to the RCS using one or more of
the charging pumps. The water returning to the RCS passes through the shell side
of the regenerative heat exchanger where it removes heat from the incoming
letdown. Flow upstream of the heat exchanger is directed to the RCP seal line
while flowdownstream of the heat exchanger supplies normal charging and can be
diverted to the APSS line. During normal operation, seal injection and normal
charging is aligned while APSS is isolated.

'late RWT can also be used as a source of suction for the charging pumps in either
of two ways. First, the BAMpumps can be aligned to provide flow from the RWT
to the VCT or to the charging pump suction. Second, the RWT can be aligned to

'ravityfeed the charging pump suction via HV-536.

APSS is initiated and controlled in the Control Room by operator action. APSS can
be used with or without normal charging supplying flow to the RCS depending on
the sequence. APSS can be initiated by opening either of two APSS control valves
(HV-203/205).

In the analysis presented in this study, APSS is only credited during the SGTR
event when RCPs are unavailable to control and reduce RCS pressure to mitigate
the primary to secondary leak.

5.2.1. 10.4 Major Components
The'three charging "pumps are'positi've displaceme'nt pumps.'Ea'ch charging pump
is aligned in one of three modes of operation: "Always Running", "Normally
Running", and "Standby". The "Always Running" pump willonly stop due to a

loss of power or a ESFAS load shed signal. The "Normally Running" and
"Standby" charging pumps are automatically started and stopped based upon a

pressurizer level program error. All three pumps can operate simultaneously if
required. The charging pumps normally take suction from the Volume Control
Tank (VCT). The VCT is used to accumulate letdown water from the RCS to
provide for control ofhydrogen concentration and a reservoir ofreactor coolant for
the charging pumps. VCT makeup is from the Reactor Makeup Water Tank
(RMWT) and the Refueling Water Tank (RWT). The VCT is pressurized using
either the hydrogen or nitrogen (cold shutdown) gas supplies.

Ifthe VCT is unavailable during a transient, the charging pumps can take suction
from the RWT. The RWT can hold up to 750,000 gallons of water with a boron
concentration of 4000 to 4400 ppm. Water from the RWT can be supplied to the

charging pumps by either the BAMpumps or by gravity feed. There are two BAM
pumps, each supplying a design flowof 165 gpm. Only one BAMpump is required
to provide flow to all three charging pumps.
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Prior to reaching thc RCP seals, thc seal injection water travels through a seal

injection filter and heat exchanger. Thcrc are two redundant filters, which remove

insoluble particles from thc seal injection flow to thc RCPs. Thc charging line flow
is controlled by a 2-in. air-operated pressure control valve, PDV-240, which
maintains a 105 psi diffcrcntial backpressure to insure that reactor coolant pump
seal injection prcssure is higher than thc reactor coolant system prcssure.

Thc APSS isolation valves, HV-203/205, arc 2-in. solenoid valves which are

manually opened and closed from the Control Room.

The charging pumps and VCT are located in the AuxiliaryBuilding. The charging

pumps are on the 100-ft. level, and the VCT is on thc 120-ft. level. The APSS

isolation valves are located in thc pressurizer valve cubicle in Containmcnt.

Instrumentation for the CVCS includes Control Room indication of pump and

major valve status as well as RWT and VCT level and temperature indication.
System flowrates for charging and seal injection/return are also available.

5.2.1.10.5 Testing and Maintenance

Thc charging pumps arc tested per ASME, Standards, Section XI, every quarter.
Valves in the CVCS system are tested every quarter or 18 months per Section XI.
APSS isolation valves arc tested every 18 months per Section XI. Unscheduled
maintenance is included for seal injection.

5.2.1.10.6 System Dependencies and Interfaces

~lti~i
Two of the charging pumps are normally running but are load shed on a Loss of
Power (LOP) to Class 1E 4.16kV AC bus PBA-S03 or PBB-S04. The previously
running charging pumps are restarted once power is restored or after 40 secs.

(sequcnccr times out) ifa SIAS is present with a LOP.

The seal.injection line is,,automatically, isolated on RWT. low/high.temperature
(70'/150'). Therefore, failure'f this temperature loop could fail seal injection.
The RWT gravity feed valve, HV-536, opens automatically on low VCI'level and

loss ofpower to BAMmakeup to VCTvalve, HV-514.

The charging pumps require 125V DC Class lE (breaker control power) power to

start/stop and 480V AC Class 1E'motive power for pump operation. The Train E
charging pump can bc aligned.to either Train'A or B. The BAMpumps are

supplied from non-class 480V AC. The gravity makeup valve from the RWT, HV-

536, is supplied from Train A 480V AC power. The normal charging valve, PDV-

240, is powered from non-class,125V DC power. The APSS isolation valves

require long term DC power. HV-203 requires Train B DC power and HV-205

requires Train A DC power. '

s I s A I S i~>

Various valves in the CVCS require Instrument Air(IA)foroperation. The normal

charging valves, HV-239/240, require IA and fail closed on a loss of IA, which
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isolates thc normal charging line. Charging to the RCS is still availablc through
spring loaded check valve, CH-V435, which bypasses HV239/240.

gV~
Each Charging Pump Room is supplied by thc Auxiliary Building Normal
Ventilation System. Additionally, each pump room has its own room cooling unit,
which is in operation when its associated charging pump is running. Analysis
performed in Engineering Evaluation Request (EER) 90-CH-040 shows that the
charging pump mission time requirements can bc mct in the event of a loss of
pump room cooling. Loss of HVAC to the charging pumps docs not fail the
charging system.

Operator action is required to initiate boration within 10 mins. during an ATWS.
Operator action is controlled per Procedure 41AO-1ZZOl, "Emergency Boration".
Operator failure to emergency borate during an ATWS is described in Section 7.4.

Operator action is required during normal operation and during transients to ensure
that seal injection is supplied to the RCPs. For events that result in a loss ofcooling
to the RCP motors or seals, operator action is required to trip the RCPs in
accordance with Procedure 41AO-IZZ29, "RCP and Motor, Emergency", to
prevent RCP damage. The RCPs are tripped as a result of loss of seal cooling to
prevent an RCP seal LOCA. Operator failure to trip the RCPs in event of a loss of
seal cooling is described in Section 7.4.

Operator action is required during a SGTR event to dcpressurize the RCS using
APSS to reduce the primary to secondary leak rate ifRCPs are unavailable.
Operator failure to deprcssurize the RCS in the event of a SGTR is described in
Section 7.4.

5.2.1.10.7 Tcchnical Specifications
The followingPVNGS T/Ss are applicable;to the CVCS operation:-',«.';g*,'.". ':, ">

l 4

a) Specification 3/4.1.2.2 requires that at least two of three boron injection
Qowpaths be operable including gravity feed to thc CH pumps from the
RWT (two paths) or spent fuel pool through the BAMfilterbypass to the
charging pumps.

b) Specification 3/4.1.2.4 requires that at least two of thrcc charging pumps
be operable during operation.

c) Specifications 3/4.1.2.'6 and 3/4'.5.4 mquire that RWT bc operable'with the
proper volume, tcmperatute, and boron concentration.

d) Specification 3/4,4.3.2 requires that both APSS valves be operable during
normal operations including a 72-hr. Action ifone valve is inoperable and
a 6-hr. Action ifboth valves are inoperable.

5.2.1.10.8 System Operation
Seal injection for thc RCPs is provided during RCP pump operation. Seal injection
Qow passes through thc seal injection heat exchanger and then the'seal injection
filters. Part ofthc flowpasses through thc seal assembly. Itcools the seal cavity and
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returns to the VCT. The remainder of the flow is directed towards the RCP casing
and provides a Qushing Qow which minimizes deposition ofradioactive crud in the
seal cavity. On high or low temperature levels for the injection Qow, temperature
sensor, TE-231, sends a signal to close UV-231P, stopping injection flow. In both
cases, the extreme temperatures would do more damage to the seals than zero flow
would do. Seal injection Qow must be manually reinstated by the operator once the
temperature extremes have been eliminated.

Normal charging flow from the VCT is provided during normal operations using
one or two charging pumps. On an ATWS condition, an emergency boration will
be initiated per Procedure 41AO-1ZZ01, "Emergency Boration". 'I%ere are several
ways to emergency borate. When accomplished at operation it is done via gravity
feed from the RWT through the gravity feed line (via HV-536) to the charging
pump suction. A Qow rate ofat least 40 gpm is required by the emergency boration
procedure and is continued until the required shutdown margin is reached.

The APSS is used during natural circulation cooldown when the normal
pressurizer spray is unavailable due to the RCPs being tripped. When this occurs,
the operator willuse APSS to control RCS pressure per "Emergency Operations
Procedure," 41EP-1ZZ01, Appendix E, "Natural Circulation Verification." In the
PRA Model, APSS is only required during a SGTR event. Appendix E willbe used
during the performance of Procedure 41RO-lZZ06, "Steam Generator 'Ibbe
Rupture" ifthe RCPs are not'available due to plant conditions.

5.2.1.10.9 Major Modeling Assumptions

a) For charging pump operation, it was assumed that letdown has been
isolated following the reactor trip and, therefore, the VCT was not taken
credit for as a suction source. Additionally, it was assumed that ifAPSS
was required for cooldown, RCS subcooling is lost and letdown was
isolated due to low pressurizer level. Therefore, for simplification, the
VCT was not taken credit for as a source ofwater.

b) The A charging pump was considered running prior to an event while the
other two charging pumps were in standby. Charging pumps A, B, and E
are required to restart on a LOOP.

c) The only two suction sources taken credit for in this analysis are BAM
pump supply to the charging pumps and gravity feed from the RWT
through HV-536. Only one BAMpump is required to supply water from
the RWT.

d) Seal injection can be placed in maintenance for short periods of time
without affecting the RCPs as long as NC supplies seal cooling.

e) Common-cause failure is'included for APSS injection valves and VCT
level instrumentation. VCT level instrumentation failure results in a loss

of automatic suction switchover to the RWT for the charging pumps.

5.2.1. 10.10 System Analysis Results
I'ossof RCS integrity events are dominated by operator failure to trip the RCPs

once seal injection and/or seal cooling is'lost. Both charging and seal injection
failures are dominated by charging line failures, seal injection line failures, and

common-cause failures, which include both valve failures and VCT level
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instrument failures. On a loss of off-site power, failure of the Train A DG fails
charging (loss of power to HV-536). Seal injection line failures including
maintenance and temperature interlock failures, are also significant contributors to
seal injection system failures.

The APSS failures are dominated by three sets offailures including common-cause
and charging line. The common-cause failures include both the APSS injection
valve failures and the VCT level instrument failures. The charging line failures
include all manual valve, check valve, and Qow element failures between charging
pump discharge and the APSS injection line and are dominated by check valve
failures.

Failure to provide emergency boration following an ATWS is dominated by
operator failure to establish the necessary charging Qow.
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52.1.11 Steam Generator Blowdown System

5.2.1.11.1 System Function

We Steam Generator Blowdown (SGBD) system is a subsystem of the Secondary
Chemical Control (SC) system. The SGBD system compensates for the
concentrating effect of the Steam Generators (SGs) through continuous blowdown,
processing, and reuse of a portion of the secondary fluidfrom each SG. The SGBD
can also be used in wet-layup mode or in the event of a Steam Generator Tube
Rupture (SGTR) to aid in the removal of contaminated secondary water. The
analysis performed for the PRA is concerned solely with SGBD function during an

SGTR event.

5.2.1 ~ 11.2 System Success Criteria

'11ie success criteria for the SGBD for SGTR events is given below:

~ SGTR The system success criterion is availability of the
SGBD system to receive flow from the ruptured SG
(SG1) as necessary to prevent SG overfill. A 24-hr.
mission time is assumed to allow time for the
operations staff to bring the plant to a stable condition.

5.2.1.1 1.3 System Description

Each SG has two blowdown nozzles: one from the hot-leg side and one from the
cold-leg side (see Figure 5.2-12). Only one line is open at a time with blowdown
normally drawn from the hot-leg side. These two lines combine in Containment
and proceed through flow control valves (SCN-HV1A/B/C and SCN-HV2A/B/C)
to the Blowdown Hash 7ank (SCN-X01). 11ie common line has two Containment
Isolation valves: one inside and the other outside Containment. Both of these
valves close on MSIS, AFAS, or SIAS.

The primary flowpath to the Blowdown Flash Tank is via the "normal" flowrate
line; however, two"addition'al'flowp'aths'("abn'o'rmal" 'an'd "higli-rate")"are also
available. The Flash Tank cools the incoming blowdown liquid. A level control
valve regulates Hash Tank outlet flow to blowdown processing equipment. The
Flash Tank steam space is vented to the Heater Drain Tank.

Flow from the Flash Tank is normally routed through the Blowdown Heat
Exchanger and the Blowdown Filter. Flow then proceeds through the Blowdown
Demineralizer, which removes impurities. The water then discharges to the Main
Condenser for reuse, or to the blowdown Total Dissolved Solids (TDS) sumps for
disposal.

5.2.1.11.4 Major Components

Each hot-leg and cold-leg blowdown line includes a motor-operated isolation
valve; the hot-leg isolation is normally-open during plant operation, while the

cold-leg isolation is normally-closed. These isolation valves are motor-operated,

fail as is valves, and are not required to change position during an SGTR event.

The Containment Isolation valves, located downstream on the common blowdown

line, are air-operated, fail-closed valves that would most likelyclose automatically
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on an SGTR event due to a subsequent SIAS or AFAS. Containment Isolation
valve closure results in a complete loss of SGBD capability,

The Hash Tank is a vertical, cylindrical, 9250-gallon tank designed for 275 psig at
400'. The tank is sized to accommodate a continuous blowdown Qowrate of
approximately 172,000 ibm/hr. and to accommodate increased (high-rate)
blowdown for a 2-min. duration. The tank inlet consists of three separate lines,
each equipped with a fail-closed, non-modulating, air-operated isolation valve.
These lines are for "normal", "abnormal", and "high-rate" Qow operation (0.2%,
1.0%, and 8.5% of the maximum steaming rate of 8,600,000 lbm/generator-hr.,
respectively) with the "normal" Qowrate line typically in service. The "normal"
and "abnormal" lines Qow into a common header, which leads to the Blowdown
Flash Tank while the "high-rate" line enters separately.

The Blowdown Heat Exchanger (SCN-E02) uses condensate to cool the
blowdown fluid before it enters the Blowdown Demineralizer bed, preventing
resin breakdown. The SGBD filter is sized to accept 141,000 ibm/hr. blowdown
Aowrate. The filterremoves 95% of suspended solids larger than 5 microns before
the blowdown liquid enters the demineralizer bed where two mixed-bed
regenerative resin-type units further purify the blowdown Quid.

Control Room indications and control functions for the SGBD system include
control switches and position indication for the hot/cold-leg blowdown valves and
the blowdown Containment Isolation valves. In addition, a rate-select switch and
path-select switch exist for each SG. The rate-selector switch (normal, abnormal,
and high-rate) and path-selector switch (Blowdown Flash Tank, Condenser, and

Off) logic provides valve position indication of the Blowdown Flash Tank (and
Condenser) "normal", "abnormal", and "high-rate" control valves. Indication of
Blowdown Hash Tank pressure and fash tank equalizing line (vapor) Aow is also
provided.

5.2.1 ~ 11.5 Testing and Maintenance,
'Ihe Containment Isolation valves are stroke tested quarterly per ASME Standards,
Section XI, testing program, and are normally-open during plant operation.

Maintenance time on the high-rate valve is assumed to be 116 hrs., since the valve
is not crucial to system operation (continued power operation). Test time for the
high-rate valve is assumed to be 18 months, even though the valve is opened morc
often (once per week) to improve SG chemistry (the high-rate, valve is open for
only 2 mins. each week).

PVNGS Technical Specifications require SGBD system surveillance including
demonstration ofvalve operability prior to returning a Containment Isolation valve
to service.

5.2.1.11.6 System Dependencies and Interfaces*

~ctuau n

The Blowdown Containment Isolation valves close automatically upon receipt of
an AFAS, SIAS, or MSIS.
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Operator action per thc SGTR Emcrgcncy Procedure (41RO-1ZZ06) is required
for SGBD operation in the cvcnt of an SGTR. When thc lcvcl in the ruptured SG

approaches 90% (by wide range), thc operator is dircctcd to drain the SG via thc
Blowdown Dcmincralizcrs to 72% wide range. Thc operator is later directed to
cooldown thc isolated (ruptured) SG. In proceeding with this cool down, the
operator is instructed to adjust blowdown rate and fcedratc to prevent exceeding
RCS cooldown rate of75' per hr.

The SG hot/cold-leg blowdown valves require non-class 480V AC power (NH) to

change position, but valve transfer is not normally rcquircd (no loss ofblowdown
flowpath) since the hot-lcg blowdown valve is normally-open.

The Blowdown Flash Tank inlet Qow control valves require non-class 125V DC
power to operate. Failure of electrical supply to these valves results in loss of
blowdown Qowpath to thc Blowdown Flash Tank. Thc valves in thc alternate
flowpath (the blowdown flowpath leading directly to the Main Condcnscr,
upstream of the flash tank inlet Qow control valves) are not modeled; however,
these valves are also supplied by the same clcctrical source as thc fash tank inlet
valves. Failure of this non-class 125V DC supply results in the loss of all
blowdown.

The Blowdown Containment Isolation valves require long-term Class 1E 125V
DC power (PKA-D21 to SGA-UY500P and PKB-D22 to SGB-OY500Q) to

operate. It is assumed that, prior to the SGTR, these valves are open, but close

upon receipt of a SIAS later in the event. The valves are, therefore, required to

open for blowdown to function during this event. Loss of power to either of these

valves icsults in a complete loss of thc blowdown flowpath.

The Blowdown Containment Isolation valves and the blowdown flow control
valves:require Instrument Air-(IA)to open or. remain open: Loss of-IAto either of
these valves results in a complete loss of-the blowdown flowpath. t

I

Thc Blowdown Heat Exchanger requires condensatc forcooling, but cooling is not
required during an SGTR since thc system'will still function to lower the SG lcvcl
after failure of the condensate (CD) system.

5.2.1.11.7 Technical Specifications

PVNGS Technical Specification 3/4.6.3, "Containment Isolation Valves," applies

to the SGBD Containment Isolation valves in Modes 1 through 4. The following
requirements apply to the Containment Isolation valves of the SGBD system.

The Technical Specification requires that all Containment Isolation valves
specified in the associated table (Technical Specification Table 3.6-1) be

maintained operable, With one or more valves inoperable, the following
requirements apply to each affected open containment penetration: maintain ai
least one isolation valve operable and perform specific actions to (1) restore the

inoperable valve to operable status within 4 hrs., or (2) isolate the affected
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pcnctration within4 hrs., or (3) reduce thc unit to Hot Standby (Mode 3) conditions
within the next 6 hrs., and to Cold Shutdown (Mode 5) within thc following30 hrs.

5.2.1.11.8 System Operation
Normal operation of thc SQBD system is controlled by Operating Procedure
41OP-1SG03.

During normal operation, a continuous blowdown rate of 0.2% of the maximum
steaming rate (17,200 lbm/SQ-hr.) flows through thc Blowdown,Dcmineralizer
beds to thc Condenser Hotwell.

Abnormal blowdown is manually established when abnormal SG chemistry is
present. High-rate blowdown is manually established on a weekly basis for a short
period of time (approximately 2 mins.) to rcmove accumulated solids from the SG
tube sheets. (High-rate blowdown is provided at 8.5% of thc maximum steaming
rate.)

An event involving SGTR is controlled by Procedure 41RO-1ZZ06. In order to
reduce SG level during an SGTR event, blowdown is operated manually to control
SG level between 60 and 90% by wide range. Blowdown is required in the event of
a ruptured SG only after thc SG has been isolated. Blowdown (to reduce level in
thc SG) may be cstablishcd through any of the flow lines to the Blowdown Flash
Tank.

During wet-layup mode, the blowdown system maintains SG chemistry by
providing the capability to adequately mix, sample, and add chemicals to the SGs.

5.2.1.11.9 Major Modeling Assumptions
The following is a list of assumptions made during the development of the SGBD
fault-tree model:

a) Ifa SGTR occurs, it is assumed to occur in SG-1; therefore, blowdown is
only required for SG-1.

b) 'rior'to'the'icactor trip'e'vent,"blow'down'on'SG-1 ts'oper'ating.normally'-.
(fiowpath is via SGE-HV43, and is later isolated by SGA-UV500P and
SGB-UVSOOQ on receipt of a SIAS).

c) Blowdown fails on a Loss Of Off-Site Power (LOOP).

d) The PRA Model assumes that an SGTR event results in a SIAS condition;
therefore, the SGBD Containment Isolation valves close on an SGTR
evenL

e) For simplicity, only two of three flowpaths entering the-Blowdown Flash
Tank are modeled (the normal and high-rate lines). It is assumed that the
normal valve (SCN-HV1A) is open at the start of thc transient, and the
high-rate valve (SCN-HV1C) is closed.

f) One of the thrcc flowpaths exiting the Blowdown Flash Tank fails open;
therefore, these lines are not modeled due to thc high reliabilityassociated
with having three parallel lines. In addition,'hc large volume of the
Blowdown" Flash Tarik provides'sufficient collection volume for an
extended period of time, and ifblowdown processing equipment is
unavailable, blowdown flow can be directed to thc condenser.
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5.2.1.11.10 System Analysis Results
The major system malfunction resulting in failure of the SGBD system (from SG-

1) is failure of the Containment Isolation valves to re-open. This failure includes
mechanical valve failures and IAsystem failure. IAsystem failure also affects the
flash tank inlet valves. In addition, blowdown fails on LOOP, which results in
failure ofboth IAand non-class AC and DC power.
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5.2.1.12 Pressurizer Vent Valves

5.2.1.12.1 System Function

The pressurizer vent (PV) valves provide a redundant vent path from the top of the
pressurizer to either the Reactor Drain Tank (RDT) or the Containment
atmosphere. The vent allows an operator to remove steam from the pressurizer
steam space during accident conditions in order to control Reactor Coolant System
(RCS) pressure. In the PRA, PVs are credited as a means to achieve RCS
depressurization following an SGTR ifauxiliary pressurizer spray (APSS) is
unavailable.

5.2.1.12.2 System Success Criteria

The success criteria for the PV system for SGTR events is given below:

~ Pressurizer vents open to allow low from the top of the pressurizer to
either the RDT or the Containment atmosphere. The system must operate
for 8 hrs. following initiation.

5.2.1.12.3 System Description

The pressurizer and reactor vessel head vents remove water or steam from the
RCS. 'Ilieventing process can occur, through a redundant series of solenoid valves
to the RDT or Containment. Flow is limited by using 1-in. solenoid valves for
isolation. One of the lines is limited by a 7/32-in. flow orifice. A simplified
drawing of the PV system is shown in Figure 5.2-13.

5.2.1.12.4 Major Components

'Ihe system consists of five 1-in. SOVs. The minimum number of valves required
for venting is two for both RDT- and Containment aunospheric venting, while an
orifice bypass line consisting of two valves can be opened for increased ilow. A
normally-opened manual isolation valve separates the pressurizer from the vent
lines.

Instrumentation for pressurizer vents include Control Room indication of solenoid
valve position.

5.2.1.12.5 Testing and Maintenance

The vent valves are tested every 18 months by ASME, Standard, Section XI,
testing. Maintenance of the system is not considered since all components are in
containment.

5.2.1.12.6 System Dependencies and Interfaces

Allof the solenoid valves require Class 1E 125V Class DC power from either
PKA-D21 or PKB-D22. Failure of either DC power train willnot fail the vent
system due to the redundant line being connected to the opposite electrical train.
Since all of the solenoid valves are identical, common-cause failure of the valves is

considered.
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~*"'
Operator action is required to open the pressurizer vent valves to depressurize the
RCS in the event ofa SGTR. Operator failure to depressurize the RCS in the event
of a SGTR is described in Section 7.4.

5.2.1 ~ 12.7 Technical Specifications *

PVNGS Technical Specification 3/4.4.10 requires both vent paths from each
source (pressurizer and reactor vessel head) to be operable and closed during
Modes 1 through 4.

5,2.1.12.8 System Operation
The PVs are used during emergency conditions to remove steam from the
pressurizer. Operation would normally only occur upon a loss ofboth normal and
auxiliary pressurizer sprays, The operator would first attempt to establish Qow to
the RDT and only vent to the Containment atmosphere ifthe line to the RDT fails.
Pressure control would occur by opening and closing the vent valves, as required,
to reduce RCS pressure. Due to the size of the vent lines, pressure reduction is
extremely limited and slow. Analysis performed by Combustion Engineering (CE)
shows that pressurizer vent valves are effective as a means of depressurization
following an SGTR.

5.2.1.12.9 Major Modeling Assumptions

a) A mission time of 8 hrs. for RCS pressure reduction is assumed for all
components

b) Either of the redundant vent paths is adequate for system success

c) Plugging of the 7/32-in. orifice is considered

d) Common-cause failures are included in the PV fault-tree for failure ofboth
trains ofvent valves.

5.2.1 ~ 12.10 System Analysis Results,,
We PV failures are dominated by the common cause failure ofboth redundant vent
lines to open. Additionally, failure of the RCS isolation valve to remain open
affects the reliability of the vents. No other system failures are dominant.
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5.2.1.13 Turbine Bypass Valves

5.2.1.13.1 System Function
'Ihe Turbine Bypass Valves (TBVs) function as part of the Steam Bypass Control
System (SBCS) to reject steam in the main steam header to the Main Condenser
and/or to atmosphere. The purpose of the SBCS is to maximize plant availability
following a turbine load-rejection event. Use of the TBVs during a load-rejection
event, in conjunction with the Reactor Power Cutback (RPCB) system, allows the

operator to avoid unnecessary reactor trips and liftingofprimary/secondary safety
valves. The SBCS is designed to complement the Pressurizer Pressure Control
system (PPCS) and the Pressurizer Level Control system (PLCS) to extend load-
followcapability.

The TBVs are provided with Quick Open capability via the SBCS to avoid
challenging the Main Steam Safety Valves (MSSVs), and RCS heatup in the event
of a large load-rejection, or turbine trip event.

Stcam rejection, via TBVs, occurs during turbine load-rejection and turbine trip
events, to sufficiently control main steam header parameters to avoid a reactor trip
(assuming proper operation of RPCB). In the event of a turbine trip, TBV
operation alleviates the need for MSSV operation, thus minimizing the possibility
of incurring a radioactive release as a result of a stuck-open safety valve.

In the event of a single Main Feedwater (FW) pump trip, the SBCS operates the
TBVs to control main steam header pressure (assuming proper operation of
RPCB).

g ( )
open, as needed, to vent secondary steam. Ifa rapid

*'epressurization is'necessary (upon HPSI failu're), two
TBVs are required.

At least one of eight TBVs must operate to relieve
secondary steam pressure. Use of one of the six valves
to the Main Condenser is preferred to avoid
environmental release.

Group Transient One of eight TBVs must open to relieve secondary
steam pressure. ~

Loss of MFW In conjunction with proper Alternate Feedwater
(AltFW) system operation, one of eight TBVs must
open to relieve secondary steam pressure.

~ SGTR

5.2.1.13.2 System Success Criteria
The success criteria for the TBV system, for associated Initiating Events (IEs), are

given below:

~ Small LOCA Atleast one ofei ht TBVs with successful HPSI mus

5.2.1 ~ 13.3 System Description
The TBV system provides a maximum steam dump capacity of55% ofrated main

steam flow. This amount of steam bypass capacity, in conjunction with RPCB

system operation, dissipates enough energy from the Nuclear Steam Supply
System (NSSS) to permit load-rejection of any magnitude, without tripping the
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reactor, liftingthe MSSVs, or liftingthe Pressurizer Safety Valves (PSVs). Each of
the eight TBVs operates automatically upon receipt of a control signal from the
SBCS, a subsystem of the Reactor Control System. The TBVs may also be

operated in remote-manual mode from the Control Room

Six of the TBVs open in banks ofone or two valves, releasing steam directly to the
Main Condenser as shown in Figure 5.2-14. 'geese TBVs are automatically locked-
out by the SBCS ifcondenser vacuum is inadequate (>5.0 in HgA per Alarm
Response Procedure, 41AL-1RK6A).

Two of the TBVs discharge directly to the atmosphere. The TBVs are sequentially
controlled, such that these two valves open last and close first; minimizing the loss
of secondary system inventory to the atmosphere.

The SBCS modulates the TBVs using a complicated control system, which takes

inputs from main steam pressure, steam flow, pressurizer pressure, RCS
temperature, reactor power, turbine load index, main feedwater pump status, and

automatic rod control. Initiallyfollowing a load-rejection event, the TBVs open
using a quick-open response, which allows the TBVs to react quickly to plant
changes. Once the TBVs open sufficiently to respond to a load-rejection, the valves
control secondary steam pressure via modulation control. Modulation control
varies the TBV steam rejection-rate slowly to maintain a smooth transient
response.

Because the ASME Code MSSVs provide the ultimate overpressure protection for
the SGs, the SBCS is defined as a "Control System." The special requirements
applicable to protection systems are, therefore, not applicable to the SBCS. Failure
of the SBCS willhave no detrimental effect on RCS operation, other than resulting
in a reactor trip subsequent to a large load-rejection or turbine trip event.

5.2.1.13.4 Major Components

For automatic operation, the eight TBVs are grouped into fivsequentially-
op'crated c'ontrol banks: PV-1001 (Bank 1) is the first TBV to open, followed by
PV-1004 (Bank 2); TBVs PV-1003 and PV-1006 (Bank 3) operate next, followed
by PV-1002 and PV-1005 (Bank 4); and the atmospheric dump TBVs, PV-1007
and PV-1008 (Bank 5) open last. Valve closure sequence is the reverse of the
opening sequence. In manual mode, the Control Room operator may choose to
operate any combination of TBVs using either the Master/Auto controller or
individual valve controllers.

The TBVs are air-operated, fail-closed, stacked-disc type drag valves capable of
quick opening within 1 sec. and quick closing within 5 secs„or modulating open/
closed in 15 to 20 secs. Each TBV is provided with a handwheel for local-manual
operation, and may be mechanically isolated from the Main Steam (SG) system by
manually closing the associated TBV's upstream isolation valve.

The SBCS incorporates a series of logic modules and interlocks that control TBV
operation during a transient. The main logic channels combine to send modulation
signals to each bank ofTBVs, given proper SG system parameters. The permissive
channels verify appropriate RCS and secondary conditions, and send permissive
signals for modulation and/or quick open to each TBV. The logic modules are
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configured such that no single component failure nor single operator error will
result in spurious opening ofmore than one TBV.

5.2.1.13.5 Testing and Maintenance

At-power testing of the TBVs is performed once per refueling cycle per procedure
36MT-9SF09, "SBCS Valve Dynamic Response Time Test." This test is performed
to verify SBCS valves operate in modulation mode within specific time
requirements.

During shutdown (Modes 5 and 6), "SBCS Functional Test," (36MT-9SF03), is
performed every 4 months during extended periods of time in Modes 5 and 6.

SBCS calibration is also performed during Modes 5 and 6 per procedure 36MT-
9SB04.

5.2.1.13.6 System Dependencies and Interfaces

~ciuaii n

The TBVs receive the followingautomatic control signals from the SBCS:

a) Permissive Controller Output (PCO)

b) Modulation Control Demand (MCD)

c) Quick Open Demand (QO)

~*""
Automatic actuation signals may be manually overridden; operator may place the

system in "Emergency Off."In addition, the TBVs can be manually opened by the

Control Room operator via Auto/Manual control stations provided for each valve.

During plant cooldown, a manual reduction in steam pressure can be performed by
gradually reducing the SBCS setpoint. This can also be accomplished by operating
the SBCS, Master Controller.

In addition to the automatic functions, the TBVs may be operated in remote-
manual mode from the Main Control Board, or in local-manual mode using the

handwheel provided for each TBV.

The TBVs are pneumatically-operated valves requiring Instrument Air(IA) to

operate. Nitrogen backup to the IA system willmaintain sufficient pneumatic

supply pressure for several hours, although this is not credited in the analysis.

Because six of the eight TBVs dis'charge to the Main Condenser, the Circulating
Water (CW) system must be operational to maintain condenser vacuum. Although
the atmospheric TBVs (Bank 5) are available for steam relief after a loss of
condenser vacuum event, the PRA Model conservatively assumes that all TBVs
fail to operate.
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Electrical power to the TBV system is provided by non-class 125V DC power and
non-class 120V AC Instrument power. Non-class 125V DC power is supplied (via
bus NKN-D42) to the TBVpermissive and QO SOVs. Non-class 125V AC power
is supplied to the SBCS Master Controller and the individual TBVManuaUAuto
controllers via NNN-D11, which is normally aligned (per Procedure 410P-1NN01)
to its emergency power source, PHA-M31. Rack power to the SBCS NSSS
Control System cabinet (SFN-C03) is supplied via NNN-D12,

The TBVs are not credited following a Loss Of Off-site Power (LOOP) because
condenser vacuum is lost, and because long-term pneumatic pressure is
unavailable.

5.2.1.13.7 Technical Specifications

PVNGS Technical Specifications do not directly affect the TBV fault-tree model.

5.2.1 ~ 13.8 System Operation

The TBVs are operated per Procedure 41OP-1SF05, "Operation of the Steam
Bypass Control System," and are normally-closed during plant operation. At low
power levels, or following a Reactor trip, the TBVs modulate to regulate
secondary system pressure within an acceptable range. The TBVs are capable of
modulating to handle a step load decrease of 10%, or a continuous load decrease of
5% per minute, without resulting in a reactor trip.

5.2.1.13.9 Major Modeling Assumpuons

The following is a list ofassumptions made during development of the TBVfault-
trce model:

a) The TBVs do not operate during a loss of condenser vacuum, loss of IA
(long-term availability of the pneumatic supply is not assured), LOOP, or
loss of the PW or TC'systems. In th'e event tha't c'ondenser vacuum is lost, '-
the two atmospheric TBVs would still be available, but no credit is taken
for this.

b) The probability of TBV failure (2.0E-2) was taken from CEN-239,
Supplement 3, "Probabilistic Risk Assessment of the EQ'ect ofPORVs on
Depressurization and Decay Heat Removal forPVNGS Units 1, 2, and 3,"

p. 6-57, September 1983. In this study, the TBVs were fully modeled
including control system and human errors. The TBV fault-tree,
developed for the PVNGS PRA, is a simplified version of the more
detailed model. The PRA Model includes all support systems required by
the TBVs, but only one event is used to represent the TBVmechanical and
control system faults.

c) Spurious closure of all MSIVs isolates the SG system from the Main
Condenser, causing TBV failure. The Control Room operator can
manually, override the MSIS and open an MSIVbypass valve. This would

'llowsteaming from the TBVs; however, this action is not credited in the
PRA.
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5.2,1 ~ 13.10 System Analysis Results
The TBV failures are dominated by three sets of failures: closure of all MSIVs,
failure of the TBVs to open (CEN-239), and electrical failures,

Electrical malfunctions are dominated by failure of long-term non-class 125V DC
power, and failure of Class 1E 480V AC (supplies power to the non-class 120V
AC power system).
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Atmospheric Dump System

5.2.1.14 Atmospheric Dump System

5.2.1.14.1 System Function
The Atmospheric Dump Valves (ADVs)provide a means ofremoving NSSS decay
heat in the event that the 'Ibrbine Generator and Main Condenser are unavailable,
and in the event of loss of AC Power. This alleviates the need to use the Main
Steam Safety Valves (MSSVs). The Atmospheric Dump (AD) system facilitates
bringing the plant from Hot-Standby (Mode 3) to Shutdown Cooling entry
temperature. The ADVs are used as a means of performing secondary de-
pressurization so that Alternate Feedwater (AltFW) can be aligned ifAuxiliary
Feedwater (AF) fails. In addition, the ADVs can be used followinga Small LOCA
(with HPSI) as a means of depressurizing the RCS such that the LPSI pumps can
provide RCS inventory control.

One out of two ADVs opened as needed to vent steam
from a SG receiving AF flow (with successful HPSI).

One out of two ADVs on the intact SG opens to vent
secondary steam.

One out of two ADVs on the intact SG opens on
demand.

~ SGTR

~ SLB

One out of two ADVs on the intact SG opens on
demand.

~ Group Transients One out of two ADVs on a SG being fed must open to
relieve secondary steam pressure.

One out of two ADVs on the SG to which AF Qow is
being supplied must open to relieve secondary system
pressure.

~ Loss of MFW One out of two ADVs on the SG being used for heat
removal must open to relieve secondary system
pressure.

One outof two ADVs on the SG to which AFis being
supplied operates under operator control.

~ FLB

~ LOOP

5.2.1 ~ 14.2 System Success Criteria

The success criteria for the AD System for associated Initiating Events (IEs), are

given below:

~ SmallLOCA

5.2.1 ~ 14.3 System Description

The AD system consists of four manually-operated Atmospheric Dump Valves

(ADVs) and associated support equipment, located in the Main Steam Support
Structure (MSSS) (shown in Figure 5,2-15) ~ Each of the two SGs has two
redundant ADVs, one per main steam line. The ADVdissipates NSSS decay heat

by venting steam directly to the atmosphere. Each ADVis sized to pass required

steam flow to hold the unit at Hot-Standby or to permit.a maximum reactor
cooldown rate of 75' per hour. Each valve's capacity is approximately 6.5% of
the maximum steaming rate. The ADVs are pneumatically operated, each

possessing two separate permissive control circuits. This design ensures that no
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single failure in an ADVcontrol circuit willresult in an ADV spurious open or
prevent the operation ofmore than one ADVon each SG.

The ADVs are normally operated from the Control Room, but may also be
operated from the Remote Shutdown Panel. Remote valve control is accomplished
using a thumbwheel position controller having a continuous range of 0-100%.
Valve position indication is provided at each remote control station. Each ADV is
also equipped with a local handwheel for local-manual operation.

Each ADV incorporates four solenoid-operated valves (two permissive solenoids
and two closing solenoids). In Close mode, all four solenoid valves are de-
energized, allowing fullair pressure to be applied to the top of the actuator piston,
while the bottom of the actuator piston vents to the atmosphere, An internal spring
is provided above the actuator piston to assist in valve closure.

When an ADVis placed in the Open mode, all four solenoid valves are energized.
The two permissive solenoid valves (solenoids R and S) align controlled air to the
bottom of the actuator piston, while one of the Closing solenoids (solenoid A)
aligns controlled air to the top of the actuator piston. During valve modulation, an

I/P Control Unit (one per ADV)admits controlled air to the valve positioner, which
simultaneously controls air pressures to the top and bottom of the actuator piston.
This correctly modulates the ADV in response to the position indicated on the
ADVposition controller.

Airsupply to the ADVs is provided via the 'Ihrbine Building IAheader. Nitrogen
accumulators (one per ADV) designed to Seismic Category I Standards, supply
motive power ifIAis unavailable. A solenoid valve energizes on low air header
pressure to automatically place an accumulator on line. Long-term ADVoperation
(24 hrs.) requires IAsystem availability/recovery. 'Ihe ADVs fail closed on loss of
pneumatic supply.

AD system failure does not affect any other safety-related systems.

5.2.1.14.4 Major Components "

Two redundant ADVs, one per main steam line (SGA-HV184 and SGB-HV178 on
SG-1 and SGA-HV179 and SGB-HV185 on SG-2), and associated support
equipment are provided for each SG. No automatic initiating circuits are provided
forADVoperation. Each ADVis provided with remote-manual control capability,
and a handwheel allowing local-manual operation. Each valve is designed to fail-
closed, and is sized to maintain the plant in Hot-Standby conditions while
dissipating NSSS decay heat, or to allow a sufficient Qow of steam to maintain a

controlled reactor cooldown (maximum cooldown rate of 75' per hr.).

Each ADVnitrogen accumulator (one per ADV) is provided a direct, normally-
closed, connection to the Service Gas (GA) system (high-pressure nitrogen) for
ADVpneumatic backup in the event of Instrument Air(IA) system failure. The
backup accumulators are rated to 700 psig, and are normally pressurized to 600
psig, Upon loss of the IA system, the accumulators are sized to provide 4 hrs. of
steaming at Hot-Standby, plus 6.5 hrs. ofplant operation to reach Cold Shutdown
(Mode 5) under natural circulation conditions (per Technical Specification Bases
3/4.7.1.6). Low accumulator pressure (< 600 psig) is annunciated in the Control
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Room via system pressure transmitters. Instrumentation for the AD system
includes pressure transmitters for actuation of the backup nitrogen supply.

5.2,1.14.5 Testing and Maintenance

ADV testing is performed on a quarterly basis; this testing does not prevent the
ADVs from performing their primary function.

The PRA assumes that no scheduled maintenance is performed on the ADVs
during plant operations. The model accounts for unscheduled (corrective)

- maintenance on each of the ADVs. Unscheduled maintenance on two ADVs on
opposite SGs is permitted by Technical Specifications; however, simultaneous
unscheduled maintenance on both ADVs on the same SG would place the Unit in
a 72-hr. Action Statement. An average time in maintenance of 21 hrs. is
incorporated into'ADVCorrective Maintenance event probabilities, based on the
Technical Specification 72-hr. Action Statement.

The PRA model uses 18 months as the test period for certain components
associated withADVbackup pneumatic supply (including manual valves, pressure
reliefvalves and spring-loaded check valves). This is based on the fact that backup
nitrogen supply component testing is performed on a quarterly basis, but is
restricted to Plant Mode 3. The PRA conservatively assumes that each unit enters
Mode 3 once per 18-month refueling cycle.

PVNGS Technical Specification 3/4.7.1.6 requires that system surveillance,
including verification of nitrogen accumulator pressure > 400 psig (once per 24
hrs.) and verification ofoperability ofspecific system valves, be performed prior to
plant startup after Refueling (Mode 6) shutdown or Cold Shutdown of 30 days or
longer.

5.2.1.14.6 System Dependencies and Interfaces

~Actuati n ..
There are no automatic functions associated with the AD system.

Electric Power

Power to the AD system is provided from both Class 1E 120V AC and Class 1E

125V DC Power systems. 'Ilie ADVs receive control power from the Class 120V

AC power supply; ADVs SGA-HV179 and SGA-HV184 require control power
from Channel A, while ADVs SGB-HV178 and SGB-HV185 require control
power from Channel B. The ADVsolenoid valves require Class 125V DC power;
ADVsSGA-HV179 and SGA-HV184 require power from both Channels A and C,
while ADVs SGB-HV178 and SGB-HV185 require power from both Channels B
and D. Upon loss of Class 125V DC power supply to any of the four solenoid
valves, the associated ADVfails closed.

The backup nitrogen accumulator solenoid valves are also powered from Class

125V DC Channels A or B. DC power is provided by batteries (2 hr. capacity) or
480V AC via the battery chargers.
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The Class 1E 120V AC Instrument Power system supplies power to the I/P Control
Units which control air pressure to the ADV solenoid valves. In addition, this
system provides power to the pressure sensors/transmitters, which control
automatic operation of the ADVbackup nitrogen accumulator system, Upon loss
ofClass 120V AC power supply to any ofthe four I/P Control Units, the associated
ADVfails closed. Upon loss of Class 120V AC power supply to any of the four
pressure sensors/transmitters, the associated nitrogen accumulator will be
unavailable for pneumatic backup.

ADVoperation is dependent upon the availability of pneumatic supply, which is
normally provided by the IA system. In the event of a loss of IA, nitrogen
accumulators provide short-term (8 hrs.) backup for operation ofADVs.

The ADVs may be remotely actuated, controlled, and monitored from either the
Control Room or, ifnecessary, the Remote Shutdown Panel (RSP). That is, in
either the Control Room or at the RSP, two separate hand switches must be
operated to energize and open all solenoids necessary to open a single ADV. An
ADVcannot be operated from the Control Room while the controller at the RSP is
in Local. The RSP must be in the CR position for Control Room operation to occur.

A handwheel is provided on each ADVfor local-manual operation; however, the
PRA model does not take credit for local-manual operation of the ADVs. The AD
system is designed such that in the combined event ofeither a SLB or SGTR, with
a loss ofpower to the ADVs, the manual operators of the intact valves on the other
SG are still accessible. This allows the auxiliary operator to manually operate the
ADVs without risking exposure to stcam or radiation environment.

5.2.1 ~ 14.7 Tcchnical Specifications

PVNGS Te'chnic'al Specific'ation'3/4.7.1.6, "Atmospheric Dump Valves," applies
to ADVoperability in Modes 1 through 3, and also in Mode 4 when the SGs are

being used for DHR.

The Technical Specification requires that a minimum of one ADVper SG be
operable in the above modes, or that at least one ADVper SG be restored within72
hrs. Ifthe system cannot be appropriately restored within the allotted time, the Unit
must be placed (at least) in Hot-Standby within the following 6 hrs.

5.2.1.14.8 System Operation

AD system operation is governed by Operating Procedure 41OP-1SG01 Main
Steam. System operation requires remote-manual or local-manual operation as no
provision is made for automatic ADVoperation.

Each ADVhas two separate permissive SOV control circuits, both ofwhich must
be activated to open an ADV. These control circuits energize the four solenoid
valves, which control pneumatic pressure to the associated ADVactuator piston.
Failure of any one of the four solenoids willresult in ADVclosure,
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Upon loss ofIAsupply pressure, each ADVnitrogen accumulator is automatically
placed in service through the operation of a solenoid valve on the accumulator
supply line.

5.2.1.14.9 Major Modeling Assumptions
The following is a list of assumptions made during the development of the ADV
fault-tree model:

a) One of two ADVs on each SG is necessary and suiIicient to depressurize
the Reactor Coolant System (RCS) to 200 psig.

b) One of two ADVs on either SG is suflicient to maintain the plant in Hot-
Standby conditions.

c) Control circuit faults for the ADVpneumatic supply SOVs are modeled,
in general, as an undeveloped event.

d) The PRA Model includes electrical faults up to Class 1E 125V DC
distribution panels, including the circuit breakers located between the AD
system, and the associated DC distribution panels. Electrical failures
upstream of the DC distribution panels are modeled as developed events.

e) 11ie PRA Model includes events involving a circuit breaker spurious trip.
A time factor of 26 hrs. is incorporated into these event probabilities
(assumes a 24-hr. mission time and a 2-hr. detection time).

f) Me PRA model does not account for failures of the ADVblock isolation
valves. These block valves are administratively controHed (locked open)
and are not operated for ADV testing. After ADV maintenance is
complete, testing is performed before the ADVis placed back into service.
It is highly unlikely that the block valve could be inadvertently closed or
left closed after maintenance.

g)

h)

i)

j)

The PRA Model for ADVoperation requires that long-term DC power, as

well as ADVpneumatic supply, be available. This is because the Model
requires ADVs to be available for 24 hrs.

I

A2-hr. mission time is used for events involving air supply filterplugging
("1SGN-F02A-FXAPG" and "1SGN-F03A-FXAPG"). The filters are

assumed to be susceptible to plugging only during the time period when
air Qow through them is present. The 2-hr. mission time is based on the
requirement of a 2-hr. period ofADVoperability to accomplish primary/
secondary system depressurization,

Upon loss of the IAsystem, nitrogen accumulators provide sufIicient gas

reserve for 10.5 hrs. of operation. It is assumed that IAcould be restored
within this 10.5-hr. time period by one of the following: 1) recovery of the
IA compressors, 2) operator alternates use of ADVs on each SG to
maintain equal air supply remaining in each accumulator throughout the

event, or 3) use of a portable air compressor.

The PRA Model includes events involving ADVbackup nitrogen supply
PSVs failing open. In these events, nitrogen from an accumulator is
diverted to atmosphere through the open PSV. It is, therefore, not available

to the associated ADV. The PRA Model assumes a 10-hr. mission time,
based on the nitrogen accumulator sizing to provide 10.5 hrs. of nitrogen
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demand. No failure detection period was included in these event
probabilities.

k) Common-cause failures considered for the ADVs include two events: the
first is failure offour out of four ADVsand the second is failure of two out
of two ADVs on the same SG, given that there is not a common-cause four
out of four event.

1) Should an ADV support system fail, i.e., electric, or pneumatic, the
operator can open the associated ADVmanually via the local handwheel.
Conservatively, this action is not credited.

5.2.1.14.10 System Analysis Results
Failure of the AD system is dominated by several types of failures including
mechanical failure of the ADVs. Lesser failures include failure of AC power or
pneumatic supply systems.

Mechanical failures are comprised of local faults of both ADVs on one SG,
common-cause failures of all four ADVs, or common-cause failure of two ADVs
on one SG. Other cutsets contain failures such as 1) failure of one ADVdue to
local faults, in conjunction with unscheduled maintenance on the ADVs on the
opposite SG, and 2) local faults of opposing ADVs..

In addition, failure of IA, failure of nitrogen accumulators (associated with both
ADVs on one SG), and failure of the nitrogen backup system (long-term), are
significant contributors to ADV-related cutsets.

In regard to the physical effect ofplant events, only LOOP or SBO have any direct
effect on the AD system. A LOOP event would result in a loss of the IA system.
The ADV backup nitrogen accumulators are designed to provide adequate
pneumatic supply for 10.5 hrs.

A SBO event would have the same effect as LOOP, but would include additional
failures associated with the loss of power to the Class AC battery chargers due to
failure of the Emergency'Diesel'Generators'.-Upon'loss'of the clas's battery
chargers, the class batteries have a 2-hr. design capacity. Ifonsite/off-site power is
not recovered within this time, the batteries willbe fullydischarged, and the ADVs
willfail-closed on loss of DC power to the solenoid valves. The ADVs would then
require local-manual operation using the valve handwheel; however, the current
PRA Model does not take credit for local-manual ADVoperation.

Rev. 0 4/7/92 5.2.1 Front-Line Systems 5-77



Essential Chilled Water System

52.2 Support Systems

5.2.2.1 Essential Chilled Water System

5.2.2.1.1 System Function
The Essential Chilled Water (EC) system supplies chilled water to the essential
heating, ventilation, and air-conditioning (HVAC) systems for the Control
Building, AuxiliaryBuilding, and main steam support structure for cooling of
safety related equipment rooms during emergency situations.

5.2.2.1.2 System Success Criteria
The success criterion for each EC train is that chilled water Qow is provided to
each EC header forat least 24 hrs. Failures of the individual essential ACUs are not
included in the EC system fault trees. Each of these ACUs is modeled with the
system which they support. The EC fault trees only model the supply of chilled
water to the header providing a supply to the various ACUs.

5.2.2.1.3 System Description
The EC system is normally in standby and is automatically actuated by an auto
start signal from the ESF. load sequencer ifthe load sequencer receives an
AuxiliaryFeedwater Actuation Signal (AFAS), Safety Injection Actuation Signal
(SIAS), Loss of Power (LOP), Containment Spray Actuation Signal (CSAS),
Control Room Ventilation Isolation Actuation Signal (CRVIAS), or Control Room
Essential Filtration Actuation Signal (CREFAS). The EC system can also be
started manually from the CR or locally from its switchgear.

The EC system consists of two 100% capacity, redundant, chilled water trains.
Each train includes a chiller unit, pump, expansion tank, chemical addition tank,
control valves, piping, and instrumentation. The trains are not cross-connected.
See Figure 5.2-16 for a simplified drawing of the essential chilled water system.

Each train is a closed-loop system with the pump circulating water through the
chillers'to the'HVA'C'units'beihg'cooled and returning 'to the pump suction.

The EC system provides chilled water to the following essential air-cooling units

(ACUs):

~ Control Room AHUHJA(B)-F04
~ High Pressure Safety Injection (HPSI) pump room A(B) ACU HAA(B)-

Zol
~ Low Pressure Safety Injection (LPSI) pump room A(B) ACU HAA(B)-

Z02
~ Engineered Safety Features (ESF) switchgear room (including battery

rooms A, B, C, and D, and the RSP room) ACU HJA(B)-Z03
~ DC equipmentrooms A and C (B and D) ACU HJA(B)-Z04
~ Electrical penetration rooms ACU HAA(B)-Z06
~ Auxiliaryfeedwater pump room A(B)ACU HAA(B)-Z04
~ Containment spray pump room A(B) ACU HAA(B)-Z03
~ Essential cooling water (EW) pump room A(B) ACU HAA(B)-Z05
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The EC system is actuated automaticaHy when the ESFAS system starts the ESF
components that are being served by the above ACUs.

The EC system can also be manually initiated locally or from the Control Room.
A two-position (START/STOP) control switch for each chiller is provided in the
Control Room. When momentarily placed in the START position, the associated,
essential chilled water circulation pump starts, and the chiller internal control
circuit is activated iflow essential chilled water and essential cooling water flow
signals are not present. A program timer in the internal control circuit starts the
chiller lube oil pump, and approximately 28 seconds later it starts the chiller
compressor. A second timer is also activated which prevents restarting the chiller
within approximately 20 mins. (unless an ESF start signal is received). A start
signal from the ESF sequencer will bypass the 20 min. time delay and motor
overload trip and allow the chiller to restart within approximately 165 seconds.

Makeup water for the system is normally supplied from the Demineralized Water
system. A secondary or backup source is furnished by a line from the condensate
transfer pumps. Cooling water for the chiller condensers is supplied by the
essential cooling water (EW) system.

5.2.2.1.4 Major Components

The two essential chillers are self contained, package-refrigeration type chillers
with centrifugal compressors. The chillers require Class 1E 4.16kV AC power.
Each chiller has a rated capacity of235 tons refrigeration. The chiller unit consists
of a compressor, evaporator, refrigerant, condenser/receiver unit, controls, and
instrumentation. The condenser is cooled by the EW system as is the chiller oil
lubrication system oil cooler. The EC pumps are 20 hp, 400 gal/min., centrifugal
pumps requiring Class 1E 480V AC power.

The EC system expansion tanks are vertical-cylindrical types with a capacity of
80 gallons pcr tank. A low-pressure nitrogen blanket is maintained to exclude
oxygen and to control pressure. The expansion tanks automatically accommodate
contraction and expansion of the EC system due to cooldown or heatup. Level
makeup is normally provided by the Demineralized Water system, with the
condensate transfer and storage system as a backup.

The EC pumps, chillers, expansion tanks, and chemical addition tanks are located
on the 74-ft. level in the Control Building.

The EC system includes instrumentation for monitoring pressure, temperature,
level, and flow. Instrumentation includes both local and Control Room indication,
and Control Room alarms.

The main chilled water line at the discharge of each EC pump is provided with
local pressure indication. The pump bearing temperature is monitored by
thermocouples for computer input.

The expansion tank has local pressure indication and high and low-pressure
alarms that alarm in the Control Room. The expansion tank is also provided with
instrumentation for level control and high and low-level alarms that alarm in the
Control Room.
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5.2.2.1.6
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The essential ACUs are provided with pressure safety valves for the EC system.

The main chilled water supply line, downstream from the chiller, has temperature
instrumentation that provides indication and a high temperature alarm in the
control room

Ifthe chiHer fails, the rooms requiring HVAChave high room temperature alarms
that alarm in the Control Room ifthe room temperatures rise above the setpoint
for the temperature switch. The SI pump rooms, CS pump rooms, EW pump
rooms, AF B pump room, and electrical penetration rooms have alarm setpoints of
105'F. The AF A pump room has an alarm setpoint of 112'F, and the DC
equipment rooms have alarm setpoints of95'. The ESF switchgear rooms have
local temperature indication.

The main EC supply line has a Qow transmitter that transmits a signal to a Qow
switch in the Control Room which in turn provides a permissive signal for
automatically starting the essential chiller. The EW system also has a flow switch
in the Control Room which, once proper EW flow has been established, sends a

permissive signal for starting the essential chiller. The Qow transmitters and
switches for both the EC and EW systems are modeled in the EC system fault
trees, since failure of the Qow permissive signal from either system can fail the EC
system.

4 g%y

Testing and Maintenance:
The EC pumps and chillers are started once per month. A valve verificatio is
performed once per 31,,days by checking that each valve (manual, power-
operated, or automatic) servicing safety-related equipment that is not locked,
scaled, or otherwise secured in position, is in its correct position. Once per 18

months during shutdown, each valve (manual, power-operated, or automatic)
servicing safety-related equipment that is locked, sealed, or otherwise secured in
position, is verified to be in its correct position.

Unscheduled maintenance for, the EC chillers, pumps, chiller breakers,. and pump
breakers is included in the EC system fault trees. Normally, 'one EC train may be
placed in maintenance for up to 72 hrs. Maintenance of the ESF load sequencer
does not make the associated EC train unavailable, because procedures dictate that
the cooling water systems be started and run during such maintenance.

Failure to restore the EW manual supply valves after maintenance is included in
the EC system fault trees.

System Dependencies and Interfaces

Actuation
The EC system is normally in standby but starts automatically on an auto start
signal from the ESF load sequencer ifthe load sequencer receives an Auxiliary
Feedwater Actuation Signal (AFAS), SIAS, LOP, CSAS, CRVIAS, or CREFAS.

At the same time, the EW system, which supports the EC system, and the SP

system, which supports the EW system, are also started automatically by the ESF
load sequencer. The EC pumps start immediately on an auto start signal with the

chiller automatically loading once proper EC and EW Qows have been

Rev. 0 4/7/92 5.2,2 Support Systems 5-80



Essential Chilled Water System

established, The EC system can also be started manually from the Control Room
or its switchgear (see Section 5.2,2.1.3).

Given a LOP signal, the load sequencer first sends a load shed signal to the chillers
and EC pumps, and then later sequences them back on after the DG starts and its
output breaker closes to re-power the ESF bus.

Electric Power

The Train A chiller receives motive power from the Class 1E 4.16kV AC bus,
PBA-S03, and the Train B chiller receives motive power from the Class 1E
4.16kV AC bus, PBB-S04. The Bain A chilled water pump receives motive
power from the Class 1E 480V MCC, PHAM31, and the Train B pump receives
motive power from the Class 1E 480V MCC, PHBM32. Control power for
starting the chiller and the pump on Train A is provided by the Class 1E 125V DC
panel PKAD21, and the Train B chiller and pump receive control power from the
Class 1E 125V DC panel, PKBD22. The EC flow permissive instrumentation
receives power from Class 1E 120V AC instrument panels, PNAD25 for Train A
and PNBD26 for 'Bain B.

Each chiller requires essential cooling water (from the same train) for heat
rejection. Essential cooling water flow to an essential chiller can fail ifeither the
manual valve on the inlet side, or the manual valve on the outlet side of the chiller
fails to remain open or is not restored to its open position after maintenance. The
chiller can also fail due to failure of the EW flow permissive instrumentation.

Operator action is considered in failure of the chillers. For transients where a
SIAS or CSAS does not occur, the operator may manually start AF pump A or B
prior to an AFAS and fail to manually start the respective cooling water systems.
An AF pump room high temperature alarm would eventually be expected in the
ControlRoom'. "'""' '', '"

5.2.2.1.7 Technical Specifications
There are many PVNGS Technical Specification that affect the EC system due to
the dependence of ESF equipment on the system. However, the only Technical
Specification that directly pertains to the operation of the EC system is 3/4.7.6.

LCO 3.7.6 states:„

a) At least two independent essential chilled water loops shall be
operable.

b) Withonly one EC loop operable, return the other loop to operation within
seven days, or be in at least hot standby within the next six hours and
cold shutdown within the following30 hrs.

c) With only one EC loop operable, verify within one hour that the
normal HVAC system is providing space cooling to the vital
power distribution rooms that depend on the inoperable essential
chilled water system for space cooling, and
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d) Within eight hours, establish operability of the safe shutdown
systems which do not depend on the inoperable essential chilled
water system (one train each ofboration, pressurizer heaters and
auxiliary feedwater), and

e) Within 24 hrs., establish operability of all systems, subsystems,
trains, components, and devices that depend on the remaining
operable essential chilled water system for space cooling.

If these conditions are not satisfied within the specified time, be in at least hot
standby within the next 6 hrs. and in cold shutdown within the following 30 hrs.

Surveillance Requirement 4.7.6 states:

a) At least two essential chilled water loops shall be demonstrated
operable at least once per 31 days by verifying that each valve
(manual, power-operated, or automatic) servicing safety-related
equipment that is not locked, sealed, or otherwise secured in
position, is in its correct position.

b) Once per 18 months during shutdown, verify that each valve
(manual, power-operated, or automatic) servicing safety-related
equipment that is locked, sealed, or otherwise secured in
position, is in its correct position.

Given that the AF and ECCS pumps depend on the EC system, the seven day
inoperability limitfor one train of EC is cascaded down to 72 hrs. so that it will
coincide with the inoperability limitfor one train ofAF or ECCS.

5.2.2.1.8 System Operation

During normal operation at reactor power, the EC system is in the standby
condition aligned for possible emergency operation. The EC system operates
during emergency conditions and during a normal plant shutdown.

The EC system is initiated and controlled automatically by'the load sequencer if
the load sequencer receives an AFAS, SIAS, CSAS, LOP, CREFAS, or CRVIAS.
The EC system can also be manually started from the Control Room or locally.

When started, each flow train operates with the pump circulating water through
the chiller to the redundant essential ACUs in the Control Room, ESF switchgear
rooms, electrical penetration rooms, EW pump rooms, CS pump rooms, HPSI

pump rooms, LPSI pump rooms, AF pump rooms and DC equipment rooms.

Cooling water for the chiller condenser is supplied by the EW system. The water
is constantly pumped through the chillers with no modulating control necessary.

Once the cooling water fiow to the chiller condenser and the chiller water flow to
the system are established, flow transmitters on the EW and EC systems send

signals to flow switches in the Control Room, which in turn provide permissive

signals for activating the chiller control circuit (see Section 5.2.2.1.3).

One of the trains can be deactivated when the other train has demonstrated its
'apacity, by manual switches in the control room. A minimum 165-sec. delay is

required for restarting the chiller compressor. In addition to the control switches in
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the Control Room for each circulation pump, each pump also has a switch on the
local panel in the switchgear room.

5.2.2.1.9 Major Modeling Assumptions

a) Two separate fault trees were developed for the essential chilled
water system; one for Train A and one for Train B. Each fault
tree provides support system logic to the respective front-line
system fault trees.

b) Twenty-four hours is the mission time for the EC system This is
a conservative assumption since for most accident scenarios
where room cooling is required, even a few hours of successful
EC operation is adequate to keep room temperatures low enough
to prevent equipment failure over the 24-hr. mission time of the
front-line system. For demand failures, exposure times are used.
The exposure time is based on the test period for the component.

c) The EC system requires the EW system for cooling and the EW
system in turn depends on the Essential Spray Ponds. Rather
than chaining these cooling water systems together, fault trees
for systems requiring EC explicitly model EW and SP also.

d) Local failure ofthe EW system flowpermissive is modeled in the
EC system fault trees because failure of the EW flowpermissive
willfail the essential chiller on the respective train.

e) Neither the Demineralized Water nor the nitrogen systems are
needed by the EC model since they are not required for normal
system operation, and failure of these systems does not fail EC
over the 24-hr. mission time.

f) Common-cause failure of the chillers and pumps is included in
each EC system fault tree.

~ g) Extreme environment failures of the EC system pumps or chillers
'renot modeled in the fault trees. The pumps and chillers for the

chiHed water system are located in two large rooms on the lowest
elevation of the Control Building. Based on the loss of HVAC
analyses for the other ESF pump rooms (AF, HPSI, LPSI, CS,
and EW), it is concluded that rooms containing the EC
equipment are so large by comparison that they willnot exceed
the equipment qualification temperature limitwithin 24 hrs.

1

h) CSAS, CREFAS, and CRVIAS are not credited in the model as

possible actuation systems for the EC, EW, and SP systems.

5.2.2.1.10 System Analysis Results
'IIte EC system failures (failure of both EC trains) are dominated by common
cause failure of the chillers and common cause failure of the EC pumps. When

-EW and SP failures are considered, common cause failures of the EW and SP

pumps also affect the EC system In scenarios where one train of EC has already
failed due to the initiator, or one train of ESF equipment has failed due to system
failures other than the EC system, the dominant EC system failures are auto start
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failures due to load sequencer faults, maintenance unavailabilities of the pump
and chiller, control circuit failures of the pump and chiller, and failure of the
chiller to run for 24 hrs.
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5.2.2.2 Essential Cooling Water System

5.2.2.2.1 SystemFunction

The essential cooling water (EW) system removes heat from all essential
components required for normal and emergency plant shutdown, with the
exception of the diesel generator. The EW system removes heat from the essential
chillers and the shutdown cooling heat exchangers, and rejects heat to the essential
spray ponds through the EW heat exchangers,

The EW system also serves as a backup to the nuclear cooling water (NC) system.
When the NC system is unavailable, the EW system provides cooling water to the
fuel pool cooling heat exchangers, reactor coolant pumps, control element drive
mechanisms (CEDM), and normal chillers, The EW system provides an

'ntermediate barrier between the RCS (while aligned through shutdown cooling)
and the spray pond to reduce the probability of radioactive leakage to the
environment.

5.2.2.2,2 System Success Criteria

The success criterion for Train Aof the EW system is that EW Qow is provided to
the header for the Train A SDC heat exchanger, Train A EC chiller, and the cross-
tie for the NC system for 24 hrs. The success criterion for Train B of the EW
system is that EW flow is provided to the header for the Train B SDC heat
exchanger and the Train B EC chiller for 24 hrs.

5.2.2.2.3 System Description

The EW system is normally in standby and is automatically actuated by an auto
start signal from the ESF load sequencer ifthe load sequencer receives an AFAS,
SIAS, LOP, CSAS, CRVIAS, or CREFAS. The EW system can also be manually
actuated from the CR or locally from its switchgear.

The EW system consists of two independent, identical, closed-loop, safety-related,
flow'rains. One Qow tr'ain supplies cooling water required for plant shutdown to
safety Train Ashutdown cooling heat exchanger and essential chiller, and the other
flow train supplies cooling water to the same items in safety Train B. See Figure
5.2-17 for a simplified drawing of the EW system.

Each train includes a heat exchanger, surge tank, pump, chemical addition tank,

piping, valves, controls, and instrumentation. Either of the two Qow trains will
supply sufficient cooling water to allow a safe plant shutdown independent of the
other Qow train.

Water is cooled by the EW heat exchanger and then pumped to both the essential
chiller and the shutdown cooling heat exchanger, with the majority of the fiow
being provided to the shutdown cooling heat exchanger. The Qows from the

chiller and heat exchanger then recombine, and Qow to the EW heat exchanger for
cooling.

Makeup water is normally supplied to the EW'surge tanks by the Demineralized
Water system. The condensate transfer and storage system provides makeup when
the DW system is not available,
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pply and return cross-tie lines,Each EW train is connected to the NC system by su
each with a normally closed isolation valve. The Train A cross-tie valves are
remotely actuated, while the Train B valves are manually operated and normally
locked closed. A SIAS signal automatically closes the "bain A isolation valves.

Each Qow train of the EW system also has a supply and return line, with normally
closed valves, for each corresponding fuel pool heat exchanger. 'Ibis is to provide
a capability of cooling the fuel pool heat exchanger when the NC system is not
available.

5.2.2.2.4 Major Components

The EW pumps are horizontal-single-stage, double-suction-centrifugal pumps
with direct-coupled, 800 hp motors. Each pump is rated to 14,550 gallons per
minute (gpm) at 154 ft, total diQ'erential head. The EW pumps are at the 70-ft.
elevation in the AuxiliaryBuilding.

The EW heat exchangers are straight-single-pass, counterflow, shell and tube type.
They are designed to transfer 145,200,000 BTU per hour each. EW flow passes
through the shell side. The EW heat exchangcrs are located at the 100-ft, elevation
in the AuxiliaryBuilding.

The EW surge tanks are vertical-cylindrical type. Each surge tank has a 1000
gallon capacity. A low pressure nitrogen gas blanket is maintained on the tanks to
exclude oxygen. The primary function of the surge tanks is to provide a volume
within the closed loop system for Quid expansion and contraction. They also serve
as a convenient location for adding makeup water. The surge tanks are at the
120-ft. elevation in the AuxiliaryBuilding.

The EW chemical addition tanks are located at the 70-ft. elevation in the
AuxiliaryBuilding.

The EW~system>includes"instrumentation foP'pressu're, temperature,'evel,
and'low.

EW pump pressure instrumentation includes local pump discharge pressure
indication and pump discharge pressure switches that provide alarm signals to the
Control Room and common computer input on high or low pump discharge
pressure.

The EW pump discharge has temperature detection instrumentation that signals
the Control Room annunciator panel and computer when an abnormally high
temperature exists. A dual temperature indicator is provided in the Control Room
to monitor EW pump discharge and shutdown cooling heat exchanger outlet
temperature.

The EW supply header just downstream of the EW pump has both local and
Control Room Qow indication. EW Qow on the outlet side of the essential chiller
is indicated locally and in the Control Room. A flow transmitter on the outlet side
of the essential chiller transmits a signal to a switch in the Control Room, which in
turn provides a permissive signal for automatically starting the essential chiller.
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The surge tanks have both local prcssure indication and high and low prcssure

alarms in thc Control Room.

Thc surge tanks also have local lcvcl indication and high and low-level alarms in
thc Control Room.

5.2.2.2.5

5.2.2.2.6

Testing and Maintenance

A valve verification is performed once pcr month. Each valve (manual, power-
opcrated, or automatic) servicing safety-related equipmcnt that is not locked,
sealed, or othcrwisc secured in position, is verified to be in its cori@et position. At
least once pcr 18 months, during shutdown, each automatic valve servicing safety-
relatcd equipment is verified to correct position operation on a SIAS test signal.
At least once per 18 months, during shutdown, each valve (manual, power-

operatcd, or automatic) servicing safety-related equipmcnt, that is locked, sealed,

or otherwise secured in position, is verified to be in its correct position.

Thc EW pumps are started once per month when the EC system is tested.

Unscheduled maintenance is included in the model for the EW pumps and the

pump breakers. Normally, one EW train may be placed in maintenance forup to 72

hrs. Maintenance ofthe ESF load sequenccr does not make the associated EW train
unavailable because procedures dictate that the cooling water systems be started

and run during such maintenance.

Failure to restore the EW pump discharge and suction valves, and failure to restore
the EW heat exchanger inlet and outlet valves after maintenance are also included
in the model..

System Dependencies and Interfaces

~A~~in
~ The EW pumps start automatically on an auto start signal from the load sequcncer

when,thc load.,sequencer.receives.,a..SIAS, CSAS,. AFAS,",LOP,- CREFAS; or
CRVIAS. The EW system can also be actuated man'ually from. the Control Room
or from its switchgcar.

Given LOP signal, the load sequencer first sends a load shed signal to the EW
pumps, and then later sequences them back on after the DG starts and its output
breaks closes to rc-power the ESF 4.16kV bus.

The Train A EW pump receives motive power from the Class 1E 4.16kV bus, ~

PBAS03, and control power from the Class 1E 125V DC panel, PKAD21. The
Train B EW pump receives motive power from the Class 1E 4.16kV bus,

PBBS04, and control power from the Class 1E 125V DC panel, PKBD22.

~HVA

The EW pumps may fail due to high'oom temperature ifthe HVAC system fails
to cool the pump rooms. The Train A EW pump room is'cooled by the essential

ACU, HAA-Z05, which receives chilled water from 'Dain A of the EC system,

,and electric power from the Class 1E 480V MCC, PHAM35. The 'Dain B EW
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'i pump room is cooled by thc essential ACU, HAB-Z05, which rcccivcs chilled
water from Train B of thc EC system, and electric power from thc Class 1E 480V
MCC, PHBM38.

Thc EW heat exchangers require the essential spray ponds. for heat rejection.
Essential spray pond flow to either heat exchanger can fail ifeither'the manual
valve on the inlet side, or the manual valve on thc outlet side ofthe heat exchanger
fails to remain open or is not restored to its open position after maintenance.

For transients where a SIAS or CSAS does not occur, the operator may manually
start AF pump A or B prior to an AFAS and fail to manually start the respective
cooling water systems. An AF pump room high temperature alarm would
eventually be expected in the Control Room.

Given a failure ofessential HVAC, the operator may fail to provide backup cooling
to the EW pump room. An EW pump room high tempcraturc alarm would
eventually be expected in the Control Room. Operator local recovery action
involves opening the door to the EW pump room to permit natural air circulation.

5.2.2.2.7 Technical Specifications
There arc many PVNGS Technical Specification that affect the EW system duc to
the dependence of thc EC and SDC systems on the EW system. The only
Technical Specification that directly pertains to thc operation of thc EW system is
3/4.7.3.

LCO 3.7.3 states:

Atleast two independent essential cooling water loops shall be operable. With only
one essential cooling water loop operable, restore the other loop within 72 hrs. or
bc in hot standby, within,6. hrs and.cold. shutdown. within 30 hrs.- " «' "","' '

Surveillance Requirement 4.7.3 states:

a) At least once per 31 days verify that each valve (manual, power-operated,
or automatic) servicing safety-related equipment that is not locked, sealed,
or otherwise secured in position, is in its coricct position.

b) At least once per 18 months during shutdown,,verify that each automatic
valve servicing safety-related equipmcnt actuates to its correct position on
a SIAS test signal.

c) At least once per 18 months during shutdown, verify that each valve
(manual, power-operated, or automatic) servicing safety-related
equipment that is locked, sealed, or otherwise secured in position, is in its
correct position.

The most limiting PVNGS Technical Specification for systems'dcpcnding on the
EW system is the'72-hr. inoperability limit; The AF and ECCS pumps, which
have 72-hr. inoperability limits for one train', depend on thc EC system for room

'> cooling,'hich in turn dcpcnds on the EW system for cooling.
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5.2.2.2.8 System Operation

During normal power operation the EW system is in standby. The system operates
only during cooldown, cold shutdown, emergency conditions, or upon failure of
the NC system.

The EW has two redundant and separate trains. Each EW train interfaces with its
corresponding SP system train at the EW heat exchanger, which serves as a

pressure-thermal barrier between the SP and EW systems. Each train has a 100%
heat dissipation capacity through heat transfer from the shell side to the tube side
of the EW heat exchanger, and through the dissipation of the transferred heat load
by the SP system to the atmosphere. Although an emergency reactor shutdown is
normally accomplished with the initial operation of both trains of the EW and SP
systems, shutdown and cooldown with only one train over an extended period of
time is possible and permissible.

During shutdown, the EW pumps and the spray pond pumps are started to remove
heat from the shutdown cooling heat exchanger.

During accident conditions, the EW system is started automatically by the load
sequencer when the load sequencer receives a SIAS, CSAS, AFAS, LOP,
CREFAS, or CRVIAS.

During non-LOCA transients, the EW system is required to remove heat from the
essential chillers which in turn cool the AF pump rooms and other equipment
rooms. Under these conditions, the system is either started manually or by the ESF
load sequencer ifthc load sequencer receives an AFAS or LOP.

During a LOCA, the EW system provides cooling to the essential chillers, which
in turn cool the ECCS and AF pump rooms, and to the shutdown cooling heat
exchangers, which remove heat from CS or LPSl during the recirculation phase.
Under these conditions, EW is either started manually or by the ESF load
sequencer ifthe load sequencer receives an AFAS, SIAS, or CSAS.

/
For non-LOCA conditions the EW system also serves as a backup to thc NC
system when NC is unavailable (see Section 5.2.2,2.1).

5.2.2.2.9 Major Modeling Assumptions

a) Two separate fault trees were developed for the essential cooling water
system; onc for each train. Each fault tree provides support system logic to
the respective front-line system fault trees.

b) The EW system fault trees use both mission times and exposure times.
The components that have mission times all use a 24-hr. mission time.
Components that have demand failures use exposure times based on the
test periods for the components.

c) The essential cooling water system provides cooling water to the essential

chillers and the shutdown cooling heat exchangers via two branch Qow

paths coming off a pump discharge, Each path has a manual valve
upstream and one downstream of the component being cooled, which, if
they fail to remain open, willprevent the EW system from providing
cooling water Qow to the component. Rather than generate separate EW
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system models for each path, the manual valves associated with a branch
path are included in the fault tree of the system being supported by the EW
system. Similarly, the RCS Integrity Loss top logic fault tree models
failure to cross-tie EW to NC to provide seal cooling given failure of NC.
Failures of the EW to NC cross-tie valves are included in the RCS
Integrity Loss top logic fault tree. Only Train AofEW is modeled in the
RCS Integrity Loss top logic fault tree.

d) The EC system requires the EW system for cooling, and the EW system in
turn depends on SP. Rather than chaining these cooling water systems
together, fault trees for systems requiring EC explicitlymodel EW and SP.

Similarly, fault trees for systems requiring EW explicitly model SP.

e) The EW pumps require EC chillers forpump room cooling. Therefore, the
EW fault tree models the EC system under EW pump failures.

f) Due to the fact that makeup is not needed unless there is a leak in the EW
system, failure of the surge tank and makeup systems are not assumed to
fail the EW system over the 24 hr, mission time and are not included in the
PRA model.

g) Failure of the chemical addition tank is not assumed to fail the EW system
over the 24 hr. mission time.

h) Tlie EW system has cross-tie capability to the NC system, but failure of
the EW system due to a diversion ofEW water out of the NC system is not
considered in the PRA model. Mis is because the valves that cross-tie the
EW and the NC systems are normally closed and must be manually
aligned. A failure of this type would require both alignment of the cross-
tie valves and a NC piping failure. The same reasoning applies to the fuel
pool heat exchanger cross-ties.

i)The possible failure of the EW pumps due to extreme environment
(resulting from loss of pump room cooling) is included in the EW fault
trees.,The maximum EW, pump room temperature reached in 24 hrs. with
no HVAC is 189'F. If the door is propped open, the maximum
temperature reached is 168'F. As discussed in Section 6.2.5, room
temperatures which result from loss of HVAC were determined not to
immediately threaten pump operability, although pump reliability is
significantly degraded. Accordingly, the probability of the pump failing to
run due to loss ofHVACwas adjusted, as described in Section 6.2.5.

j) Common-cause is considered for failure. ofthe EW pumps to start and run.

k) CSAS, CREFAS, and CRVIAS are not credited in the model as possible
actuation systems for the EC, EW, and SP systems.

5.2.2.2.10 System Analysis Results

Failure of both EW trains is dominated, by common-cause failure of the EW
pumps. In scenarios where one EW train has already failed due to the initiator, or
one train ofESF has failed due to failures other than the EW system, the dominant
EW system failures are auto start failures due to load sequencer failures,
maintenance unavailability of the EW pumps, and control circuit faults of the EW
pumps.
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5.22.3 Essential Spray Pond

5.2.2.3.1 System Function
The essential spray pond (SP) system removes heat from the essential cooling
water (EW) system and the diesel generator (DG) cooling heat exchangers during
normal shutdown and emergency conditions. The heat removed is dissipated into
the atmosphere by the essential spray ponds. The essential spray ponds are the
"ultimate heat sink."

Me SP system operates only during a plant shutdown or emergency conditions, or
when a diesel generator is running, and does not operate during normal power
generation.

5.2.2.3.2 System Success Criteria

The SP trees only model the SP cooling water supply up to the pipe header
providing a supply to the various heat exchangers being cooled. Therefore, the
success criterion for each SP train is thatcooling water is provided from each spray
pond, using the spray mode, to the respective DG/EW header for at least 24 hrs.

5.2.2.3.3 System Description
The SP system is normally'in standby and is automatically actuated by an auto start
signal from the ESF load sequencer ifthe load sequencer receives an AFAS, SIAS,
LOP, CSAS, CRVIAS, CREFAS. The SP system can also be started manually from
the Control Room or locally from its switchgear.

The SP system consists of two redundant spray ponds and two separate, redundant,
Qow trains. Each Qow train takes suction from and returns to its respective spray
pond. Each spray pond also has separate filtration trains and chemical addition

equipment.

Each Qow train consists of a SP pump, pump structure, piping, valves, controls,
and instrumentation required for supplying cooling water to the EW heat
exchanger and the diesel generator cooling heat exchangers in one safety train.
Each train is capable of supporting 100% of the cooling functions required for a

safe reactor shutdown. See Figure 5,2-18 for a simplified drawing of the SP

system.

Water from each spray pond is pumped, via the SP pump, to the DG cooling heat

exchangers and the EW heat exchangers. The DG cooling heat exchangers include
the fuel oil cooler, jacket water cooler,,air-after-coolers/heaters, governor oil
cooler, and lube oil cooler. Each is required for DG operation. Flow from the
coolers recombines and returns to the spray pond via the SP system cooling
nozzles which spray into the spray pond.

The spray ponds function as independent and redundant units. However, the
combined water inventory of both is required for a nominal 27 day emergency-

shutdown without makeup. 7wo butterfly valves are provided in the common wall
. between the ponds to allow water transfer. Normal position of these valves is
closed to maintain independence of the two trains. During safe shutdown or
accident recovery, and withonly one spray system operating, itwillbe necessary to
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open at least one of the spray pond cross-connect valves to access the combined
water inventory for long term recovery.

Two makeup water sources are available for each spray pond: one from the
domestic water system, and the other from the station reservoir. The normal source
for makeup is the domestic water system.

5.2.2.3.4 Major Components

The spray ponds are rectangular, reinforced concrete, Seismic Category I basins
holding approximately 6.0E+06 gallons of water. There are four headers per spray
pond with 80 nozzles per header.

Each spray pond is provided with a bypass line fordiverting 100% ofthe flow from
the spray nozzle headers directly into the pond. Motor operated valves, actuated
from the Control Room, provide this diversion.

The spray ponds are located at plant west ofeach Unit, approximately 200-ft. from
the fuel building.

The SP pumps are 600 hp, vertical, wet-pit pumps with a rated Qow of 16,300
gallons per minute, and a pump discharge pressure of 50 psig. The pump motors
require 4.16 kVpower for operation.

The SP p'ump discharge pipes are furnished with check valves SPA-V041 and
SPB-V012 located outside the pond walls.

Essential cooling water heat exchangers EWA-E01 and EWB-E01 can be isolated
with manually operated butterfly valves SPA-HCV-45, SPA-HCV-47, SPB-HCV
46, and SPB-HCV-48, respectively.

The spray pond water return lines are furnished with remote motor operated
butterfly valves. Two valves are provided in each train. Valves SPA-HV-49A
(Train A) and SPB-HV-50A (Train B) are normally locked in the open position and
provide alignment of each train into the spray pond cooling nozzles. Valves SPA-
HV-49B (Train A) and SPB-HV-50B (Train B) are the normally locked-closed
valves in the bypass line for diverting the flow from the spray nozzle headers
directly into the pond. These bypass valves can be aligned locally or from the
Control Room during cold weather conditions, when spray nozzles are not needed.

SP system instrumentation includes spray pond level instrumentation, pump Qow
instrumentation and various local and remote temperature and pressure sensors.

The spray pond level sensing system includes a level transmitter, which provides a

signal to a level indicator in the Control Room, and a level switch, which actuates
an alarm in the Control Room on high or low pond level.

The main SP system supply line from the pump and return line to the spray pond
each contain a flow element and flow indicating transmitters, The two transmitters
output to a dual flow indicator in the Control Room, and to a differential flow
switch which actuates an alarm in the Control Room in the event of differential
flow caused by a pipe break in the loop.
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SP pump suction and discharge lines have temperature sensors, which provide
signals for Control Room indication and alarms.

The EW heat exchanger inlet and outlet lines are provided with local temperature
indication for the SP system water, and the outlet nozzle is provided with
instrumentation that sends a signal to the annunciator panel in the Control Room
when an abnormally high temperature exists at the heat exchanger outlet.

The discharge piping of the essential spray pond pump has a local pressure
indicating transmitter, which provides Control Room indication, and a pressure
switch, which provides a Control Room alarm on high or low pump discharge
pressure.

5.2.2.3.5 Testing and Maintenance
An SP system valve verification is performed once per 31 days by verifying that
each valve (manual, power-operated, or automatic) servicing safety-related
equipment that is not locked, sealed, or otherwise secured in position, is in its
correct position.

Once per 18 months during shutdown, a valve verification is performed by
verifying that each valve (manual, power-operated, or automatic) servicing safety-
related equipmcnt that is locked, sealed, or otherwise secured in position, is in its
correct position.

The SP pumps are started once per month when the EC system is tested. The spray
pond is also started to support DG and EW operation or testing.

Unscheduled maintenance is included in the model for the SP pumps and the spray
nozzle header inlet MOVs. Normally, one SP train may be placed in maintenance
for up to 72 hrs. Maintenance of the ESF load sequencer does not make the
associated SP train unavailable because procedures dictate that the cooling water
systems be started and run during such maintenance.

5.2.2.3.6 System Dependencies,and Interfaces ....„.

Actuation

Both trains of the SP system are started automatically by the ESF load sequencer

when it receives an AFAS, SIAS, CSAS, LOP, CRVIAS, or CREFAS. The SP

system is also actuated by a DG start signal. The SP system can also be started

manually from the Control Room or from its switchgear.

Given a LOP signal, the, load sequencer first sends a load" shed signal to the SP

pumps, and later sequences them back on after the DG re-powers the 4.16kV ESF
bus.

The Train A spray pond pump receives motive power from the Class 1E 4.16kV
AC bus, PBA-S03. Control power fo'r starting the pump is provided by the Class

1E 125V DC panel, PKAD21, The Train B spray pond pump receives motive
power from the Class 1E 4.16kV AC bus, PBB-S04, and control power from the

Class 1E 125V DC panel, PKBD22.

Rev. 0 4/7i92 5.2.2 Support Systems 5-93



Essential Spray Pond~*
For transients where a SIAS or CSAS does not occur, the operator may manually
start AF pump A or B prior to an AFAS and fail to manually start the respective
cooling water systems. An AF pump room high temperature alarm would
eventually be expected in the Control Room.

5.2.2,3.7 Technical Specifications

There, are many PVNGS Technical Specification that affect the SP system due to
the dependence of EW and DG systems on SP, The only Technical Specification
that directly pertain to the SP system are 3/4.7.4 and 3/4.7.5.

LCO 3.7.4 states:

Ifone SP train is inoperable for 72 hrs., be in Hot Standby within 6 hrs. and cold
shutdown within the following30 hrs.

Surveillance Requirement 4.7.4 states:

a) At least two essential spray pond loops shall be demonstrated operable at
least once per 31 days by verifying that each valve (manual, power-
operated, or automatic) servicing safety-related equipment that is not
locked, sealed, or otherwise secured in position, is in its correct position.

b) Once per 18 months during shutdown, verify that each valve (manual,
power-operated, or automatic) servicing safety-related equipment that is
locked, sealed, or otherwise secured in position, is in its correct position.

LCO 3.7.5 states:

The ultimate heat sink shall be operable with two essential spray ponds, each with:

a) Aminimum usable water depth of 12 ft., and

b) An average spray pond water temperature of less than or equal to 89'.
With specification 3.7.5 not satisfied, be in at least hot standby within 6 hrs. and in
cold shutdown within the following30 hrs.

Surveillance Requirement 4.7.5 states:

a) The ultimate heat sink shall be determined operable at least once per 24
hrs. by verifying the average water temperature and water depth to be
within their limits for each essential spray pond.

5.2.2.3.8 System Operation

During normal operation at reactor power, the SP system is in standby, aligned for
possible emergency operation. The SP system operates during emergency
conditions, when the diesel generator is running, and during a normal plant
shutdown to support shutdown cooling decay heat removal.

During an emergency, the SP system can be started automatically by the load
sequencer ifthe load sequencer receives a SIAS, AFAS, CSAS, LOP, CREFAS, or
CRVIAS. The SP system also starts on a DG start signal, or can be started
manually from either the Control Room or the switchgear room.
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Cooling water is pumped from the spray ponds by the SP pumps to the DG and EW
heat exchangers. The water is returned from the components being cooled to the
spray ponds through the spray nozzles for reuse.

Although an emergency reactor shutdown is usually accomplished by initial
operation of both SP trains, shutdown and cooldown over an extended period of
time is possible and permissible by using a single train.

During long term operations, flow can be diverted periodically from the spray
nozzles to Qow directly into the spray pond. This reduces the amount of water
consumption due to evaporation. Temperature instrumentation at the pump intake
structure in each pond, with temperature set point alarms in the Control Room,
inform the operator to use the spray nozzle headers and close the bypass.
According to the operating procedure 40OP-9SP01(2) Essential Spray Pond (SP)
Train A(B), ifthe temperature is less then 79', the bypass mode is to be used. If
the temperature is greater than or equal to 79', the spray mode is to be used.

Because the bypass mode cannot be used all of the time, only the spray mode is
credited in the PRA.

During non-LOCA, non-LOP conditions the SP system is started by the ESF load
sequencer when the load sequencer receives an AFAS. During LOCA conditions,
the SP system can be started by the load sequencer on an AFAS, SIAS or CSAS.
During a LOP, the SP system can be started by the load sequencer on an AFAS,
LOP, or on a DG start signal.

5.2.2.3.9 Major Modeling Assumptions

a) Two separate fault trees were developed for the essential spray pond
system; one for Train A and the other for Train B. Each fault tree provides
support system logic to the respective front-line system fault trees.

b) Twenty-four hours is the mission time for the SP system. For demand
failures, the exposure time is based on the test period for the component.

c) The spray pond system supports two different systems in parallel Qow

paths. One Qow path goes to a'set of coolers (jacket water cooler, lube oil
cooler, governor oil cooler, and air-after coolers/heaters) associated with
the diesel generator, and the other path goes through the EW heat
exchangers. Both of these paths have locked open manual valves, which, if
they fail to remain open, willprevent the SP system fromproviding Qow to
the DG coolers or the EW heat exchanger. Rather than generate separate

SP system fault trees for each path, the manual valves associated with a

branch path were included in the fault tree of the system being supported

by the SP system.

d) Since the DG requires SP cooling and SP requires AC and DC power,
which both require the DG, the electrical requirements of the SP system
were simplified to avoid a logic loop. Only DC from the batteries was

considered for start of the SP pumps while no AC power was required.
Since similar AC power requirements are modeled in the EC and EW
models, the models remain accurate in the cutsets.

e) No makeup is required for SP system operation unless there is a leak in
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the system; therefore, the domestic water system and the station reservon
are not included in the SP system model.

f) Common-cause failure of the SP pumps is included in the model.

g) CSAS, CREFAS, and CRVIAS are not included in the model as possible
actuation systems in the EC, EW, and SP system models.

h) The SP system bypass mode, in which the spray pond flow is diverted
from the spray nozzles to flow directly into the spray pond, was not=
credited in the SP system model. 1%is decision was based on the fact that
the bypass mode cannot be used all of the time.

5.2.2.3.10 System Analysis Results
Failure ofboth spray pond system trains is dominated by common cause failure of
the SP pumps. In scenarios where one SP train has already failed due to the
initiator, or one ESF equipment train has failed due to failures other than SP system
failures, the dominant SP system failures are auto start failures due to load
scqucncer failures, maintenance unavailabilities of the SP pumps, and control
circuit faults of the SP pumps.

Rev. 0 4/7/92 5,2,2 Support Systems 5-96



Instrument AirSystem

5.22.4 Instrument AirSystem

5.2.2.4.1 System Function

The Instrument AirgA) system provides a continuous supply of filtered, dry, and
oil-free compressed air for pneumatic instrument operation and control of
pneumatic actuators. Instrument air provides control air to valves such as the
ADVs, TBVs, control valves on HVAC isolation dampers, and containment
isolation valves.

5.2.2.4.2 System Success Criteria

The system success criteria for IA is that air is supplied to the IAheader from at
least one of three air compressors for at least 24 hrs.

5.2.2.4.3 System Description

The IAsystem, located in the Turbine Building, consists of three identical, parallel
trains. Each train is composed of an intake air filter, a compressor, an aftercooler
with moisture separator, and, an air receiver with interconnecting piping and

valving. One air compressor train is in service during normal operation while the
other two are in standby. Each compressor is designed to supply 100% of the IA
requirements. The three air receivers are connected on the discharge side by a

header. Two branches from the discharge header direct the IA supply through one

of two 100% capacity prefilters to a duplex dryer. Next, the air passes through one

of two 100% capacity afterfilters. This air is then distributed to the various control
systems and buildings.

The IA system is required for normal operation and startup but is not essential for
safe plant shutdown. As stated, one air compressor train is in service during normal
operation while the other two are in standby. A pressure switch installed in the

instrument air supply main header provides an actuation signal for the standby air
compressor on:low header pressure. ~

The Turbine Cooling Water System provides cooling for the instrument air
compressor jackets, intercoolers, and after coolers. Simplified diagrams of the IA
System is provided in Figure 5.2-19.

5.2.2.4.4 Major Components

'Ihe system includes three compressors, each capable of delivering 500 ft /min. at

125 psig. Compressor size is based upon providing 50% of instrument air
requirements when the unit is shut down, i.e., when the load is largest, plus a 25%

margin. One compressor therefore, is able to deliver all air requirements during
normal plant operation.

Instrumentation for the IA system include pressure switches, alarms, and

temperature instrumentation for the compressor-filter trains. Modeling includes

instrumentation that trips the compressors, specifically: high-pressure discharge,

low oil pressure, and vibration and pressure-indicating switches that start standby

compressors on low-pressure signals.

Rev. 0 4/7/92 5,2.2 Support Systems 5-97



Instrument AirSystem

5.2.2.4.5 Test and Maintenance
Unscheduled maintenance of standby compressors is considered in the model.
Each train is rotated into service every eight months. No routine testing is
performed on the system.

5.2.2.4.6 System Dependencies and Interfaces

~Ac uation

Actuation within the system consists of internal system monitoring which
maintains the system pressure level above a set point.

t
Two air compressors are powered from Division 1 Non-class 480V AC power,
while the third compressor is powered from Division 2. All three compressors
required Non-class 1E 125V DC from distribution panel NKN-D41 to start.

The compressors require turbine cooling water for cooling.

9
'"'""'"'perator

recovery action is credited for aligning a diesel driven air compressor
during events which result in a loss of the IAcompressors.

5.2.2.4.7 Technical Specifications,
No specific Technical Specifications exist that directly affect the Instrument Air
system.

5.2.2.4.8 System Operation
One of the three compressors supplies all instrument air requirements while the
other two compressors are on standby. In the event of a loss of the operating
compr'essor or a heavy air demand, the resulting low pressure initiates the standby
compressor(s) to automatically start. Automatic start occurs only on low pressure.
Depending on the air demand, one or both of the standby compressors may be
automatically started. Standby compressors automatically stop after running
unloaded for ten minutes. To equalize wear, base load operation is alternated
between compressors. Manual control of each compressor is possible from the
local panel and from the Control Room.

One of the two prefilter-dryer-afterfilter trains is normally in service while the
, other is on standby. The dryer automatically alternates airflow through each of its
two towers to permit air drying in one tower while the desiccant in the other tower
is being regenerated. The filter-dryer trains are interchanged for service on a

programmed basis.

Maximum demand for instrument air is expected to occur during a load rejection or
a turbine trip from full load. It is estimated that about 75% of all air-operated
valves in the condensate, feedwater, and steam systems willbe actuated from a

fullyclosed to a fullyopen position, or vice versa, in approximately 60 secs. The
inventory in the air receivers meet this transient requirement.
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The Instrument AirContainment Isolation Valve, IAA-UV2,closes automatically
upon receipt of a containment isolation signal. Should a branch rupture inside the
containment, air flow is limited to 50 ft /min. by orifice IAN-FO-30.

5.2.2.4.9 Major Modeling Assumptions

a) System failure is defined as the inability to maintain

sufficient

compresse
air supply or nitrogen in the Instrument Air lines. One operating
compressor is adequate to provide sufficient compressed air.

b) System boundaries for Instrument Airare defined to be from the air intake
filters to the tie-in to the Turbine Building and main steam support
structure.

c) 'Ihe compressor train A (C01A) is assumed to be in service during normal
operation. Compressor trai'ns B and C are in the standby mode.

d) Operator action to establish a compressed air supply, in case of
Instrument Airfailure, is not credited within the model.

e) The Instrument Airdryer/filter train A (dryer M01A) is assumed to be in
service. The train containing air dryer M01B is isolated and would require
local manual operator action to bring into service. Credit for aligning air
dryer M01B is not taken. Itshould be noted the air dryers are modeled only "

as Qow paths. It is assumed that over the 24-hr. mission time of requiring
IA, the drying function of the dryers is not critical.

f) The common-cause failure of all three instrument air compressors is split
into two parts: 1) Common-cause failure ofall three compressors to run 24
hrs. 2) Common-cause failure-to-start of the two standby compressors.
TMs is done to show that two air compressors are normally in standby and
one is continuously running.

g) A mission time of 24 hrs. for the normally running compressor is used in
- the component unavailability calculation'while the standby'compressors

are assumed to have a testing period of eight months. This is based on
rotation of compressors B and C per operating procedure 41OP-1IA01
Instrument Airsystem.

h) Failure to restore after maintenance is considered in respect to the inlet
and outlet air receiver isolation valves for compressors B and C.

i) Spurious opening ofany one of the six pressure reliefvalves in the system
is assumed to fail IA.

j) Instrument Air is assumed failed during either a loss of turbine cooling
water, a loss ofplant cooling water or a LOOP initiating event.

5.2.2.4.10 System Analysis Results

Total malfunction of the Instrument AirSystem following a reactor trip is
dominated by several failures, including both electrical and mechanical. Electrical
failures include the failure of power of both Non-class AC divisions due to bus

failures, fast-bus transfer (failure to switch to off-site power), and failure of Non-
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class DC power Control Center NKN-M41. Local faults of the air dryer, and
common-cause failure ofall three air compressors to run 24 hrs. Also in the cutsets
are several sequences where Gain B compressor is unavailable due to maintenance
and both Aand C compressors fail on electrical failure of llainAnon-class power.
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5.22.5 ESF Switchgear "DC Equipment" Room HVAC

5.2.2.5.1 System Function
The major function of the Engineered Safety Features Switchgear Room Heating,
Ventilating, and Air-conditioning (ESF switchgear room HVAC) system is to
provide room cooling to the 100-ft. elevation of the control building. The rooms
include the ESF switchgear, DC equipment, and battery rooms. Based upon
detailed evaluations, modeling of only the DC equipment rooms was deemed

necessary. The other areas are not as greatly impacted as the DC equipment rooms
are on a loss of HVAC.

5.2,2.5.2 System Success Criteria
The success criterion for ESF switchgear room normal and essential HVAC is to
provide sufficient cooling to the class DC equipment rooms so that room
temperature can be maintained below 122'. Failure ofequipment in the Channel
A and C DC equipment rooms is a result of losing both the normal HVACand the

Division 1 essential train of HVAC. Failure ofequipment in Channel B and D DC
equipment rooms is the result of losing both the normal HVAC and Division 2
essential train ofHVAC.

This success criterion is based on evaluations conducted on losing HVAC in a

particular room with the subsequent failingof the room equipment. The decision to
model HVACin an area was dete'rmined by what eQ'ect the failed equipment would
have on the plant and whether room heat-up would cause equipment failures. From
these evaluations, HVAC modeling was developed for the safety system pump
rooms, the class DC equipment rooms, and the Control Room.

5.2.2.5.3 System Description
The ESF electrical distribution is separated into two divisions, each containing a

switchgear room, two Class 1E battery rooms, and two DC equipment rooms. The

major components in the switchgear rooms are the Class 1E 4.16kV buses, three

ESF. switchgear 480V. AC load centers, and one motor, contxol center. The, battery *

rooms each contain one of the four Class 1E battery banks. The DC equipment
rooms contain class battery chargers, th'e Class 120V AC inverters and voltage
regulators, the 125V DC distribution panels and control centers, and some of the

non-class 120V AC voltage regulators.

The "normal" HVAC systems service both switchgear room divisions while
separate "essential" HVACsystems are provided for each of the divisions.

During normal plant operation and shutdown, the 100-ft. elevation of the Control

Building is serviced by two normally running air-handling units (AHUs), HJN-

A03 and HJN-A01, Normal ESF switchgear room AHUHJN-A03 handles most of
the heat load and is assisted by normal Control Building AHU HJN-A01 in
maintaining all ESF switchgear, DC equipment, and battery rooms within the

required temperature limits. The simplified diagram of the ESF switchgear room

HVACis provided in Figure 5.2-21 ~

In case of a SIAS or LOOP, the ESF switchgear area willbe isolated from the

normal AHUs by closing air-operated HVAC dampers. The normal AHU HJN-

A01 is tripped off, while HJN-A03 willeither continue to run or be shed upon loss
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of its power and the area is then served by one or both essential HVAC systems:
ESF switchgear room HVACDivisions 1 and 2. The Division 1 main switchgear
room and the Channel A and C DC equipment rooms and class battery rooms are
cooled by Division 1 essential HVAC.The Division 2 main switchgear room and
the Channel B and D DC equipment rooms and class battery rooms are cooled by
Division 2 essential HVAC. Each division contains two essential ACUs, HJx-Z03
and HJx-Z04 (x A or B), which are started automatically. The ACUs have
independent flowpaths and somewhat different functions. 'IIte Z03 ACU provides
intake and exhaust air to the ESF switchgear and battery rooms and draws return
air from the DC equipment rooms for its respective division. The Z04 ACU
supplies only the respective train's DC equipment rooms.

The HVACsystem contains several types of dampers. These include fire dampers,
backdraft dampers, and air operated isolation dampers. Fire control dampers,
which when dropped, isolate the rooms from each other and from the AHUs
servicing the room, are dropped by either the Fire Protection (FP) system (CO2
portion) or by room temperature. Backdraft dampers control Qows through the air
ductwork, while air-operated dampers isolate the normal AHUs and unisolate the
essential ACUs during emergency operation.

5.2.2.5.4 Major Components

ESF switchgear room normal AHU HJN-A03 is comprised of a cooling coil and
centrifugal fan with an electric motor which has a capacity of 18,000 CFM and a

rating of 600,000 BTU/hr. The AHU is designed to deliver suKcient conditioned
air, in conjunction with HJN-A01, to maintain room temperatures between 60'
and 77'F. The unit is powered by non-class 480V AC and is located on the 74-ft.
elevation in the Control Building. Chilled water is supplied by the Normal Chilled
Water (WC) System. Indication is provided in the Control Room and locally.

Control Building normal AHUHJN-A01 is also a cooling coil and centrifugal fan
with an electric motor which has a capacity of 27,000 CFM and a rating of
1,271,504 BTU/lir."It is located in the same area as A03 and has the same design
requirements. The unit is powered by non-class 480V AC and the Normal Chilled
Water System supplies the unit with chilled water. Indication is provided in the
Control Room and locally.

The ESF switchgear room essential ACUs HJA-Z03 and HJB-Z03 are designed to
provide conditioned air during essential operation to maintain room temperatures
between 40' and 104' in the ESF switchgear, DC equipment, remote
shutdown, and battery rooms. The ACUs are comprise'd of a coil cooling and
centrifugal fan with an electric motor which have a capacity of 3900 CFM and are
rated for 180,000 BTU/hr. The ACUs are 100% capacity units, where each unit is
sized for the heat load of the rooms associated with the same train as the unit. Each
unit receives power from separate Class 1E 480V AC power trains. The ACUs are
located in the air handling equipment rooms at the 74-ft. elevation in the Control
Building.

The DC equipment room essential ACUs HJA-Z04 and HJB-Z04 help the ESF
switchgear room essential ACUs provide adequate conditioned air during essential
operations. The ACUs are comprised of a coil cooling and centrifugal fan with an
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clcctric motor which have a capacity of 5000 CFM and a rating of265,000 BTU/
hr. Air is drawn from the ESF switchgcar room and is dircctcd into the DC
cquipmcnt rooms associated with thc'ame train as thc unit. Each unit rcccivcs
power from scparatc Class 1E 480V AC power trains. The ACUs are located on the

100-ft. clcvation in thc ESF switchgcar rooms.

The HVAC system also contains fire dampcrs, which isolate thc rooms from air
flowduring a fire. The fire dampcrs arc interlocking blade, accordion-type, fusible-
link dampers. These normally open dampers are either dropped by high room
temperature or by thc FP system. The room temperature controlled dampers drop
when thc room temperature reaches the melting point of the fusible links. The
dampcrs actuated by thc FP system are dropped when a control signal is gcncrated
and an electric current is sent out that melts the fusible links. The FP system uses

a solid state-logic system to monitor the presence of heat or smoke via
thermocouples and smoke detectors. The logic system consists of a master module,
which intcrprcts data received from each of the divisions solid-state logic modules.
The divisions solid-state logic module samples each of thc detectors and transmits
a status signal to thc master module. The master module processes the signals and

determines what action should be taken, i.e., detector failure alarm, fire alarm, etc.

Once the master module has determined the presence of fire, it transmits a drop
signal out to the dampcrs. This isolates the rooms from any outside sources of air
and to all of the AHUs.

Counter-weight backdraft dampers arc used to prevent thc air flow from returning
to the AHUbefore passing through the rooms.

In support of the automatic actuation of the essential ACUs, air-operated dampc'rs

isolate thc normal AHUs from thc system. These isolation dampcrs are controlled

by class-powered solenoid valves. On a loss of power or a loss of instrument air,

thc isolation dampcrs on the normal exhaust and intake lines fail close and the

dampers on the essential lines fail open.

5.2.2.5.5
'

Testing 'an'd'Maintenance

Unscheduled maintenance is considered forAHUs, dampers, and the WC isolation
valve. Before performing maintenance on the normal HVAC system, the normal
practice is to start-up the essential HVAC.

Testing is performed on the essential ACUs, the isolation dampers, and the fire
dampers which are a part of the FP CO2 system. Fire dampers and back draft
dampcrs arc not tested; however, they are verified operational,on a periodic basis.

5.2.2.5.6 System Dependencies and Interfaces

~Qg~ii i1

In thc event of a LOOP or a SIAS, normal AHUs arc shed or isolated and essential

ACUs are started. Actuation signals also realign the duct ways by opening or
closing isolation dampers.

In case of fiic, the FP system willisolate the affected room by. transmitting a drop
signal to the fire dampcrs.
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Thc ESF switchgcar HVAC dcpcnds on both thc class and thc non-class power
systems. Thc normal AHUs require 480V AC non-class power to start and run. Thc
csscntial ACUs require 480V AC Class power to start and run. Class 1E 125V DC
power is required for thc isolation damper solcnoids forboth thc normal AHUs and
essential ACUs. In thc case of losing Channel A DC power, normal HVAC is
isolated via the isolation dampers. A loss of class DC power docs not fail the
essential HVAC system's ability to cool thc rooms. A loss of the non-class 125V
DC fails normal chill water to thc normal AHUs.

The normal AHUs require chilled water from the WC System and essential ACUs
require chilled water from the EC system.

Motive force for the system's isolation dampers comes from instrument air.
Instrument air is also needed to maintain thc open position of thc isolation valve in
the nomial chilled water supply to the normal HVACAHUs. A loss of instrument
air fails the normal HVAC,but does not fail the essential HVAC's ability to provide
cooling.

Operator interfacing consists of several actions. They are:

~ Operator action to indicate essential HVACwhen normal HVAC fails due
to a non-SIAS/LOOP initiator

~ Operator action to unisolate normal HVACincluding WC when essential
HVACfails after a SIAS or LOOP signal has bccn received

~ Operator action to provide temporary backup cooling to thc DC equipmcnt
room when FP spuriously actuates. Actions include opening. doors and
setting up portable fans.

These actions are described in Section 7.4.

'.2.2.5.7Technical Specifications
None apply to the ESF switchgear room HVACsystem.

5.2.2.5.8 System Operation
During normal plant operation, the temperature in the ESF switchgear area is
maintained between 60' and 77' by the normal ESF switchgear and normal
control building AHUs, The same distribution ductwork is shared by the essential
ACUs and the normal ESF switchgear AHUs. The essential units arc isolated
during normal operation by low-leakage dampers and backdraft dampers. The
normal ESF switchgear AHUs run continuously. Operation of the AHUs is
automatic and controlled by room thermostats. Control Room indication upon the
loss of the normal HVACoccurs when the AHUmotor cxpericnces an overload or
the DC equipment room temperature reaches a specified setpoint.

Receipt of a SIAS willactuate both divisions ofthc essential ESF switchgear room
ACUs. Simultaneously, the normal Control Building AHUwillautomatically stop
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and isolation dampers willclose to isolate the ESF switchgear area from the
normal HVACAHUs.

Upon a LOOP occtnrence, the followinghappens:

~ Ifa single electrical division is lost, the appropriate division of the
essential ESF switchgear room ACUs is started. The normal AHU A03
willbe isolated by the isolation dampers for that train and isolate the ESF
switchgear area from the normal HVACAHU.

~ Iftotal, the system's response is like that of the SIAS actuation.

5.2.2.5.9 Major Modeling Assumptions

a) Two fault trees were created for the ESF switchgear room HVAC,one for
Division 1 and one for Division 2.

b) The model does not credit the availability of the normal Control Building
AHU, HJN-A01.

c) It is assumed that the normal AHU(HJN-A03) is operating at the time the
initiating event occurs whereupon a demand for the essential ACU could
be made. Essential HVACACU mission time is assumed to be 24hrs. even
though failure of all HVAC after approximately 16 hrs. into an event
would still allow the DC equipment rooms to reach 24 hrs. without
experiencing high temperature problems.

d) The most temperature sensitive equipment in the DC equipment rooms
are "qualified" to operate at temperatures of 104'. The failure
temperature of this equipment is assumed to occur at 122' based on
investigated results. For ease in modeling, it was assumed that all solid
state equipment fails at 122'.

e) The loss of chilled water to the AHU, whether normal or essential, fails
the HVAC system, even though with fans running it would take
approximately 24 hrs. before the room temperature would reach 122'.

') It'is assumed'that the dr'opping ofone damper fails the delivery ofair from
that respective AHU and that room cooling ceases, even though other
secondary paths exist through which cooling air could flow.

g) Mission times for dampers are assumed to be 24 hrs. Additional standby

exposure time was added to dampers that lack Control Room indication to
reAect the possibility that the closed damper goes undetected before plant
trip.

h) Cooling to the ESF switchgear area can be lost for diQ'erent lengths of
time before loss ofequipment occurs based upon the condition the plant is

in at the time of loss and what room in the area is being evaluated.
Operators have much more time for recovering HVAC to the area during
normal operation than during a post-accident condition. Even during post-
accident conditions the time before equipment failure can be as little as 45

mins. during a LOCA to as much'as 12 hrs. during a LOOP. These time

,
lengths are also dependent, on the types of failures within the HVAC
system. Dampers, spuriously dropping, causing a loss of air Qow, have a

greater impact than does a loss of the chilled water system which causes a
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loss of the AHU cooling capabihty. As a result of the complexities in
dealing with these various scenarios, simpMcations during the modeling
were made. The room heatup curve used was the Channel B DC
equipment room Upon loss of HVAC to this room, 12 hrs. are available
before equipment begins to fail.

i) Common cause failure of Division 1 and 2 essential ACUs was modeled.

j) Human actions as identified in Section 5.2.2.5.6 were based on the timing
identified in the above assumption. See Section 7.4.

5.2.2.5.10 System Analysis Results
The major system failure for failure ofESF switchgear room HVACis the loss of
the normal HVAC (A03 only) system (loss of WC to the AHU)coupled with the
failure to start the essential HVACupon loss ofnormal HVAC. Other contributors
to the loss of the HVAC are spurious actuation of the FP system causing loss of
both the normal and the essential HVACsystems and electrical failures.
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5.22.6 Control Room HVAC

5.2.2.6.1 System Function

Control Room heating, ventilating and air-conditioning (Control Room HVAC)
system provides cooling to the 140-ft. elevation of the Control Building. At the
140-ft. level is the Control Room, the control instrumentation cabinets, the
computer room and various office spaces.

5.2.2.6.2 System Success Criteria

The success criterion for the Control Room normal and essential HVAC is to
provide sufficient cooling to the Control Room, so that a room temperature below
120' can be maintained. This success criterion is based on losing HVAC in the
Control Room with subsequent failing of the load sequencers. In a loss of Control
Room HVAC the largest impact to the plant is a failure of the load sequencer in a

continuous load shed mode. This sheds all vital and non-vital loads which are on
the class 4.16kV AC buses prior to loading the DGs. The signal must clear before
loads can be added back on to the bus once the DGs are connected to the bus.
Success criterion is met by either the normal HVAC system supplying the
conditioned air or on the loss of normal by one of the two essential HVACsystem
AHUs providing cooling.

5.2.2.6.3 System Descriptions

The Control Room HVACconsists of a normally running system and a two-train
essential system. During normal plant operation and shutdown, the 140-ft.
elevation of the Control Building is serviced by one normally running air-handling

'unit (AHU HJN-A02.) Room cooling is maintained at or below 80'. The
simplified diagram of the Control Room HVACis provided in Figure 5.2-22.

In the case ofa SIAS, CRVIAS, CREFAS or LOOP, the Control Room area willbe

isolated from the normal AHUby the closure ofair-operated HVACdampers. Both
of the essential AHUs willbe started on a SIAS, CRVIAS or CREFAS. A LOOP.
signal willstart one or both trains depending on the location'of the LOOP. The
system contains several types of dampers. Ihese include fire dampers, backdraft
dampers, and air-operated isolation dampers. Fire dampers are dropped by room
temperature. Backdraft dampers control Qows through the air ductwork. The air-

operated dampers isolate outside air to the control room and unisolate the essential

AHUs during emergency operation.

5.2.2.6.4 Major Components

Control Room normal AHUHJN-A02 is comprised of a cooling coil and a electric
motor-driven fan. The AHU is designed to deliver sufficient conditioned air to
maintain room temperatures below 80'. 'Ihe unit is powered by non-class 480V

AC and is located on the 74-ft. elevation in the Control Building. Chilled water is

supplied by the Normal Chilled Water (WC) System. Indication is provided in the

Control Room and locally.

The Control Room essential AHUs HJA-F04 and HJB-F04 are designed to provide
conditioned air during emergency operation to maintain room temperatures below
80'. The AHUs consist of a cooling coiling and a two-stage direct-drive,
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manually adjustable-pitch vane-axial fan. The AHUs are 100% capacity units.
Each unit receives power from separate Class 1E 480V AC power trains, Me
AHUs are located on the 74-ft. elevation in the Control Building, Chilled water is

supplied by the Essential Chilled Water (EC) System.

The fire dampers are interlocking blade, accordion-type fusible-link dampers.
'Ihcse normally open dampers are dropped by high room temperature.

The counter-weight backdraft dampers prevent air Qow from returning to the AHU
before passing through the rooms.

In support of the automatic actuation of the essential AHUs, air-operated dampers
isolate the normal AHU from the system. Isolation also ensures Control Room
habitability. The isolation dampers are controlled by class-powered solenoid
valves. On a loss of power or instrument air, the isolation dampers on the normal
exhaust and intake lines fail closed and the dampers on the essential line fail open.

5.2.2.6.5 Testing and Maintenance

Unscheduled maintenance is considered for AHUs, dampers and the WC isolation
valve. Before performing maintenance on the normal HVAC system the normal
practice is to start the essential HVAC.

Testing is performed on the essential AHUs and the isolation dampers. Fire
dampers and backdraft dampers are not tested; however, they are verified
operational on a periodic basis.

,I

5.2.2.6.6 System Dependencies and Interfaces

Actuation
Control Room HVAC interfaces with portions of ESFAS via CREFAS, CRVIAS
and SIAS signals. 'Ihese signals cause the isolation dampers to close, thus isolating
the Control Room from outside air sources and starts the essential AHUs. Essential
AHUs are also started'on'LOOP'signals ." '

The Control Room HVACdepends upon both class and non-class power systems.
The normal AHU requires 480V AC non-class power to start and to run. Class 1E

480V AC is the power source to start and to run the essential AHUs. Class 1E
125V DC power is required to change the state of all the isolation damper solenoid
valves.

lin hIlled Water

The normal AHU requires chilled water from the WC System and the essential
AHUs require chilled water from the EC system.

Motive force for the system's isolation dampers comes from instrument air. Upon
failure of instrument air, isolation dampers of the essential AHUs fail open, and

isolation dampers of the normal AHUs fail close. IAis also needed to operate and

keep open the isolation valve in the WC System which services the normal AHU.
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Operator interfacing consists of several actions. They are:

~ Operator action to initiate essential HVACwhen normal HVACfails due
to a non-SIAS/LOOP initiator

~ Operator action to unisolate normal HVAC including WC when essential
HVACfails after a SIAS or LOOP signal has been received.

These actions are described in Section 7.4.

5.2.2.6.7 Technical Specifications

PVNGS Technical Specification 3/4.7.14 states that the Control Room temperature
is not to exceed 80'. Should itexceed 80', reduce the temperature below 80'
within 30 days.

5.2.2.6.8 System Operation

During normal plant operation, the Control Room temperature is maintained below
80' by the normal Control Room AHU. The essential units are isolated during
normal operation by zero-leakage dampers and backdraft dampers. The normal
Control Room AHUruns continuously. Operation of the AHU is automatic and is
controlled by room thermostats. Control Room indication upon a loss of normal
HVAC occurs when the unit experiences an overload-or a high differential
pressure, The room is maintained at a positive one-quarter in. H20 above ambient.

Upon receipt of a SIAS, CREFAS or CRVIAS, the Control Room is isolated from
the normal AHU system. Both trains of essential HVAC are actuated.
Simultaneously, the isolation dampers willclose to isolate the Control Room area.

The positive air pressure of one-quarter in. H,O above ambient is maintained.
Upon the occurrence of a LOOP, the following occurs:

Ifa single electrical division is lost, the appropriate division of the
essential control room AHU is started. The isolation dampers for that train
willclose and isolate the Control Room from the normal"HVACAHU:

If total, the system's response is like that of the SIAS, CREFAS or
CRVIAS actuation.

5.2.2.6.9 Major Modeling Assumptions

a) It is assumed that the normal AHU is operating at the time the initiating
event occurs, whereupon a demand for the essential AHUs could be made.
Essential HVACAHUmission time is assumed to be 24 hrs. even though
failure of all HVACafter approximately 16 hrs. into an event would still
allow the control room to reach 24 hrs. without experiencing high
temperature problems.

b) 'Ihe equipment of concern (the load sequencers) is qualified to operate up
to temperatures of 120'. For ease in modeling, it is assumed that the

equipment fails at 120'.
c) It is assumed that the dropping ofone damper fails the delivery ofair from

that respective AHU and that room cooling ceases, even though other
secondary paths exist through which cooling air could flow.

Rev. 0 4/7/92 5.2.2 Support Systems 5-109



Control Room HVAC

d) Failure of auto-actuation of essential Control Room AHUs (via SIAS,
CREFAS, CRVIAS) is neglected due to high probability the HVACwillbe
manually started by operators before the Control Room reaches 120'.

e) Only Qow paths within the Control Room are modeled in the tree.

f) Common-cause failure of the essential AHUs is modeled.

g) Human actions as identified in Section 5.2.2.6.6 are based on calculated
heatup curve which show that the Control Room willreach a temperature
of 120' in approximately 15 hrs. As a conservative estimate 12 hrs. for
operator actions is used. See Section 7.4.

5.2.2.6.10 System Analysis Results
Dominant failures in the Control Room HVACfault tree are dampers dropping and

going undetected, or dampers that fail to operate upon demand. Additional failures
are normal HVAC failure due to the WC isolation valve failing and the operator
fails to initiate essential HVAC. Less prominent failures are those associated with
loss ofpower to various components.
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5.22.7 Normal Chilled Water System

5.2.2.7.1 System Function

The Normal Chilled Water (WC) system supplies chilled water at 45' to the
normal heating, ventilation, and air-conditioning (HVAC)systems for the Control
Room, ESF Switchgear rooms, the AuxiliaryBuildingESF pump rooms, and other
areas not modelled in the PRA.

It also supplies chilled water to non-nuclear process sample coolers and the
collector housing on the unit's electric generator.

5.2.2.7.2 System Success Criteria

The success criterion for WC is that two of the four chillers and chilled water
pumps function to provide chilled water Qow to those AirHandling Units (AHUs)
modened in the PRA (listed above) for at least 24 hrs.

5.2.2.7,3 System Description
'Ihe WC system is a non-class system normally operating during power operation.
The system consists of four chiller units, each with a chilled water circulating
pump feeding a common header. Chilled water is distributed to AHUs associated
with environmental control for the Control Room, the ESF Switchgear rooms,
other areas of the Control Building, AuxiliaryBuilding (including the bottom level
of the Main Steam Support Structure (MSSS), where the AuxiliaryFeedwater
(AF) pumps are located), the Radwaste Control Room, and the Containment
Building.

Post-transient or accident, the system can maintain acceptable environmental
conditions for equipment in the ESF Switchgear rooms and the Control Room, and
is credited in this analysis. It is also credited for reducing the failure probability of
ESF pumps (AF, HPSI, LPSI) due to extreme environmental conditions should the
Essential room coolers for,those pump rooms fail... „,

Normal HVAC, including the WC system, is credited in situations where off-site
power is available and a Safety Injection Actuation Signal (SIAS) has not
occurred. SIAS isolates normal HVACfor the ESF pump rooms, the Control Room
and the ESF switchgear rooms, and starts the essential HVACsystems.

5.2.2.7.4 Major Components

Three of the chillers (WCN-E01A, -E01B and -E01C are 800-ton refrigeration
units, approximately 50% capacity each, and the fourth (WCN-E02) is a 213-ton
unit, approximately 10% capacity. Two large units are most always adequate to
supply sufficient cooling.

'Re chillers are self-contained, package-refrigeration-type chillers withcentrifugal
compressors. The chillers require 4.16kV AC power. The chiller unit consists of a

compressor, evaporator, refrigerant, condenser/receiver unit, controls, and
instrumentation. The condenser is cooled by the NC system as is the chiller oil
lubrication system cooler. The WC pumps are centrifugal 50 hp, 1200 gpm for the

larger units and 20 hp, 320 gpm for the small unit, requiring 480V AC power.
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ollowing a Loss Of Off-siteTo provide cooling to other than essential spaces f
Power (LOOP), chiller E01A is powered from Train A Class electrical power. Its
circulating water pump is fed from a non-class MCC, which is supplied from a
Class 1E load center. However, these and other non-class loads on the Class
electrical supplies are shed by a SIAS, whether accompanied by LOOP or not.

The WC pumps, chillers, expansion tank, and chemical addition tank are located
on the AuxiliaryBuilding roof,

The WC system includes instrumentation for monitoring pressure, temperature,
level, and flow. Instrumentatiori includes both local and Control Room indication,
and Control Room alarms.

The main chilled water line at the discharge of each WC pump has local pressure
indication,

The expansion tank has local pressure indication, and high and low pressure
alarms that alert the Control Room. The expansion tank also has instrumentation
for level control, and high and low level alarms that alert the Control Room.

The AHUs have pressure safety valves to relieve thermal expansion when the
units are isolated.

The main chilled water supply line, downstream from the chiller, has temperature
instrumentation that provides indication and a high temperature alarm in the
control room.

The WC system expansion tank is a vertical-cylindrical tank with a capacity of
276 gallons. A low-pressure nitrogen blanket is maintained to exclude oxygen and
to control pressure. The expansion tank automatically accommodates contraction
and expansion of the WC fiuid due to cooldown or heat-up. Level makeup is
provided by the Demineralized Water system.

5.2.2.7.5 Testing and Maintenance.,
Testing and preventative maintenance that would disrupt normal system operation
is performed during plant outage periods. Corrective maintenance on chillers and

pumps can be done on line without disrupting normal system operation, since only
two chillers are typically required to be in operation at any given time.

Two chiller units are assumed to be in operation at the time of a transient or
accident initiating event. Therefore, unscheduled corrective maintenance for the
other two WC chillers and pumps, which may be called upon to start ifone of the
running chillers fails, is included in the WC system fault tree.

5.2.2.7.6 System Dependencies and Interfaces

~ctunti n

The WC system is normally operating during plant operation, and continues to
operate followinga transient, except for a LOOP condition or after a SIAS occurs.

Upon a LOOP, a load shed signal from BOP ESFAS strips the ESF buses from
which Normal Chiller E01A is powered. The sequencer does not restart it.
However, it can be restarted by the operator. Upon an SIAS, a separate load shed
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action is done directly by the NSSS ESFAS to disconnect all non-safety-related
loads from the Class Electrical systems, including Normal Chiller E01A and
MCC NHN-M19, from which chilled water pump P01A is powered.

Normal Chiller E01A receives motive power from Rain A Class 1E 4.16kV AC
ESF bus, PBA-S03. Normal Chiller E01B receives power from non-class 4.16kV
bus NBN-S01, and Normal Chillers E01C and E02 receive power from non-class
4.16kV bus NBN-S02. The chilled water pump for chiller E01A, WCN-P01A,
receives motive power from the non-class 1E 480V MCC NHN-M19, which
receives power from Class 1E load center PGA-L35. Control power for starting
E01A is from Channel AClass 1E 125V DC distribution panel PKA-D21. Chilled
water pump P01B receives power from non-class MCC NHN-M25. Chilled water

pumps P01C and P02 receive power from non-class MCC NHN-M26. Control
power for starting the E01B chiller is provided by the non-class 1E 125V DC
panel NKN-D41, while NKN-D42 starts E01C and E02. The condenser outlet
valve (for NC) on each chiller is powered from the same MCC as the associated
chilled water pump.

Nuclear ]in Water

Each chiller requires NC for heat rejection from the chiller condenser. No
modulation of NC flow is required. The condenser outlet valve on the NC side

opens when the chiller is started and closes when it is stopped. A flow switch for
NC through the condenser furnishes an interlock for compressor operation.
Nuclear Cooling water flow to a chiller can fail ifeither the manual valve on the
inlet side of the condenser, or the motor-operated valve on the outlet side of the
condenser fails to open or remain open.

Instrument Air

Instrument Air(IA) is required to operate the temperature control valves on each

AHU served by, WC. It is, also necessary to maintain open isolation valves and

dampers. These are modelled in the various HVACsystem fault trees.

5.2.2.7.7 Technical Specifications
There are no PVNGS Technical Specifications applicable to the Normal Chilled
Water system.

5.2.2.7.8 System Operation
During normal plant operation, the WC system is in operation. Room
temperatures are automatically controlled by throttle/bypass valves on the chilled
water supply to each AHU. Normally, two of the large chillers are running, with
the other two off, but available. To stop or start a chiller unit only requires the

operator to turn a single switch. 'Dming a switch to ON starts the associated

chilled water pump, opens the NC;outlet valve to establish flow through the

condenser, and starts a timing sequence in the chiller controller. TMs ends with the

compressor starting once all permissives, including chilled water flow through the

evaporator and NC flow through the condenser, are satisfied. 'Ibming a control

, switch to OFF shuts down the compressor, turns os the chilled water pump and

closes the condenser NC outlet valve.
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5.2.2.7,9 Major Modelirig Assumptions

a) Two chiller units are assumed operating at the time ofan accident
or transient initiator,

b) Two chillers are assumed adequate to handle the heat loads.
Therefore, it takes three of the four chillers to failWC.

c) The WC system requires the NC system for cooling, which in
turn depends upon the Plant Cooling Water (PW) system.
Neither of these systems is modeled in detail. However, LOOP
and initiating events that fail NC or PW are included in the WC
fault tree and willfail italso.

d) Local failure of the NC system flowpermissive and the WC flow
permissives are modeled in the WC system fault tree, because
failure of a flow permissive willfail the associated chiller.

e) Neither the Demineralized Water nor the nitrogen systems are
required by the WC model since they are not required fornormal
system operation. Failure of these systems does not failWC over
the 24 hr. mission time.

f) Common-cause failure of the chillers and pumps is included in the
WC system fault tree.

g) Operator action to restart a chiller that has stopped for any reason
is not credited in the analysis. (Operator action to start normal
HVAC upon failure of Essential HVAC, including two normal
chillers that were not previously running, is credited).

5.2.2.7.10 System Analysis Results
External failures dominate failure of the WC system, principally, loss of non-class
power due to LOOP or fast bus transfer failures. Chiller E01A, because of its class

power supply, is aitected by SIAS and LOOP due to automatic load shedding
actions by the ESFAS. Internal WC system failures are 'dominated by common
cause failure of the chillers and common cause failure of the pumps.
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5.2.2.8 Class 1E 4.16kV AC Power System (PB)

5.2.2.8.1 System Function
'Ihe Class 1E 4.16kV power system provides reliable ACpower to two divisions of
safety-related loads from the preferred off-site power source or the standby diesel
generators. '11te load groups include Class 1E motors for Emergency Core Cooling
System pumps, AuxiliaryFeedwater pumps, support systems, and three load
centers, which supply power to smaller loads,

5.2.2.8.2 System Success Criteria

The system must transfer 4.16kV power from either an off-site or Emergency DG
supply to each load it feeds.

5.2.2.8.3 System Description

'IIte PB system is shown in Figure 5.2-23. PB consists of two separate, redundant
and independent class 1E 4.16kV buses. PBA-S03 and PBB-S04. These buses are

powered from off-site power through the non-class 1E 13.8kV (NA) and 4.16kV
(NB) systems via the ESF Service Transformers, NBN-X03 and NBN-X04,
respectively. Sections 5.2.2.14 and 5.2.2,15 discuss these systems. (Figure 5.2-26
and 5.2-27 show the off-site power supplies to the ESF buses, including the normal

supply breaker alignments.) Ifeither ESF Service transformer is unavailable, the
bus normally fed by that transformer may be supplied from the alternate
transformer through its alternate off-site power supply breaker. However, this
operator action is not credited in the analysis. Each bus is also automatically
supplied standby power (PE) from its respective diesel generator, PEA-G01 or
PEB-G02, in the event off-site power is not available. No breaker operation is
necessary to maintain off-site power to the ESF buses upon a unit trip.

5.2.2.8.4 Major Components

4.16kV switchgear buses PBA-S03 and PBB-S04 are enclosed, indoor, metal-clad

type with DC electrically-operated, draw-out circuit breakers. Each of the two
redundant buses is located in separate rooms on the 100-ft. (grade) elevation of the

Seismic Category I Control Building, Each bus is provided with electrical
protection including bus undervoltage and negative sequence relays, motor feeder

ground fault and phase overcurrent relays, and bus feeder phase and neutral
residual overcurrent relays. Control indication and controls include bus voltage
and current, breaker position and control, synchronization meter and various
system trouble alarms. Electrical protection reset capability is also provided.

Separate and distinct from the normal Control Room annunciators is a two train,
Class 1E alarm system called the Safety Equipment Status System (SESS).
Individual safety-related components (pumps, valves, AHUs, etc.) have dedicated

alarm windows. Each window has two alarms associated with it, One is a Safety

Equipment Inoperable Status (SEIS); which alarms on such conditions as loss of
motive power or loss of control power. The second alarm is a Safety Equipment
Actuation Status (SEAS), which alarms ifa component does not reach the state

called for by an actuation signal. The operators give high priority to SEIS alarms

during plant operation, and following a trip, the primary operator evaluates any
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SESS alarms by the Critical Safety Functions flowchart in the Emergency
Procedure.

The standby emergency diesel generators are discussed in Section 5,2.2.9.

5.2.2.8.5 Testing and Maintenance

Scheduled tests and maintenance involving bus de-energization are only done
during plant cold shutdown/refueling. Corrective maintenance during power
operation is possible and allowed for up to 72 hrs. by PVNGS Technical
Specifications. Surveillance forproper breaker alignment and voltage is performed
at least once per 7 days.

5.2.2.8.6 System Dependencies and Interfaces

P wer Su 1 and Breaker C ntr 1

The Class 1E 4.16kV switchgear buses require Class 1E 125V DC Power system
(PK) for switchgear control.

Upon loss ofDC power, breakers fail as-is. Off-site power is supplied through one
of two ESF service transformers, part of the non-class 4.16kV system (NB). These
transformers are fed from 13.8kV buses NAN-S03 and NAN-S04 (NA). Should
off-site power not be available from the normal supply, power is supplied from the
standby emergency diesel generator (PE).

~ads
Class 1E 4.16kV loads supplied by the PB system include the AuxiliaryFeedwater
(AF) (Train B only), Essential Spray Pond (SP), Containment Spray (CS), High
and Low Pressure Safety Injection (HPSI and LPSI) and Essential Cooling Water,

(EW) pumps, and the Essential Chiller (EC). Each bus supplies power to three
Class 1E load centers (PG), which step the voltage down to 480V AC for smaller
loads.-In addition;the Division 1; or Train A;= bus supplies the non-essential
auxiliary feedwater pump and normal chiller A (WC). These two non-class loads
are automatically shed by a Safety Injection Actuation Signal (SIAS) and are not
reloaded automatically. Figure 5.2-23 lists loads on each ESF bus.

Actuation

During an accident situation i.e„one demanding a Safety Injection Actuation
Signal (SIAS), automatic sequencing of loads is provided by the BOP (Balance of
Plant) ESF Actuation System (ESFAS) to assure that quality of the 4.16kV power
supply is maintained.

Upon loss of or degrading power to either bus, the respective bus undervoltage
relays (two out offour logic), through the BOP ESFAS system, initiate tripping of
normal and alternate off-site power supply breakers and DG output breaker,
standby diesel generator start, bus load shed, closure of DG output breaker, and
load sequencing. An interlock exists to prevent closing the alternate off-site power
supply breaker when the diesel generator breaker is closed or vice-versa. This
prevents paralleling the two ESF buses to maintain their independence and prevent
overloading a diesel generator. The actuation is train-specific; that is, loss ofpower
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to Train A ESF bus only results in Zan A actuations. Section 5.2.2.21 describes
the BOP ESFAS system in greater detail.

~HVA

The PB system is indirectly dependent upon Control Room HVAC. IfControl
Room HVAC is lost, the BOP ESFAS cabinets heat up and a spurious (and
continuously applied) load shed signal can be generated. Alternatively, failure of
cooling fans in either BOP ESFAS cabinet can lead to the same consequences
through overheating of the electronics. Operator action to terminate the load shed

signal and reload the bus is included in the fault trees. Refer to Section 5.2.2.6,
Control Room HVAC)for a more thorough discussion.

HVACanalysis indicates that the 4.16kV buses and breakers do not require room
cooling for the 24-hr, mission time.

5.2.2.8.7 Technical Specifications

PVNGS Technical Specification 3.8.1.1 requires, as a minimum, the following
operable AC electrical power sources: two physically independent circuits from
the off-site transmission network to the switchyard, two physically independent
circuits from the switchyard to the on-site Class 1E distribution system, and two
separate and independent diesel generators. The action statement is complex,
requiring verification of remaining sources through periodic surveillance testing
should one tank be inoperable and diQ'ering allowed outage times depending upon
what and how many power sources are inoperable. Ifa diesel generator is
inoperable for any reason other than planned preventive maintenance, the other
train's DG is required to be tested periodically. Following allowed outage times,
Hot-Standby (Mode 3) is required within 6 hrs. and Cold Shutdown (Mode 5)
within the following 30 hrs.

PVNGS Technical Specification 3.8.3.1 specifies onsite (in plant) power
distribution alignment. Both ESF buses are required to be energized and not cross--

tied during Modes 1 through 4. Abus must be re-energized within 8 hrs'., or the unit
must shutdown to Mode 3 within the following 6 hrs. and Mode 5 within the
following30 hrs.

5.2.2.8.8 System Operation

During normal plant operations, PB is supplied power by its associated ESF
service transformer through breakers PBA-S03L (Train A) and PBB-S04K (Train

B), and distributes power to its connected loads. Normal breaker operation to
activate certain loads or parallel power supplies is done remotely from the Control
Room. Local operation, either electrically or mechanically is also possible, except
those requiring synchronization. Breaker operation is not normally required during
plant operation, except during surveillance testing ofvarious ESF systems.

ll i
On degraded or loss of power to a 4.16kV Class 1E bus, operation of bus
undervoltage relays initiates a signal in the BOP ESFAS to effect the followingfor
that load group:

~ Trip all load breakers except load center (LC) 4.16kV supply breakers
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~ Trip the bus supply breakers, both normal and alternate, from the ESF
service transformers

~ Start the standby diesel generators

~ Set up the load sequencing system

When the diesel generator is ready to load, the generator output breaker
(PBA-S03B, Train A or PBB-S04B, Rain B) is automatically closed, and the load
sequencing system automatically applies load in incremental steps. When oQ'-site

power is restored, the bus is manually transferred back to it

The load sequencing also occurs as a result ofother actuation signals: SIAS/CSAS,
AFAS, CREFAS (Safety Injection/Containment Spray, AuxiliaryFeedwater,
Control Room Essential Filtration Actuation Signals). No load shed signal goes
out. The DG is started, but not loaded, on SIAS/CSAS and AFAS. Actuations and
load sequencing is described in Section 5.2.2.21.

5.2.2.8.9 Major Modeling Assumptions and Dependencies

a) Two fault trees are used, one for Train A, PBA-S03, and one for Train B,
PBB-S04

b) The alternate off-site power supply requires operator action, which is not
credited, since upon loss of off-site power from the normal supply, the
diesel generator is automatically aligned to the bus

c) ESF switchgear room cooling is not necessary to maintain system
availability. Heat sources are minimal in the switchgear rooms. (Reference
Section 5,2.2.5, ESF Switchgear "DC Equipment Room" HVAC).

d) Operator recovery of circuit breakers that spuriously trip open is not
credited.

e) Unscheduled corrective maintenance unavailability is modeled.

5.2.2.8.10 System Analysis Results

Loss of power to a 4.16kV ESF bus is dominated by a spurious off-site power
breaker trip in the NAsystem, combined with failure of the diesel generator to start
or failure of its output breaker to close. Also of importance are a common cause
failure ofthe olf-site supply breaker and the DG outputbreaker, both located on the
ESF bus; a spurious oQ'-site power breaker trip with battery failure (which causes
the DG to fail); and a spurious load shed signal from the BOP ESFAS withoperator
failure to terminate.

Failure of power to both ESF buses (Station Blackout) is dominated by Loss Of
Off-site Power (LOOP) with common-cause DG failure or DG failure on one train
with breaker failure or support system failure on the other.

, LOOP is modeled both as an initiating event and as an event unrelated to the trip
occurring during the 24-hr. mission time,
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5.2.2.9 Class 1E Standby Generating System (PE)

5.2.2.9.1 System Function
The Class 1E standby generation system provides an independent source ofon-site
power for each of the two trains of engineered safety features (ESF) equipment.

5.2.2.9.2 System Success Criteria
'Ihe PE system is not modeled in detail in the PRA. Only three failures of the DG
itself are included: fail to start, fail to run with a seven-hr. mission time, and
common-cause failure. Unavailability due to unscheduled corrective maintenance,
BOP ESFAS failure to send a start signal, and failure to restore certain Spray Pond
cooling water supply valves are also included. These failures are contained in the
fault trees for the ESF buses. The success criteria are that, upon a loss of olr-site
power, the diesel generator starts, runs, closes onto the ESF bus, and delivers
adequate power for 7 hrs.

5.2.2.9.3 System Description
The PE system consists of two diesel generators connected to the two 4.16kV ESF
buses as shown in Figure 5.2-23. The DGs are physically and electrically isolated
from each other. Physical separation for fire and missile protection is provided by
installing the DGs in separate rooms of a Seismic Category I structure.

The engines are 20 cylinder, turbocharged diesels. Each has two 100% capacity
redundant air start systems. Each air start system has enough stored air for five
engine starts. Crankcase lube oil and jacket cooling water are heated to help
maintain the units in a constant ready state.

The units are rated for 5500kW continuous output, 6050kW for 2 out of24 hrs., at
a power factor of 0.8 lagging, and a voltage of4.16kV+/- 10%.

5.2.2.9.4 Major Components

Major components foreach DG include the engine itself, lube oil skid,'jacket water
cooling skid, intake air filter, exhaust muffler, turbocharger, two air start systems,

fuel oil day tank and fuel delivery equipment, generator, local control panel, and a

large capacity neutral grounding resistor. Control Room indication and controls
include field voltage and current; output voltage, current frequency, and power
factor; synchronization meter; start/stop switch, engine speed control, field
excitation control and mode selector (isochronous or droop).

5.2.2.9.5 Testing and Maintenance

Each DG is start/load tested monthly. A large number of preventive maintenance

tasks are performed at reactor refueling intervals, with a complete engine overhaul

performed every 5 yrs. Integrated Safeguards Testing, which includes the DG's

ability to start and load automatically given the various emergency signals, is

performed at each reactor refueling.. '.

The possibility that a diesel generator is unavailable due to unscheduled corrective

maintenance is included in the model, The possibility that both DGs are in
corrective maintenance is discounted since the plant may not operate in this
condition. The monthly start and load test does not aQ'ect the availability, because
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1

BOP ESFAS was designed to accommodate a situation where a DG is already
running when on emergency actuation occurs.

5,2,2.9.6 System Dependencies and Interfaces

Pwer u 1 an ontrl
'Ihe PE system requires Class 1E 125V DC power for engine/generator control and
for field flashing.

~ads I

The diesel generators supply 4.16kV AC power to the ESF buses (PB). One
generator is dedicated to one bus. Interlocks exist to prevent paralleling the two
DGs in order to maintain their independence.

Fuel Oil
For long-term operation, the diesel fuel oil system (DF) is required to maintain fuel
supply in the day tank from the train-related underground fuel oil storage tank.

~Atnation
The DG is started under the following emergency conditions by the BOP ESFAS:
Bus undervoltage (degraded of Loss of Off-site Power), AuxiliaryFeedwater
Actuation Signal (AFAS) on either steam generator, Safety Injection or
Containment Spray Actuation Signal (SIAS/CSAS). Manual starts can be in either

, the'normal or emergency mode. An emergency manual trip capability is also
provided at the local control panel.

~Contin

Each DG depends on the'associated train's Essential Spray Pond Pump (SP) to
remove heat from the intake air intercoolers, fuel oil, lube oil, and jacket water.

I

5.2.2.9.7 Technical Specifications...,..
PVNGS Technical Specification 3.8.1.1 requires two emergency diesel generators
to be operable during power operation. Operability includes 550 gallons of fuel oil
in the day tank, 71,500 gallons in the underground storage tank, and a separate fuel

I
oil transfer pump. An allowed outage time for a single DG of 72 hrs. is provided.
Ifit cannot be restored, the plant must achieve Hot-Standby in the next 6 hrs. and
be in cold shutdown within the following 30 hrs.

5,2.2.9.8 System Operation
During normal plant operation, the diesel generators are in standby. Electric
heaters and circulating pumps maintain the lube oil and jacket water (and therefore
the engine block) heated to enhance engine starting reliability. Aircompressors
maintain a supply of stored air for engine starting,

The DG has two modes ofoperation: normal and emergency. In the normal mode
(used for testing when the DG willbe paralleled to the 'grid), 15 enginelgenerator
trips are enabled. In the emergency mode, only three automatic trips are enabled:
generator differential, engine overspeed, and low engine lube oil pressure. The
other trips are bypassed, since they are not considered to lead to immediate or
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catastrophic damage to the DG. The DG is capable of operating with a sustained

ground fault on one phase by virtue of its high capacity neutral grounding resistor.
This helps provide additional assurance that, even with a bus or load ground fault,
the plant can mitigate accidents and transients.

Upon a DG start signal, compressed air is distributed to the cylinders to roll the

engine. As fuel oil is delivered, combustion commences and the engine accelerates

to 600 rpm. The generator field willbe automatically flashed, and the voltage
regulator willestablish an output voltage of 4.16kV. Speed regulation has two
modes, speed droop and isochronous. The generator is always started in the
isochronous mode, meaning that itwillattempt to maintain set speed regardless of
how much load ithas to pick up. However, ifthe generator is to be paralleled to the

grid for surveillance testing, the operator places the speed control in the droop
mode. 'Ihis allows a speed variation as a function of load, so that the engine will
not attempt to carry the entire grid. Emergency starts disable the speed droop
mode.

Ifthe DG starts in response to any emergency signal other than LOP, itwillnot be

connected to the ESF bus, but willidle in standby. Ifstarted in response to LOP the
BOP ESFAS sends out a load shed signal, which trips any bus supply breaker that
happens to be closed as well as all bus loads except the three load centers. Once

proper engine speed and voltage are established, the generator output breaker is
automatically closed to supply power to the associated ESF bus. The load ~

sequencer then starts the appropriate large loads in a sequence. When off-site
power is regained, the operator places the DG under manual control, parallels with
off-site power, unloads the engine, opens its output breaker and shuts it down.
Section 5.2.2.21 describes the BOP ESFAS sequencer in more detail.

5.2.2.9.9 Major Modeling Assumptions

a) DGs are modeled in the two 4.16kV bus fault trees

b) DG Building HVAC is not required to maintain operability over the,7 hr.

mission time

c) DG support systems for maintaining standby readiness are not required to
maintain operability during the mission time (air compressors, air dryers,
jacket water heaters, lube oil heaters, and circulating pumps for both)

d) The dependence upon Class IE 125V DC power is modelled as a

dependence on the battery only (not the whole DC System) to break a logic
loop in the fault trees ~

*

e) No credit is taken for recovering a DG after ithas failed

f) Common-cause failure to start and run both DGs is modeled.

5.2.2.9.10 System Analysis Results

The two failures included in the model, fail to start and fail to run, are comparable

in magnitude. They tend to dominate core damage sequences involving a LOOP.
Common-cause failure is important for the Station Blackout initiator. Also ofsome

importance is failure of the associated battery or DC bus/distribution panel to
provide field flash and control power.
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Class 1E 480V Popover Swltehgear System (PG)

5.22.10 Class 1E 480V Power Switchgear System (PG)

5.2.2.10.1 System Function
The Class 1E 480V power switchgear system receives power from the Class 1E
4.16kV power system (PB), transforms it to 480V, and distributes the power to
large Class 1E 480V loads and motor control centers (MCC), as well as certain
important non-class 480V loads.

5.2.2.10.2 System Success Criteria

The PG system must supply power to its various connected loads for the 24 hr.
mission time.

5.2.2.10.3 System Description
The Class lE 480V power switchgear system of each load group consists of three
load center unit substations to supply the ESF 480V auxiliaries. Load centers
PGA-L31, L33 and L35 are associated with Train A or Division 1 load group, and
load centers PGB-L32, L34 and L36 are associated with Gain B or Division 2 load
group, as shown in Figure 5.2-23. In addition, each load group feeds some large
non-class 480V loads, essential lighting distribution panels, and two non-class
Motor Control Centers (M19 and M71 on Train A, and M20 and M72 on Train B).
Allload centers are located in the ESF switchgear rooms, at the 100-ft. elevation of
the Control Building.

5.2.2.10.4 Major Components

The transformer in each load center is rated at 4160/480V, 750kVA and are
ventilated, dry type. A main feeder breaker is supplied on the low voltage side of
the transformer. The high voltage supply breaker is located in the 4.16kV ESF bus.
The load centers are located in the same room as their respective 4160V supply
buses.

The switchgear is metal-enclosed, draw-out type with electrically„,operated,air
circuit breaker and bus bar construction. The switchgear is'n'ot interchangeable
with breakers in the non-class 480V switchgear. Each breaker has electrical
protection appropriate for its load i.e., large motor, MCC, lighting distribution
panel, duct heater, etc. Relaying is intended to effect isolation as close to a fault as

possible; normally only one breaker willopen. However, a fault sensed in the
stepdown transformer willtrip both the main 480V feeder breaker and the 4.16kV
supply breaker.

Control Room indications and controls include bus current and voltage, supply and

feeder breaker position, and controls. Electrical protection reset capability is
provided in the Control Room. The SESS also monitors conditions on each load
center.

5.2.2.10.5 Testing and Maintenance

Weekly surveillance testing is required to verify proper alignment and voltages.
Other tests and inspections are performed periodically in accordance with the
manufacturer's specifications, typically at refueling intervals (18 months).
Integrated Safeguards testing, performed at refueling intervals, verifies proper load
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Class 1E 480V Power Swltchgear System (PG)

shedding and load sequencing ofvarious equipment powered from the PG system.
Corrective maintenance on a load center is possible during plant operation and is
allowed for up to 72 hrs. by PVNGS Technical Specification unscheduled.
Unavailability due to unscheduled corrective maintenance is modeled.
Replacement breakers are readily available.

5.2.2. 10.6 System Dependencies and Interfaces

ower Su 1 and ntr I Power

The PG system receives power from the 4.16kV switchgear. Breaker control power
is supplied by the Class 1E 125V DC power system. Upon loss of DC powers,
breakers fail as-is.

~Load.

Each PG system division supplies power to four motor control centers in the Class
480V MCC system and two MCCs in the non-class 480V MCC system. It also
supplies power to equipment in many systems, such as Charging, various HVAC
systems, etc.

. Actuation
4

Various load circuit breakers receive load shed signals from the BOP ESFAS
system upon loss ofoff-site power. Table 5.2-2 shows loads thatare shed. The only
PG system equipment modeled in the PRA that receives this signal are the
charging pumps and the Control. Room Essential AHU, which is not normally
operating. The sequencer automatically starts the Control Room Essential AHU
and allows charging pump restart, both at 40 sec. after sequencing begins,

In addition, many loads not essential for safe shutdown are shed directly by the
Nuclear Steam Supply System (NSSS) ESFAS on a Safety Injection Actuation
Signal. These loads include the non-class MCCs (NHN-M19, 20, 71 and 72),
essential'lighting"pa'nels,"class-"powered pressurizer heateis, fuel pool cooling ~

pump, containment normal ACUs, and the CEDM normal ACUs.

5.2.2.10.7 Technical Specifications

LCO 3.8.3.1 delineates the required electrical lineup for the Class lE power
distribution. Allthree load centers in each load group are required to be energized
when the plant is in power operation (Mode 1) through Hot-Shutdown (Mode 4).
With one division (train) ofACpower not fullyenergized, the allowed outage time
is 8 hrs. Hot-Standby is required within the following 6 hrs. and cold shutdown
within the following30 hrs.

5.2.2.10.8 System Operation

During normal system operation, the PG system is fully energized. Each power
division's three load centers are fed from the respective 4.16kV Class 1E
switchgear bus. Load feeder breakers for various pumps, fans, etc., are remotely
operated, either from the Control Room or locally at the load. Other load feeder
breakers, such as for emergency lighting distribution panels and motor control
centers are operated at the load center breaker.
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During abnormal or emergency conditions, several load feeder breakers receive
automatic open and/or close signals. Non-class loads are tripped by a SIAS. When
oQ'-site power is lost to the 4.16kV switchgear, a LOP/load shed occurs. Table 5.2-
3 lists the equipment receiving the 1-sec. load shed pulse. Immediate necessary
equipment is then automatically sequenced back on by the BOP ESFAS load
sequenccr. Some equipment is not automatically loaded, but must be manually
reconriected by the operator, as time permits, and as directed by various
procedures.

5.2.2.10.9 Major Modeling Assumptions

a) Room cooling is not necessary to maintain system availability. Heat
sources are minimal in the ESF switchgear rooms.

b) Load shed failure at the 480V level is not modeled.

5.2.2.10.10 System Analysis Results

5.2.2.11

The morc important malfunctions leading to loss of power to an individual load
center are: spurious trip of the 4.16kV supply breaker, spurious trip of the 480V
feeder breaker, unscheduled corrective maintenance on the load center or its
supply breaker, and step-down transformer failure.

I

Class 1E 480V Motor Control Centers (PH System)

5.2.2,1 1.1 System Function

The Class 1E Motor Control Centers (MCCs) distribute 480V AC power from the
Class 1E 480V switchgear system to various class valve motors, small fans, battery
chargers, voltage regulators, and other small 480V loads. In addition, each MCC
has a single-phase 120/240V distribution panel to supply power to loads, such as

motor space heaters on Class 1E motors.

5.2.2.1 1.2 System Success Criteria

The MCCs transfer power fr'om its load center supply (PG) to the various
individual loads. The PH system is successful ifit transfers power to necessary
loads for the 24 hr. mission time,

5.2.2.11.3 System Description
The Class 1E 480V power MCC system consists of eight MCCs (four per load
group). Two MCCs (M31 and M32) are in the Control Building ESF switchgear
rooms. The other six are located in the Auxiliary Building class containment
electrical penetration rooms.

5.2.2.11.4 Major Components

The MCCs consist of vertical sections, joined together to form a rigid, free-
standing, metal-enclosed assembly, The vertical sections are front accessible and

divided into six or fewer unit compartments for housing combination motor
starters, feeder taps, and other associated equipment,

'Ilute position of each MCC supply breaker is shown on the Electrical Distribution
control board in the Control Room. Trouble alarms on that panel alert the operator
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to problems related to a MCC (loss ofvoltage, electrical protection trip, etc.) The
SESS also monitors conditions on each MCC and the components it feeds.

5.2.2.11.5 Testing and Maintenance
Weekly surveillance testing verifies proper alignment and voltages. Other tests and
inspections are performed periodically in accordance with the manufacturer's
specifications, typically at refueling intervals (18 months). Integrated safeguards
testing, performed at refueling intervals, verifies proper load shedding and load
sequencing of various PH system powered equipment. A MCC may be out of
service during plant operation for corrective maintenance for up to 72 hrs. by
PVNGS. This maintenance unavailability is modeled.

5.2.2.11.6 System Dependencies and Interfaces

wer u 1 an ntr 1P wer
The class MCCs receive power from the class load centers (PG system). Control
power is internally supplied.

Loads
Power is supplied to many systems, such as AuxiliaryFeedwater, Safety Injection,
HVAC, 125V DC battery chargers, and voltage regulator power supplies, etc.

~cua~ti n

Upon LOOP, the battery chargers and voltage regulators are load shed and
reloaded by the BOP ESFAS system. Other PH system equipment actuated by
various safety signals from both the BOP and the NSSS ESFAS includes:

a) AFAS: auxiliary feedwater system valves, room cooling fans

b) SIAS: HPSI and LPSI injection valves, room cooling fans

c) CSAS: containment spray valves

d) RAS:- SI pump mini-flow-recirculation valves, containment sump"suction
valves.

5.2.2.11.7 Technical Specifications
LCO 3.8.3.1 delineates the required electrical lineup for the Class 1E power
distribution. Allthree load centers in each load group are required to be energized
when the plant is in power operation (Mode,l) through Hot-Shutdown (Mode 4).
With one division (train) ofAC power not fullyenergized, the allowed outage time
is 8 hrs. Hot-Standby is required within the following 6 hrs. and cold shutdown
within the following 30 hrs.

5,2.2.11.8 System Operation
The Class 1E MCCs are energized manually by closing the 480V incoming feeder
breaker at the respective load center. 'Ihe MCC feeder is tripped on overcurrent or
ground fault through a hand reset lockout relay. The relay blocks re-closure of the
incoming feeder until the relay has been reset.

Controls for the individual loads fed from the MCCs are located at the main control
room, local control panel, remote shutdown panel or on the MCC as appropriate.

Rev. 0 4I7/92 5.2.2 Support Systems 5-125



Class 1E 125V DC Power System (PK)

5.2.2.11.9 Major Modeling Assumptions

a) The eight class 480V AC MCCs are modeled in separate fault trees. Each
includes the respective load center from which it is powered

b) Room cooling is not required for the mission time of24 hrs.

c) Failures of individual contactors and breakers are contained in the
respective system fault trees, rather than the MCC system (PH) fault trees.

5.2.2.11.10 System Analysis Results
Loss of power to a MCC is dominated by failure of its supply breaker in the load
center. Only two local failures are modeled: bus failure and maintenance
unavailability.

5.2.2.12 Class 1E 125V DC Power System (PK)

5.2.2.12.1 System Function
The PK system provides separate, reliable sources ofcontinuous power for the four
independent groups of Class 1E DC loads and vital AC inverters, both during
normal operation and post-trip.

5.2.2.12.2 System Success Criteria
The PK system successfully performs ifit delivers a minimum of 105V DC to its
connected loads for the required mission times (2 or 22 hrs).

5.2.2.12.3 System Description
The PK system is shown in Figure 5,2-24. There are four channels of 125V DC
power, two associated witheach load group. Channels A and C are part of the Train
A, or Division 1, Load Group, and Channels B and D are part of the Train B, or
Division 2, Load Group. Each channel consists of a battery, a DC Control Center,
and one dedicated battery charger. In addition, each Train has a "swing" charger,
which can supply power to either (but not both) DC Control Centers of that load
group; 'A'llequipment is loc'ate'd'on the 100-ft.'elevation of the Control Building.
Each battery is in a separate room and each DC channel's equipment is in a

separate room.

5.2.2.12.4 Major Components

Battery chargers are three phase, constant voltage units using solid state electronic
circuitry with thyristor silicon-controlled rectifiers (SCR) to convert AC input to
DC output. I

Batteries are lead-calcium, sealed and assembled in heat-resistant, shock
absorbing, clear plastic containers with permanent, leak-proof seal covers. Normal
operating voltage is approximately 130V, which willsupply power for at least 2

hrs. following loss ofcharging.

The DC Control Centers consist of vertical, free-standing National Electric
Manufacturers Association (NEMA)Type 1 enclosures with gasketed door
sections. The incoming section houses the electrically operated draw-out type air
circuit breaker for the battery supply and instrumentation units. The control center

sections consist mainly of manually-operated, molded case breakers and starters,
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n Channels A and B are rotectedby

Control Room indications and controls include battery charger output current,
battery charge/discharge current, bus voltage, battery breaker control, and various
alarms.

and a distribution panel. Distribution panels o P

fuses, and those on Channels C and D by circuit breakers. Ground detection
capability is provided.

5.2.2.12.5 Testing and Maintenance
Various surveillance testing is performed at 7 day, 92 day, 18 month and 60 month
intervals. Correct alignment is verified at seven day intervals, although Control
Room alarms would alert the operator to almost any abnormal situation. The
surveillance tests required during plant operation do not acct the systems
operation. Only absolutely necessary corrective maintenance is done during plant
operation, first because of the limited time outage allowed for the bus and battery
specified in PVNGS Technical Specification, and secondary, because of the impact
on a wide train of safety equipment. There is less restrictive maintenance on
battery chargers because each train has a swing charger. Unavailability ofa battery
or battery charger due to maintenance is modeled.

5.2.2.12.6 System Dependencies and Interfaces

Pow r u I and ntr 1 P wer
The battery chargers receive power from the Class 1E 480V MCC system (PH),
each from a different MCC. Control power for individual load contactors is
provided from the load side of the respective circuit breaker.

boa.

The DC Control Centers supply power to various DC motor-operated valves, an

invertcr for the 120V vital AC power system, and a DC distribution panel. Each
channel's distribution panel provides power forvarious reactor protection and ESF
actuation system functions and DC solenoid valves. The Channel A'and B
distribution panels also supply power to 4.16kV and 480V switchgear breaker
controls and diesel generator field fash and control power. Channel A supplies
power for the turbine-driven auxiliary feedwater pump speed governor.

~ct i~ati n
'lhe BOP ESFAS system sheds and reloads the class normal battery chargers.

~HVA

During normal plant operation, environmental conditions in the DC equipment
rooms are maintained by the Control Building Normal HVAC (HJ) system.
Following LOOP or during accident conditions, the environment is maintained by
the Essential HVAC system (also part of HJ), which consists of Class 1E Air
Cooling Units (ACUs) supplied by Essential Chilled Water. EC in turn depends

upon EW and SP systems.

The components most sensitive to room ambient temperature are the solid state

devices in battery chargers, the vital AC inverters and back-up voltage regulators,
and associated static transfer switches. Their failure temperature has been
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cstimatcd to bc 122'. (Scc Section 5.2.2.5, ESF switchgcar DC cquipmcnt room
HVAC.)

5.2.2.12.7 Technical Specifications
PVNGS Technical Specification 3.8.2.1 requires all four channels ofDC power bc
energized in Modes 1 through 4, normally from the dcdicatcd battery charger.
Action Statcmcnt allows a channel to be powered from the swing charger
indefinitely. Ifneither charger is available, the battery must be survcillcd within
one hr. and every 8 hrs. thcreaftcr to verify its operability. When it is no longer
operable, thc channel must be declared inoperable. It must be restored within 2
hrs., or thc plant must bc in Mode 3 (Hot-Standby) within the next 6 hrs. and in
Mode 5 (cold shutdown) within the following30 hrs.

PVNGS Technical Specification 3.8.3.1, requires each DC channel to be energized
from its battery bank. With one DC bus not energized from its battery bank, itmust
be rcstoiud within 2 hrs., or thc unit must be in Mode 3 within thc next 6 his. and

Mode 5 within thc following 30 hrs.

5.2.2.12.8 System Operation
Each Class IE DC Channel is normally energized with the battery and the
dedicated charger connected to the DC Control Center through their rcspcctive
breakers. Should the dedicated charger fail, Control Room alarms arc activated and

a plant operator must cncrgizc and line up the swing charger to the DC Control
Center. The DC Control Center remains energized from the battery during this
time. The battery capacity is sized for 2 hrs. supplying safe shutdown loads.
(Normal operating loads arc considerably less.)

Each charger is sized to provide enough power to supply safe shutdown DC loads

and recharge the battery from its design minimum charge state (105V) to fully
charged within 12 hrs.

Each swing charger has a dual output switch with a mechanical interlock to prevent
it being. aligned to both DC channels simultaneously;and thus prevent-paralleling;. ~

two independent DC power channels. It is sized for the larger of the'wo DC
channels served.

5.2.2.12.9 Major Modeling Assumptions

a) The four Class 1E 125V DC channels are modeled in eight fault trees.

Four short-term fault trees model 2 his. of battery;backed operation, four
trees model 22 hrs. of operation on the battery chargers only.,

b) Batteries do not depend upon HVAC during the required mission time.
The heat generated in thc rooms is minimal. The major concern is buildup
of hydrogen to explosive levels. However, hydrogen is not generated
during normal battery discharge, and multiple vents and fans exist to
prevent high concentration's in these rooms. Reference Section 5.2.2.5,
ESF switchgear DC equipmcnt room HVAC

I
- c) Operator action to align the swing charger is not credited on the short term

fault tree, because it rcquircs local operator action

d) The batteries are not credited in thc long term fault trees, because they arc
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conscrvativcly assumed to bc discharged after 2 hrs.

c) Class DC power docs not dcpcnd upon HVACfor the short-term (2 hrs.).
* It depends upon HVAC for the long-term (22 hrs.). Operator recovery is

credited to install temporary backup room cooling

I) Those loads requiring DC power in the short term include thc Train A
AuxiliaryFeedwater pump and valves; breaker.control for electric AF
pumps B and N, breaker control for other ESF equipment, such as HPSI,
LPSI, EW and SP pumps and dicscl generator control and field flashing.
Loads requiring long-term DC power include Train A AF pump and
valves, shutdown cooling isolation valves, and the vital AC inverteis.

5.2.2.12.10 System Analysis Results

Channels C and D of thc PK system arc relatively unimportant. Their loss does not
directly result in any transient. In addition, the associated distribution panels arc
more reliable than the Channel A and B distribution panels because a circuit
breaker, rather than a pair of fuses, is used in thc supply from thc DC Control
Center.

The Channel A and B distribution panels arc far more important, from an initiating
event and a mitigating system support standpoint. This is because the control
power is dependent upon so many ESF systems on these two channels. Channel A
is more important than Channel B, because two of the three auxiliary feedwater
pumps receive control power from this source.

For thc short term, both a battery charger failure and battery failure arc necessary
to fail thc system. Charger failure is dominated by unscheduled corrective
maintenance followed by AC supply breaker failure and upstream power supply
failures. Battery failure is also dominated by unscheduled maintenance, followed
by common cause battery failure. (Thc manually aligned backup charger is not .

credited for short term DC power.)
/

~ I / / 1 ~ ~ ~ / - 0'= ~ 'I / 0 /
Long term malfunctions in thc PK system involve=failure of the normal charger ''"
with failure of the backup charger. The battery is not credited. Normal charger
failures are described above. Backup charger failure is dominated by operator
failure to align it within 2 hrs. and failure of,its supply breaker to thc DC bus.
Electrical supply failures at the PB (4.16kV) system level fail both chargers to a
given channel. Airconditioning failures affecting the DC equipment rooms also
willimpact both chargers associated with a channel.

t

Power supply failures'at the 4.16kV level, HVAC failures and BOP ESFAS
sequcncer failures can lead to a loss of two DC channels (both on the same train)
upon battery depletion or heat-induced equipment damage.

52.2.13 Class 1E Instrument AC Power System (PN)

5.2.2.13.1 System Function

Thc Class IE instrument AC power system supplies 120V AC power to the four
- independent channels of Class IE vital instrumentation and control loads,
including the Reactor Protection System, Engineered Safety Features Actuation
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System, Atmospheric Dump Valve controllers and process instruments for ESF
functions.

5.2.2.13.2

5.2.2.13.3

System Success Criteria

The PN system is successful ifit dclivcrs power from either the inverter or the
backup voltage regulator to its loads.

I

System Description

Thc PN system is shown in Figure 5.2-25. Each of thc four channels of the Vital
Instrument AC Power System consists ofone invcrter that converts 125V DC from
a PK channel to 120V AC, onc backup voltage regulated supply consisting of a

480/120V transformer and voltage regulator, a distribution panel, and a transfer
switch to provide for power source transfer between thc inverter and the voltage
regulator.

Allequipmcnt is located in the rcspcctivc channel's DC equipment room.

5.2.2.13.4 Major Components

The inverters arc static type using silicon-controlled rectifiers, rated at 25kVAwith
a supply voltage of 105 to 140V DC. Output is single phase, 60 MS Hz, 120V AC
with a tolerance of2%.

Transfer switches are of two types. Unit 1 has manual transfer switches. Ifthe
inverter power fails, the PN channel remains dc-encrgizcd until, an operator
manually transfers the supply to the backup voltage regulator. Units 2 and 3 have

bumpless static transfer switches, which allow an uninterrupted transfer (manual
or automatic) of power from the invertcr to the voltage regulator or vice versa.

Automatic transfer is modeled.

The distribution panels are enclosed, two-wire ungrounded with a thermal-
magnetic trip circuit breaker for main feeder and a fuse-switch for.each branch
circuit. Thc main bus is rated for 400A continuous. Ground detection capability is

'rovided.

The voltage regulato'rs are ferroresonant type constant voltage rated for 25kVA,
480/120V single phase, 60Hz.

There are no direct indications or controls for this system in the Control Room.
Trouble alarms annunciate on various abnormal conditions, such as A'C or DC
undervoltage on the inverter, loss of synchronization with thc back-up voltage
regulator and electrical protection trips. Ifpower is actually lost to a PN
distribution panel, several power supplies within the Plant Protection System

(PPS) de-energize, which results in "half-leg trips" for reactor trip and aH ESFAS

actuations. Ifback-up power supplies within PPS (which are powered from other
PN channels) function properly, no actuations occur. However, loss of Channel A
or B PN panel is trcatcd as an initiating event. This occurs because in addition to

possibly causing a plant trip, mitigating systems are also,affected, specifically thc

Essential Chilled Water Systems. Loss of Channel C or D does not affect any
mitigating equipmcnt.
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5.2.2.13.5 «Testing and Maintenance
PVNGS Tcchnical Specification requires an electrical alignment verification for all
Class IE power distribution once pcr seven days. A PN distributiori panel is
unlikely to be out of service during plant operation, because of thc impact that
power loss (to a 120V AC distribution panel) has on thc plant. Thcrcforc,
corrective maintenance on the,panel itself is not modeled. Maintenance
unavailability of the bus power supplies (inverter and back-up voltage. regulator) is
modeled.

5.2.2.13.6 System Dependencies and Interfaces

The PN system normally receives power from the Class 1E 125V DC Power
System, with backup power from thc Class;lE 480V. MCC system (PH) through
normally encrgizcd voltage regulator transformers.

~L

Thc PN distribution panels supply power chiefly to Plant Protection systems, class
process instrumentation, class radiation monitoring equipmcnt, and class valve
position indicators. Thc critical mitigating equipmcnt requiring power from the PN
system are the Essential Chillers (flow interlocks), Atmospheric Dump Valves
(valve positioners), load sequencers, BOP ESFAS cabinet cooling fans, and
shutdown cooling system isolation valve interlocks.

~IiltLiilrt
Thc PN system is usually not affected by actuation signals, its normal power
supply is thc PK system. Howcvcr, the backup voltage regulators are load shed and
reloaded by the BOP ESFAS.

~VA
During. normal, plant, operation, environmental conditions in the DC equipmcnt.-.»
rooms are maintained by the Control Building'tNortnal HVAC

(HJ)'system.'ollowing

LOOP or during accident conditions, the environment is maintained by
the Essential HVAC system (also part of HJ), which consists of Class IE Air
.Cooling Units (ACUs) supplied by Essential Chilled Water. EC in turn depends
upon EW and SP systems.

Thc PN system is also'ndirectly dependent on Control Room HVAC, another
subsystem of thc HJ system. A loss of Control Room HVACcan lead.to,heatup of.
the BOP ESFAS cabinet and a spurious load shed on both trains of safety
equipment. In this event, all PN system voltage regulators willbe shed along with
the operating Class 1E battery chargers. Ifthe transient is not terminated, each PN
and PK bus will lose power when its associated battery bank depletes. Operator
action is required to terminate the load shed signal, open DC equipment room
doors and install temporary fans and restore power to equipment.

5.2.2.13.7 Technical Specifications.
,,Technical Specification 3.8.3.1 specifies on-site power distribution system

alignment. Each PN chanriel requires cncq;izing from its associated invertcr. Ifit is
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not energized from its inverter, itmust be re-energized (from either the inverter or
voltage regulator) within 2 hrs. It must be re-powered from its inverter within 24
hrs. Ifeither of these conditions cannot be met, the unit mustbe in Mode 3 within
the following 6 hrs and in Mode 5 within the following30 hrs.

5.2.2.13.8 System Operation
The distribution panels are normally energized from their respective 125V DC
Control Center through static inverters, which provide reliable power for reactor
protection and monitoring equipment. This power source is unaffected by AC
power losses in the PB, PG or PH systems. Ifthe inverter power supply becomes
unavailable, itmay be powered from the backup voltage regulator for up to 24 hrs.

(Only one channel at any given time is allowed by Technical Specifications to be
powered from the voltage regulator.)

P

Transfer to the backup voltage regulator is accomplished manually in Unit One in
accordance with Abnormal Operating Procedure 41AO-1ZZ15, Loss of Class 1E
Instrument AC Power. This procedure also describes what equipment has lost
power, the resulting eQects on the plant, how to restore and recover power, or shut
down the Unit ifrecovery is not possible.

5.2.2.13.9 Major Modeling Assumptions

a) The four Class 1E 120 V AC instrument power channels are modeled
(long-term only) in four fault trees.

b) A 24 hr. mission time is assumed. For this reason the inverters are
assumed to require long-term Class DC power,

c) The PRA models the static transfer switch between the inverter and
voltage regulator, which is used in Units 2 and 3. Unit 1 relies on operator
action to effect the transfer. It was assumed that Unit 1 would eventually
be backfitted with the static transfer switch.

d) No credit is taken for operator action to manually transfer power to the
voltage regulator ifthe static transfer switch fails to au'toinatically transfer.

e) Operator action to provide temporary, backup room cooling to the DC
equipment rooms is credited, since room temperature alarms willalert the

Control Room operators, Several hours are available before equipment
failure temperatures are reached.

5.2.2.13.10 System Analysis Results

Only two single failures result in loss of a PN distribution panel: bus fault and

spurious main circuit breaker trip, both relatively unlikely. A common mode
failure is loss of air conditioning to the DC equipment room in which both the

inverters and voltage regulators reside. Other ways to lose a PN panel involve
multiple failures, since two power supplies are available. Inverter failure is
dominated by maintenance unavailability, followed by internal failures, Backup
power failure is dominated by the static transfer switch failing to transfer followed

by maintenance unavailability and power supply breaker failure.

There are common mode failures that aQ'ect two or more PN channels. Loss of
HVACto one train's DC equipment roomifunmitigated, can lead to a loss ofboth
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PN channels in that train. Loss ofControl Room HVAC,ifunmitigated, can lead to
BOP ESFAS continuous load shed. This, ifnot addressed by the operators, could
result in battery depletion and loss of all four PN channels. High temperature
alarms in the DC equipment rooms alert the operators so that overheating is
avoided in the rooms. The discomfort level in the Control Room due to a loss of
HVAC there should lead the operators to resolve this condition before equipment
failures. Loss of multiple PN channels causes reactor trip and all ESFAS
actuations.

5.22.14 Non-Class 13.8kV Power System (NA)

5.2.2.14.1 System Function
The non-Class 1E 13.8kV power system:

a) receives off-site power from the 525kV switchyard through the Start-up
Transformers to supply all station loads during plant start-up and
shutdown conditions and safety-related loads during all plant modes

b) receives power from the Unit AuxiliaryTransformer to supply non-
safety-related station auxiliary loads during power operation

c) distributes power to all station loads.

5.2.2.14.2 System Success Criteria .

'Ihe NA system must successfully deliver power to the equipment itsupplies for 24
hrs. This includes a successful fast bus transfer of NAN-S01 and -S02 to off-site
power when a unit trip occurs.

5.2.2.14.3 System Description
Off-site power distribution is shown in Figure 5.2-26 and the in-plant 13.8kV/
4.16kV distribution is shown in Figure 5.2-27. A portion of the system is plant-
wide, i.e., supplies power to all three PVNGS units. This section consists of the
three start-up transformers, which have two secondary windings, each of which
can supply two ofsix intermedi'ate switchgear buses, two associated'with each unit
(NAN-S05 and -S06). His arrangement allows for two independent sources ofoff-
site power to be supplied to each unit, and provides flexibilityin keeping buses
energized to allow for start-up transformer outages. Tius equipment is all located
in the start-up transformer yard. /

Unit 1 intermediate switchgear, in addition to supplying Unit 1 with off-site power,
also supplies other site common loads, such as the Water Reclamation Facility,
Service Building,'nd various administration and support buildings. As stated
earlier, each of these two intermediate switchgear buses may receive power from
one of two start-up transformers. NAN-S05 and -S06 supply power to switchgear
buses NAN-S03 and -S04, respectively. These are located in the unit's power block
on the south side of the Turbine Building and are connected to S05 and S06 via
overhead transmission lines.

NAN-S03 and -S04 supply power to the Train A and Train B, respectively, ESF
load groups through the ESF Service Transformers. They also supply power to
13.8kV switchgear NAN-S01 and -S02 for plant auxiliary loads when the unit
electrical generator is notproducing power. These buses are powered from the Unit
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AuxiliaryTransformer during power operations. An automatic fast bus transfer to
the off-site power source occurs when the generator trips in order to maintain
uninterrupted power to station auxiliary loads, These loads include Reactor
Coolant Pumps and steam plant equipment necessary to maintain condenser
vacuum. This allows the normal heat sink to be maintained so that reactor heat can
be removed through the Steam Bypass system, and the standby ESF equipment
need not be brought into service.

In the event off-site power is not available when the unit trips, a generator
coastdown feature maintains power to the reactor coolant pumps for a short time.
This serves to limitboth the pressure peak on the RCS and the thermal peaks in the
fuel.

The units auxiliary loads are divided into two groups, so that loss of either has a

minimal as possible impact on the units ability to maintain power operation. Even
with a reduced level, the unit could still maintain equipment in a satisfactory state

(lube oil cooling and circulation, for example) and allow using the condenser as a

heat sink ifthe turbine and/or reactor trip.

5.2.2.14.4 Major Components

r""-"
. Start-up transformers are three phase, four winding (primary, buried tertiary, two
secondary). The primary winding is rated at 525kV, 84/112/140 MVA-OA/FOA/
FOA. The two secondary windings are each rated at 42/56/70 MVA-OA/FOA/
FOA. Each winding is sized to start and carry half ofone unit's auxiliary loads and

half the ESF loads of a second unit. The buried tertiary winding is furnished to
avoid third harmonic problems.

Each start-up transformer has differential current relays, phase and ground
overcurrent relays, and sudden pressure relay protection. When a fault is sensed,

the transformer is disconnected from its load and power source.

Control Room indications and controls include high voltage supply breaker status

and control (control in Unit 1 only), and transformer secondary winding output
current. Startup transformer trouble alarms annunciate in all three Palo Verde units.
Unit 1 has responsibility for high voltage switching operations, coordinating
startup transformer loading, and for local operations in the startup transformer
yard.

13.8kV Switch cur NAN-~S01 throu h-S06

Allof the 13.8kV switchgears are metal-clad, of the vertical liftdraw-out type.

Allswitchgear is protected by bus feeder phase overcurrent and bus feeder neutral
residual overcurrent relaying. Bus undervoltage and negative sequence relaying is
provided for S01 and S02 for several functions. This includes motor load
protection, synchronization check for fast bus transfer, and generator coastdown
interlock. II

Control Room indications and controls include bus voltage, NAN-S05 and -S06

supply breaker status, and control and trouble alarms,
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5.2.2.14.5 Testing and Maintenance
Off-site power breaker alignment is checked weekly per PVNGS Technical
Specification. Corrective maintenance unavailability of the buses and breakers in
the off-site power supply is modeled. Startup transformer unavailability is not
modeled because power supply can be aligned to another startup transformer ifone
fails or must be removed from service. Loss of an off-site power feed to the unit is
not expected to result in a plant trip.

Preventive maintenance is only done during outages, and includes bus and breaker
cleaning, and off-line testing of the breakers,

5.2.2.14.6 System Dependencies and Interfaces

Power urce and ntr 1P wer
The 13.8kV system receives power from both the high voltage switchyard for off-
site power and from the unit main generator for station auxiliary loads during
power operation. The start-up transformers receive power for oil cooling and
circulation from two load centers located in the start-up yard and powered from
Unit One's S05 and S06. One load center serves as the primary power supply and
the other as the alternate.

Control power for all 13.8kV switchgear and the two load centers previously
mentioned is from the non-class 125V DC power system. Breakers fail as-is on
loss of control power.

~a
The 13.8kV system provides power directly to large motors, specifically the
reactor coolant pumps and condenser cooling water pumps, the non-class 4.16kV
system (NB), and a number of load centers (NG). The system does not directly
supply power to loads modeled in the PRA. These loads are supplied indirectly by
the NB and NG systems.

5.2.2.14.7 Technical Specifications
PVNGS Technical Specification 3.8.1,1 applies to the portion of the system that
supplies off-site power to the two ESF load groups. Two independent sources of
off-site power are required, both with respect to transmission lines connected to
other switchyards, and to start-up transformer supplies to the ESF buses. There are

two transmission lines connecting Palo Verde to the Westwing switchyard. These
are not considered to be independent. Any other two lines are adequate to satisfy
the Technical Specification. Similarly, both ESF buses may not receive power from
the same start-up transformer.

An allowed outage time of 72 hrs. to restore one inoperable source of off-site
power is provided. 24 hrs. are given ifboth sources are lost. Additional
surveillance on the diesel generators is also required. Hot-Standby is required in
the following6 hrs., with cold shutdown required within the next 30 hrs.

5.2.2.14.8 System Operation
The entire NA system is normally energized. During power operation, buses S01

and S02 are powered from the unit main generator through the unit auxiliary

Rev. 0 4/7/92 5.2.2 Support Systems 5-135



Non-Class 13$ kV Power System (NA)

transformer. S03/S05 arc powcrcd from onc of two secondary windings of onc

start-up transformer, and S04/S06 are powcrcd from a secondary winding of
another start-up transformer. Following a reactor and/or turbine trip, the power

supply to S01 and S02 is automatically transfcrted to S03 and S04, respectively, by
opening breakers NAN-S01N and -S02N and closing NAN-S03B and -S04B, thus

maintaining power to station auxiliary loads. Ifoff-site power is not available, and

thc generator has not tripped due to a fault condition, it willcontinue to supply S01

and S02 until such time as undcrfrcquency or undcrvoltage leads to shedding the

reactor coolant pumps and other bus loads.

Manual bus transfers may also bc accomplished. During unit start-up, power to

S01 and S02 is transfcrrcd from off-site to the unit auxiliary transformer by the

operator after thc generator is synchronized to the grid and brought on linc. Such

paralleling operations include an automatic trip of the breaker from the transferred

source, in this'case, thc supply from S03/S04, to preclude operating with dual

power sources to any bus. This prevents circulating current and relaying problems.

The operator turns thc switch to close thc dcsircd breaker. When the switch is

released, the other source supply breaker trips. Ifthis auto trip fails, a "power
sources paralleled" alarm will'annunciate, and the operator would trip thc breaker

by using its control switch. During unit shutdown, station auxiliary power is

transferred back to off-site at about 20% power.

The power supply to S05 or S06 may also be transferred during operation from the

normal to backup supply and visa-versa. The same auto trip feature discussed for
S01 and S02 exists herc.

5.2.2.14.9 Major Modeling Assumptions

a) The NA system is modeled in several fault trees. The portion of the

system supplying off-site power to thc ESF buses is included in the two

fault trees for thc ESF buses. Thc portion that supplies power to only the
— 'on-safety tclated'station auxiliaries is modeled in fault ttces,for the load

centers fcd from NAN-S01 and -S02.

b) Testing interval for all equipment in the non-class electrical systems is

assumed to be 18 months. It is not practical from a power generation

standpoint to take major buses out of service for preventive maintenance

or testing putposcs.

c) Corrective maintenance on the 13.8kV„:buses and circuit breakers is

modeled. Is is assumed that all lines between the component in
maintenance and ESF 4.16kV bus willbe de-energized for the duration of
the maintenance.

d) Corrective maintenance of the startup transformer for a given 13.8kV

load division is not modclcd because it is assumed that the operators

would energize the bus from its altcmate startup transformer.

e) No credit is taken for operator alignment of thc alternate startup
transformer upon failure of thc, normally aligned startup transformer.
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5.2.2.14.10 System Analysis RcsulLs

Thc major cause for NAN-S01 or -S02 unavailability is failure of the fast bus
transfer. Startup transformer failures and spurious trips of breakers on NAN-S03,
-S04, -S05 and -S06 bringing off-site power into thc unit are also important

. failures. A breaker failure on onc of thcsc buses would also result in LOOP to one
of the ESF buses. However, no single failure of plant equipment can result in a

complctc LOOP, since indepcndcnce of the two load groups is maintained directly-
from thc switchyard. Only disturbances on the grid or major switchyard faults have
thc potential of disrupting both sources of off-site power to the plant. LOOP, as a
transient initiating event, is discussed in Sections 4.1 and 4.3. Loss Of Off-site
Power is also modeled as a failure occurring subscqucnt to another initiating event
during the 24-hr. mission time assumed in thc PRA.

4

S22.15 Non-Class 1E 4.16kV Power Distribution System (NB)

5.2.2.15.1 System Function
The NB system receives power from thc 13.8kV power distribution system
through two normal service transformers which supply two divisions ofnon-class
4.16kV loads. The NB system also receives powe'r through two ESF service
transformers to supply the two divisions of safety-related loads.

5.2.2.15.2 System Success Criteria
The system must deliver power to its loads for 24 hrs., and ifcalled upon, a
successful fast bus transfer occurs between NBN-S01 and -S02.

5.2.2.15.3 System Description
The NB system is shown in Figurc 5.2-27.

l rv'wr m

Two normal service transformers, NBN-X01 and -X02, step down voltage from
13.8kV buses NAN-S01 and -S02 to two 4.16kV buses, NBN-S01 and -S02, which
distribute power to 4kVmotorloads. Thc two buses can be tied,together by a single '..

~'ie

breaker, so that each bus can act as an altcmatc power supply to the other. This
tie breaker is normally open.

F -i wr
Two ESF service transformers, NBN-X03 and -X04, step down voltage from
13.8kV buses NAN-S03 and -S04 to supply the two Class 1E, safety-related 4kV
buses, PBA-S03 and PBB-S04 (PB system).,Each transformer serves as a primary
power soutane for one safety bus and as a backup source'for the other bus. No fast
bus transfer is necessary to maintain off-site power to the ESF buses when a unit
trip occurs.

5.2.2.15.4 Major Components

i P w lt

This system consists of two GE supplied SkV switchgear of the vertical liftdraw-
out type. The normal service transformers, manufactured by Westinghouse, are
13.8/4.16kV rated 15/20 MVAOA/FOA. Each can handle both load groups.

-Rev. 0 4/7/92 5.2.2 Support Systems 5-137



Non-Class 1E 4.16kv Power Dlstrlbutlon System (NB)

Transformers and switchgear are interconnected by a 3000A non-segregated phase
bus duct, The bus tie between the switchgear is a 2000A rated non-segregated
phase bus duct. Transformers are protected by feeder ground fault overcurrent,
feeder phase overcurrent relaying, low side neutral overcurrent, and phase
differential overcurrent relaying. The buses are protected by transformer neutral
overcurrent relays and bus undervoltage relays, which shed the large motor loads
upon decaying voltage. They also act as permissives for automatic bus transfer,
along with a synchronism check relay. The bus is protected indirectly by the fault
sensing relays on the loads.

F Service Transformers
These Westinghouse transformers. are rated 10/12.5 MVAOA/FOA. Each can
accommodate both load groups. Power from each transformer is brought to both
PBA-S03 and PBB-S04 by two non-segregated phase bus ducts rated at,2500A
initially, splitting to two 1200A-rated bus ducts, one to each safety bus.
Transformer and bus protection are discussed in Sections 5.2.2,14 (NA) and
5.2.2.8 (PB).

Control Room indication and control consists of supply and output breaker status
and control, secondary output current, and trouble alarms for various transformer
abnormalities and NB bus or breaker problems.

5.2.2.15.5 Testing and Maintenance
Off-site power breaker alignment is checked weekly per PVNGS Technical
Specification.

5.2.2.15.6 System Dependencies and Interfaces

rmal ervice Power S stem

An automatic bus transfer is provided between buses NBN-S01 and -S02 to
maintain power under certain fault conditions, given that permissives, such as

synchronization.and voltage availability, are met.- - " - ~

Power is received from the 13.8kV power distribution system, specifically, buses
NAN-S01 and -S02. Power is delivered to condensate pumps, extraction drain
pumps, normal chillers E01B, C and E02, Nuclear Cooling Water, Turbine Cooling
Water, and Plant Cooling Water system pumps. The system is modeled in the PRA
as a support system for the condensate pumps and normal chillers. Breaker control
power is supplied by the non-class DC power system (NK). Breakers fail as-is on

loss of control power. Transformer cooling depends upon the non-class 480V load
centers (NG).

'Ibis system is not dependent upon HVAC.

F ervice Transformers

No automatic functions are associated with the ESF service transformers.

The transformers receive power from 13.8kV buses NAN-S03 and NAN-S04.
Each can supply either or both ESF buses, but X03 normally supplies PBA-S03

and X04 normally supplies PBB-S04."Ibis portion of the NB system is modeled in
the PRA as part of the off-site power's'upply for the ESF buses. Breaker control
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power for the supply breakers is from the non-class DC power system. We feeder
breakers are located in the ESF switchgear. Control power is supplied by the
appropriate Class 1E DC power channel (PK). Transformer cooling depends upon
the non-class 480V load centers (NG).

The transformers are located outdoors and are not dependent on any plant HVAC
systems.

5.2.2.15.7 Technical Specifications

PVNGS Technical Specification 3.8.1.1 applies to that portion of the NB system
supplying off-site power to the ESF buses. See Section 5.2.2.8 on the Class 1E
4.16kV system (PB) for a complete discussion.

5.2.2.15.8 System Operation

Allportions of the NB system are normally energized. Aside from the automatic
bus transfer described earlier, all switching operations are done manually from the
Control Room. Each circuit breaker also has a local control switch for local
operation. However, paralleling operations are not done locally, no synchronizing
indication is available. As with the 13.8kV system, an automatic breaker trip from
the source being transferred occurs during paralleling to avoid operating with two
p'ower sources to a bus.

5.2.2.15.9 Major Modeling Assumptions

a) As stated previously, each NB bus can act as a backup power supply to the
other. Modeling this feature in the PRA can lead to logic loop problems, so
the backup function is only modeled one way.

b) The alternate power source for each ESF bus from the opposite train's
ESF service transformer is not credited.

c) Corrective maintenance unavailability for NB system transformers and
non-class bus is not modeled:"'

5.2.2.15.10 System Analysis Results

The single failure modeled is a bus electrical fault. Important multiple failures
involve a spurious normal supply breaker trip or normal service transformer fault
with an additional failure of the backup power supply.

5.2.2.16 Non-Class 1E 480V Power System (NG)

5.2.2.16.1 System Function

The non-Class 480V power switchgear system receives power from the non-Class
1E 13.8kV switchgear system (NA), transforms it to 480V and distributes the
power to large 480V auxiliary loads, motor control centers, and lighting
distribution panels.

5,2.2. 16.2 System Success Criteria

The NG system must supply power to its various connected loads for 24 hrs.
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5.2.2.16.3 System Description
The system consists of a number of load center unit substations associated with
each of the two major power divisions. Sets of three load centers are supplied from
one breaker on the 13.8kV switchgear. Each load center consists of a supply side
disconnect switch, a 13.8kV/480V transformer, main feeder breaker and several
load supply breakers. Load centers are located throughout the plant, except in the
Containment Building,

5.2.2.16.4

5.2.2.16.5

Major Components
The transformer in each load center is rated at 13.8kV/480V, 95kVA. Those
located indoors are mostly the ventilated dry type; a few are sealed freon-filled.

The switchgear is metal-enclosed, draw-out type with electrically operated air
circuit breaker and bus bar construction. The breakers are not interchangeable with
those in the Class 480V switchgear system. Each breaker has electrical protection
appropriate for its load i.e., large motor, MCC, lighting distribution panel, duct
heater, etc.

Control Room indication and control consists of load center supply and feeder
breaker status and control, transformer secondary side current, and trouble alarms
for electrical protection trips.

I

Testing and Maintenance

Supply breaker and load center unavailability due to corrective maintenance is
modeled. Preventive maintenance is done during outages, and includes activities
such as bus and breaker cleaning, and off-line breaker testing.

5.2.2.16.6 System Dependencies and Interfaces

P wer Su 1 and C ntr 1 Power

The NG system receives power from the 13.8kV non-class power switchgear
(NA). Circuit,breaker, control, power is from the non-class..125V DC. (NK) system; ~

Breakers fail as-is on loss ofcontrol power,

~ads
Few loads on the NG system are modeled in the PRA. Those that are, include
certain HVACfans and non-class motor control centers, which power valves in AF
and Condensate Systems, non-class battery chargers, and non-class instrument AC
buses.

5.2.2.16.7 Technical Specifications

No PVNGS Technical Specification apply to the NG system.

5.2.2.16.8 System Operation

During normal system operation, the NG system is fullyenergized. Load feeder
breakers for various equipment are controlled at the switchgear, at a local control

panel, automatically, or from the Control Room, as appropriate.

Following a plant trip, the system should remain energized ifoff-site power is
available and the 13.8kV fast bus transfer was successful.

Rev. 0 4/7/92 5.2,2 Support Systems 5-140



Non-Class 1E 480V Motor Control Centers (NH)

5.2.2.16.9 Major Modeling Assumptions
Corrective maintenance unavailability of load centers is modeled.

5.2.2.16.10 System Analysis Results

The most likely local failure for a load center is a spurious trip of the 480V feeder
breaker. Other less probable local failures are maintenance unavailability, bus
faults, and transformer failures. Failures in power systems upstream also
contribute to the unavailability of any load center.

5.2.2.17 Non-Class 1E 480V Motor Control Centers (NH)

5.2.2.17.1 System Function
The non-Class 1E Motor Control Centers (MCCs) distribute 480V AC power from
the non-class load centers (NG system) to various valve motors, small fans, battery
chargers, voltage regulators, and various other small 480 V loads.

5.2,2.17.2 System Success Criteria
The MCCs transfer power from their respective load centers to the various
individual loads. The NH system is successful ifit supplies power to its modeled
loads for the 24 hr. mission time.

5.2.2.17.3 System Description
The non-Class 1E MCC system consists of a number of motor control centers
located throughout the power plant, except in the Containment Building.

5.2.2.17.4

5.2.2.17.5

Major Components

The MCCs each consist of vertical sections, joined together to form a rigid, free-
standing, metal-enclosed assembly. The vertical sections are front accessible and

are divided into six or fewer unit compartments for housing combination motor
starters, feeder taps, and other associated equipment.

AllMCC motor circuits are fed from combination starters, each comprised of a

magnetic-only trip molded case circuit breaker, starter with 3-phase overload
relay, auxiliary relays where required, and control power transformer. For
equipment other than motors, dual element thermal-magnetic type circuit breakers

are provided.

Control Room indication consists of supply breaker status and trouble alarms.

Testing and Maintenance

MCC unavailability due to corrective maintenance is modeled. Preventive
maintenance is done during outages, and includes such functions as bus and.

breaker cleaning.

5.2.2. 17.6 System Dependencies and Interfaces

werSu 1 an l ntr 1Power

Most Non-class MCCs receive power from the Non-class load centers (NG). Four
MCCs receive power from Class 1E Load Centers (PG), two from each train. M19
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and M71 are powered from Train A and M20 and M72 from Train B. Control
power for individual load starters and indication is supplied by a single-phase step-

down transformer on thc load side of each load circuit breaker.

Lush
Power is supplied to many systems. Those of importance in the PRA are control
valves associated with thc Train N auxiliary fcedwater pump, normal chilled water
valves and circulating pumps, non-class battery chargers, and voltage regulators
for the 120V AC instrument buses.

~~giiliI
M19, M20, M71 and M72 are load shed upon a SIAS.

5.2.2.17.7 Technical Specifications

No PVNGS Technical Specification apply to the NH system.

5.2.2.17.8 System Operation

The non-class MCCs are energized manually by closing the 480V incoming feeder

breaker at the respective load center. AllMCCs arc normally energized'during
plant operation. The MCC feeder is tripped on overcurrcnt or ground fault through
a hand reset lockout tclay. The relay blocks re-closure of thc incoming feeder until
thc relay has been reset.

Controls for the individual loads fed from the MCCs are located at the MCC, a

local control panel, or in thc Control Room, as appropriate.

5.2.2.17.9 Major Modeling Assumptions

a) Corrective maintenance unavailability of MCCs is modeled.

b) Failures of individual contactors and breakers are contained in the
'espectivesystem fault~s;rather than the MCC system fault trces:, —

'.2.2,17.10System Analysis Results

Unscheduled maintenance and bus fault are the only two failures modeled for the

MCCs. Other failures are in upstream power supplies.

522.18 Non-Class IE 125V DC System (NK),

5.2.2.18.1 System Function

Thc NK system provides a reliable source of DC.power for station auxiliary loads,

such as control power for non-class switchgear, the plant computer,
subsynchronous resonance protection equipment, and emergency bearing lube oil
pumps for rotating

equipment.'.2.2.18.2

System Success Criteria

The NK system must deliver power to its loads on demand for thc 24 hr. mission

time.
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Non-Class 1E 125V DC System (NK)

System Description
The NK System is shown in Figurc 5.2-28. Thc system consists of two DC Control
Centers, three distribution panels, four battery chargcrs, and two battery banks. DC
Control Center M46 primarily supplies power for DC motors and is connected to
one of thc two station battcrics. One of the four chargers is dedicated to this DC
Control Center. One of the other chargers can supply either DC Control Center.
DC Control Center M45 supplies the three major DC distribution panels located
throughout thc plant. It is connected to thc second station battery. The two
remaining chargers are dedicated to supplying M45. Allequipmcnt, except the
distribution panels, is located in the Turbine Building switchgcar room.

e

5.2.2.18.4 Major Components
Battery chargcrs are three phase, constant voltage units using solid state electronic
circuitry with thyristor silicon-controlled rcctificrs (SCR) to convert AC input
power to DC output.

Batteries are lead-calcium, sealed and assembled in heat-resistant, shock
absorbing, clear plastic containers with permanent, leak-proof seal covers. Normal
operating voltage is approximately 130V, which willsupply power for at least 2
hrs. following loss of charging.

The DC control centers consist ofvertical; free-standing NEMAType 1 enclosures
with gasketcd door sections. The incoming section houses the electrically operated
draw-out type air circuit breaker for thc battery supply and instrumentation units.
Thc control center sections consist mainly'of manually-operated, molded case
breakers and starters, and a distribution panel, Ground detection capability is
provided.

Control Room indication and controls include battery charger output current,
battery charge/discharge current, bus voltage and battery breaker status. Trouble
alarms alert the operator to various abnormalities.-

5.2.2.18.5'esting and Maintena'nce '
Corrective maintenance unavailability, is modeled for batteries, battery chargers
and their supply breakers.

5.2.2.18.6 System Dependencies and Interfaces
The battery chargers receive power from various motor control centers in the Non-
class 480V MCC system (NH). Power is supplied to many systems throughout the

'owerplant. Of primary. interest in the PRA is. control power to various circuit
breakers, including those for bringing off-site power into the Unit, and Normal
Chillers (WC).

5.2.2.18.7 Technical Specifications
No PVNGS Technical Specification apply to the NK system.

5.2.2.18.8 System Operation
The system is normally fullyenergized with the exception of the swing charger.
The other battery chargers supply thc DC loads and maintain a float charge on the
battcrics.
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5.2.2.18.9

Following a Loss Of Off-site Power (LOOP), the battery chargers are not
energized, and the batteries supply non-vital DC loads for a period of
approximately 2 hrs. The emergency bearing oil pumps powered from M46 allow
coastdown of the main feedwater pumps and turbines, and the main turbine
generator. The emergency seal oil pump maintains the generator shaft seals long
enough to safely depressurize the generator (ofhydrogen).

Major Modeling Assumptions

a) Corrective maintenance unavailability ofbattery chargers and the battery
associated with M45 is modeled.

b) Only DC Control Center M45 and two of the three distribution panels it
supplies, D41 and D42, are. modeled in the PRA,

5.2.2.18.10 System Analysis Results

As with the Class 1EDC system, only a few unlikely single failures can disable the
system. Withmultiple power supplies to the bus, its reliability is quite high, at least
in the short term. Long term availability is lower, since the diesel generators do not
supply back-up power to any of the non-class battery chargers, and the batteries are

good for only about 2 hrs. However, there are multiple battery chargers with
diverse power supplies.

*

For either distribution panel modeled, single failures that could lead to its
unavailability are unscheduled corrective maintenance, blown fuse, panel faults or
control center faults. Multiple failures involve combinations of charger failure,
breaker failure or spurious trip and upstream power supply failures. These include
fast bus transfer failure and loss of off-site power.

5.2.2.19 Non-Class 1E Instrument Power (NN)

5.2.2.19.1 System Function,
The NN system provides 120V AC power to various power plant controls and
instrumentation.

5.2.2.19.2 System Success Criteria

The NN system must supply power to its loads for 24 hrs.

5.2.2.19.3 System Description

The system consists of four distribution panels, each one having two voltage
regulating transformers for its supply, (one normal and one backup). There are two
subsystems,

One subsystem consists oftwo ungrounded 120V AC distribution panels, Dl 1 and

D12. One of the two voltage regulators for each distribution panel is powered from
a Class 1E MCC (PH) (one Rom Train A, and the other from Train B), so that the

panels can be energized from the. emergency diesel generators. The alternate

voltage regulator is non-class powered. These panels feed reactor control systems

and non-safety-related reactor indications and process instrumentation.
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The other subsystem consists of two grounded 120V AC distribution panels, D15
and D16. Both voltage regulator transformers for each panel are non-class
powered (NH). These panels feed control systems and instrumentation associated

with the steam/electric conversion equipment, Control Room annunciators and

communication equipment. This subsystem is not modeled in the PRA.

An automatic/manual transfer switch is provided between the two power sources

for each panel.

5.2.2.19.4 Major Components

The D 1 1 and D12 distribution panels are two-wire ungrounded, with a thermal-
magnetic trip circuit breaker for main feeder and a fuse-switch for each branch
circuit. 'Ilie main bus is rated for '400A continuous. Ground detection capability is
provided.

Each distribution-panel contains a bus transfer switch of the break-before-make

type, which transfers to the backup supply upon a loss of voltage on the normal
supply, provided power is available from the backup supply, Transfer occurs if
voltage drops below 70% rated. The switch can also be operated manually.

The voltage regulators are ferroresonant type constant voltage rated for 25kVA,
480/120V single phase, 60Hz. Those that supply Dl 1 and D12 from the Class 1E

distribution system are themselves Class 1E and act as the isolation devices
between the Class lE distribution system and the non-class panels. The Class 1E

regulators are located in the Class DC equipment rooms (Channels A and B) in the
Control Building. The non-class backup regulators and the distribution panels
themselves are located in the plant computer inverter room on the 120 ft. level of
the Control Building.

No direct indications or controls are available in the Control Room for this system.
There are trouble alarms for the voltage regulators and transfer switches.

5.2.2.19.5 Testing and Maintenance

Corrective maintenance unavailability of the voltage regulators and their supply
breakers is modeled, However, it is not modeled for the distribution panels
themselves because the plant cannot operate with either of these panels out of
service.

5.2.2.19.6 System Dependencies and Interfaces

The system receives 480V power from the PH and NH systems, and distributes
power to many systems, principally control systems for the reactor, chemical and

radwaste processing systems, and various turbine generator auxiliary control
systems. Those systems in the PRA requiring NN are Turbine Bypass Valves and

Feedwater Control System, which operates dowucomer throttle valves for MFW
and Train N AF pump.

Rev. 0 4/7/92

5.2.2.19.7 Technical Specifications

No PVNGS Technical Specification apply to the NN system.
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5.2.2.19.8 System Operation
Allcomponents are normally energized during plant operation. The backup
voltage-regulating transformers are ready to pick up the load should the normal
supply fail, and the automatic bus transfer switch transfers to the backup. Dl 1 and
D12 are normally powered from the Class 1E supply, which is picked up by the
emergency diesel generators upon a LOOP.

5.2.2.19.9 Major Modeling Assumptions

a) Operator action to transfer to the alternate power supply upon failure of
the normal is not credited.

b) Only panels D11 and D12 are modeled, since no component powered
from D15 or D16 are modeled in the PRA.

5.2.2.19.10 System Analysis Results
The only single failures that can disable either distribution panel are bus fault and
main feeder breaker spurious trip. Because of the multiple power supplies to these

panels, their reliability is quite high, especially with one of the power supplies
from a Class 1E MCC, which is backed up by a diesel generator. The dominant
combinations of malfunctions are a voltage regulator failure or corrective
maintenance unavailability with a failure of the automatic transfer switch to
function. Fast bus transfer failure at the 13.8kV level and loss of off-site power
also contribute to failure of the non-class power supply.
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5.22.20 Actuation Systems (CIAS,CSAS,MSIS,SIAS,RAS,AFAS)

5.2.2.20.1 System Function
The Engineered Safety Features Actuation System (ESFAS) uses two out of four
(2/4) logic to provide initiating signals for components which require automatic
actuation. This occurs when predetermined setpoints are exceeded on selected
monitored plant parameters, These initiating signals are as follows:

~ Containment Isolation Actuation Signal (CIAS)
~ Containment Spray Actuation Signal (CSAS)
~ Main Steam Isolation Signal (MSIS)
~ Safety Injection Actuation Signal (SIAS)
~ Recirculation Actuation Signal (RAS)
~ AuxiliaryFeedwater Actuation Signal (AFAS)

The system actuates ESF systems equipment ifselected abnormal conditions are
detected. The setpoints for the actuation signals are selected to minimize the
consequences of Design Basis Events. These include:

Reactor Coolant System pipe break

Single CEA injection

Steam System pipe break

Feedwater pipe break

Reactor Coolant pump shaft seizure

Depressurization due to inadvertent actuation of primary or secondary
safety valves at 100'f/o power

5.2.2.20.2 System Success Criteria
The system success criteria for ESFAS is to provide actuation signals to actuate

components. in the.ESF. systems, as required,-when predetermined setpoints are

exceeded. This includes successful signal generation from measurement channels,
initiation relay transfer, trip contact functionality, logic matrix relay transfer,
bistable signal transfer, and coincidence signal generation from respective
channels.

5.2.2.20.3 System Description
The ESFAS 2/4 consists of the sensors, logic, and actuation circuits which monitor
selected plant parameters. It also provides signals to actuate components in the
ESF systems, as required, when predetermined setpoints are exceeded. There is an

actuation system for each ESF system, all of which are identical, with the
exception that specific inputs and logic vary from system to system and the
activated devices are different.

The measurement channels continuously monitor each selected process variable.

They consist of a sensor/transmitter, current loop and resistors, converter/power

supply, indicators, outputs for the Plant Monitoring System, and interconnecting
wire. This equipment indicates operational availability ofeach sensor. Secondly, it,
converts the measured parameters to analog voltages that are subsequently
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transmitted to comparators in the measurement circuits. Each protective parameter
is measured by four independent measurement channels, which are physically and
electrically isolated from each other.

The analog signal produced in the measurement channel is sent to the comparator
where it is compared with the predetermined trip levels. Bistable trip signals are

generated when values rise above high-level setpoints or fall below low-level
setpoints. These trip signals are then applied to the systems logic. The system uses

a two-like trip signal coincidence logic. Four channels of protection provide the

capability of bypassing one channel and maintaining a two out of three system.
When matrix logic trip is generated, an initiation signal is sent to the respective
ESF train auxiliary cabinet. In addition to automatic actuation, each initiation logic
can be tripped by manual switches.

5.2.2.20r4 Major Components

The ESFAS consists of measurement channels, trip units, logic matrices, initiation
logic, manual trip initiators, and actuation logic. Because each actuation signal is
identical, except for varied inputs and different actuated devices, a generic block
model of the ESFAS is presented in Figure 5.2-29. Figure 5.2-30 shows a

functional diagram of a typical Engineered Safety Feature actuation.

Measuremen hannels

Each measurement channel provides a signal representative of the state of each
monitored parameter to the appropriate trip unit blocks. Each measurement
channel includes process measuring devices, signal transmitters, their respective
power supplies, and calculator modules required to determine derived conditions.
This includes associated power supplies.

Tri Unit Bl ks

Each trip.unit, block.includes, the individual trip units which, for a given channel,
compare measured plant parameter values withpre-established trip setpoints. They
generate a channel trip signal whenever the input signal reaches the setpoint for
any parameter (or combination ofparameters). The power supplies associated with
the trip units are considered to be integral. Each trip unit (bistable or auxiliary)
includes any pre-trip indicating lights. Additionally, each trip relay includes a relay
trip indicating light.

I

~ic Matrix ,I a

Each logic matrix block includes one of six logic matrices, its associated logic
matrix relays, the logic matrix power supplies, logic matrix testing circuitry, and
the channel bypass and bypass indication circuitry. The bistable trip unit contacts
in the logic matrices are included with the bistable trip units. The logic block
contains one of six logic matrices, required to form all possible combinations for
two out of four coincident signals from the four measurement Channels A, B, C,
and D, respectively. Each logic matrix consists of a number of parallel sets of
bistable trip unit relay contacts in series, a power supply for each of the series
contact sets, and the logic matrix relays.
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Each initiation logic block includes one of the four initiation circuits, its associated

initiation relays, initiation circuit power supply, logic testing circuitry and the
channel bypass and bypass indication circuitry. The logic matrix relay contacts in
the initiation logic circuitry are. included with the logic matrix blocks, Each
initiation logic consists of a set of six logic matrix relay contacts in series, a power
supply for the initiation relays, and the initiation logic relays themselves.

~anual Tri s

Each manual trip block is composed ofone control switch and its contact. Each of
the blocks interfaces with the operator via its control switch and with the initiation
logic,

Each actuation block includes one of the two actuation circuits, its associated
actuation relays, and logic testing circuitry. The initiation logic relay contacts are

included with the initiation logic. Each actuation logic consists of a set of four
initiation logic relay contacts, two manual trip buttons, and a group of actuation
relays.

The group actuation logic is physically located in two ESFAS AuxiliaryRelay
Cabinets in the Control Building. Receipt of initiation channel signals results in the

de-energizing of the ESF subgroup relays. This in turn, actuates all the valve and

pump components required by the particular train of ESF systems. These
components generally consist of solenoid operated valves, motor operated valves,
or pump motors.

5.2.2.20.5 Testing and Maintenance

Trip bistables, initiation relays and logic matrix relays are tested on a monthly
basis. Only one measurement channel of a given ESFAS signal can be in a bypass
condition at any given time. Unavailability contributions due to a channel in
bypass- are included in the models for.-measurement Channel A', converting the
ESFAS to a two out of three logic (Channels B, C, D). (See Section 5.2.2.20.9).

5.2.2.20.6 System Dependencies and Interfaces

Measurement channels

The measurement channel blocks interface with the plant via their respective

process variable measurement devices. They interface with the trip unit blocks via
the process variable signal provided to the individual trip units. Power for the

signal transmitters and calculators is provided by their respective power supplies,

which interface with the 125V DC bus system. The operator interfaces with the

measurement channel block for maintenance and calibration.

1

The trip unit blocks interface with the process measuring block, the logic matrix

blocks, the 120V AC vital bus system, and the operator, Each trip unit within a

given unit block receives a signal from a process monitoring device in the

corresponding process measuring block. In turn, each trip unit in a trip unit block
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provides an output to three of six logic matrix blocks. The operator interfaces with
the trip unit blocks to perform maintenance and testing, and to input the fixed
setpoints.

~ic Matrix

Each logic matrix block interfaces with the trip unit blocks from two channels via
the bistable relay contacts and with the initiation logic blocks via the logic matrix
relay contacts. Each logic matrix block also interfaces with two of the four vital
buses, e.g. the AB logic matrix relays are powered by two auctioneered power
supplies, one powered from PNA and one from PNB. Since these relays are

normally energized and de-energize to actuate, power supply failures do not
prevent actuation. The operator interfaces with this block include testing,
maintenance and the insertion, and removing channel bypasses.

Each initiation logic block interfaces with each of the logic matrix blocks via the

logic matrix relay contacts and with each of the actuation logic blocks via the
initiation relay contacts. The interface with the actuation logic blocks is arranged
to produce a selective two out of four coincidence circuitry. Each initiation logic
block also interfaces with one of four vital buses. The initiation relays (four per
ESFAS signal) are normally energized and de-energize to actuate. Therefore, loss

of power does not prevent ESFAS actuation, The operator interfaces with this
block include testing, maintenance and initiation ofa signal to actuate the actuation
circuitry.

~aaaal Tri a

Each of the blocks interfaces with the operator via its switch and with one of the

initiation logic blocks. The interface with the initiation logic block is arranged in
series with the logic matrix relay contacts.

Each actuation logic block interfaces witheach of the initiation logic blocks via the
initiation logic relay contacts. These actuation logic blocks also interface with the
individual actuated ESF system component via the group relay contacts. The
actuation relays are normally energized and de-energize to actuate. Therefore,
signal actuation does not depend on the availability of electrical power.

5.2.2.20.7 Technical Specifications

PVNGS Technical Specification Limiting Condition for Operation (LCO) for
ESFAS, requires instrumentation channels and bypasses to be operable with their
trip setpoints consistent with the predetermined values and response times. The
LCO also requires that an instrumentation channel be declared inoperable ifa

channel trip setpoint is less conservative than the predetermined values. Ifa

channel is declared inoperable, the LCO requires that appropriate actions be taken.

Most actions require that, with the number of operable channels being one less
than the total number of channels, the inoperable channel be restored within
48 hrs., or be in Hot- Standby within 6 hrs. and in Hot-Shutdown within the
following 6 hrs.
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5.2.2.20.8 System Operation
The ESFAS systems are maintained in a standby mode during normal operation.
The following actuation signals to the Engineered Safety Features (ESF)
equipment are generated when applicable monitored variables reach levels
requiring protective action. Some setpoints are externally variable to avoid
inadvertent initiation during normal operations such as startup, shutdown, and
cooldown, and evolutions such as low power testing.'The setpoints given below
are typical actuation setpoints.

nainmentI la i nActuati n i nal
Containment Isolation Actuation Signal (CIAS) actuates the Containment
Isolation System by providing signals to close valves on selected containment
penetration lines. Therefore, any radioactivity released to the containment
following a postulated Design Basis Accident would be confined. The CIAS
initiates isolation of the process lines penetrating the containment by actuating the
appropriate valves when two out of four HIGH (3.0 psig) containment pressure
signals or two out of four LOW (1837 psia) pressurizer pressure signals are
received by CIAS actuation logic, Manual initiation can occur on two out of four
selected switches on Control Room B05 and at the AuxiliaryRelay Cabinets,
Cabinet A for Train A, and Cabinet B for Train B. (See Figure 5.2-31).

C ntainmen ra Actuation Si nal

Containment Spray Actuation Signal activates the Containment Spray System
(CSS) and Iodine Removal System (IRS) to remove heat from the containment
atmosphere in the event of a LOCA or main steam line break accident. A
Containment Spray Actuation Signal (CSAS) actuation starts the'containment

spray pumps, opens the containment spray isolation valves and opens valves in the
IRS. The CSAS is initiated by receipt of two out of four HIGH-HIGH (8.5 psig)
containment pressure signals. Manual initiation can occur on two out of four
selected switches on Control Room B05 and at the AuxiliaryRelay Cabinets,
Cabinet A for Train A, and Cabinet B for Train B.

I

Main teamIsolati n i nal

Main Steam Isolation Signal (MSIS) isolates the affected steam generator by
closing the MSIVs, FWIVS, blowndown and SG sample valves. This assures that
a heat sink is maintained in the event of a secondary pressure boundary rupture.
The MSIS is actuated by receipt of two out of four HIGH (3.0 psig) containment
pressure, LOW (919 psia) Steam Generator pressure, or a HIGH (91.0% NR)
Steam Generator level. Manual initiation can occur on two out of four selected

switches on Control Room B05, at the 'AuxiliaryRelay Cabinets, Cabinet A for
Train A, and Cabinet B for Train B, or two out of four selected switches at the
Remote Shutdown Panel (RSP).

Safe In'tion Ac i nSi nal

Safety Injection Actuation Signal (SIAS) actuates both HPSI and LPSI pumps and

opens injection valves in the Safety Injection System to provide core cooling in the

event of a LOCA. As with a CIAS, a SIAS is initiated on two out of four HIGH
(3.0 psig) containment pressure. Also, a SIAS willoccur on two out of four LOW
(1837 psia) pressurizer pressure. Manual initiation can occur on two out of four
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selected switches on Control Room B05 and at the Auxiliary Relay Cabinets,
Cabinet Afor Train A, and Cabinet B for Train B,

ecircula i n A ati n i nal

Recirculation Actuation Signal (RAS) changes suction of the safety injection and
containment spray pumps from the refueling water tank to the containment
recirculation sump. The RAS is initiated by two out of four LOW (7.4% of span)
Refueling Water Tank level. Manual initiation can occur on two out of four
selected switches on Control Room B05 and at the Auxiliary Relay Cabinets,
Cabinet A for Train A, and Cabinet B for Train B,

uxilia FeedwaterAc ati n i nal

Auxiliary Feedwater Actuation Signal (AFAS) starts the essential auxiliary
feedwater pumps which initiates auxiliary feedwater Qow to the intact steam
generators to maintain a heat sink in the event of a loss of the normal feedwater
supply. The AFAS is initiated upon receipt ofa LOW (25,8%) water level trip from
an unruptured Steam Generator. However, ifthere is a large (185 psia) differential
pressure between the two SGs, indicating a ruptured SG, the SG with the lower
pressure (ruptured SG) willnot generate an AFAS. Manual initiation can occur on
two out of four selected switches on Control Room B05.

The four initiation circuits in the Plant Protection System (PPS) initiate a selective
two out of four logic in the ESFAS Auxiliary Relay Cabinets. Receipt of two
selective ESFAS initiation channel signals willde-energize the ESF subgroup
relays, which generate the actuation channel signals. This is done independently in
both ESFAS Auxiliary Relay Cabinets generating both Train A and Train B
actuation signals (see Figure 5.2-31).

In an actuation matrix, each signal also de-energizes the lockout relays when the
train's group relays are actuated. The lockout relays assure that the actuation signal
is not automatically reset once it has been initiated. In order to monitor the current
through each leg of the selective two out of four logic matrix, four diodes are

arranged in series to provide voltage for a local status light, the PPS status panel,
and a remote annunciator.

The ESFAS actuation systems are designed so that loss ofelectrical power to two
out of four measurement channels, initiation logic channels, or actuating logic
channels of a system causes actuation of that system However, loss of power to
initiation circuits one and three (1-3 leg) exclusively or two and four (2-4 leg)
exclusively willonly cause that leg to trip and not actuate (see Figure 5.2-31).

ESFAS bistable relays, initiation relays, logic matrix relays, and actuation relays
are normally energized and are de-energized to actuate and therefore, ESFAS
actuation does not depend on electrical power availability.

The actuation systems include of redundant Trains A (load group 1), and B (load
group 2). The instrumentation and controls of the two trains are physically and
electrically separate and independent, so that the loss of one train willnot impair
the ESF system's safety function.
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5.2.2.20.9 Major Modeling Assumptions

a) The ESFAS consists of various actuation signals. System failure is
thcrcforc dcfincd at thc signal lcvcl and rcprcsents the'failure of the
ESFAS signal to activate thc squired ESF system components.

b) System boundaries extend from the selected plant parameter sensor to,
but not including, thc ESFAS actuation relays. The actuation relays and
manual actuation ofselected group (or groups) ofESF system components
arc considered outside the system boundaries.

c) Since only one measurement channel of a given ESFAS signal can bc in a

bypass condition at any given time, unavailability contributions, due to a

channel in bypass, are included for measurement channel A. ~e bypass
condition includes bypass for test and maintenance).

d) The contribution to a given ESFAS signal unavailability, due to
coincidence logic matrix testing, is rcpresentcd by the testing of the CD
coincidence logic matrix. (Only onc coincidence logic matrix may be

, tested at any given time).

e) A manual blocking capability is provided for certain ESFAS signals such
as SIAS and CIAS to prevent spurious ESF system actuations during
normal shutdown operations. Spurious manual blocking of an ESFAS
signal was not modeled in the fault ttees.

f) Individual relays are modeled for each of the ESFAS trees except for
CIAS and SIAS which share the same matrix relays.

5.2.2.20.10 System Analysis Results

ESFAS actuation failure for each of the signals considcrcd (AFAS, SIAS, CSAS,
MSIS, CIAS, RAS) is dominated by common cause failure of the sensors and
associated signal conditioning circuits. The probability of failure from random
independent faults is very unlikely because there is suflicicnt redundancy (failure
requires three of four channels to fail in order to function).

C
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5.22.21 BOP/ESFAS Load Sequencer System

5.2.2.21 ~ 1 System Function
The ESF Load Sequencer functions as part of the Balance of Plant/Engineered
Safety Features Actuation Signal (BOP/ESFAS) system to generate Loss Of Off-
site Power (LOOP) signal, Load Shed (LS) signal, Diesel Generator Start Signal
(DGSS), and load sequencer start and permissive signals, as required by plant
operating conditions.

't

The Load Sequencer actuates in response to the following "Sequencer Modes:"

Mode 0 Sequencer in Standby.

Mode 1 Safety Injection Actuation Signal/Containment Spray
Actuation Signal (SIAS/CSAS).

Mode 2 SIAS/CSAS, with a LOOP.

Mode 3 LOOP (no SIAS/CSAS).

Mode 4 Auxiliary Feedwater Actuation Signals (AFAS-1 or
AFAS-2).

Control Room Essential Filtration Actuation Signal
(CREFAS), or Control Room Ventilation Isolation
Actuation Signal (CRVIAS).

Fuel Building Essential Ventilation Actuation Signal
(FBEVAS).

Diesel Generator Run Signal.

In response to the above Sequencer Modes, the sequencer initiates appropriate LS
signals, starts the associated Emergency Diesel Generator (DG), and sequentially
starts ESF and forced shutdown loads, as required. LS, and auto-sequencing of
loads, is necessary to prevent over-current instability on the associated Class 1E

4.16kV switchgear (PBA-S03 and PBB-S04). The above Scquencer Modes are

discussed in greater detail in,",System Operation.",

The systems/components associated with CREFAS, CRVIAS, and FBEVAS, are

not included in the PRA Model, therefore, this discussion willbe limited to other
actuations (combinations) indicated above.

5.2.2.21.2 Success Criteria
The success criteria for the BOP/ESFAS Load Sequencer system requires that all
system modules function, as designed, to initiate appropriate signals to provide DG
start, component LS, and component auto-sequencing.

5.2,2.21.3 System Description
The ESF Load Sequencer module consists of two redundant, independent trains,

associated with each of the Class 1E 4.16kV Divisions. Each sequencer train is

powered from a separate 120V AC vital bus, and a Class 1E 125V DC bus. Each

Load Sequencer train is composed of a LOP/LS module, DG Start module, and

BOP/ESFAS Sequencer module, Figure 5.2-32 shows a simplified diagram of the

Load Sequcncer system, and major interconnections between the various system

modules. Sequencer logic modules actuate ESF components, or generate
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component permissive signals, Sequencer logic allows loading of specific
components, based on appropriate combinations ofESFAS signals (as indicated by
the previously noted Sequencer Mode list), or signals generated by other system
modules. The ESF Load Sequencer modules are located in the BOP/ESFAS
control cabinets at the 140-ft. elevation of the Control Building, adjacent to the
Control Room.

In the event ofa Sequencer system actuation in the absence of a LOOP, (applies to
Sequencer Modes 1 and 4), no Sequencer LS signal is generated; only auto-
sequencing of appropriate loads occurs. In Mode 1 (SIAS/CSAS), shedding
signals from the SIAS AuxiliaryRelays (not associated with ESF Sequencer)
generate load shed of appropriate non-ESF loads.

In the event ofa LOOP, with or without an appropriate ESF signal present (applies
to Sequencer Modes 2 and 3), the Load Sequencer system monitors power at the
Class 1E 4.16kV switchgear (PBA-S03, and PBB-S04) ~ Upon sensing an
undervoltage condition (on 2 out of 4 undervoltage relays) on either of the
associated Class switchgear (indicative of a LOOP), a LS on the afiected train(s)
takes place. The LS signal causes appropriate sequencer module alarms, and
associated LOP/LS relay change of state, prior to initiation of component loading.

Major components that are tripped by a LS signal include: the Safety Injection (SI)
pumps, the motor-driven AuxiliaryFeedwater (AF) pumps ~ain B and Train N),
the Essential Spray Pond pumps, the Essential Cooling Water (EW) pumps, the
Essential Chilled Water (EC) chillers, the Class 1E battery chargers, the Class 1E

voltage regulators, and the circuit breakers that normally supply off-site power to
the 4.16kV ESF switchgear. Key components that are actuated by the LOP relays
include the Emergency DG output circuit breakers, ESF switchgear room AHUs,
and switchgear and Control Room normal, and essential HVACdampers.

The BOP/ESFAS Sequencer module loads necessary ESF components, including:
the SI pumps; the-Train*B-AF pump; the EW pumps, the EC system chillers, the
essential Spray Pond (SP) system pumps, the Charging pumps (permissive
actuation relays are blocked, however, pumps can be manually started), the DG
Building essential exhaust fans, the Control Room and Fuel Building essential
ventilation units, and the Control Element Drive Mechanism (CEDM) normal
AHUs (these units willrestart only ifthey were running before the sensed LOOP
condition). The Load Sequencer does not control any valves or dampers, thus, it
does not cause ESF system actuation.

5.2.2.21.4 Major Components

Each ESF Load Sequencer train is composed of three inter-connected, solid-state
logic modules: a LOP/LS module, a DG Start module, and a BOP/ESFAS
Sequencer module, The Train A modules are located in BOP/ESFAS cabinet,
SAA-C02A, and the Train B modules are in BOP/ESFAS cabinet, SAB-C02B. The
BOP/ESFAS cabinets also contain the electro-mechanical relays that provide LS,
align HVACdampers, and actuate ESF components. These 10 amp, spring-return
(to de-energized position), rotary relays may also be considered part of the Load
Sequencer system.
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5.2.2.21.5 Testing and Maintcnancc

The ESF Load Scqucnccr permits periodic system testing. Pcr Procedure 41OP-

1SA01, BOP ESFAS Modules Operation, Control Room operators perform
wcckly tests from thc Control Room, to check Load Scqucncer input/output signal

status. This test provides trip action verification from signal input, through thc
Load Sequencer system, and to the component actuation devices. The Load
Sequencer test verifies thc'continuity of component loading relay coils (by
applying a brief signal), without testing thc mechanical function of the relay rotors.

Full actuation of the BOP/ESFAS Load Scquencer system is performed at least

once per 18-month period, per Intergrated Safeguards Surveillance Tests, 73ST-

1DG01 and 73ST-IDG02.

Load Sequcnccr maintenance may be performed on only one scqucncer at a time.
Load Sequencer removal from service entails a complex process, involving
jumpering of specific connections to prevent auto-actuation of certain systems.
Load Sequcncer dc-energization is controlled by Operation Procedure 41OP-
1SA02 "De-Encrgization of BOP/ESFAS", Maintenance Procedure 36MT-9SA03
"BOP/ESFAS Cross Train A Jumper Installation and Removal" controls
installation/removal of cross-train jumpers in preparation for de-encrgization/rc-
energization of the BOP/ESFAS cabinets.

Thc procedure forLoad Sequenccr removal from service directs the Control Room
operator to first perform the following steps: place-the associated train's SP and

EW system in service, rack-out the associated train's SI and AF system pump
circuit breakers, and place the associated train's emergency DG in "OFF."

5.2.2.21.6 System Dependencies and Interfaces

~~itin
The actuation signals associated with the ESF Load Sequcncer system are
indicated on Figure 5.2-32. The following information should be noted:

I

~" The Dgs'will«start-directly on AFAS-1; AFAS-2; or SIAS but thc DG
output circuit breaker willnot close onto thc associated 4:16kV switchgear
unless a LOP signal. (from thc LOP/LS module) is also present. With an

AFAS or SIAS present, and no loss ofpreferred power, the Control Room
operator may manually override thc AFAS or SIAS signal. The DG can

then be manually shut down (locally or remotely).

~ The AFAS and SIAS signals are unaltered as they pass through the DGSS
module.. a

~ FBEVAS, CREFAS, and CRVIAS functions are not included in the PRA
Model.

Each of the ESF Load Sequenccr trains receives power from an auctioneered

power supply, via its associated Class Power Division. The Train A Load
Sequencer modules arc normally powered from Class lE 120V AC vital/
instrument power bus, PNA-D25. Train A Load Sequenccr backup power from
Class 1E 125V DC bus, PKA-D21, is,immcdiatcly available, via an inverter. The
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Train B Load Scqucnccr is similarly powered from Class 1E 120V AC vital bus,
PNB-D26, and Class 1E 125V DC bus, PKB-D22.

The fans that provide forced air circulation through the BOP/ESFAS cabinets are
also powered from the associated Class 1E 120V AC vital bus, PNA-D25 or PNB-
D26.

HV~
The two power supply modules, and approximately 30 relays, contained in each
BOP/ESFAS cabinet, present a substantial heat load. This load has the potential to
degrade thc operation of the solid-state logic modules. Each cabinet power supply,
therefore, contains its own cooling fan, which ejects heat to the outside of the
vented cabinet. Failure of these fans is locally alarmed.

Early operations experience at one of thc PVNGS Units indicated that the BOP/
ESFAS logic modules could malfunction ifthc cabinets were cooled only by
natural convection; therefore, each BOP/ESFAS cabinet (SAA-C02A and SAB-
C02B) was provided with dual fans mounted in the top panel of thc cabinet. These
fans provide forced air cooling of the Load Sequcncer modules, and associated
BOP/ESFAS equipment contained within thc cabinet. BOP/ESFAS cabinet high-
tcmpcrature is alarmed in thc Control Room as part of the BOP/ESFAS cabinet
trouble alarm.

Thc HVACanalysis performed for PVNGS systems and rooms includes analysis
of appropriate Control Room (and cabinet area) ventilation systems. Because the
cabinet area room air is circulated through the BOP/ESFAS cabinets (via thc
cabinet cooling fans), the ESF Load Scquenccrs depend upon Control Room
HVAC, in addition to the cabinet cooling unit dcpcndency. Analysis indicates thc
equipment in thc cabinets is not threatened until cabinet area room temperature
reaches approximately 119'. Above this temperature, various BOP/ESFAS
modules could fail to function. In addition, the BOP/ESFAS modules could
generate spurious LOP/LS signals which could significantly affect plant/system
operating conditions-.'-""'"" ~

" ' ' "

Upon a BOP/ESFAS Load Sequencer actuation, the Control Room operator is
required, pcr Emergency Operation Procedure 41EP-1ZZ01, to verify proper ESF
system component shed and auto-sequencing.

When the Load'Sequencer,enters Modes 1, 2; or,:4, the operator must manually
reset associated ESFAS signals (SIAS,,CSAS",etc!) before the Load Sequcncer can
return to Mode 0.

5.2.2.21.7 Technical
Specifications'VNGS

Technical Specification 3/4,8.1.1.2, "Electrical Power Systems," directly
addresses ESF Load Sequcncer surveillance. This Tcchnical Specification requires
that each DG be demonstrated opcrablc, at least once per 18 months, by the
following:

~ Verify that thc Load Scqucncers are operable (interval tolcrancc between
load blocksl sec. of its design interval).
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~ Verify de-energization of the emergency busses, and load shedding from
the emergency busses.

~ Verify that DG start occurs, emergency bus permanently-connected loads
are energized within 10 secs., and auto-connected shutdown loads are
energized through the Load Sequencers.

~ Verifythat on ESF actuation test signal (without LOP), the DG starts on its
associated auto-start signal, and operates (in standby) for a minimum of5
nllns.

Jg

The aforementioned list contains only those DG testing/surveillance requirements
which are directly applicable to operation of the ESF Load Sequencers.

In addition, specifications pertaining to ESFAS response times (Technical
Specification 3/4.3, Table 3.3-5) require that certain SI and AF system responses
occur within specific time constraints. DG start and sequencer loading delays are
also included within some ofthese limits, placing requirements on Load Sequencer
performance,

5.2.2.21.8 System Operation

Normal BOP/ESFAS Load Sequencer system operation is indicated on Figure 5.2-
33. The following provides a detailed discussion which supplements the
information provided on this figure.

During normal at-power operation, the BOP/ESFAS Load Sequencer system is in
"standby" mode (Sequencer Mode 0). The Load Sequencer system is ready to
respond to SIAS/CSAS, LOOP, AFAS, CREFAS/CRVIAS, FBEVAS, and DG run
signals, as necessary. The Load Sequencer has four independent "operating"
modes. In response to the changing mode conditions, the Load Sequencer must
always "reset" to Sequencer Mode 0, before entering a different operating mode.

n P

Upon sensing a SIAS or CSAS'(in the absence of a LOOP condition),'the SIAS
AuxiliaryRelays first shed specific non-ESF loads, as indicated in Table 5.2-1. The
ESF Load Sequencer then actuates specific components according to the
appropriate loading sequence, also provided in Table 5.2-1. When component
loading is completed, the load sequencer remains in Mode 1 until either the SIAS/
CSAS signal clears (must be manually reset by the Control Room operator), or a

LOOP occurs, at which time, the Load Sequencer immediately returns to Mode 0.

Se uencer M de 2- SIA / SAS c incid nt with a L P

When a SIAS (or CSAS) exists concurrently with a LOOP, an ESF LS signal is

generated on the affected train (via a 1 sec. LS pulse), thereby, shedding all
equipment indicated in Table 5.2-2. Automatic component loading is initiated
when the associated Diesel Generator output breaker closes. The ESF Load
Sequencer then actuates specific",components according to the sequence, also

provided in Table 5.2-2, Ifeither the SIAS/CSAS signal clears (must be manually

reset by the Control Room operator), or the LOOP condition clears (after the 60

sec. lock-in expires), the Load Sequencer returns to Mode 0, The Load Sequencer

senses power restored to the associated ESF switchgear when the DG output
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breaker closes. After component loading is completed (following the 60 sec.
LOOP signal lock-in), the Load Sequencer returns to Mode 0.

e uen rM e3-L P no IAS/ SA
When an undervoltage condition is sensed (on two out offour undervoltage relays)
on either ofthe associated Class 4.16kV ESF bus, an ESF LS signal is generated on

'the affected train (via a 1 sec. LS pulse), shedding the same equipment as for
Sequencer Mode 2. Automatic component loading is initiated when the associated
DG output breaker closes. The ESF Load Sequencer then actuates specific
components according to the sequence provided in Table 5.2-3. Ifthe LOOP
condition clears, or ifa SIAS or CSAS signal is received by the Load Sequencer,
the Load Sequencer immediately returns to Mode 0. The Load Sequencer senses

power restored to the associated ESF switchgear when the DG output breaker
closes. After component loading is completed (following the 60 sec. LOOP signal
lock-in), the Load Sequencer returns to Mode 0.

Se uencerM de4-AFAS-1 rAFA -2 n SIA A andn L P-
Afteran AFAS-1 or AFAS-2 signal is received, the ESF Load Sequencer generates
signals for automatic loading of specific components, according to the sequence
provided in Table 5.2-4. Ifthe AFAS signal(s) clear (must be manually reset by the
Control Room operator), or ifa SIAS, CSAS or LOOP signal is received by the
Load Sequencer, the Load Sequencer immediately returns to Mode 0.

Se uencerM de4-Die elGenerat rRun noSIA /C AS andn L P

Upon receipt of a DG run signal, the ESF Load Sequencer generates signals for
automatic loading of specific components, according to the sequence provided in
Table 5.2-4. Ifthe DG run signal clears (i.e., DG trips), or ifa SIAS, CSAS, or
LOOP signal is received by the Load Sequencer, the Load Sequencer immediately
returns to Mode 0.

After the Load Sequencer has entered a given mode, receipt of a subsequent input
signal may require a change ofSequencer Mode.".In this event, the Load Sequencer
resets, transfers to the required Mode (in the case of a LOOP, the 60-sec. "lock-in"
must also clear before Sequencer transfer to a new Mode), and initiates sequencing
of the required loads. Reset of the Load Sequencer willnot cause shedding of
components loaded during a previous Mode condition.

Ifa Load Sequencer actuation condition occurs while the associated DG is
supplying power to the associated ESF bus, the Load Sequencer willinitiate
appropriate component loading, without shedding any previously running
equipment.

Ifa LOOP occurs at some time after a Load Sequencer actuation, and component
loading has occurred (DG is up to rated speed and voltage, and auto-actuated ESF
equipment is running), the sequencer initiates restart of the associated SI and Train
B essential AFpump, etc. This provides uninterrupted flow to the reactor core, and
to the SGs.

5.2.2.21.9 Major Modeling Assumptions

a) The BOP/ESFAS Load Sequencer system consists of closely integrated,
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vendor-supplied units. These units rely, primarily, on solid-state logic
modules; therefore, this system is modeled as a series of Undeveloped
Events (UEs) representing each of the modules. AllLoad Sequencer
modules which may contribute to a particular system failure, are explicitly
modeled the appropriate system Fault Gee (UEs are included in the logic
for each component aQ'ected by failure of the Load Sequencer). Table 6.2-
7 lists Load Sequencer system events used in the system Fault Trees.

b) Major ESFAS systems which provide actuation signals to the Load
Sequencer system were developed separately, and appear as developed
"support" systems in the system Fault Trees.

c) The PVNGS PRA, conservatively, takes no credit for Load Sequencer
inputs from the FBEVAS, CREFAS, and CRVIAS systems.

5.2.2.21.10 System Analysis Results
AllESF Load Sequencer faults, modeled in the PRA, are single failures. Their
relative importance depends entirely on the front-line/support system Fault Tree in
which the Load Sequencer or LS event(s) appear, Table 6.2-7 gives the failure
probabilities for each of the Load Sequencer faults modeled in the various system
Fault Trees.

Rev. 0 4/7/92 5,2,2 Support Systems 5-160



References

5.3 References

5.3.1 EPRI, "Documentation Design for Probabilistic Risk Assessment", RP2171-3,
October 1983

5.3.2 D. Carlson, "InterimReliability Evaluation Program Procedures Guide",
NUREG/CR-2728, January 1983

5.3.3 Combustion Engineering Design Document, 14273-PE-IR-30, Rev 03,
Section 4.3.1.1

5.3.4 Combustion Engineering, 'Probabilistic Risk Assessment of the Effect ofPORVs
on Depressurization and Decay Heat Removal for PVNGS Units 1, 2, and 3,"
CEN-239, Supplement 3, September 1983

Rev. 0 4/7/92 5.3 References 5-161





Systcrn Descriptions

Matrix 5.2-1 PVNGS System Dependencies Matrix
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SUPPORT TO FRONT-LINE SYSTEM DEPENDENCY

A) The ESFAS 2J4 provides initiaung signals for components which require automauc
actuation following rupture of a primary or secondary pressure boundary. These signals
are as follows:

Containment Isolation Actuation Signal (CIAS)

Containment Spray Actuation Signal (CSAS)

Main Steam Isolation Signal (MSIS)

Safety Injection Actuation Signal (SIAS)

Rc-circulation Actuation Signal (RAS)

AuxiliaryFeedwater Actuation Signal (AFAS)

B) Pump room cooling.

C) Cooled by control room ventilation (not modeled).

D) ADVE/P dependence in AF pump room (not modeled).

E) Backed up by HP Nitrogen for feed reg. valve and downcomer isolation valve operation.

F) Each valve has its own backup Nitrogen ac'cumulator.

G) Provides motive force to hold open downcomer isolation valves.

H) Safety Injection Tanks pressurized with Nitrogen.

J) 480V AC dependency.

L) Trip breaker depends on DC power to energize trip coil or maintain UV coils energized.

N) Half leg actuations through RPS AC to DC power supplies. Loss of any two results in
actuations.

0) Pump room cooling (not modeled).

P) Off-site Power includes Non-class power systems within the power block.

Q) N pump is also dependent on non-class 125V DC via the downcomer bypass valves.
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Mntr ix 5.2-1 PVNGS System Dependencies Mntrix(Contintted)

System Descriptions

SUPPORT'SYSTEM (dependent) "
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SUPPORT TO SUPPORT SYSTEM DEPENDENCY

A) Essential Chillers provide cooling water to HVACunits.

B) Cooling water provided to HVACcomponents upon receipt of the following signals:

Containment Isolation Actuation Signal CIAS)

Containment Injection Actuation Signal (CSAS)

AuxiliaryFeedwater Actuation Signal (AFAS)

Loss of Off-site Power (LOP)

C) DG's have weak dependency on ESFAS (Loss of Off-site Power).

D) Chargers reloaded on bus followingLOP and/or SIAS.

E) Pump room cooling.

F) Switchgear room cooling.

G) DG room cooling (strong dependence during DG operation).

H) Off-site Power includes Non-class power systems within the power block.

L) Battery can supply loads for two hours given loss of charging.

N) 120V AC normally depends on DC power, 480V AC is backup.

P) DGs supply emergency on-site power upon LOP.

S) Breakers depend on DC power for closure.

T) Loss of any two channels actuates ESFAS.
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Flot-Leg Injection
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HigldLow Pressure Safety Injection System
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Rev. 0 4/li92 5.2.1 Pront-Line Systems 5-171



Front-Linc Systems

I'som Loop 2
I lot Leg

Prom Loop I
Ibe.log

5th VY4$$ $IA.IIY4$1

SISS UV4$4
SIC.UYISI

SIA.!IVII~ SIA.NV4$5

$tb VY4$4
Vnoeteoeeoe Steep
Isno A
SIA fol

$IA.IIYOIS

Srooso»
Itnt tte eroehee
SIA POI

SIA IIV444 SIA IIY4$$ 5tA VY4$$

Yo loop IA
Ceto leg

toe Ionoeeo
5e +bSnooo Isnp A

8 IeC +r

r~
Essnnlol
Coobng Water
Systnn

To Fssenisl
Cooling ts ssn
5ystnn

VS trop Ib
thts log

Stb IIVSSS 5th IIVSrs

Qoeooo»oo Sony
lseoo It
Stet IOI

Sth ttvsse

Ssoon»
II ee Prenemn
$ th COI

Stb ItYOS4 stb wms
'I

Io P»oooo
$ ener IYoOoo isoep b
5th IOI

Rom
lArne[el
Cootoeg Worn
Systerro

To Dsnslsl
Cooling Woter
System Sgt W45$

Figurc 5.2-7

Slut tdown Cooling System

Rcv. 0 4/7sr92 5.2.1 1 ront-Linc Systems 5-172



Front-Linc Systems

.$j
>r
SIA y)OS StA UVIII

OA 4\ r'. v
SIA UVII) Co>I >uu>CIO

S OS>to

H
rrvS ug r

Cvr .- ir+J Rcfscttns
atA.Y)os atA Itvs)I tvucl

Tjot
CIIEm)

XcO'ls v
fOll $IS 1$ YII4 IO)o SIO UY4I4 IUIIS

Sle.VI I) M
)OS ate«V))O iu,

vr >>j" 'jr C.,

IOIO SIA Uycll IOllf $IS UVII~ SISVIII
SIS.XIIA

4~
W VV> Lct IAC>l) LS

i'r ' y Slsvcos Stsvcls
SIS.YO>f g„

IOSI S t>uy
SIS M1

rC S> . r
SIS IIYOIS SISVXO gu,P

ttsl S t i>t
Slo. IOI

$ IS IIYIOO

IDIO SIS WIIS SIS vll~ Stev)O stet)If
4- cil-- '+t4$-- cn---

IOIO SIS UY414 IOIIS
>I

Ps. >4/ I,I:. Stevtl)

IOII SIXAIYI)1 fon)

SU>yu4 SIS.VIII Slo IIVXO

SISWI)I Ste vlf5

5le Ol Stsy CIO

Pc v>

:jt> +) Sle VXO SIS UYIIS SIS UY4)5

~co4 .-~U»cl-----.:.:.--I~i~>-~PC/' vv """""+Sut)ftuLs
$U>tlvu>o - SIDIIY))l Io)ll stev))) Slsv9>4 sls.v))1

~: >>Or I c SIS'W441 SISYC4 10)4 II

SIUVISI Stb VIOI IO))

r SIS VIII

SOOI SIS.VVI)4 IOI)4
~ C

Stevt))

IOIS SIA.WI)f IOI)l

-'v-- ~W---'i:--
tocl SUI UY4I4 IO)IS

---:::::)--r:"'-0---':i.::'--
SIA.WSII IOICI

$>5-V)II SISVZSI

Slt

SIA WS)I Slevl)S
stexotc

L>t)AC>IILSi'Sg

tsYC)O
SIA.W4I4 $IA.VIIIIOI5

C

stevso

.„„.,j,g,
SIA.VC)I SIA,YOS SIA Uy)OS

SIAAIVOIC SIS V)C)
StexoID

~+r) 0,

SIA MYSS) SIA.V)ol c h~r lect IS C>14 LS
SSI.YSI) jteyfclIOll SIS UY445

?>>- r cIts) A t>uy
SIA IOI

SIA.YC>I SIA VI)4
SIA.VaO

P
/

It)st A t>»t

SIA-V )le

Safety Inject ton Pinks

tr ~c>

. SIA IIY444 >"'---
---:(>-....I S~ SIA ts'VOIO

tt"44-~M—:::: ":"J-:,'><3-f'~~
SIA.IIV4OISICIIV)1) 10)IO SIA.VSIS SIA Y))1 SIA.V)11

Figurc 5.2-8

Itev. 0 4/7/92 5.2.1 Front-Line System 5-173



Front-Linc Systems

al
liC

SCN V002 SUMFYIII) SCA UYI11 SC!LUVI)S IGsylc
To Sream Generrroe I

CfA IIYOOI GFA IIVOOI AlllVent

Al)rVIII AFIIVOI)

SGM Itylll)

IO AIMler
AIIIVI))

IM)

FWIAMVr

SIFI FYIII) .UYII SCS.VO)) + SCS VISA

To Steam Gener noe 2

Ceh)ena ate

Stoh)o
TalA

GIF TQI

A)IIIrane)
! i+ S A
i~ ! ~sg<j~ Aer)I!arfSeam

AfAVOM AFA Y055

M

SGA.VOI) SCA UVI)l

Al'AIIVSI . AfAVOOI

SGIINVIIIS

Sream Genehtor - I

Terbrn
Drirer

A!AIIGI

SGA.WSII SCAIIYI)O

Armor Fhero

AFA.IIYO)l AB UYO)I

AFA.VI)1 AFA-VIIS AFA YOII

GFA VIIS AFA.VOOI Al'A.V001

AFA FOI

AB'iran)) AFAIIYO)1

Al'AVOI)

CIS.YO)l AfS.1011 AIS YOI) ~

AFA V005 AFA.yo)O

AflLVI)O

I'rom)treater Ma!cop
)rater Tark

ASS.YOII Aflaye)5

AISIIVO)0 AfS-UYO)l

M M

AFS IIYO)I AIS UYO)5

A)S let

I-/~1"-'~nf'W"I a alan
Afn)VII

Figurc 5.2-9

AuxiliaryFccdwatcr System

Rcv.O 4n9? 5.? 1 I ront-Linc Systems 5-174



Front-Line Systems

Icaa)o er cr
Ps

I
I I

sr

tsar IIV)I

rn
5 iV)ro
QTea4

gA

CXHIIYISI

«XtllDY)t)

CXH IIYIIO

«XN IIVII«A

CXN«lV)llA

«DHVV)i«O

sr

tneaw
l4aw
1nnb >

CCH IIVIINI

~aeeew
)4ew
YnnC

«xN IIY)IHr

CDH.Vlit

fWH IOIA

p
tWH-Vool

IWlaYOI)

al
"'""1

tea)r NYI0)

( a

qYnn 5

5«)ivor) ScN.Yc)l

SCN vcot SctaYc))

AP ()lao)OS

(Io SG I)

AP ()rare(05

(ro SGS)

«DH HV)I CDN.YQ

«XHIIY)) CDNV)l

CDN IOIA

CDN tor4

«IN IICY)

«XtlIIVI

B
«DN IIVl

0

)WNIVIII

Cordcrocr

1 braoll

CXH ICYI SC

CDNV«OO CDNAVt) CXNVOO)

CD)(.Y(0) «DN Ivli «xN.Y«ot

Cttl IIVI) CXtavn

CXICIOIC

«XN IICVl

CDN IICVISS

«xH vcoc «xrcvN)
Seal Bkcdot(
To Cora)coact

Coadcro sr ~

Sites)o
Tank

«Xtl VOIO «XH.V))I

Figure 5.2-10
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Turbine Bypass Valve System
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Atmospheric Dump System
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Essential Chilled Water System - Train A, .
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Essential Cooling Water System - Train A

Rev. 0 4/7/92
y

5.2.2 Support Systems 5-182



SupportSystems

NO

SPA ttVesA

SPA POl

NC Q
~---e

gPA.NVe9B

SPA VOtt

To Emergency Diesel
Generator erst Essentlsl
Coohng Weter Systems Coolmg Wster Systems

Figure 5.2-18

Essential Spray Pond System - Wain A
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Instrument AirSystem
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ESF Switchgcar "DC Equipmcnt" Room HVAC
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CAAool koore
Rssoeaal AUIOIAIAOVAO

IUAlol

Rcv.O ~ne2 5.2.2 Support Systems 5-I87



Support Systems

I'rom FSP Scraicc Tmre(ormer

NIIN X03(11tare $ 2.273

Ftorn KSPSerako Trsmfonner

NBN X(3( (Agora $2.273

rrsaratr tnadorg
Orm

Trna A I IFSI

Trna AIJSI
Train A Cortslranert Spray

Train A lircrtnlCool'mg Warer Famp
Tenn ASissy Fonl Famp

Tnin A Fssera'nl Chigcr
Tenn ALoad Ccrten
L3 I. L33, L3$
~ Mornnl ChiNcr A
~Tract IIAaa. Fccdasrcr Famp
I

Tress 8 IIFSI

Tram 8 IJSI
Tmin 8 Cortsirrncrt Spray

Train 8 Esrcrtial Cooling Water Famp

Tmin 8 Esrcrtlsl Cbigre

Tram 8 AarsTnry rscdoarcr Pomp

Tram 8 Slcsy had Fsrrp
Train 8 Load Ccrc«s L32, L3(, L3d

FBBd(NB

Train A IÃcscIC+nnnor
I%A (gr I

TIsin 8 IXesel Cmnsenoc
IKS-(Xrg

~I(on@a(cry Reined Losdglnd en SIAS

Figurc 5.2-23

Class 1E 4.16 kV Power System (PB)
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Class 1E 125V DC Power System (PK)
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Class I E Instrument AC Power Systcrn (PN)
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Off-site Power Supplies For Palo Verde Units l, 2 and 3
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Non-class l 3.8 kV and 4.16 kV In-plant Power Distribution (NA)
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Non-class 1E 125V DC Power Distribution (NK)
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Figure 5.2-29-

Engineered Safety Features Actuation Signal Block Diagram
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BOP/ESFAS Load Sequencer Module Interconnections
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Table 5.2-1 Sequencer Mode 1 (SIAS/CSAS) Operation

h 'lpga%)g+P)iVI i )~,P v, jp (i(9 ((hVhiV@()p)( P( iW((h g ggV9$ wvp+ghpPphg)%'lgAw Y(Vgh 9 iQ Vgh ghg+v g'lY+iV \,( pP Vg )P v(hVh)~)WQ(vugg i Wl (p WgAV(g

K125

K231

K231

K126

K128

K127

K221

K222

K223

K225

K226

K227

K231

K231

N/A PBA-S03 4.16kV Class Switchgear ~ain A Only)

N/A PBB-S04 4.16kV Class Switchgear ~ain B Only)

N/A Various Essential Lighting A / B

N/A Various Class-Powered Pressurizer Backup Heaters

N/A WCN-E01A Normal Chiller A (Bain A Only)

N/A AFN-P01 Non-essential AuxiliaryFeedwater Pump ~ain A Only)

N/A HCN-A01A/B Containment Normal ACUs
HCN-A01C / D

N/A HCN-A01A/ B CEDM Normal ACUs
HCN-A02C / D

DGA-H01/ DGB-H01 Emergency Diesel Generator A/B Starts

SIA-P02/ SIB-P02 High Pressure Safety Injection Pump A / B

CHA-P01/ CHB-P01 Charging Pump A/B (Permissive. Actuation Relay Blocked)

CHE-P01 Charging Pump E (Permissive Block from Train A or B)

SIA-P01/ SIB-P01 Low Pressure Safety Injection Pump A/B

HDA-J01/ HDB-J01 Diesel Generator Room Essential Exhaust Fan A / B

HJA-F04/ HJB-F04 Control Room Essential AirHandling Unit A / B

HJA-J01/ HJB-J01 Fuel Building Essential AirFiltration Unit A/B

AFB-P01 Essential AuxiliaryFeed Pump (Gain B Only)

SIA-P03 / SIB-P03 Containment Spray Pump A / B

EWA-P01/ EWB-P01 Essential Cooling Water Pump A / B

SPA-P01/ SPB-P01 Essential Spray Ponds Pump A / B

ECA-E01/ ECB-E01 Essential Chiller A/B

CHA-P01/ CHB-P01 Charging Pump A/B (Perm. Actuation Relay Unblocked)

CHE-P01 Charging Pump E (Permissive from Train A or B)
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Table 5.2-2 Sequencer Mode 2 (SIAS/CSAS + LOP) Operation

K204 PBA-S03K/ PBB-S04K 4.16kV Class Switchgear Alternate Supply Breaker Opens

K204 PBA-S03L/PBB-S04L 4.16kVClassSwitchgearNormalSupplyBreakerOpens

K202 SIA-P02/ SIB-P02 High Pressure Safety Injection Pump A / B

K202 SIA-P01/ SIB-P01 Low Pressure Safety Injection Pump A/B

K202 SIA-P03/SIB-P03 ContainmentSpray Pump A/B
K202 EWA-P01/ EWB-P01 Essential Cooling Water Pump A/B

K204 SPA-P01/ SPB-P01 Essential Spray Pond Pump A/B

K202 ECA-E01/ECB-E01 Essential Chiller A/B

K204 PCA-P01/PCB-P01 FuelPoolCooling Pump AfB
K202 CHA-F01/ CHB-P01 Charging Pump A/B

K202 HE-P01 Charging Pump E (Train A or B)

K204 HCN-A02 A/B CEDM Normal ACU Fan A/B

K204 HCN-A02 C/ D CEDM Normal ACU Fan C/ D

K204 HCN-A01 A / B Containment Normal ACU Fan A / B

K204 HCN-A01 C/ D Containment Normal ACU Fan C/ D

K204 HJA-F04/HJB-F04 ControlRoomEssentialAHUA/B

K204 HDA-J01/ HDB-J01 Diesel Generator Room Essential Exhaust Fan A / B

K204 WCN-E01A Normal Chiller A (Train A Only)

K202 AFB-P01 - Essential AuxiliaryFeedwater Pump (Train B Only)""
'202AFN-P01 Non-essential AuxiliaryFeedwater Pump (Train A Only)

K202 PKA-Hll/PKB-H12 Class 1EBattery Charger- TrainA/B
K202 PKC-H13/ PKD-H14 Class 1E Battery Charger - Train A / B

K202 PKA-H15/ PKB-H16 Class 1E AC/ BD Swing Battery Charger - Train A/B

K202 PNA-V25/ PNB-V26 Class 1E Voltage Regulator - Train A / B

K202 PNC-V27/ PND-V28 Class 1E Voltage Regulator - Train A/B

DGA-H01/ DGB-H01 Emergency Diesel Generator A/B Starts

PBA-S03B / PBB-S04B Diesel Generator Output Breaker Closes

K231 CHA-P01/CHB-P01 Charging Pump(PermissiveActuationRelayBlocked)

K231 CHE-F01 Charging Pump E (Permissive Block from Train A or B)

K125 SIA-P02/ SIB-P02 High Pressure Safety Injection Pump A / B
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Table 5.2-2 Sequencer Mode 2 (SIAS/CSAS + LOP) Operation (Continued)

K126

K127

K128

K221

K232

K222

K223

K225

K226

K227

K231

K231

K234

SIA-P01 / SIB-P01

HJA-F04/ HJB-F04

HDA-J01 / HDB-J01

HFA-J01/ HFB-J01

PKA-Hl1 / PKB-H12
PKC-H13 / PKD-H14
PKA-H15 / PKB-H16
PNA-V25 / PNB-V26
PNC-V27 / PND-V28

AFB-P01

SIA-P03 / SIB-P03

EWA-P01 / EWB-P01

SPA-P01 / SPB-PO1

ECA-P01 / ECB-P01

CHA-P01 / CHB-P01

CHE-P01

HCN-A02 A / B
HCN-A02 C/ D

Low Pressure Safety Injection Pump A/B

Control Room Essential Ventilation A/ B

Diesel Generator Room Essential Exhaust Fan A/ B

Fuel Building Essential Ventilation A/B

Class 1E Battery Chargers Re-energized

Class 1E Voltage Regulators Re-energized

Essential AuxiliaryFeed Pump (Train B Only)

Containment Spray Pump A/ B

Essential Cooling Water Pump A / B

Essential Spray Ponds Pump A / B

Essential Chiller A / B

Charging Pump A / B (Perm. Actuation Relay Unblocked)

Charging Pump E (Permissive from Train A or B)

CEDM Normal AirHandling Units Restart
(Previously running units restart, units in "Auto"are enabled for
Auto-Start)
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Table 5.2-3 Sequencer Mode 3 (LOP) Operation

$r v vyvry}wy.yam}v*yryrr}wr,rwr+vvr}0}y}}}@vry}}Q(+r}wCw}p$0pr yrrrygv}}g p ... vppvCvg(QvCv,, M~@}vg(QXygyrryu!rrv~vVXpprw}. Vgy. ~w Y(vrgwyy(rv(vier r}yy(rvrvrr}vrw}v}$g

~ ."'' V '"."v}Vv}~ < 'rv}}. r} "'c ~

E. "" ""':. ' ""'""~""'""''"" '." """'."":"'"::"': " """' "' "'"'"'.-" '"~'aM":"-'" ':"'"~v '!.''(""i"'i4'"'i""'":-'" '4"'"""i;:
"'""'ame

as for Sequencer Mode 2

K127

K128

K232

K235

K234

K222

K225

K226

K227

DGA-H01 / DGB-Ho1

PBA-S03B / PBB-S04B

HJA-F04/ HJB-F04

HDA-J01 / HDB-J01

PKA-Hl1/ PKB-H12
PKC-H13 / PKDH14
PKA-H15 / PKB-H16
PNA-V25 / PNB-V26
PNC-V27 / PND-V28

HCN-A01 A/B
HCN-A01 C/ D

HCN-A02 A / B
HCN-A02 C/ D

AFB-P01

EWA-P01 / EWB-P01

SPA-P01 / SPB-P01

ECA-E01 / ECB-E01

Diesel Generator A / B Starts

Diesel Generator A/ B Output Breaker'Closes

Control Room Essential Ventilation A / B

Diesel Generator Room Essential Ventilation A/B

Class 1E Battery Chargers Re-energized

Class 1E Voltage Regulators Re-energized

Containment Normal AirHandling Units Restart
(Previously running units willrestart, units in "Auto"are
enabled for Auto-Start)

CEDM Normal AirHandling Units Restart
(Previously running units restart, units in "Auto"are enabled for
Auto-Start)

Essential AuxiliaryFeed Pump (Train B Only)

Essential Cooling Water Pump A/B

Essential Spray Ponds Pumps A/B

Essential Chiller A,/B,..., ...„,
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Table 5.2-4 Seguencer Mode 4 (AFAS-1 or AFAS-2, and Diesel Generator Run)
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DGA-H01 and DGB-H01 Diesel Generators Start

N/A AFA-P01 Essential AAuxiliaryFeed
Pump'222

AFB-P01 Essential B AuxiliaryFeed Pump

K225 EWA-P01 and EWB-P01 Essential Cooling Water Pumps

K226 SPA-P01 and SPB-P01 Essential Spray Pond Pumps

K227 ECA-E01 and ECB-E01 EssentialChillers

DGA-H01/ DGB-H01 Diesel Generator Running

K128 HDA-J01/ HDB-J01 Diesel Generator Building Essential Exhaust A/B

K226 SPA-P01/ SPB-P01 Essential Spray Ponds Pump A/B

a. The 'IMn AAuxiliaryFeedwater Pump is started from the NSSS ESFAS System
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SECTION 6 Data Analysis

This section prcscnts the failure data analysis performed for the Palo Verde
Nuclear Generating Station (PVNGS) Probabilistic Risk Assessment (PRA).
Section 6.1 discusses initiating event frequencies and provides the details for
obtaining each initiating event frequency and its data source. Identification and

definition ofeach initiating cvcnt is described in Section 4. The basic event data in
Section 6.2 includes the data for failure rates and derivations forspecific events not
fully discussed elsewhere including maintenance unavailability, control circuit
failures, and recovery of off-site power. This section includes the treatment of
hourly failure rates, common cause, a description of the basic event naming
convention, and a description of the Bayesian updated data.

The data in the initialPVNGS PRA was based entirely on generic failure rates. The
update of the gcncric data using a plant specific Bayesian update was performed on
thc more important events. The generic data base was compared with several
sources during its development and most values were found to be within
acceptable range of availablc industry data sources. Justification for those that
differ from other data sources is included in the discussion for that event.

6.1 Initiating Event Frequencies

Each of the accident scqucnces analyzed in the PVNGS PRA is initiated by an

event or transient that causes thc plant to react in other than a steady state mode.

Thc identification and definition ofeach initiating event used in the PVNGS PRA
is described in Section 4.1 The derivation and the frequency values of the initiators
are discussed in the following sections;.
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6.1.1 Methods ofDetermining Initiating Event Frequencies

As stated, PVNGS accident initiators are identified and listed in Section 4.1 Once
identified, a method of determining a valid frequency for each of the initiators was
required. PVNGS initiator frequency modeling consists of several different
methods. Depending on the type ofinitiator, one or more of the methods were used
to determine the frequency.,'Ihe following sections explain what the methods are

and, in general, to which types of initiators the methods were applied.

6.1.1.1 Generic point estimate

Generic point estimate initiator frequencies are based upon industry experience
estimates. PVNGS PRA frequencies that are quantified using generic point
estimates typically share few or no failure event dependencies with the front line
systems used to mitigate the accident. Additionally, the initiator should not have
any PVNGS system dependencies/peculiarities that are atypical. In other words,
system dependencies/peculiarities resemble most other industry-wide system
designs; therefore, extensive industry-wide failure data is applicable for such
systems. Sources of generic data are identifie in Section 6.2.

Plant specific point estimate

Plant specific point estimate initiators can be derived from either a survey of actual
trips, caused by thc initiator and experienced at the PVNGS, or via Bayesian
update of industry initiator event frequencies based on actual PVNGS trips. No
plant specific initiator frequency calculations are performed for the present PRA
Model.

6.1.19 Plant-based tabular OR point estimate

The plant based tabular OR point estimate is used when any single event in a

system can lead to the initiating event of concern. An example of this is the
frequency calculation for Loss of Coolant Accident (LOCAs). The initiating event
frequency is calculated from the sum of the frequency estimates for each single
event. Thc frequency for each event may be estimated from either generic data,
baycsian updated failure data, or plant specific data. For the PVNGS PRA, plant-
based tabular OR point estimates were used for initiating event frequencies for all
LOCAs except steam generator tube rupture. Sec following sections for detailed
methodology and sources of failure frequencies.

6.1.1.4 Plant-based fault tree estimate

When an initiating event frequency can not be appropriately estimated using a

generic frequency and the failures making up the initiator are too complex to be
represented with the tabular OR estimate, a fault tree model is used. The fault uce
model is representative of all single or multiple faults that could lead to thc
initiating event. Thc top event is in terms of yearly frequencies. Frequcncics and
failure estimates for the events in the Model can be based on either gcncric or plant
specific failure rates, depending on whether plant specifi data can be obtained for
the components being modclcd. Thc Model is solved by Boolean Algebra and a

single frequency obtained. Initiators, for'wliich plant based fault trcc estimates
werc c'alculatcd, are gcncrally rcprescntative of failures of systems with designs
considcrcd unique in some way to thc PVNGS. These initiators also affect front-
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Quantification of Initiating Event Frequencies Other than for LOCAs

linc systems to such an cxtcnt that thc initiator is potentially a major contributor to
total Core Damage Frequency (CDF). As a result, a plant specifi model of thc
initiator is dccmcd appropriate. Table 6.1-1 identifies thc initiator frcqucncics
which werc estimated using this method.

6.1.1.5 Plant-based equation estimate

Thc final method used in the PVNGS PRA for calculating an initiator frequency is

called the plant based equation estimate. This method uses thc same approach as

the plant based fault tree estimate except that instead of obtaining a single
frequency, thc solution of the Initiating Event (IE) fault trcc is left as an equation.
This method does not result in a single frequency event for the IE, but in a Boolean
equation containing multiple initiatorevents with associated frequencies. Initiators
to which this method would be applied are plant specific initiating events that are

in themselves highly dependent on the support systems common to the front-line
systems. It is important to treat these initiators in this manner in order to fully
account for dcpcndencies between thc initiator and the front-line systems. The
method explicitlymodels failures ofcertain components that could potentially lead

to the initiator and failure of the front-line system at the same time. Failure to
account for IEs with dependencies like this could result in the total CDF being
undeicstimatcd.

6.1.2 Quantification of Initiating Event Frequencies Other than for LOCAs

This section discusses the derivation of frequencies for each of the initiators used

in the PVNGS PRA that are not considered to be LOCAs, LOCAs including SGTR
and event V-Sequences are discussed in Section 6.1.3. Anticipated Transients
Without SCRAM (ATWS) are discussed in Section 6.1.4. Table 6.1-1 summarizes

each of the initiators, the frequency used in the Model, and the method ofderiving
thc estimated frequency.

Loss ofMain Feedwater/Condensate Pumps or Loss of Condenser Vacuum-

IEFWP, IECPST, IECONDVAC
'he

frequencies for loss ofMain Fecdwater (FW), all Condensatc (CD) pumps,
and Condcnscr Vacuum are calculated using the generic point estimate method.

This method is applicable because these three initiators do not have a significant
effect on any of thc front-line systems, Thc systems that the initiators represent ate

typical of others in the industry and operating experience for them is minimal at

PVNGS. These IE frequencies willbe updated with PVNGS-specific experience in
a future revision to the PRA.',

The source for the numbers is NUREG/CR-3862, Development of Transient
InitiatingEvent Frequencies forUse in Probabilistic Risk Assessments, (Reference

6.3.3). Mean values are used in the development data. From NUREG/CR-3862,

the following initiating frequencies are obtained:

~ Loss of Main Feedwater (IEFWP) - 0.16 events per year

~ Loss of Condenser vacuum (IECONDVAC)- 0.23 events pcr year

~ Loss of Condensate pumps (IECPST) - 0.01 events per year
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6.12.2, Large Secondary Line Break - IESLB
The initiator, as.dcfincd in Section 4.1, can result from a pipe break or from failure
of the system prcssure boundary (spurious openings of valves). Thc frequency of
the initiator is then simply the sum of thc fmqucncics ofeach of these occuricnces.
The method used to calculate the frequency of the initiator is thc plant based
tabular OR point estimate method. This methodology is judged appropriately
because thc frequency value is sensitive to thc contribution of;the linc brcak
frequency.

The pipe break frequency is calculated from a compilation of the number of pipe
sections of thc applicable steam, downcomer feed, and auxiliary feedwater return
lines. Pipe failure frequencies are from the Reactor Safety Study, WASH-1400
(Rcfercncc 6.3.15). Thc failure rate is 8;5E-10/section-hr. The results are tabulated
in Table 6.1-2. Thc mean frequency was found to be 4.3EP/year.

Thc C-E System 80™PRA (Refcrcnce 6.3.5) estimated thc frequency value of
spurious openings ofmultiple MSSVs, ADVs, or TBVs during steady state power.
The frequency value was judged to be applicable to the PVNGS. The mean
frequency forMSSVs is 3.7E-4/year, forADVs 1.2EQ/year, and forTBVs 1.2EQ/
year.

For the purpose of this analysis, a large secondary linc break (SLB) occurrence
frequency is the sum of the frequencies for pipe break and multiple openings of
MSSVs, ADVs, or TBVs. The mean value is estimated at 1.4E-3/year.

6.12.3 Feedwater Line Break - IEFLB
This initiator, as defined in Section 4.1, is a pipe break of fcedwatcr piping
downstream of the last fcedwater check valve. The method used to calculate the
frequency is thc plant speci tie based tabular OR point estimate. This methodology
is judged to be applicable because the initiator is entirely dependent on plant
design. The pipe break frequency is calculated from a compilation of the number
of pipe sections in the applicable Blowdown and Economizer feed lines.'Failure "

frequencics are calculated from WASH-1400 failure rates (Reference 6.3.15). The
failure rate is 8.5E-10/section-hr. The results are tabulated in Table 6.1-3. The
mean frequency was found to be 3.1'/year.-

6.12.4 Loss ofOff-site Power - IELOOP
The initiating event frequency for Loss of Off-site Power, (LOOP) was calculated
from data in NSAC-111 (Reference 6.3;4)." The'frequency was calculated (1959
through 1986) as 732.3 reactor years and 57 LOOPs greater than a minute in
duration yielding a frequency of7.8E-02/year.

6.12.5 Station Blackout - IEBLACK
Station Blackout is defined at PVNGS as a LOOP and of the DGs or their related
circuitry. One of thc possible ways to fail thc DGs is to lose Class 1E 125V DC
power. This also fails a train of the AF system. Because of the common
dependency between thc DGs and AF, thc plant-based equation method was

-. selected.
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Calculation of the frequency equation is performed by first creating an equation of
the failure of Train A and B emergency power supply system. This equation
contains failure events of the Diesel Generators (fail to start and run), the
associated circuitry which allows power from the DGs to be delivered to the class

4160V buses (failure ofcircuit breakers and buses), and the support systems for the
DGs (failure of class 1E DC power or the Spray Pond System). This equation is
then multiplied by the loss of off-site power initiating event frequency. The
resulting equation is then a set of terms each containing loss of off-site power, a

loss of Train A failure event, and a loss of Train B failure event. 'I%is equation is
then applied to the Station Blackout sequence equations for a CDF to be
calculated. For the purpose of providing some indication of the impact of the
initiator on plant risk, an estimated value of 2.6E-4/year can be used.

6.1.2.6 Loss of Class 1E 125V DC Power - IEPKAM41, IEPKBM42, IEPKCM43,
IEPKDM44

The frequencies for all four initiators are calculated using the plant based fault tree
estimate method. This is due in part to the uniqueness of the class DC system at

PVNGS and because of the importance of the system in supporting the front line
systems used to mitigate the accident. See Section 4.1 for system impacts.

Normally only onc calculation would be needed for use as a frequency for all four
initiators because of symmetry; however, the A and B channel DC power supplies
have two fuses between the distribution panel and bus, while the C and D channels

have a circuit breaker and, therefore, two initiating event frequency calculations
were performed. The frequencies were calculated by solving the class DC fault
trees with yearly frequcncics used as the basic event data for the normal power
supply and demand failure rates used for the battery backup.

The resulting frequency for IEPKAM41 and IEPKBM42 is 2.0E-2/year and

4.7E-3/year for IEPKCM43 and IEPKDM44.

6.1.2.7 Loss of Instrument Air- IEIAS

The frequency used for the loss of instrument air is calculated by using the plant
based fault tree estimate method. As stated in Section 4.1, the loss of instrument air
fails or degrades several systems, some of which are needed for accident
mitigation purposes. Since there is the interaction between instrument air and the

front-line systems, it is important to obtain a number that accurately reQccts the

unavailability of the initiating system. Since representative generic data was not

available, the plant-based fault tree estimate method was considered morc
applicable.

The frequency for instrument air is calculated by solving the PRA system fault tree

with yearly frequencies applied to the normally running compressor and dryer and

demand rates applied to thc standby equipment. This is the same method. as was

used in the loss of class 1E 125V DC initiators.
,(, '"',i';

Thc initiator frequency for 1EIAS is calculated at 2.2E-2/year.

Rcv. 0 4/7/92 6.1 initiating Event Freqncncies 6-5



Quantification ofInitiating Event Frequencies Other than for LOCAs

6.1.2.8 Loss of Plant Cooling Water, Loss ofNuclear Cooling Water, Loss ofTurbine
Cooling Water - IEPCW, IENCW, IETCW
The initiating frequencies for the loss ofplant cooling water, turbine cooling water,
and nuclear cooling water are obtained using generic point estimates. Generic data
is used for the three initiators for two reasons: (1) loss of the initiators causes a

manual trip and minimal impact to front-line systems and (2) the modeling effort
needed to obtain a plant-based fault tree frequency for each of the initiators greatly
overshadows the benefit ofhaving a more plant-specific frequency value.

Values for the frequencies are obtained from NUREG/CR-3862, Table 8

(Reference 6.3.3) categories 31 and 32 and Loss of Component Cooling and
Service Water System. Loss ofcomponent cooling is applied to loss of turbine and
nuclear cooling, while loss of service water is applied to loss of plant cooling
water. The frequency for IEPCW is estimated at 5.0E-3/year. The frequency for
IENCW and IETCW is estimated at 2.0E-2/year.

6.1.2.9 Closure ofAllMain Steam Isolation Valves -IEMSIV
For this initiating event, (closure of all MSIVs), the frequency was obtained by
generic point estimate. The frequency value is from NUREG/CR-3862, Table 8

(Reference 6.3.3), Category 18. The frequency for IEMSIVis estimated as 4.0E-2/
year.

6.1.2.10 Loss ofDC Equipment Room HVAC - IEDCRHVAC-1, IEDCRHVAC-2
As was mentioned before, the DC equipment room HVAC initiator is highly
complex and, as a result, the plant-based equation estimate method is judged as the
most appropriate method for dealing with this initiator. The following is a general
description and is applicable to either of the initiators.

Calculation of the frequency equation is performed by first creating an equation of
the failure ofnormal and essential HVAC. The equation contains failure events of
the normal HVACportion of the fault tree logically AND-EDwith failure events of
thc essential HVAC portion. Failure events include loss of all HVACdue to the
Fire Protection (FP) system either by a randoin failure or by FP testing, loss of flow
duc to random failures of dampers which result in dropping the dampers, and loss
of support system random failures and operator failures to restore cooling to the
room. Creating an initiator requires that a yearly frequency be used. By definition,
the initiator is the cause of the transient; therefore, for the loss of DC equipment
room HVAC initiators, the normal HVAC portion of thc fault tree has yearly
frequencies applied to all events which fail it. The essential portion contains failure
probabilities. Sources of the frequencies used in the normal HVAC logic are based

upon hourly generic data and a mission time of 1 year, with the exception of the
frequencies applied to the FP modeling. These values are based upon PVNGS
operating experience.

Thc final equation is then applied to the loss of DC equipment room event
sequence equation and a CDF is calculated.

For thc purposes of providing some indication of thc impact of thc initiator on

plant risk, an estimated value of 2.5E-l/year for IEDCRHVAC-I or
IEDCRHVAC-2 can bc used.
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6.1.2.11 Loss of Control Room HVAC-IECRHVAC

Since the loss ofControl Room HVAChas such a large impact ofthe plants'bility
to respond to a transient and because little or no industry data is available for
determining an initiator frequency, the plant-based equation estimate method is

judged as the most appropriate method.

Calculation of the frequency equation is performed by creating an equation of the
failure ofnormal and essential HVAC. The equation contains failure events of the

normal HVACportion of the fault tree logically AND-EDwith failure events ofthe

essential HVACportion. Failure events include loss of flowdue to random failures
of dampers, which result in dropping the dampers, loss of support system random
failures, and operator failures to restore cooling to the room. Creating an initiator
requires that a yearly frequency be used. By definition, thc initiator is the cause of
the transient; therefore, for the loss of Control Room HVACinitiators, the normal
HVAC portion of the fault tree has yearly frequencies applied to all events which
fail it. The essential portion contains failure probabilities based upon a 24-hr.

mission time. Sources of the frequencies used in the normal HVAClogic are based

upon hourly generic data and a mission time of 1 year.

This equation is solved to obtain minimal core damage frequency cutsets. For the

purposes of providing some indication of the impact of the initiator on plant risk,
an estimated value of 3.3E-4/year can be used.

6.1.2.12 Loss of 120V Class 1E AC Instrument Popover - IEPNAD25, IEPNBD26

A loss of the 120V AC instrument power system degrades a number of front-line
systems used to mitigate the accident. The nature of the design ofthe power system

(see Section 5.2) is such that it depends on systems that the front-line systems also

depend on. This interdependency between the initiator and the front-line systems

requires that a more sophisticated approach for determining an initiator frequency
be made. Hence, the plant-based equation estimate method was used.

The power system models are set up in the same manner as for the.HVAC
initiators. This includes linking non-initiator support systems called in by the

power system, which themselves are initiators, and applying failure probabilities

to the normally aligned part of the system. Probabilities are applied to basic events

based upon the definition of the initiator. In the case of a loss of 120V AC, that

definition is the failure (in yearly frequency terms) of the normally aligned portion
of the system and the loss of the backup portion of the system in the following 24

hrs. The model was then solved and an equation generated. Each initiator, because

ofdifferent train dependencies, has its own equation and these equations werc then

used in thc appropriate accident sequences to obtain their contribution to total

CDF. For the purpose ofproviding some indication of the impact of the initiator on

plant risk, an estimated value of2.5E-2/ycar for either of thc initiators can bc used.

6.1.2.13 Turbine Trip - IETT

The initiator frequency for turbine trip was obtained from generic data. The source

is NUREG/CR-3862, Table 8, Categor'y 33, (Refcrcncc 6.3.3), which provides a

turbine uip frequency estimated at 1.19/year.
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6.1.2.14 Miscellaneous Trips -IEMISC
Miscellaneous trips is a broad category of IEs that trip the reactor, but do not
significantly impact any of the systems that must respond to the IE. Such initiators
are relatively frequent events within the industry and a generic point estimate is

judged to be a reasonable representation of the expected frequency at PVNGS.
Thus, the miscellaneous trip frequency is the sum of various generic point
estimates for initiators, which were not addressed anywhere else in the model.
Table 6.1-4 lists the initiators, their value, and source of the number.

Two of the initiator frequencies were reduced by one half. These initiators at
PVNGS cause the Reactor Power Cutback System (RPCS) to actuate. It is
assumed, that the cutback system willonly be successful 50% of the time in these
particular situations.

The frequency for IEMISC is estimated as 5.67/year.

6.19 Quantification ofLoss of Coolant Accident (LOCA) Initiating Event
Frequencies

The terminology, Loss of Coolant Accident (LOCA) refers to transients which are
initiated by brcach of the Reactor Coolant System (RCS) boundary. A LOCA for
the PVNGS PRA is defined as any pressure boundary leakage in excess of the tluce
charging pumps capacity (132 gpm). This can be converted into a 0.38-in. or
greater equivalent diameter break. The seven possible ways the PVNGS can
initiate a LOCA are as follows:

1. Pipe rupture

2. Reactor Coolant Pump (RCP) seal LOCA

3. Instrmncnt guide tube rupture

4. Pressurizer safety relief valve failure to close

5. Interfacing system LOCA

6. Reactor vessel:rupture"

7. Stcam generator tube rupture

Because of plant design, the location and size of the break determine plant
response. It is not possible to evaluate every break or failure event. As a result,
PVNGS has categorized its LOCAs into five LOCA initiators: Small LOCA,
Medium LOCA, Large LOCA, Steam Generator 'Ibbe Rupture, and Interfacing
LOCA Outside of Containment. These events have been defined in the PVNGS
Updated Final Safety Analysis Report and in Section 4 of the PVNGS PRA rcport.
The following sections discuss the calculation of the initiating frequencies of all
PVNGS LOCAs.

6.1.3.1 Sources for LOCA Initiating Event Frequencies

Five sources were used to calculate LOCA Initiating Event frequencies.

~ Plant experience, which uses the plant specific history based on Liccnsc
Event Reports (LERs), Safety Evaluation Reports (SERs) and Significant
Operation Experience Reports (SOERs). This methoti uses plant operating
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experience and failures for calculation of the LOCA or transient Initiating
event Frequencies (IEF).

Reactor Safety Study (RSS), WASH-1400. 'Ihe RSS has generated LOCA
frequencies for different break sizes.

Bayesian update using historical data. In this method, various data, such as

the RSS LOCA distributions, are updated with the relevant historical data

to obtain the posterior distributions.

Use ofplant specific parameters. In this method, generic data is applied to
the plant specific parameters, such as pipe or valve disk rupture, etc., to
generate an IEF.

Industry experience.

One or more of the above methods is used to calculate the initiating frequencies of
the di8'erent types of LOCAs. The type of methodology used is identified in each

of the LOCA sections.

6.1.3.2 Small, Medium, and Large LOCA - IESMLOCA, IEMLOCA,IELLOCA
The calculation of Small, Medium, and Large LOCA frequencies combines
various failure mode calculations. As identified at the beginning of Section 6.1.3,
LOCAs can be initiated in several different ways. The size of the LOCA is
important because of different plant responses to these three types ofLOCAs. The
following sections discuss the types of possible breaks and their contribution to
one or more of the three LOCA initiating events.

6.1.3.2.1 Pipe Rupture

In the interest of deriving LOCA frequencies more closely based on the PVNGS
RCS design, it was appropriate to perform a piping inventory and use a Baycsian
updated pipe failure rate. In order to dctcniune the LOCA frequencies duc to pipe
failure, the primary system and all the interfacing systems, such as Chemical
Volume-Control System (CVCS); Emergency Core Cooling Systems (ECCS);etc.,
were examined. The pipe rupture probability was evaluated on a section basis,
where a section was define as the piping between major components, such as the

Steam Generator and the Reactor Coolant pumps or between the primary system
and the first motor operated or manual valve, such as the 2-in. letdown line
between thc RCS and the two letdown isolation valves. The RCS piping isometric
drawings were used to determine the number of pipe sections in each segment.

Pipe failure contributions to thc initiating frequencies of each of the LOCAs werc
calculated using plant specifi information (the amount of piping of a given size)

and Bayesian-updated RSS (Reference 6.3.15) piping failure rates. The Bayesian

update was based on past industry experience as documented in NUREG-4407
(Reference 6.3.23) and NUREG-1150 (Surry) (Reference 6.3.45). Table 6.1-5

shows Vic list of thc piping segments, and their lengVi in secuons. (A section is Vie

length of thc piping between major (liscontinuities.)

Table 6.l-5 also presents thc total contribution of pipe failure to thc Small,
Medium, and Large LOCA lEFs.
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6.1.3.2.2 Instrument Guide Tube Rupture

Permanently installed incore instrument guide tubes provide support for the'61

incore assemblies. The tubes run from the seal table down through an instrument
chase to the bottom of the reactor vessel where tubes are seal welded to instrument
nozzles, which pass through the lower vessel. When the RCS is filled, the guide
tubes are filledwith primary coolant, thus forming a non-flowing primary pressure
boundary. All tubes are of equal size and diameter to allow for placement of
standardized instruments. Each guide tube is doubled-walled and designed to
support the weight of the instrument plus the water. Tubes are also constructed to
withstand a design pressure of 2500 psia and design temperature of 650'. In
addition, the guide tubes are designed to meet operating specifications during a

safe shutdown earthquake (SSE) or loss ofcoolant accident (LOCA) conditions.

The total length of the instrument guide tube extends 90.1 ft., from the vessel
nozzle to the seal table. The instrument guide tube ID is 0.75 in. and its OD is 1.05

The possible rupture points of the instrument guide tube would be the welded
sections at the vessel nozzle connection of the curved and straight sections and at
the seal table.

Guillotine rupture of a single guide tube may cause the incore instrumentation
inside the tube to be blown out, therefore generating a direct RCS fiow path to
containment atmosphere. This willbe equivalent to a 3/4-in. pipe break LOCA,
which causes the loss of 600 gpm of reactor coolant. Ifthe incore instrumentation
is not ejected from the guide tube, the break would be limited to the clearance
between the instrumentation and the guide tube. For this PRA, it is conservatively
assumed that the instrumentation is ejected.

Depending on the location of the'failed guide tube, one or more other guide tubes
could be damaged due to the failed tube whipping. Whether one tube ruptures or
pipe whipping results in multiple ruptures for the equivalent break, size of the
failure still falls within the Small LOCA category. This is because it would take
more than ten complete tube ruptures to make an equi'valent Mediun'i LOCA; thus,
all Instrument Guide Tube Ruptures (IGTRs) are small LOCAs.

Since the break is at the bottom of the reactor vessel, it is possible that it might
impair decay-heat removal (DHR) even though the loss of inventory is as little as

600 gpm. This possible reduction in heat removal is judged to have insignificant
effect on the system responses required for accident mitigation. As discussed in
Section 4.3, Steam Generator (SG) cooling is required and expected to be present
for all Small LOCAs. Because of this condition, Safety Injection (SI) flow for these

LOCAs is only required for inventory control. The loss of SI flow through the
break should therefore have no major impact on RCS heat removal. Later in the
accident, when the RCS is depressurized and SG cooling is not present, the fiow
out through the break willbe small and, again, should have no effect on the RCS

heat removal.
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The failure probability was calculated for the instrumentation guide tube and is

presented in Table 6.1-5. Using the Bayesian updated WASH-1400 small bore pipe
failure data and assuming two sections for each instrument guide tube, a
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probability of 2.2E-3/year for all 61 tubes is derived. Since it is assumed that the

mitigating system success criteria are the same as for Small LOCA, this initiating
event frequency is added to the Small LOCA IEF.

6.1.3.2.3 Pressurizer Safety Relief Valve Failure
Four primary safety relief valves (PSRVs), located at the top of the pressurizer,
provide overpressure protection for the RCS. They are totally enclosed,
backpressure compensated, spring-loaded safety valves, which meet ASME
Standards, Section III, Class 1 requirements. Thc PSRVs discharge through the
relief line piping into the Reactor Drain Tank (RDT). Each valve is designed to lift
at 2500 psia 21%. At their fully open condition, they pass 50,000 Ibm/hr. of
saturated stcam. The PSRVs are tested every 5 years (third refueling outage) in
accordance with the ASME test program. However, the valves are monitored from
the Control Room by acoustic monitors for any leakage.

According to C-E System 80™Safety Analysis Report (CESSAR), Chapter 6

(Reference 6.3.19), a fullyopen PSRV would be equivalent to a 2.34-in. diameter
LOCA break size. This is within the Small LOCA category.

There are two PSRV failure modes that could result in a LOCA:

1 ~ Catastrophic leakage failure

2. Premature open and failure to reclose

Initiating events that result in a PSRV liftwith potential failure to reclose are

treated in the event tree and fault tree top logic for each IE, and are therefore not
considered herc.

From a Nuclear Plant Reliability Data System (NPRDS) search of nuclear power
plant data, there have been 87 leakage failures in an estimated 2086 safety valve

years of operation.

87 Failures
Leakage Rate = = 4.5E-6/hr.

2086 years x 8760 hrJycar

None of these 87 failures resulted in catastrophic leakage. However, based on

engineering judgement, it is assumed that one in 1000 failures will result in
catastrophic leakage.

Therefore, the frequency ofcatastrophic leakage from a PSRV is estimated as:

F(PSRV-leak) = 4 Valves/Unit ": 4.47E-9 failure/valve-hr. ": 8760 hr./year

1.7 E-4/year

From a NPRDS search ofnuclear power plant data, there have been nine premature

openings in an estimated 2086 PSRV years of operation. From Table 6.2-1, thc

probability of failure to reclose a PSRV after it has been open is 4.9E-3/d.

Therefore, thc frequency of PSRV premature open and fail to reclose is estimated

as:
\

(9/2086) ": 4 Valves ": 5.0E-3

8.6E-5/year
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The total contribution to Small LOCA due to primary safety valve failure is:

Total PSRV LOCA =1.7E-4/year + 8.6E-5/year = 2.5E-4/year

6.1.3.2.4 Interfacing System LOCAs (ISLs) - Inside Containment

Interfacing System LOCA (ISL) refers to a LOCA that occurs due to failure of the
boundary between the RCS and a system that interfaces with it. Subsequent
pressurization of the interfacing system causes a breach of its pressure boundary.
LOCAs of this type can be categorized as inside containment or outside
containment, depending on the location of the breach. Identifying ISLs was
accomplished by a review of PVNGS design and surveying PVNGS operating
history to identify any potential ISL precursors. The results of the design review
for inside containment ISLs are discussed in Sections 6.1.3.2.4 and for outside
containment ISLs in Section 6.1.3.3.2.

The IEF for inside and outside containment ISls are calculated using methodology
similar to that recommended by the IPE Methodology Report, Appendix B
(Reference 6.3.6), but modified to include consideration of common cause failure
ofmultiple isolation check valves.

The behavior and mitigation requirements for inside containment ISLs at PVNGS
are generally the same as for an equivalent sized RCS boundary LOCAs. Potential
differences lie in the impact of the break on a front-line system that must respond
to the LOCA. However, the success criteria for safety injection systems responding
to any LOCA presumes that all injection flow from one SI line is lost out of the
break. For this reason, the success criteria, given an ISL in one of these systems,
remains unchanged. Thus, calculated initiating event frequencies for inside
containment ISLs are added to the IEF for the equivalent sized LOCA.

Four paths were identified for potential ISL inside containmcnt:

1. RCS cold-leg to Safety Injection Tank (SIT)

2. RCS cold-lcg loop drains to RDT

3. RCS cold-.leg,to.RDT..via Sl...., ~ .

4. RCS hot-leg to Shutdown Cooling (SDC) Reactor Drain Tank

Each of these possible paths is discussed in thc following sections.

6.1.3.2.4.1 ISLs in the RCS Cold-Leg to SIT lines

The RCS cold-leg to SIT path for an ISL involves RCS backflow through two
check valves in a 14-in. injection linc and subsequent rupture of the 700 psig
design pressure tank or its relief line. The path from RCS loop 1A, for example,
includes the RCS isolation check valve (V-237), a normally-open, key-locked open
(when the RCS pressure is greater than 700 psig) motor-operated valve (UV-634),
and a SIT isolation check valve (V-235). Thc check valves are backflow leak tested

to ensure they have closed after each shutdown, after valve maintenance, and after
an Engineered Safety Features Actuation System (ESFAS) actuation or any
operation that results in flow through thc valve. Pressure between the primary RCS

check valve and the Sl check valves is monitored and alarmed in the Control Room
via a prcssure transmitter (PT-339). Thc 1-in. O.D. pressure sensing linc contains
two locked open manual valves (V-566 and V-236). The SIT tank is protcctcd
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against overfill rupture due to refill operations by a 2-in. pressure relief valve
(PSV-231) on a 2-in. line connected to the tank. Tank pressure is monitored and
alarmed in the Control Room. Loops 1B, 2A, and 2B have the same configuration.

Due to the PVNGS Technical Specification (PVNGS T/S) requirement that the
RCS pressure isolation check valves be leak tested, ISL scenarios based on failure
to reclose one or both of the check valves in this flowpath are neglected. The only
credible scenarios involve common cause or dependent-internal ruptures of the
check valves after they have seated. The SIT isolation check valve has an
insignificant pressure drop across it (the failure is assumed as a negligible risk of
catastrophic rupture) as long as the RCS isolation check valve is seated. Should the
primary check valve disk rupture, the SIT isolation check valve willbe exposed to
RCS pressure and temperature and a high pressure alarm willbe activated.
Operator response to this alarm would be to perform a leak rate test on the failed
check valve and proceed to Cold Shutdown within 40 hrs. iffailure of the check
valve is confirme.

Internal rupture of both the RCS isolation and the second SIT isolation check
valves willcause a sudden surge in the SIT pressure (normally 610 psia during full
power operations). The 2-in. PSV on the SIT willopen to relieve tank pressure, but
ifthe most restricting of the two ruptured check valves has an equivalent rupture
size greater than the PSV flow area, catastrophic failure of the SIT or associated
low pressure lines is possible.

Three ISL sequences involving SIT LOCAs are considered:

1. Roughly, simultaneous conunon cause internal rupture of both check valves
followed by continuous SIT relief via the 2-in. PSV or, for larger check valve
ruptures, tank/piping rupture

2. Internal rupture of the primary isolation check valve, failure of the pressure
alarm that woukl notify the operators, and rupture of the second check valve

3. Internal rupture of the primary isolation check valve and success of the alarm
and rupture of the second isolation check valve within the 40-hr. shutdown
period.

Since thc SIT isolation Motor Operated Valve (MOV) is located between thc two
check valves, a LOCA caused by internal rupture of the check valves could
conceivably be terminated ifthe operator diagnosed the condition and closed the

MOV from the Control Room. However, depending on the equivalent break size of
the check valve ruptures, little time may be available for this recovery before some

form of at least short-term safety injection willbe needed to prevent core uncovcry.
It is also possible that the SIT MOV would not close against fullRCS pressure.

Possible isolation of the LOCA break using the SIT MOV is neglected for this

analysis.

Testing for the Sl check valves is performed in accordance with Procedure 73ST-

9S103 and Tcchnical Specifications Surveillance Requirement 4.4.5.2.2. These

check valves are leak tested every 18'n]onths or after a Safety Injection Actuation

Signals (SIAS), or prior to entering Mode 2. Eighteen months is conservatively
assumed for thc'est period. Thc mean catastrophic failure rate for a internal
ruptured check valve is 4.0E-9/hn (~). The beta factor (P2) for two check valves is
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-. 1.5E-2. Using these values, the frequency of a SIT ISL via the three sequences can
be represented as follows:

Fsrr = [P~.~~+ (P~t x Pr~ x Pc~) + (P~, x P~.7$ ) ] x 4loops

where:

Pgy~2 probability of roughly simultaneous internal rupture of both
primary and secondary check valves (in 18 months)

Xtp2 = 4.0E-9 ~ 13,140 hrs. ~ 1.5E-2

7.9E-7/18 months

Peyt probability ofprimary check valve disk rupture (in 18 months)

Xt = 4.0E-9 ~ 13,140 hrs.

5.3E-5/18 months

Pfpg probability of failure of the alarm

I/2(kt + Q+ 263)t = 1/2(4.6E-6+ 1.0E-6+ 2"'3E-8)": 13,140 hrs

3.7E-2/18 months

(Here, Xt is the failure rate for a pressure sensing instrument
channel from Table 19 of Reference 6.3.31; X2 is the alarm/
indicator failure rate from Table 4 of Reference 6.3.32; and X; is
the manual valve plugging failure rate, Table 6.2-1, for two valves
in sensing line.)

Pey2 probability of secondary check valve disk rupture given the first
valve fails

I/2kt = 1/2 ": 4.0E-9 ": 13,140 hrs.

, =, 2.6E-5/18,months...

Pey2 72 Probability of secondary check valve disk ruPturc within 40 hrs.
given the first valve fails

4.0E-9 ~40 hrs.

1.6E-7

The conditional probability of the second check valve failure (P,„2) is calculated
herc is half the primary check valve failure probability. This is due to the
assumption of negligible valve rupture probability for the period during which
there is no prcssure drop across the valve.

The frequency of an ISL from the cold lcg via a SIT can now be caiculatcd:

FsiT = [7.9E-7+ 5.1E-11+ 8.4E-12] "' loops

3.2E-6/18 months

2.1E-6/year
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Common cause internal rupture of the check valves clearly dominates this
frequency.

As discussed previously, FslT represents an inside containment ISL that does not
affect front-line systems to any greater extent than was assumed for LOCAs in
general. As such the above frequency is considered as a contributor to a LOCA
initiating event frequency. In order to assign the probability to the appropriate
LOCA frequency, the equivalent break size of this ISL must be characterized.

The equivalent break size is determined by the smallest internal rupture opening in
the two check valves. The absence of any occurrences of this type of check valve
failure in industry experience makes characterization of the rupture size
speculative. Intuitively, it seems highly likely that at least one of the two ruptured
check valves willhave an equivalent internal rupture opening less than the
Medium LOCA size of 3-in. diameter. This would imply that the majority of these

events would fall in the Small LOCA category. Some support for this position can

be found in Reference 6.3.30, Figure C.2-15, which shows an expert's assessment

ofcheck valve reverse leak rate versus frequency. Allof the plotted data points fall
within the PVNGS Small LOCA break flowrate and even the extrapolated fit
barely reaches into the flowrate regime characterizing a Medium LOCA. As such,
the following equivalent break size distribution for ISLs due to internal rupture of
check valves is:

Small LOCAs (0.38 - 3.0-in. diameter) 90%

Medium LOCAs (3.0- 6.00-in. diameter) 9%

Large LOCAs ()6.00-in. diameter) 1%

Here, it is judged that, although it must be extremely separating unlikely, the

possibility of two check valve discs or pivot arms completely separating could not
be entirely ruled out. Thus, the fraction of internal check valve ruptures that result
in an equivalent Large LOCA sized break is conservatively estimated at 1%.

Finally, the contribution of SIT ISL's'to each of the LOCA'initiating event
frequencies is calculated as:

Small LOCA

Medium LOCA

Large LOCA

0.90 ": 2.1E-6 = 2.0E-6/year

0.09 " 2.1E-6 = 2.0E-7/year

0.01 ": 2.1E-6 = 2.1E-8/year

6.1.3.2.4.2
d

ISLs in Cold-Leg Loop Drains to RDT
This path contains two 2-in. normally-closed manual valves (V-333 and V-233 in

loop 1), which prevent flow to the RDT. Each of the 4 loops have the same

configuration. The frequency ofcatastrophic internal leakage for a manual valve is

given in Table 6.2-1. There is no historical evidence of common cause backQow

through two initially closed manual valves; therefore, it is not modeled. Thc
calculation for the frequency of thc "Cold-Leg Loop Drains.To RDT'SL, based

upon a valve test interval of 18 months,'s as follows:

Fcold-Leg Loop Dmins io RD'I'mvl 'mv2 ' loops
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where:

Pinyt Probability of Primary manual valve disk ruPture

(in 18 months)

Xt = 1.0E-7 "'3,140 hrs.

1.3E-3/18 months

Piny2 probability of secondary manual valve disk
rupture given the failure of the first manual valve

I/2' I/2+1.0E-7 + 13,140 hrs.

6.6E-4/18 months

Therefore, the contribution due to all four loops is:

Fold Lpg Lppp ~>n$ tp RDf 3 4E-6 events/18 months

2.3E-6 events/year

The yearly value was added to thc Small LOCA frequency.

6.1.3.2.4.3 ISLs in RCS Cold-Leg to RDT via SI

This ISL occurs through the pressure bleed-off line between the primary and

secondary RCS isolation check valves on each SI line. In Loop lA, internal rupture
of isolation check valve (V-237) exposes a normally-closed solenoid operated
valve (UV-638) to RCS pressure. In case of a catastrophic failure of the solenoid
valve, a I-in. equivalent diameter flowpath willbe opened to the RDT through a

pressure relief valve (PSV-473). However, a 2500 psig rated flow orifice in thc linc
between the Solenoid Operated Valve (SOV) and the RCS isolation check valve
(FO-29) has a 0.335-in. restricting bore which would limit'the equivalent brcak
size to less than the minimum for a Small LOCA'. Loops IB, 2A, and 2B have
siniiiar configurations. Since the cliarging pumps can effectively handle a leak of
this size, it need not be considered as a contributor to inside contairunent ISL.

6.1.3.2.4.4 ISLs in the Shutdown Cooling Suction Line

Two normally closed key locked MOVs (UV-651 and UV-653 in Loop 1), in series

and in each SDC suction line, isolate low pressure piping from the RCS hot-legs

(Figure 6.1-1). Loop 2 has a similar configuration. Between each two valves in
series, a 1-in. reliefvalve (PSV-469 for Loop 1 with setpoint at 2485 psig) provides
overpressure protection for thc 2485 psig piping, but would not be expected to
open in the event of exposure to nonual RCS operating pressure of 2250 psig.
Should the relief valve open prematurely upon RCS leakage past the first isolation
MOV, the Control Room operators would detect the leak either by decreasing
primary pressure or by RDT indication alarms. Reactor shutdown and
dcpressurization woukl bc required within 40 hrs. Without such a failure of tlic
relief valve, it is assumed that operators would not be able to detect a primary
MOV disc rupture"'and tlic sccon<iary MOV would be exposed to RCS prcssure

~ until shutdown.
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Between the second MOVand a third MOV, located outside containment (UV-655
in Loop 1), there is approximately 41 ft. of piping which has a pressure rating of
485 psig. Eight feet ofthis piping is outside containment. A 1'arge capacity pressure
relief valve for Low Temperature Overpressure Protection (LTOP) (PSV-179 in a

6-in. line in Loop 1) with a 467 psig setpoint is designed to protect against pressure
surges that might occur during shutdown cooling system operation. The relief lines
drain to the containment recirculation sumps. In the remote event of catastrophic
internal rupture of both primary and secondary MOVs in the shutdown cooling
suction line, the LTOP line would most likely prevent piping rupture by venting to
the containment sump. The low pressure piping would be in jeopardy only in an

extremely rare scenario involving greater than.6-in. equivalent diameter internal
ruptures in both isolation MOVs. And even in such a scenario, the piping most

l
susceptible to rupture would be the 6-in. relief line, which would be experiencing
extremely high flowrates. Since the plausible break locations for this class of
LOCAs are all within the containment, they are classified as inside containment
ISLs.

Fiipt.Leg2 P rnovl Ppsv-rc + (Pmpvl mpv2)]
": 2 lOOPS

where:

Pmpyi = probability of disk rupture of the primary MOV (in 1 8 months)

Xt = 1.0E-7 ": 13,140 hrs..

1.3E-3/18 months

Pmpy2 probability of disk rupture of the secondary MOV sometime after
primary MOV fails

I/2' 1/2":1.0E-7 ": 13 140 hrs.

6.6E-4/ 18 months

Pp y m probability that prcssure relief valve fails to remain closed when
exposed to normal RCS pressure'"

Xt = 4.0E-6 "13,140 hrs.

5.3E-2/18 months

(Here, the failure rate comes from Table 6.2-1 for reliefvalves and

it is conservatively assumed that the mechanism leading to
premature opening is present for the entire period between PSV
calibration checks.)

The possibility of spurious conunand faults that open these Shutdown Cooling
(SDC) suction MOVs is discounted here for three reasons: (1) thc control circuits
include prcssure interlocks that prevent the valves from opening whenever RCS

pressure is above SDC design prcssure, (2) PVNGS procedures call for circuit
breakers to the secondary MOVs in each line (UV-653,UV-654) to bc racked out

during power operauon (precluding thc possibility of spurious control circuit faults

that could open thc valves), and (3) tlie valve operators arc not designed to open

against 2250 psig RCS prcssure.

Rev. 0 4/7/)'2 6.1 lniti:ilingEvent 1 requencies 6-17



Quantification ofLoss ofCoolant Accident (LOCA) Initiating Event Frequencies

Assuming that no significant mechanism exists that could induce rupture of the
secondary MOV internals until rupture of the primary MOV exposes it to RCS
pressure and discounting common cause rupture of two closed MOVs (no
historical evidence exists), the followingcalculations are made.

FHot-Lr.g2 = [1.3E-3 + 5.3E-2+ 1.3E-3 + 6.6E-4]~2

1.4E-4/18 months

9.3E-5/year

Again, it is necessary to speculate as to the distribution of such MOV internal
rupture ISLs amongst the three PVNGS LOCA classes. AllISLs via the 1-in. relief
valve fall into the Small LOCA category since the associated piping exposed upon
MOV rupture is rated higher than normal RCS operating pressure. However, for
scenarios involving internal rupture of both SDC suction MOVs the LOCA size
would depend on the size of the smallest opening in the ruptured valves. In the
absence of applicable empirical data, the same proportioning scheme devised for
the SIT check valve ruptures is used for these scenarios. The contribution to each
of the LOCA IEs due to ISL via the SDC suction lines is thus determined to be:

Small LOCA 9.2E-5+.90 "'.1E-6 = 9.3E-5/year

Medium LOCA

Large LOCA

.09 > 1.1E-6 = 9.9E-8/year

.01 ~ 1.1E-6 = 1.1E-8/year

6.1.3.2.4.5 Total Contribution from ISLs Inside Containment
The total contribution of interfacing LOCAs inside the containment to the
initiating event frequencies for thc three LOCA classes may now be summarized
as follows:

Small LOCA

Mcdiurn LOCA

Large LOCA

(2.0E-6+ 2.3E-6+ 9.3E-5) = 1.0E-4/year

(2.0E-7 + 9.9E-8) = 3.0E-7/year

(2.1E-8+ 1.1E-8) = 3.2E-8/year

6.1.3.2.5'CP Seal LOCA
The forced circulation of the RCS is achieved by four reactor coolant pumps
(RCPs). The RCPs (CE-KSB) are vertical, single-stage motor driven, centrifugal

pumps. Each RCP is supplied with three tandem mechanical face seals (Reference
6.3.17).

The three tandem mechanical face seals consist of a series of two similar rubbing
face seals plus a third low prcssure vapor face seal. Each seal is a rotating carbon
face riding over a tungsten carbide ring. External seal injection water is supplied to
the seals. Part of thc seal injection water flows into thc pump casing with the
remaining portion flowing into the seals to form the seal controlled bypass leakage.

Reactor coolant in thc seal cavity is forced by an auxiliary impeller tlrrough a high-
prcssurc cooler, where it is cooled with Nuclear Cooling Water (NC). Thc
controlled bypass flow passes through flow restrictions, which arc designed to
divide thc total prcssure drop across thc tirrcc seals so that each seal has about thc
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same pressure differential. Since each seal is designed to accept the fullpressure
differential, this feature extends their operating life. The seal leakage and
controlled bypass flow past the second seal is piped to the Volume Control Tank
(VCT) in the Chemical and Volume Control System. Any leakage past the third
seal is collected and piped to the Reactor Drain Tank (RDT).

Due to the lack of extensive data regarding PVNGS RCP seal reliability, seal
failure frequencies had to be made by jnference. Based on work done in a PVNGS
study (Reference 6.3.24), it was determined that the PVNGS pump seals (CE-
KSB) are similar to CE-Byron Jackson (BJ) pump seals. This fact allows two
assumptions to be made:

Failure of all three stages of the seal leads to a LOCA, which willnot
exceed 600 gpm per pump equates to an equivalent diameter size of3/4-in.

Because of the similar seal designs of the two types of pumps, failure
frequencies can be applied to the CE-KSB pump seals.

'he

value derived for the CE-KSB pump seal leak is from NUREG/CR 4550, Vol.
3, Part 2, Appendix D, which estimates a frequency of 3.9E-3/year. This value is
based upon fivseal failures between 1974 and 1980 and zero seal failures between
1981 and 1988.

6.1.3.3 Other LOCAs
In addition to the Small, Medium, and Large LOCAs evaluated in the PVNGS
PRA, three other types of LOCAs are evaluated:

~ Reactor Vessel Rupture

~ RCS Interfacing System LOCA - Outside of Containment

~ Steam Generator Tube Rupture

These thrcc initiators are discussed in the following sections.
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6.1.3.3.1 Reactor Vessel.Rupture . ~

Several PRAs have previously postulated reactor vessel rupture as an initiating
event. The rupture is typically assutncd to be in a location and of a magnitude such
that safe shutdown is not possible after the initiator. The WASH-1400 study,
Oconee PRA, thc Millstone IIIPRA, and the Scabrook PRA have calculated a

frequency for reactor vessel rupture ranging from 1.0E-7 to 1.1E-6/year. These
calculations were based on statistical interpretation ofhistorical data. Most studies

calculate a median value of IE-7 to 3E-7, but assume diA'erent error factors to yield
different mean values. Morc recently, the NUREG/CR-4550 methodology
document did not even specify a value for reactor vessel rupture, although thc
Pressurized Water Reactor (PWR) studies used a IE-7 value and thc Boiling Water
Reactor (BWR) studies used a 1E-8 value.

With thc exception of prcssurizcd thermal shock, no specific failure mechanisms

have been itlcntified which can be related to the calculated frcqucncics in thc lE-7

range. Pressurized Thermal Shock (PTS) for PVNGS is a minimal contributor to

risk, bccausc of the very low value of reactor vessel reference temperature for nil
ductility transition (RTN>r). Thcsc studies show no measurable contribution to
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core damage ifRTNDT is less than 270'. Combustion Engineering has calculated
the RTNDT for PVNGS to be:

40'F in Year 1

102' in Year 10

116' in Year 40

With such low temperatures, pressurized thermal shock at PVNGS is a negligible
contributor to vessel failure.

mumm ary

1. Reactor vessel rupture has typically been shown to be an insignificant
contributor to core damage frequency.

2. There have been no occurrences of large vessel rupture in vessels designed to
the American Society of Mechanical Engineering (ASME) Code. The
available data for prediction ofvessel rupture yields a frequency in the low E-

7/year range.

3. Pressurized thermal shock has been postulated to bc the most significant
contributor to reactor vessel rupture at some plants. PTS at PVNGS is

considered to be a minimal contributor because of the low RTNDT.

Reactor vessel rupture at PVNGS is a small and minimal contributor to core
damage. The frequency is estimated to be a less than 1E-7/year. As a result, the
failure frequency willnot be included in the PVNGS analysis.

6.1.3.3.2 RCS Interfacing System LOCA-Outside Containment (Event V)
All ISLs are of particular concern because they can adversely impact a system
required to mitigate the accident. However, ISLs outside of the reactor
Containment Building are of thc greatest concern because ejected cooling water
docs not return to thc,Engineered Safety Features (ESF) sumps for reinjection/
recirculation.-ln addition; because containment'has been bypassed,"radi'ological,,
releases are likely to be significantly higher. These event scenarios have been
historically labeled "V-Sequences".

An interfacing LOCA outside containment occurs duc to a breach in the RCS
pressure boundary, which bypasses all containment safeguard systems. For PWRs,
this might occur, for example, due to faults that permit an RCS leak back through
high pressure piping into a low pressure system. The low pressure system is then
presumed to rupture at some location outside containment resulting in an ISL.

For PVNGS, four scenarios are identified that lead to a potential ISL outside
containment during power operation or hot-standby:

RCS Cold-Leg to thc High Pressure Safety Injection/Low-Prcssure Safety
Injection (HPSVLPSl) systems

RCS Hot-Leg to Shutdown Cooling Suction Line

RCS Letdown Linc Rupture Outsi(lc Containtuent

RCS to Nuclear Cooling Water System
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1.3.3.2.1 ISLs in RCS Cold-Leg to HPSVLPSI Systems

In order to induce an outside containment LOCA via this path, backflow must
occur through three check valves and a normally-closed MOV (Figure 6.1-2). The
first check valve in the path is the primary RCS isolation check valve (V-217 for
Loop 2A). Internal rupture of this valve exposes a SI header isolation check valve
(V-540) to RCS pressure and temperature. Ahigh pressure alarm is activated when
RCS high pressure is detected by the pressure transmitter (PT-319) downstream of
normally locked open manual valves (V-559 and V-216) in the bleed-off line.
Operator response to this alarm would be to perform a leak rate test on the suspect

check valve. Ifit is determined that the valve has failed, the operator would be

required to proceed to Cold Shutdown within 40 hrs. Failure of the pressure alarm
would likely result in the second check valve being exposed to RCS pressure until
cold shutdown. Subsequent failure of this secondary check valve exposes the LPSI
header check valve (V-114) and the HPSI header check valve (V-113) to the RCS

pressure. Ifeither of these check valves permits backflow, normally-closed LPSI or
HPSI injection MOVs (located just outside containment) are exposed to RCS
pressure. Ifone of the injection MOVs ruptures internally or is opened, a LOCA
outside containment willbe induced either due to rupture of downstream low
pressure piping or continual venting out small relief valve lines.

ISL scenarios via the HPSI cold-leg injection lines were dropped from further
consideration due to inherent LOCA mitigating effects of the SI system design.
The HPSI headers contain two flow orifices, the smallest of which would restrict

any LOCA flow to an equivalent 1.08-in. diameter break. A 1-in. HPSI system

pressure relief line would open to vent RCS pressure should the three check valves

fail and the HPSI MOV rupture or open. Since the lowest design pressure of the

HPSI piping upstream of the injccuon MOVs is for Train A at 2485 psig (Train B

piping is 2050 psig) and there would inevitably be significant pressure drop from
the RCS (at roughly 2300 psig) back tlnough the tluee failed SI check valves, thc

relief valve should prevent catastrophic rupture of thc HPSI system piping. Once

RCS pressure drops below 2485 psig, thc relief valve willclose and terminate the

LOCA. Even ifpressure relief is inadequate and.the HPSI system ruptures at,some

location upstream of the injection MOVs, when the RCS dcprcssurizcs to the SIAS

setpoint, both HPSI pumps willbe started and all injccuon MOVs willopen. Once

RCS pressure drops into the range of the HPSI shut-off head (- 1900 psig),
prcssure from both operating HPSI pumps willeffectively ternfinate RCS coolant

flow out through a piping break upstream of the 1-in. flow orifices. Subsequent

operator action to close the HPSI MOV (ifit was opened) would terminate such a

LOCA.
U

For the LPSI system, the flow orifices in the 12-in. diameter injection lines arc

much larger than thc I-in. relief lines and it was assumed that exposing the low
prcssure LPSI piping to RCS pressure would produce a rupture. Two scenarios

werc identifie for potential ISL consideration via the LPSI system:

1. Sl systems are in standby, thc thrcc check valves rupture internally, and thc

normally closed MOV either rupt'urcs internally or opens inadvertently

2. A LOCA or RCS ovcrcooling cvcnt occurs, which actuates thc Sl pun>ps and

opens thc injection MOVs, and then prc-existing or subsequent failure of
check valves results in an lSL in thc LPSI system
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For the first class, it is apparent that while the SI systems are in standby, only a

series of low probability failures could lead to an ISL via this path. Within this
class, the scenarios identified for analysis were:

Three RCS/SI line check valves undergo catastrophic internal rupture
within a relatively short interval (due to common cause) and the LPSI
MOV, in that line, has either ruptured internally or received a spurious
open signal in the 40 hrs. before operators are required to enter Cold
Shutdown

Three RCS/SI line check valves undergo catastrophic internal rupture (due
to common cause), the high pressure alarm in the SI line fails in an
undetectable manner, and the LPSI MOV in that line is opened during
quarterly surveillance testing

In defining these scenarios, only common cause failures of the three check valves
were considered, since common cause failures greatly dominate any of the
possible random valve failure sequences. Itwas also assumed that the LPSI MOVs
would open ifcommanded against the high pressure that would be present ifthe
tluee isolation check valves had failed. This is a highly conservative assumption
for the LPSI MOVs, which are in the 12-in. LPSI headers and are not designed
specifically to operate with large differential pressures across the discs. No credit
was taken for the operators quickly diagnosing the presence of a LOCA via a LPSI
system line and closing the appropriate LPSI injection MOV to terminate the
event. However, it should be noted that ifthe LPSI MOV opened against RCS
pressure, there is a fair likelihood that it could be reclosed by operators once they
determine the nature and location of the LOCA break.

The ISL frequency for the first class ofLPSI scenarios was therefore estimated as

FLpSII Fcv-cc3 * t(PMOV + PSIAS/CX) + Pfoa PMOV-tcsti 'oops
where:

Fcv-cc3

PMov

PSlhS/CX

frequency of roughly simultaneous internal rupture of three RCS
and Sl isolation check valves (per 18 months)

XtP2P3

4 OE-9 ": 13 140 hrs ": 1.5E-2 ": .9

7.1E-7/18 months

(Here, the beta factors for two and three common cause failures of
similar check valves is estimated by taking the geometric average
of the five beta estimates from NUREG/CR-4550)

probability the MOVhas ruptured internally at the time the check
valves fail
I/2XMt= 1/2 ": 1.0E-7 "'3,140 hrs.

6.6E-4/ 18 months

(Here, A,M is the fail to remain closed rate for MOVs from Table
6.2-1.)

probability of a spurious SIAS or control circuit MOV open
command during 40 hrs. prior to entry into cold shutdown
conditions
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pfoa=

pMOV-test-

(2+At+ +t
(2 ~ 5.7E-6 + 6.0E-7)* 40 hrs.

4.8E-4/18 months

(Herc, Xt is based on the Inadvertent safety injection signal
frcqucncy from NUREG/CR-3862. Since thc NUREG value
rcllects only events that result in plant trips and spurious safety
injection signals do not necessarily cause trips at all plants, like
PVNGS, the reported failure rate was conservatively incteascd by
a factor of2. Thc rate Q is the control circuit spurious open
failure rate for the LPSI MOV)
probability that prcssure alarm has failed in an undetectable state
when check valve ruptures occur .

1/2(1/2 + X4+ Q+ 2*+t
1/2(l/2 *4.6E-6+ 1.0E-6+ 2~3E-8) ~ 13,140 hrs.

2.2E-2/18 months

(Heic, X4 is based on thc "inoperable" failure rate for an analog
prcssure sensing instrument channel from Table 19 ofReference
6.3.31. It is conservatively assumed that one half of the faults
would bc such that they would be undetectable prior to a demand
or test. The failure rate Q is the alarm findicator failure rate from
Table 4 ofReference 6.3.32; +is the manual valve plugging
failure rate, Table 6.2-1, two valves in sensing linc.)

probability that LPSI MOV is stroke-tested sometime after the
check valves and the prcssure detection fail. Since thc MOVs are

tested quarterly, this was assigned a value of 1.0

Therefore, the contribution to outside-containment ISL due to this path is
estimated as:

FLpslt= 7.1E-7 *[6.6E-4+ 4.8EC+ (2.2E-2*1.0)]*4 loops
t

6.6E-8/1 8 month ~

4.4E-8/year

For the second class of ISLs via the LPSI lines, an initiating event that generates a

SIAS signal must first occur. Events that fall in this category include any LOCA,
Steam Generator Tube Rupture (SGTR), and RCS overcooling events (main steam

line breaks). As soon as the SIAS signal is generated, all HPSI and LPSI injection
MOVs willopen. Ifthe three, isolation. check valves between any of the LPSI
MOVs and the RCS have already ruptured internall, the low pressure LPSI piping
willbe exposed to the much higher RCS pressure. For major ruptures of the
isolation check valves, the two 1-in. LPSI prcssure relief lines willprobably not
prevent a rupture of thc'low pressure system boundary.

The possibility of the isolation check valves permitting backflow due to failure to
close somctimc after thc initiating event occurs,was also investigated. This was of
some concern because fail to close. rates for check valves historically have been

found to be higher than catastrophic ru'pturc failure rates for valves that'arc Srst

verified to have seated. One of thc few plausible scenarios that could induce such
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failures would begin with a primary system LOCA, initiation of HPSI flow, which
opens certain safety injection check valves, and a subsequent loss of off-site
power, which temporarily terminates SI flow. RCS prcssure would then act to force
coolant back through thc Sl lines.

Duc to thc PVNGS system design, any event that initiates safety injection Qow
causes the primary and secondary RCS Isolation. check valves to open first'once
RCS prcssure drops below the HPSI shut-off head of -1900 psig; Even though the
LPSI MOVs open as soon as a SIAS occuts, the LPSI isolation check valve will
not open until RCS pressure drops below the pump shut-off head of -200 psig.
Thus, in order for a LOCA (or RCS overcooling event) to dcgradc into a LPSI
system ISL outside containmcnt, both HPSI pumps must stop after initiating SI
Qow (most likely due to a LOOP), both RCS isolation checks must subsequently
fail to close, and one of thc LPSI isolation check valves must.rupture internally. A
cursory calculation of this combination offailures gave a sequcncc probability that
is insigni licant.

Similar scenarios that were discounted included those which postulate one or morc
LPSI pumps stopping once LPSI Qow has been initiated (HPSI Qow assumed
terminated) and subsequent failure to close all three check valves in the LPSI
injection Qow path. This was because, even given this remote combination of
events, thc LPSI system piping is obviously,designed to handle the RCS pressure
itwould bc exposed to under these conditions.

Thus, for the second class ofISLs via the LPSI system, the scenarios identified for
analysis werc:

~ Three RCS/SI line check valves undergo catastrophic internal rupture
within a relatively short interval (due to common cause) and a LOCA,
SGTR, or RCS overcooling event occurs in the 40 hrs. before operators are
required to enter Cold Shutdown

~ Three RCS/SI line check valves undergo catastrophic internal rupture,(due
to common cause), thc high pressure alarm in theiSI line fails incan
undetectable manner, and a LOCA, SGTR, or RCS ovcrcooling event
occurs prior to the next reactor shutdown

As was done for the first class ofscenarios, only common cause failure of the thine
check valves was considered. It was conservatively assumed that the LPSI MOVs
would open cvcn ifcommanded against the high, prcssure that would be present if

~ the three isolation check valves had failed:.. ~

Thc ISL frequency for the second class ofLPSI scenarios is estimated as:

FLPSI2 = Fcv~c3 e [PSI I + (Pfpii SI2)j 4 1OOPS

where:

Fcv-cc3= frequency of roughly simultaneous internal rupture of three RCS
and Sl isolation check'valves (pcr 18'months)

4(2@ =.4.0E-9 * 13,140 hrs. *'1.5E-2 ~ .9

7.1E-7/18 months
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e- PSII=

Pfoa=

PSI2

probability that an initiating event that requires Safety Injection
occurs during 40 hrs. prior to entry into cold shutdown conditions

(~SMLOCA+ ~MLOCA+~LLOCA+~SGTR+~SLB)

(9.1E-7 +5.1E-8 +2.4E-S +1;8E-6 +1.1E-7)»'0 hrs.

1.2E-4

(He c ~sMLocA ~MLocA~LLocA~sGTR and ~sLB a e the
PVNGS hourly frequencies for Small, Medium, and Large
LOCAs, steam generator tube ruptures, and steam line breaks,
respectively. &e values are derived from the yearly frequencies
given for these initiating events in Table 6.1-1.)

probability that pressure alarm has failed in an undetectable state

when check valve ruptures occur

2.2E-2 (As derived for LLpsli)

probability that an initiating event that requires Safety Injection
occurs sometime between check valve ruptures and next reactor
shutdown

(~SMLOCA+ ~MLOCA+~LLOCA+~SGTR+~SLB)

1/2 +(9.1E-7 +5.1E-8 +2.4E-S +1.8E-6+1.1E-7)" 40 hrs.

1.9E-2/18 months

FLPS12= 7.1E-7 [1.2E-4+ (2.2E-2":1.9E-2)]":4 loops

1.5E-9/18 months

1.0E-9/year

The total frequency for outside-containment ISLs via the LPSI system was
estimated to be:

FLPSI FLPS11 + FLPS12

4.5E-8/year

Again, it should bc noted that the niajority of the ISL sequences in this section
involve a LPSI MOV opening against RCS operating pressure. Ifthe MOV causes

the ISL by opening, it is quite possible that the ISL could be terminated by operator
action to close thc MOV ifit is diagnosed in a timely manner. However, no credit
is taken herc for this potential recovery.

6.1.3.3.2.2 ISLs in RCS Hot-Lcg to Shutdown Cooling

An outside-containmcnt ISL via tlus path requires catastrophic internal rupture of
two normally-closed kcy locked MOVs in a SDC suction linc (UV-651 and UV-

653 in Loop 1) and subscqucnt rupture of the 8 ft. of low pressure piping between

the containmcnt wall and a third MOV. However, as discussed in thc insidc-
containmcnt section dealing with this scenario, rupture of this small section of
piping is improbable due to the capacity of the large LTOP relief valve. As'ucli
this ISL path is considcrcd to bc a negligible contributor to the ISL outside
containmcnt frequency.
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6.1.3.3.2.3 ISLs in RCS to Letdown Line
The 2-in. letdown line is designed for and normally pressurized to RCS pressure up
to the letdown control valves, LV-110P and LV-110Q, (Figure 6.1-3). Within the
containment, the line includes two air-operated, fail-closed containment isolation
valves (UV-515,516) and the Regenerative Heat Exchanger. The isolation valves
close automatically given a SIAS signal, with one of the valves also closing on
CIAS and the other closing on high temperature in the piping downstream of the
heat exchanger. Allbreaks in the letdown line inside containmcnt fall into the
normal Small LOCA category. However, breaks between the isolation valves and

the containment wall were dropped from further consideration due to the high
likelihood that the leak would be terminated by closure of one or both valves.

Outside containment between the penetration and the Letdown Heat Exchanger,
the line contains another containment isolation AOV (UV-523), which
automatically closes upon a CIAS, and two letdown control valves (LV-110P and

LV-110Q) in parallel 2-in. lines. One of the letdown control valves is
administratively isolated by procedure whenever RCS pressure exceeds the
capacity of the relief valve (PSV-345) that was designed to protect the heat
exchanger and associated piping. The letdown control valves limitthe flow duc to
any downstream break to within the capacity of the charging pumps. For this
reason and the fact that there are three containment isolation valves which would
receive close signals given an outside-containment LOCA, all ISL scenarios
downstream of the UV-523 isolation valve were dropped from further
consideration.

Between the containment wall and the UV-523 isolation valve lies some short
sections of 2-, 1-, and 0.5-in. high pressure piping that could initiate an outsidc-
containment ISL. Only the two isolation AOVs within the containment would bc
availablc to tcrtninate RCS flow out the brcak. The frequency of an unisolatcd
letdown linc ISL is estimated in the following manner:

FLctdoivn Fbrk ~ ((PApyl + CX1) ' AOV2+ CX2)+ CC)1

whet'c:

Fbrk

PAOV1

PCX1=

V-'lP 0 ' I

frequency of pipe rupture in letdown linc between containment
wall and UV-523, containment isolation AOV. Use pipe failure
rate from Table 6.1-5

7 pipe sections ": 13,140 hrs. + 2.01E-9/section-ltr.

1.8E-4/18 months

probability AOV UV-515 (or SOV UY-515) fails to close given
letdown line rupture outside containment. Valve stroke tested

during shutdowns.

1/2(XAOV+Xspy)t

1/2 (4.1E-7 + 8.2E-7) 13,140 ltrs.

8.1E-3/18 months

probability AOV UV-515 fails to close duc to control circuit fault.
(Circuit single failures arc one relay fail-to-dc-energize and onc

relay spurious cncrgizc.)

i/2(4.0E-7 + 4.3E-7) l 3140 hrs.
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PApV2

PCX2

Pcc=

5.5E-3/18 months

probability AOVUV-516 (or SOV UY-516) fails to close given
letdown line rupture outside containment. Valve stroke tested

during shutdowns

I/2(LApv+Aspv)t
1/2 (4.1E-7 + 8.2E-7) 13,140 hrs.

8.1E-3/18 months

probability AOV (UV-516) fails to close due to control circuit
fault (Circuit single failures are one relay fail to de-energize and

one relay spurious energize.)

1/2(4.0E-7 + 4.3E-7) 13140 hrs.

5.5E-3/18 months

probability of common cause failure to close containment
isolation AOVs. (UV-516 Ec UV-515) Reference 6.3.8 gives 1.5E-

7/hr. for 2 of 2 AOVs fail to open/close/operate, including
command faults. Since the containment isolation AOVs are

designed to fail closed, it is assumed here that only onc of two of
the overall common cause failure rate represents failure to close
these AOVs:

1/2(1/2 ":1.5E-7)13140 hrs.

4.9E-4/18 months

The contribution to outside-containment ISL due to RCS letdown linc rupture
scenarios was therefore estimated as:

Fr ~g0„,„1.8E-4 [(8.1E-3+5.5E-3) (8.1E-3+5.5E-3)+ 4.9E-4)]

1.2E-7/18 months

8.1E-8/year

6.1.3.3.2.4 ISLs in RCS to Nuclear Cooling Water System

Thc Nuclear Coolinil Water (NC) system interfaces with the RCS via the Letdown
Heat Exchanger and the Reactor Coolant Pump (RCP) high pressure coolers and

seal coolers. A tube to shell leak in any of these heat exchangers would result in
high prcssure RCS coolant entering the low pressure NC system. The NC pumps,
which lic outside containment, circulate cooling water through the NC heat

exchangers, into various components within containment, and back out in a closed

loop (Figurc 6.1-4). The lowest prcssure relief point in the system is at thc NC
surge tank located on thc roof.of the Auxiliary Building. Ifthe seal cooler LOCA
or the NC system lines are not isolated such that all RCS inventory loss occurs

outside containmcnt, RCS makeup will fail once Refueling Water Tank (RWT)
inventory is deplctcd. Core uncovcry willfollowwith an open containment bypass

path via thc NC system.

There are many RCP seal cooler/NC LOCA scenarios that could result in some sort

of off-site rclcasc of radioactivity but tlo,not lead to core danrage. Postulated

scenarios that ultirrratcly result in core damage are complex and long-tenn, with

many opportunitics for operator action to convert thc event into a morc benign

inside containmcnt LOCA or to tcnrrinatc the LOCA cntircly. In order to focus on
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only the scenarios with core damage and containment bypass potential, it is
necessary to examine the NC and RCP seal'cooler systems in detail.

Normal NC operating pressures range from 98 psig at the discharge of the NC
pumps to less than 10 psig at the system's highest point in the surge tank on the
roof of the AuxiliaryBuilding. Ifan RCS interface leak occurs, the entire NC
system willbecome pressurized causing some or all of 35 system relief valves to
lift.Thirty-three of the NC relief valves are low capacity valves (( 67 gpm)
designed to liftat various pressures between 10 and 150 psig to protect various
components and pipes against thermal transients within the system. None of these
relief valves were designed to protect system piping from the impact of an RCS to
NC leak. There are two high capacity (250 gpm, with setpoint at 135 psig) NC
system relief valves within containment, either of which could relieve the
maximum leak flowrate from the largest NC interfacing LOCA (via the high
pressure seal cooler). The other six relief valves within containment, where
nominal NC pressure is roughly 50 psig, have setpoints of 110 psig and relief
capacities of -10 gpm. Almost all of the remaining NC pressure relief valves
installed outside containment have setpoints at approximately 150 psig and relief
capacities ranging from 10 to 67 gpm. The total capacity of all NC pressure relief
valves is approximately 1000 gpm.

The surge tank relief valve (PSY-72), includes a 10 psig setpoint, and is an
important exception to the ex-containment NC relief points. Even after accounting
for the water head due to the difference in elevation and pressure loses tlirough the
NC lines from thc break location to the surge tank, the tank relief valve would
likely be the first to open. Once the ingress of reactor coolant causes the 1000
gallon capacity tank to fill,up to 67 gpm willbe vented to the roofof the Auxiliary
Building via thc tanks safety reliefvalve. When this capacity is exceeded, the surge
tank itself is likely to rupture, since design prcssure is only 15 psig. Tiic prcssure
increase needed to lift a rclicfvalve at any other location in the NC system is at
least 50 psig.

A nunibcr of other factors may determine where"the'NC-pressure"boundary
actually fails given a heat exchanger tube rupture event. The actual evolution of the
leak and fluid dynamics considerations, such as RCS coolant flashing to stcain
within the NC piping and pressure drops across NC components, may produce
localized pressure spikes that open relief valves or even rupture piping at locations
other than the surge tank. Ifthe relief valves closest to the heat exchanger leak
open first and provide sufficient relief capacity, the ISL willbe confined within
containment and hence willact much like any Small LOCA. However, because the
surge tank relief scenario appeared to be b'oth the ifiost likely and the most severe

in terms of safety system impact, it was conservatively assumed to represent the
result of any significant High Prcssure Cooler or Seal Cooler tube leak.

Thc NC system penctratcs containment with two 10-in. diameter lines: a cooling
water supply and a return linc. The supply line contains a check valve inside
containment and a class AC powered containmcnt isolation MOV outside
containrncnt that is automatically actuated on Containmcnt Spray Actuation Signal
(CSAS). Thc return linc contains two siinilar containmcnt isolation MOVs: onc
inside and one outside containnicnt. Thc MOVs arc designed to close against
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pressure differentials up to 150 psid. For a NC/seal cooler ISLOCA, automatic
actuation of these valves is not expected since significant increase5 in containment
pressure are not expected.

Each of the four RCPs has one High Pressure Seal Cooler (HPSC) and two throttle
coolers (Figure 6.1-5), which have NC cooled fluid chambers. RCP seal flow to the
HPSC can be isolated via two non-class powered MOVs: one at the inlet and one
at the outlet of the cooler. Flow to the throttle coolers cannot be isolated.

The only RCS/NC interface that is considered to have significant ISLOCA
potential is in the RCP/HPSC. The HPSC is a 75-in. long, 12-in. diameter tank (NC
side) with approximately 255-ft. of seamless internal tubing coils rigidly supported
off the tanks center pipe. The tubing is 1.25-in. O. D. stainless steel. A double
ended rupture ofHPSC tubing would correspond to a break size of 0.62 sq. in. and

a calculated maximum initial leakage flow rate of approximately 25 lbm/sec (250

gpm). As the RCS depressurizes, the flowrate willdrop into the range of 10-15

Ibm/sec. In addition, a catastrophic high pressure cooler tube rupture may
simultaneously initiate degradation of the RCP seals of the affected pump because

cooling and lubricating flow would be diverted to the break. This leakage is
expected to be less than 120 gpm with all three seal stages failed. Thus, total
leakage from the RCS would be no more than 370 gpm. This falls well within the

range of a small LOCA and the HPSI pumps would be expected to provide RCS

makeup for as long as the RWT inventory lasted.

Leakage from the RCS into the NC system may be expected to be detected by a

combination ofnuclear cooling water system radiation monitors and the high surge

tank level switches. High radiation and surge tank levels cause an alarm to sound in
the Control Room. The following indications are available to the Control Room
operator to assist in identifying the nature of the RCS breach and its location:

~ RCP HPSC Inlet Tempcraturc

~ RC HPSC Outlet Tcnipcraturc

~ NC-.side HPSQGutlct Temperature " ." '

NC-side HPSC Outlet Flow

~ NC Surge Tank Level

~ NC System Process Radiation Level

~ Pressurizer Level

~ Charging/Letdown Mismatch

As mentioned previously, thc HPSCs are provided with inlet and outlet isolation
MOVs on the RCS side (Figure 6.1-4). Thc motor operators arc sized to close

against a 2500 psi differential pressure and are supplied with non-class 1E AC
power. RCP alarm response proccdurcs would direct thc operators to close the

isolation valves on thc HPSC serving thc affecte pump in order to terminate the

event. In addiuon, as long as onc of the tivo high capacity NC relief valves within
containmcnt opens at its design sctpoint, thc NC containment isolation MOVs
would bc closed, ensuring tliat all loss of thc RCS inventory occurs within
containment. Iffor some reason thc affcctcd HPSC could not bc isolated, thc RCS
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would be dcpressurized and shutdown cooling would be established, minimizing
the HPSC leakage.

A logic model is used in order to assess the frequency of a HPSC/NC interfacing
system LOCA evolving into a core damage event. The following issues and
assumptions pertain to the logic model:

The primary concern with this scenario from the PRA perspective is
containing RCS leakage within containment such that the sumps can be

used to provide RCS makeup once the RWT is depleted. Other HPSC
LOCA scenarios may lead to release of radioactivity associated with
normal reactor operations, but they do not present an accident significantly
more challenging than the small LOCAs assessed in Section 4.3. Given the
low likelihood and relatively low consequences of such accidents, they are

considered to be enveloped by the analysis presented there. Thus, ifthe
NC containment isolation valves successfully close and the event can
transformed to an inside-containment LOCA, it is considered resolved in
this analysis.

HPSC isolation MOVs are assumed operated/tested at least once per 18

months.

The NC high capacity SRVs are assumed to be shop tested during each

refueling outage.

No credit is taken for automatic actuation of the NC isolation valves. This
is conservative in cases where an RCP seal LOCA evolves (generating a

CSAS) subsequent to the HPSC tube rupture or ifsignificant prcssure
relief via NC relief valves within containment occurs.

Ifboth NC high capacity Safety Relief Valves (SRVs) fail to open (and the
HPSC isolation MOVs are not closed), the NC isolation MOVs cannot be

closed duc to high NC system pressure.

In thc cvcnt of initial failure of NC isolation due to failure of thc high
capacity.,SRVs,. action.to establish, shutdown cooling. entry conditions
(-450 psia, 350') does not ensure the NC isolation MOVs can be closed.
RCS leakage outside containment willcontinue, but at a lower rate.
Cooldown/deprcssurization must continue until RCS pressure drops
below about 200 psia such that (due to prcssure drop through the seals,

break, ctc.) it does not exceed the differential pressure that the MOVs are

designed to close against. It is assumed that ifthe LOCA is not diagnosed
as a HPSC ISLOCA, operators willnot bring the RCS pressure

low'nough

to isolate NC prior to RWT depletion.

Ifthc nature of the HPSC ISLOCA is not realized within roughly 2 hrs. of
thc initiating event, diagnosis is assumed to become considerably more
difficultduc to thc possibility of significant RCP seal failure. This would
cause indications that it is an inside-containment LOCA and would

complicate operator response.

It is assumed that RWT inventory is sufficien to provide at least 48 I>rs. of
RCS n>akcup. This is based on the PVNGS Technical Specification
rcquircd inventory of 600,000 gallons and a leak that continues at the rate
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of 210 gpm. Although actions to re5ll thc RWT arc certainly feasible in
this time frame, no credit is taken for this recovery.

~ Operators are conscrvativcly assumed to have 30 hrs. in which to
diagnosis thc prcscncc of a HPSC interfacing LOCA and to close the
HPSC isolation MOVs and/or thc NC isolation MOVS.'his diagnosis
may bccomc more complicated after the initial 2 hrs. ifa RCP seal leak
evolves, but a compensating factor is provided by Control Room crew
tumovcr in this long period. Each new crew that is involved in mitigating
the accident reduces the likelihood of depcndcnt human failures to

~ diagnose thc HPSC rupture conditions.

The fault tree developed is provided in Figure 6.1-6 (page 2 of 6) and thc failure
data associated with thc events in thc model is detailed in Table 6.1-9. Details
pertaining to the initiating event frequency and the human errors modeled are
provided below.

lnii in v

The likelihood of a HPSC tube break was evaluated by several methods. Both
generic failure data and prior operating experience based on the NPRDS and LER
data bases werc examined. The NPRDS search showed no prior United States
PWR RCP seal cooler tube failures in approximately 25 millionRCP operating
hrs. There was one known seal cooler. tube leak event in a non-US plant
(Switzerland's Beznau Unit 1). The RCP manufacturer is Westinghouse Electric
Corporation.

Using gcncric industry failure data, the tube rupture frequency for this type ofheat
exchanger can be estimated in two differen ways. Thc rupture frequency based on
the Interim Reliability Evaluation Program (IREP) (Rcfercnce 6.3.13) heat
exchanger tube failure rate is 5.3E-5/year. (Although the HPSC has onc long
helical tube, it is assumed to be equivalent to two standard heat exchanger tubes for
this calculation.) Thc rupture frequency based on a Baycsian updated WASH-1400
pipe.failure.rate. (small. diameter. piping); and.conservatively assuming 10 ft: of
piping pcr section, results in a HPSC rupture failure'ate of'4.5E-'4 per heat
exchanger year.

Based on thc above information, a HPSC pipe rupture frequency of 1.0'er heat

exchanger year was judged appropriate. Since each unit has four HPSCs, the

yearly frequency for each PVNGS unit is 4EP/year.

H m nR li ili An 1

'I

The kcy human interface in this ISLOCA scenario is diagnosis by the operators
that an HPSC tube rupture has occurred. Subsequently, the operators willact to
isolate Aow through the HPSC that appears to have the ruptured tube. The Control
Room indications listed above assist the operator in this task, Ifthe isolation
MOVs on the affected HPSC are successfully closed, thc LOCA is terminated.
Based on the RWT inventory discussed above, operators have at least 48 hrs. to
take this action. There is some potential for isolating the MOVs on the wrong

~ HPSC, but there is ample opportunity for feedback (the LOCA continues) and

ample time availablc for cortccting initial errors.

Rev. 0 4/7/92 6.1 Initiating Event Frequencies 6-31



Quantification of Anticipated Transients without SCRAM

Based on thcsc conditions,.it is judged that failure to diagnose thc interfacing
system LOCA in thc affected HPSC may bc estimated from Table 12-4 of
Rcfcrcnce 7.5.3. Because thcrc will likely bc several diffcrcnt problems being
alarmed in thc Control Room (possibly including conditions associated with an
RCP seal leak ifaction is not taken within a couple hours), the human failure
probabilities for a "third event" are used. The table gives failure to diagnose values
only out to about 24-hrs. where the. Human Error Probability (HEP) is 8.5E-S
(mean value). Based on this, a conservative estimate of 5E-5'is judged to be
reasonable for failure of several different Control Room crews to diagnose thc
rupture in thc correct HPSC.

The logic model developed to assess the probability ofcore damage duc to a HPSC
ISLOCA also considers the possibility of operator error in performing the HPSC
isolation and NC containmcnt isolation tasks once a correct diagnosis has been
made.

C r

The calculated CDF duc to a HPSC/NC interfacing system LOCA based on this
model is 5.7E-8/year.

6.1.3.3.2.5 Total Contribution form ISLs Outside of Containmcnt
The total contribution of interfacing LOCAs outside the containment is 1.8E-7/
year. Table 6.1-7 lists each of the contributors and their contribution.

6.1.3.3.3 Steam Gcncrator Tube Rupture - IESGTR
The steam generator tube rupture event frequency is calculated in thc C-E System
80™PRA (Reference 6.3.5). The System 80™PRA reports a median of 1.0E-2/
year which yields a mean of 1.6E-2/year.

6.1.4 Quantification of Anticipated Transients without SCRAM

As discussed in Sections 4:1 and 4.3, the ATWS initiators were dcvelopcd by
binning thc PVNGS initiators into categories. Table 6.1-8 identifie each initiator
and the.category"into.which thc initiator has;been binncd:" r-: ".
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6.2 Component Failure Data

This section discusses the approach utilized to estimate the probability of failure of
the various component or system related basic events within the system fault trees.

This section is subdivided as follows:
~ 6.2.1 Development of Generic Component Failure Rate Distributions

6.2.2 Control Circuit Failure Data
~ 6.2.3 Common Cause Failure Data

6.2.4 Maintenance Unavailability Data
~ 6.2.5 Special Event Quantification
~ 6.2.6 Incorporation of Plant Specific Failure Data

Data related to thc reliabilityof thc operating staff to perform required actions or to
properly restore cquipmcnt to operation is discussed in Section 7.

6.2.1 Development of Generic Component Failure Rate Distributions

Generic failure data was obtained from a number of industry data sources
including NUREG reports, other PRA reports, and industry data sources. In
selecting industry failure data for application to the PVNGS PRA, the following
factors were considcrcd:

1. Consistency of component boundary definitions. For example, for the
PVNGS fault tree models, the probability of a valve or pump failure was

generally considered separately from the probability of failure of the
associated control circuit. Therefore, the data sources utilized to estimate

pump and valve failure rates had to provide failure data forpumps and valves,
excluding control circuit faults.

2. Consideration of data validity and transferability to PVNGS. In sclccting a

data source for a certain component failure rate, a number of nuclear power
plant sources were referenced as described in Tables 6.2-1 and 6.2-2. The
selected.sources,of. data. were.compared with a number of available data
sources and werc judged to bc consistent with the ranges ofapplicable failure
data availablc.

The generic failure data utilized for the PVNGS PRA is summarized in Table 6.2-

1. In addition, thc base reference from which the data value was obtained is listed
in Table 6.2-2.

Thc failure rates summarized in Table 6.2-1 were input into thc Computer-Assisted
Fault Tree Analysis (CAFTA)data base. The CAFTA data base automatically links
the appropriate failure rate based upon the last five characters of the basic event
identifier (the basic event naming convention is described in Table 6.2-8), with an

appropriate failure exposure period which is manually input into CAFTA. For
example, the B Train AF pump discharge MOVs have a failure rate of2.9E-6/hour
(MV-FO from Table 6.2-1) and arc cycled, every 62 days. The 2-month test period
is manually entered into the CAFTA'data base. CAFTA calculates the basic event

Probability as 2.16E-3/year using the general equation Pfgj]ure Xt/2. The entire
PVNGS PRA data base is summarized in Appendix 6.D.
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6.2.2 Control Circuit Failure Data

The PVNGS PRA fault tree models normally consider command and control
circuit faults separately from component faults. For example, local failures of the
MOV were considered separately from failures which are caused by control circuit
faults, which originate in thc associated motor control center. This was done in
order that difference in control circuit design for the various PVNGS applications
(remotely operated valves, electrical circuit breakers, motor driven pumps) could
be properly and realistically accounted for within the PVNGS PRA. For example,

by using this methodology, the PVNGS PRA is able to account for the fact that
circuit breaker designs, which have one or more normally energized (de-energized
to trip open the associated breaker) protective relays, generally have much higher
spurious transfer rates than circuit breaker designs which do not rely on normally
energized protective relays.

For the purposes of this rcport, the control circuit faults were defined to include all
control circuit components located in remote panels such as the motor control
center or remote actuation cabinets. Component and control circuit faults which
are located in close proximity to the component are included with thc component
failure rate. For example the limitand torque switches on the valves and the motor
operator are considered contributors to the MOV failure rate, and do not contribute
to the associated control circuit event. Control circuit components which are used

by more than one piece of PVNGS equipment, such as certain ESFAS actuation
relays which actuate multiple components, were modeled separate from the control
circuit so that the cffcct of component failure would bc properly modeled.

Control circuit failure rates were estimated based upon the subcomponent (e.g.,
relays, fuses, remote actuation contacts), failure rates, depending upon the number
of subcomponcnts contained within the control circuit, which arc critical to the
operation. In order to facilitate this process, control circuits were organized into
groups that have similar circuit designs with each group assigned an appropriate
component/failure mode code. For example, the control circuits for the MOVs are
not identical; so'it was not possible"to lump thein all together and calculate one
failure rate for all MOVs. Thcrcforc, the MOV control circuits were divided into
groups that have similar designs. For example, thc Nuclear Cooling (NC) system
MOVs were assigned the code CX3FO. The "CX"means that the event ofconcern
is a control circuit fault; the "3" signifies that it was assigned to MOV group
number three; and the "FO" means that the failure mode of concern is fail to open.
A total failure rate was calculated and entered into the CAFTA data base for each
identified control circuit grouping. Since similar circuit designs were grouped
together, the number of individual circuits modeled was minimized. Ifa control
circuit was not grouped because of unique design features or because the control
circuit contained components which were tested with different test periods, the
control circuit failure probability was calculated based upon Table 6.2-1 data and
the appropriate mission times. The control circuit event was given a type code of
CXX and the event probability was directly entered into the CAFTA data base.

Table 6.2-3 summarizes the control circuit failure rates utilized in the PVNGS
PRA. ~,
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62.3 Common Cause Failure Data

A number ofcommon cause failure events were modeled within the PVNGS PRA,
based upon the general quantitative screening approach described in section 3.2.1

of NUREG/CR-4780 (Rcfcrence 6.3.44). In particular, common cause was
considered whenever components designed to identical specifications were
utilized to achieve redundancy of a particular function.

The followingcommon cause failure component group events werc considered:

~.Component:;Grou9':.>ijgi~AV4>iiiii"'i'::ll':i'j~ioi~Mgj!Svstcms'gik~ii,"'r!g'."glib':".".'"'gÃgjjV>~jj'p'"'',.ji"';".'I"';s! i,"~

>'l'tandby

Motor Driven Pumps AF, LPSI, HPSI, Essential Spray Pond

(SP), CD, Containment Spray (CS),
Essential Chilled Water (EC) System,
Essential Cooling Water (EW) System
pumps

Standby Pumps With Diverse Drivers AF Pumps

Motor Operated Valves

Emcrgcncy Diesel Gcncrators

Instrument Air(IA)Comprcssors

Essential Chillcrs
h

Standby HVACFans

Class Electrical Battcrics

AirOperated Valves

Reactor Trip Brcakcrs

ESFAS Transmitters

HPSI MOVs
LPSI MOVs
AF Injection MOVs
CS Injection MOVs
Sump Recirculation MOVs

Emergency Diesel Gcncrator (PE)

IA

EC

Control Building HVAC(HJ)

DC Power System (PK)

SG Atmospheric Dump Valves
(ADVs)

Reactor Protection System (SB)

Engineered Safety Features Actuation
(SA), Reactor Coolant (RC) System,
SG

The quantification process and failure data utilized for the major common cause

events considered in thc PVNGS PRA are summarized in Table 6.2A.

6.2.4 Maintenance Unavailability Data

For the PVNGS PRA, maintenance unavailabilities for major components were

gencratcd either by reviewing plant specific data or by utilizing generic industry
data on the frequency and duration of maintenance activities. For the most critical
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components e.g., Safety Injection and AuxiliaryFccdwater components, a review
of plant specific maintenance unavailabilities was performed in early 1989, which
calculated the corrective and prcvcntative maintenance unavailability for these key
components, based upon operating experience accumulated in 1988.

For the remainder of events, the component maintenance unavailabilities were
calculated as:

Um X (MTTR)

where

U = maintenance unavailability

maintenance rate

MTTR = mean time to repair/maintain the component or
shutdown the reactor to a stable condition

The major maintenance unavailability events; and the source oftheir quantification
are summarized in Table 6.2-6. Additional background information on
maintenance rate distributions is provided in 6.C.

6.2.5 Special Event Quantification

Within thc event tree dcvclopmcnt described in Section, there were several
elements which were quanti fied using data sources or methodologies unique to that
clement. Thc major basic events quantified in this manner are listed in Table 6.2-7

including the following events:

1. ATWS basic events representing thc probability that sufficient control rods
do not insert into thc core to prevent primary overpressurization following an

Initiating Event, and thc probability that Moderator Temperature Cocflicicnt
(MTC) is insufficicntly negative to prevent RCS pressure from exceeding
ASME Class C limits following an ATWS event

2., Basic events representing thc probability ofnon-recovery ofoff-site power as

a function of time following a loss ofoff-site power event

3. Basic events representing thc probability that an engineered safcguards pump
fails to run without room cooling

6.2.6 Incorporation of Plant Specific Data

In general, the PVNGS PRA rclicd upon the gcncric failure data devclopcd in
section 6.2.1. However, for the components which were most important to the PRA
results, plant specifi experience was collcctcd and the generic and plant specific
data were combined by a Bayesian update process. The following components
were sclcctcd for the Bayesian update process based upon risk important measures

(c.g., Table 10.1-2):

~ Turbine driven AF pump fail to start
~ Turbine driven AF pump fail to run
~ Diesel Generator fail to start

Rev. 0 4/7/92 6.2 Component Failure Data 6-36



Incorporation of Plant Specific Data

~ Diesel Generator fail to run
~ Motor driven AF pump fail to start
~ Motor driven AF pump fail to run

Thc results of the Bayesian update process for these components is summarized in
Table 6.2-5. In the longer term, Arizona Public Service will incorporate plant
specific experience into the Initiating Events analysis and other important
component failure events. However, it is not expected that this effort will
significantly effect thc results herein. Ifanything, it is expected that the overall risk
profile may be slightly decreased as the high frequency Initiating Events (reactor
trip initiator and turbine trip initiator) are adjusted downward based on plant
experience.

As discussed in Section 6.2.4, plant specific experience was also considered during
the process utilized to estimate the maintenance unavailability of the major pumps
and valves created in the fault trcc models. Plant specific experience was also
considered in the quatification of several special event basic events, such as the
probability that FW continues to be availablc for the first 30 min. following reactor
trip. The data dcvclopcd and utilized for these special events is discussed in
Section 6.2.5.
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Initiating Event Frequencics
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Initiating Event Frequencies

I'ithle 6.1-1 PVNGS Initiating Events anil Freqttettcies

initialing Event

IIii'KVP

Description

Loss of All (2) RV Puinps

Frequency,''=per

year

1.6E-I

Method of Calculation'

Gcncric Point Estiinatc

IL'Sl B Large Secondary Stcam Linc Brcak

IESG I R Stcain Gcncrator Tube Rupture

Ill(PS'I'.nss of All (3) Conilcnsatc Piiiiip»

II'CONI)VAC Loss of Condenser Vacuuni

1.0E-2

2.3E- I

1.0E-3

1.6E-2

Gcncric Point Estiniate

Gcncric Point Estimate

Plant-Based Tabular OR

Plant-Based Tabular OR

IEI'1.13

I[!I.OOP

I liS i%I I.OCA

I I:IvlI.OCA

IiiI.LO(A
IEI3LACK

IEKISIV

Ilil'CiV

Large Fccdwatcr Linc Brcak

Loss of Oif-site Power

Siiiall LOCA

Mciliuin I.OCA

Large LOCA

Station Blackout

Closure of AllMSIVs

Loss of Plant Cooling i~Vatcr

3.1F:4

7.8E-2

8.0E-3

4 5E-4

2.1E-4

2.C)E-4'.0E-2

5.0E-3

Plant-Based Tabular OR

NSAC-111

Plant-Based Tabular OR

Plant-Based Tabular OR

Plant-Based Tabular OR

Plant-Based Equation Estimate

Gcncric Point Estimate

Gcncric Point Estimate

II''CN Loss ofTurbine Cooling Water 2.0E-2 Gcncric Point Estiniate

li'NCiV

II.'I AS

II:TI

Loss ot'Nuclear Cooling Water

Loss of Instnmicnt Air

Turbine Trip

2.0E-2

2.2E-2

Gcncric Point Estiniatc

Plant-Based Fault Tree Estimate

Generic Point Estimate

IEMISC Misccllancous Reactor Trips

IEPKAM41 Loss of PKA-M41 or PKA-D21, Class 125V DC

II!PK13M42 Loss of PKB-M42 or PKB-D22, Class 125V DC

5.67

2.0E-2

2.0E-2

Gcncric Point Estimate

Plant-Based Fault Trcc Estirnatc

Plant-Based Fault Tree Estimate

II'PKCM43 Loss of PKC-M43, Class 125V DC 4.7E-3 Plant-Based Fault Trcc Estimate

I I.ipiVAD25

Ilif'N8D2Ci

Loss of PNA-D25, 120V INST AC

Loss of PNB-D26, 120V INS I AC.

IEPKDM44 Loss of PKD-M44, Class 125V DC 4.7E-3

2.5E-28

2.5E-2"

Plant-Based Fault Tree Estimate

Plant-Based Equation Estimate

Plant-Based Equation Estiniatc
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Initiating Event Irrcqucncics

1'nl)le 6. I- I PVNGS Initiating Eve»ts anti Freqttencies (Confinttetl)

lnlllallllgLvcnl Description
lrcqucncy,

pcr year
.; Mctlfod of Calcitlatjon

II:('RI IVAC I.( ss of Control Roonl I IVAC

il;DcuiiVAC-i L»ss or DC r(lull)lucntRoolll IIVAC-Div. I

II":I)CI<IIVAC-2 Loss of DC Equilnncnt Root)) I IVAC- Div. 2

I I:.IS LOCA Intcri'acing Systcn| I.OCA

3.3E-4'.5E-I'"

2.5E-I"'.8E-7

Plant-Based Equation Estimate

Plant-Based Equation Estimate

Plant-Based Equation Estimate

Plant-Based Tabular or Point Estimate

A'I'KVS Anticipatctl Transients WitlloutSCRAM

a. 1'itis is an cslinlalc. An c<luaiion is actually usc(i in solving Ihc acci(1cnt scqucncc.
li. Scc Ial)ic ((|.I-4)
c. Scc Section (6.I.I)
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Initiating Event Frequencies

'I'nl)lc 6.1-2 PVNGS Seco»llnry Li»c 13renk Scnsitivc Piping Inventory

I Ipc Scgnlcnl

Slcaln I.ines

Downcomcr Fccd I.ines

Auxiliary Feed Lines

'A)tal

Pipe I.D.,
in.

28
l2

Nunlhcr of
Sccllons

30
8

58

Frcqucncy,
pcr year

2.2E-4
C) OF-5

1.2E-4

3.0E-5

4.3E-4

Secondary Linc Brcak Scnsitivc Piping Scgmcnt .-.,';; '"Bolindary Components': .' ~

'SIVs:UV 170, UV 171, UV 180,UV 181

ADVs: I IV 178, I-IV 179, IIV 184, HV 185

Slcanl Gcncrators No. I &2

VC)52, V653,SG I &2

V079, V080

ttev. ll 4fl/9') 6.1 Initiating Event Frequcncics 6-54



initiating Event Frequenctes

I ni)le G. I-3 PVNGS I ee(iivntel I.ine IIrenk Sensitive Piping Inventory

Pipe Scgnlcnt

SG No. I Blowdown

SG No. 2 Blowdown

Pipe I.D.,
ln.

Nun)bcr of Frcqucncy,
Sccllo» pcf year

14 I OE-4

14 I .OE-4

Secondary Linc Bicak Scnsitiv'c Pjping'Scgn')c'nt .,'.
Boundary Coll)poticnts, ';"„; '";-

SG No. I, UV500P

SG No. 2, UV 500R

Leon»»)incr Fccd Lines 24
14 Ec IG)

G)

8

4.5E-5
G OE-5

V003, VOOG, SG No. I % 2

42 3.IE-4

Itev. 0 4/7P)Z 6.t InltllltlngI''cnt Frc(lucnclcs 6-55



Initiating Event Frequencies

Table 6.1A PVNGS Miscellaneous Transients/Reactor Trips Initiating Event
Frequencies

'', ' NUREG-'3862'>'".;

i,»',.f-. ~~.-," .
': -,=-::. "~ „~-.',>.Event Description,'„-; ~,:;,';-.; ',-; Frequency,',:.",,;"„";,

';-.,'„-

.'."'.'."."",,','.,"',".':;"-.".'''-.".,",.',", '"=.',.'-„;.'.-.."',":.'",.",'per yea'r >; ~:,.

-.. Pl

1 Loss ofRCS Flow

2 Uncontrolled Rod Withdrawal

3 CRDM Problems

4 Leakage From Control Rods

5 Primary Leakage

6 Low Pressurizer Pressure

7 Pressurizer Leakage

8 High Prcssurizcr Prcssure

10 Contain)ncnt Pressurizer Problems

11 CVCS Malfunction, Boron Dilution

12 Rod Position Error

14 Total Loss of RCS Flow

15~ Loss or Reduction in FW Flow
(I Loop)

17 Closure of I MSIV

19 FW Flow Increase 1 Loop

20 FW Flow increase All Loops

21/22 FW Flow Instabilities

26 SG Lcakagc,

28 Misccllancous Secondary Lcakagc

29 MSSV Spurious Open

34'cncrator Trip

36 PZR Spray Failure

38 Spurious Trips Unknown

39 Auto Trip

40 Manual Trip

0.28

0.28

0.5

0.02

0.05

0.03

0.005

0.03

0.005

0.03

0.13

0.03

0.75

0.17

0.44

0.02

0.63

0.03

0.09

0.02

0.23

0.03

0.03

1.42

0.47

Total 5.67

a. Frcqucucy reduced hy ouc hall'. PVYGS Reactor Power Cuthack System nom)ally
i)reveals event Crom till)plug A.'llcl(N'.
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Initiating Event I~ requeneics

Tnl)lc C).I-S PVNGS I.OCA Sensitive Piping inventory

Plpc Scgn>cnt
Pipe I.D.,

ln.

Number
of

Sec(Ious

Failure
Rates

pcr
section-hr

Frcqucncy,
pcr year

LOCA Scnsitivc Piping
Scgmcnt - ....,'-':-'o>)»ncnt

13oundary Components"""'„. '„'.~'.,!',"

I l<)t-IA:g L<)ops I &2

C<)ld-I cg I <x)ps IA, IB, 2A,
2I3 (sucti<n>)

C<il<l-Lcg I oops I A, I B, 2A,
2B (<liscl>argc)

Prcssurizcr Surge I.inc

I 1<it-Lcg to SI>ut<iown

Cn<)ling

Sat'cty Injection I.inc to

G)l<l-IA:g

Charging to Col<I-I cg

Oil<I-I cg to la><i<)>vn

30

30

12

I C)

1&2

14

I C)

I &2

2 G.4E-IO I. I E-5 Reactor Vcsscl, SGs I &2 Includes elbow

12 G.4E-IO 6.8E-5 SG I, SG 2, RCPs IA, 18, Includes elbow
2A, &2B (suction)

4 G.4E-IO 2.3E-5 Reactor Vessel, RCP's 1A, Includes elbow
I B, 2A &2B (discharge)

5 Ci.4E- 10 2.8E-5 Flow Orifice 724,

Prcssurizcr (nozzle face)

8 6 4E- I 0 4.5F;5 UV-G51, CV-522, UV-652,
8 2.0E-9 1.4E-4 CV-532,V-05(i, V-

057,V-214, V-215

4 6.4E-i0 2.3E-5 CV-237, CV-247, CV-217,
CV-227

7 2.0E-O 1.2E-4 CV-433

2 C).4E-IO 1.8E-5 UV-515, V-061,

10 2.OE-O 1.8F:4 V-063

C<il<t-l.cg to Rcact<ir Drain
1'l>nl;

2.0E-9 7.0E-5 V-332, V-333,

V-334, V-335
These manual valves arc

normally closed

Col<I-L.cg to Prcssurizcr Spray
I.inc (I oops IA & 113 only)

23 2.0E-9 4.1E-4 V-056, V-057, V-058,

V-OOI, V-062

I'lcssurizcr Spray Linc to Spn>y

Nozzle

AuxiliarySpray to Prcssurizcr

C>.4E-IO 2.3E-5 V-058,

Spray Nozzle Face

1.8E-5 CV-431
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Initiating Event I'requeneics

Tnlllc Ci. I-5 PVNGS 1.0CA Sensitive Piping Invenlory (Continnctl)

Pipe Scgnlcnt
Pipe I.D.,

in.

Number
of

Scot ious

Failur'c
Rates

pcr
section-hr.

Frequency
pcf ycilr

LOCA Sensitive Piping
Scgnicnt... ~ -':- '-. Continent

Boundary Components
I

Prcsxurizcr to Safety Valves

t -I lines)

lniifunlciitGuillc Tubes

t'ai

I I'ulics)

0.78

(1.05 O.D.)

4 6.4E- IO 2.3E-5 PS V-200, 201, 202, 0 203,

Pressurizer

122 2.0E-9 2.2E-3 Sc;ll 'I;iblc Double wall tube; inner
tube contains instrument
cable.

Icnlpclsltufc Instfunlcnt Linc I I/32

(2 O.D.)

Diamctcr is too snlall for
SI LOCA.

I loi I.cg to Sample Heat

Ex el ii) ngc l
3/4 I 2.0E-9 1.8E-5 Flow Orifice 7/32-in. orifice will limit

Aow

Vessel to Reactor Drain Tank

RCS Vent

S:lfcty Valves to Sample Heat

I:xcllinlgcf
Inslrlnucn't Nolzlcs on SGs,

ItCPs. I'rcssiirizcr, and

lkcactur Coolant Loops

3/4

3/4

12 2.0E-9 2.1E-4 I IV-403, V-217, Reactor

Vcsscl

3 2.0E-9 5.3E-5 IIV-108

7 2.0E-9 1.2E-4 Flow Orifice

30 2.0E-9 5.3E-4 Flow Orificc

7/32-in. orificc will limit
Aow (Sec Section 2.3.1 in
RCS Vent System
Component Description.

7/32-in. orifice will linlit
flow

7/32-in. ori fice will 1iinit

Aow
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Initiating Event Frequencies

Tnl)lc 6.1-5 I'VNGS I.OCA Scnsitivc Piping Inventory (Con(intlcti)

l<)nil

Pipe Scgnlcnt
Pipe I.D.,

in.

Nulnbcr
of

Sections

Failure
R'iltCS

pcI
sect)on-l)r.

Frcqucncy,
pcr year

LOCA Scnsitivc Piping, '

Segment," '..:::.< '. ":..""'oit )))tent
Boundary Components ''::"'"",.,"

Slna1l LOCA
Sn) all I.OCA/IGTR

0.38 to

(3.00
83 2.0E-9 1.5E-3

205 2.0E-9 3.6E-3

Wc<linn) LOCA 3.00

)3.00
to 6.(N)

23

8

2.0E-9

6.4E-10

4.5E-4

l.;lrgc 1.OCA )6.00 37 C).4E- I 0 2.1E-4
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Initiating Event &'requeneies

Table 6).1-6 1.OCA Contributors

Conlrib«tor
C;itcgory

Sniall LOCA
(0.38-

(3.00in.),
pcr year

MCdiulll
LOCA

(3.00 - 6.0(I),
per year

Large I.OCA
()6.00in),
pcr year

Other LOCA Category,,
pcr year

- Comment ''

Pipe Ik)ipture 1.5E-3 4 5E.4 2. I E-4 NA Based on Baycsian update of RSS

pipe failure rate

h)itrun)cnt Guide
I iib'kupti)rc
l<CP Sc;)I I OCA

2.2E-3

3.9E-3

NA

NA NA

Rupture ofa guide tube results in a

nlaxinnlnl 600 gpnl RCS leak

Based on 600 gpm maximum
Ical''riinary

Safety
Valve

li)tcrfacing LOCA
h)sl(lc Cl)ntainn)cnt

2.5E-4

1.0E-4 6 OE-7

NA

6.7E-8

PSRV failure to reclose after These numbers would be used in
RCS prcssure rclicf transients that rcquirc RCS
probability prcssure relief
stcam = 4.9E-03,
water = 1.0E-01

From four ISL scenarios

Inlcrt')icing LOCA
Ol)tsidc
C) )n IllIn I 1)Col

I(cllcti)rVcsscl
lkupturc

S(i'I'R

IilitiatingEvciit
I {)tal

NA.

NA

8.0E-3

NA

NA

4 5E-4

NA

NA

2.1E-4

1.8E-7

<1.0E-7

1.6E-2

From five ISL scenarios
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Initiating Event Frequencies

Table 6.1-7 Probability for ISLOCA Outside Containment

'Type ofOccurrence '';,"::.:: -"='.:, '-"",, ."'.",,'robability, per year

HPSI/LPSI Cold-Lcg Injection

Hot-Leg to Shutdown Cooling

RCS to Letdown Line

RCS to NCW System

Event V Total

4.5E-8

<LIE-12
8.1E-8

5.7E-8

1.8E-7
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Table 6.1-8 ATWS Initiating Event Categories

Initiating Event Frequencies

Category, '.'.. — Conditions Frequency,
.. Imtiators "per year

1 LOOP

Turbine Trip

No Turbine Trip

IELOOP
IEBLACK

IESLB
IEFLB

IEMSIV
IECONDVAC

IEPCW
IETCW

IESMLOCA
IESGTR
IENCW
IEMISC

IECRHVAC
IEPKAM41
IEPKBM42
IEPKCM43
IEPKDM44
IEPNAD25
IEPNBD26

IEDCRHVAC-1
IEDCRHVAC-2

IECPST
IEFWP
IEIAS

7.8E-02

1.4

6.0
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Initiating Event Frequencies

Tnlllc 6.1-9 I'niltlrcDain for IIPSC/NC I.ogic Motlcl

Event Fail Rate
Exposure

Tinlc,
nlonths

Comment Probability

I NC-SRV I--Rv-I0
I NC-SRV2--RV-I(O

I NC-SRV I -2-RV-CC

iNCFv i 18--cv-rc

i RCAi 1v«6-CXXrC
I RCA I IV450-CXXFC
i NCBUV401-CXXFC

I RCAI IV4461-Mv-I C
I RCA I IV450- MV-FC
I NCBUV401-Mv-IC

9.3E-4/d

3E-3/(I

I.OE-6/Ilrs.

2.9E-6/Iirs.

18

18

18

18

Usc 95% upper bound on PSRV valve, 3E-4/d (Table 6.2-1)
duc to long test interval

From NUREG/CR-4780 (Table 3-7) for PWR Safety/Relief

Usc upper 95% confidence bound on demand rate

(IL'-3/d, EF-3) duc to long test interval

Based on control circuit. analysis

I lourly failure rate from Table 6.2-1 used. Agrccs well with
95% bound on NUREG/CR-1363 demand date ifa rcasonablc
EF of 3 or near that is assun)cd

9 3E-4

9.3E-5

3E-3

6.5E-3

1.9E-2

I NC-I>V402-3MV-CC 8.0E-8/hrs. 18 From NUREG/CR-2770, R2 with command faults 5.3E-4

N(ilc: For discussion of IIRAcvcnts and initiating cvcnt frcqucncy, rcfcr to thc text.
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Conlpollcnt Failure l)ata

'I'.>I)le 6.2-1 PVNGS Component 1<ailure Rates

Conlponcnt Failure Mode
Conlpolicnt

Mode
'odea

Mean"
-

E- F)
c,'..-.','Peicentiles: .': j;.„'.;. ";:

<%tutor Ollefilted Vllve

AlfOl)elilted Vllvc

1<1;Ill<I;Il Valve

(heel; V;Ilvc

Reli'f V,live (general)

S;Lfety RCliet ValvC
I I ul)al)'ilfct)'illvc

AirDr)er

Solenoid Valve

I'ressure Regulating Valve

Fails to close (no C.F.)
Fails to open (no C.l.)
Fails to remain closed (no C.I.)
Transfer closed to reluain ollen

(no C.F.)

I-ails to close Olo C.F.)
Fails to open (no C.I.)
Transfer closed, fails to renlain opcll

(no C.I.)

Falls to close
Fails to open
rails to remain closed
Fails to remain open

Fails to close
Fails to ollcn
Fails to remain closed/ catastrophic

intcmal teat'agc
Fails to remain open

I ails to remain closed

Fails to open
Fails to remain eloscd

(Pn:lllatufc ollclllllg)
Fitils to Lese;lt lstcilnl feIICI) =

Fails to reseat (water relief)

Plugged

Fails to close (no C.F.)
Fails to open (no C.F.)
Fails to remain open (no C.I.)

Fails to ICILLain open

MV-FC
Mv-ro
Mv-RC

Mv-RO

Av-FC
Av-I0

Av-RO

Nv-FC
Nv-FO
Nv-RC
Nv-RO

cv-rc
CV-FO

CV-RC
CV-RO

Rv-RC

none
none

Ilonc
none

ARD PG

Sv-FC
Sv-FO
Sv-RO

Pv-RO

2.9E-6
2.9E-6
I.OE-7

2.3E-7

4. I E-7
4.1E-7

2.3E-7

2.9E-8
2.9E-8
I.OE-7
3.0E-8

3.0E-6
3.0E-8

4.0E-9
2.3E-7

4.0E-G

3.0E-4/ds
3.4E-6

S.OE-3/d
I.OE- I/LI

I.OE-S

8.2E-7
8.2E-7
9.0E-7

4.2E-6

8.0E-7
8.0E-7
2.7E-9

9.4r:-8

2.5L-7
2.5E-7

9.4E-8

2.3E-8
2.3E-8
2.7E-9
I.IE-8

I.IE-6
2.4E-8

1.1 E-9
9.4E-8

2.5E-6

1.9E-4
2.1E-6

3.1 E-3/d
3.8E-2/d

3.8E-6

6.6E-7
6.6E-7
7.2E-7

1.6E-6

14

14

84

5
5

3
.- 3

84
10

10

3

15

9

5
5

5
10

10

3

3

3

10

2.2E-7
2.2E-7
3.2E-I I

I.OSE-8

S.IE-8
S.IE-8

I.OSE-8

7.7E-9
7.7E-9
3.2E-I I
I.IE-9

I.IE-7
8.1E-9

7.3E-I I
I.IE-8

S.OE-7

3.7E-S
4.2E-7

6.2E-4/EI

3.8E-3/d

3.8E-7

2.2E-7
2.2E-7
2.4E-7

1.6E-7

1.1 E-5
I.IE-S
2.2E-7

8.5E-7

1.3E-6
1.3E-6

8.5E-7

6.9E-8
6.9E-8
2.2E-7
1.1 E-7

I.IE-5
7.8E-8

1,7E08
8.5E-7

1.2E-S

9.3E-4
1.1 E-S

1.6E-2/d
3.8E-I/O

3.8E-S

2.0E.6
2.0E-6
2.2E-6

1.6E-S

MS
M6
M7

M8

A9
AIO

AlI

Nl
N2
N3
N4

C6
C7

C8
C9

Rl

R2
R3

R4
RS

A4

Sl
S2
S3

PI
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Component Failure Data

Tal)le 6.2-1 I'VNGS Corni)onent I)ailnre Rates (Continued)

ConIponcnt Failure Mode
Component g „-,; .~;. - d .„. a

Code a

Molol'Dll'vcnPauli) lails lo mn given start (C.ls)
Fails to st;) rl (no C.F)

MP-FR
MP-FS

2.1E-S
I.OE-G

7.9E-6
4.1E-7

2 4.0E-6
2 2.1E-7

1 6E-S
8.2E-7

Ml
M2

IvII)tor Driven Ausiliary
rccdusllcl'un)p

Tu) liine-Driven Ausiliary
Fccd)villcf Punlp

Fails lo mn (C.I.)
Fails to start (no C.I..)

I ails lo nu) given sla) l IC.I .)
Fails lo start (C.I'.)

MPA FR
MPA Fs

TPA FR
TPA FS

4.9E-S
5.6E-S

1.6E-S
2.5E-S

1.3 E-S 1.2E-S

5.7E-G -5.2E-G
2 6.9E-6 2.8E-S
2 3.0E-6 I.OE-S

12 1.3E-6 1.9E-4
8 3.2E-6 2.0E-4

M3
M4

T2
T3

I;In (Motor-Driven)

AirConlprcssof

lails lo mn given sla) t IC.I .)
I ails lo start (no C.I..)

Fails lo nn) given start (C.F.)
Fails lo start (no C.I.)

ARF FR
A IS

ARA rR
ARA FS

G.OE-6 2.3E-6 10 2.3E-7 2.3E-S
1.3E-7 4.9E-8 10 4.9E-9 4.9E-7

2.9E-4 4.3E-S 25 1.7E-6 I. IE-3
I.OE-6 4.1-7 5 8.2E-8 2. I E-G

A5
A6

Al
A2

AirG)oicr internal leakage (I IX iver

tut)c rale) ARC IL 3.0E-9 I.IE-9 10 I.IE-10 I. IE-S h3

Water Chiller Fail lo n)n given slarl (C.I'.)
Fails to slarl (no C.I.)

ARIIFR
ARII rs

G.OE-5

I.OE-6
8.91:-6
4.1E-7

25 3.5E-7
5 8.2E-S

2.2E-4
2.1E-S

A7
A8

D;unlrers
Air/Motor.OI)cr;)ted

M:uu)al I Itackdrafl)
lit;uui;II(Fire)

I'ails lo opc)dciosc (uo C.I .)
I i)its lo n.'nl'Ih) open (uo C.I'.)
Fails to open
Fails lo ren)ain open

Db 'I-FO

DM-RO
DMMFO
DMM RO

I OE-6

2.5E-7
I.I E-7
2.5E-7

2.4E-7
9.4E-8
4.1 E-8
9.4E-S

16 I.SE-8 3.9E-G
10 9.4E-9 9.4E-7
10 4.1E-9 4.1E-7
10 9.4E-9 9.4E-7

Dl
D2
D3
D4

Filler - Wire Mesh/Screen Phiggcd
AirFiller Pluggcll

FX-PG
FXA PG

3.0E-5 1.1 E-5
G.SE-6 2.6E-6

10 I. IE-G I.IE-4
10 2.6E-7 2.6E-S

F2
F3

I le;It I:schangcr Shell n)pturcJEslcmal leak
Tul)c mph)rc (pcr tuhe)

Plugged (unitlhr.)

FIX-EL
I IX-IL
FIX-PG

3.0E-G 1.1E-6
3.0E-9 I.IE-9
2.7E-6 I.OE-6

10 I.IE-7

10 I.IE-10
10 I.OE-7

I.IE-5
I.IE-8
I.OE-5

HI
H2
H3 ~
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Component trailure Data

Tel) le 6.2-1 PVNGS Component I nilure I(;)tes (Continued)

Conlponcnt Failure M(xlc
Component .; - g,, "

gf I M b. '
- '-

F F C. '-','crccntilcs „-' " 8
0( C Carl 'g

5g 95/
Code a

I'il)c»
r 3-in. diameter, pcr

»cc) Ion
c 3-nl. d)an)clef,

pal'ce)lou

I'lnvv of) IIcc/fcduccf

Lcakagc/n)ptnrc
Leakage/n)pturc
PIIIggcd

PXL EL
PXS EL
PXO PG

8.5E-IO
8.5E-9
8.3E-7

1.0E-IO
1.0E-9
6.6E-7

30 3.3E-11 3.0E-9 P2
30 3.3E- 10 3.0E-8 P4

3 2.2E-7 2.0E-6 P3

I;u)k Calllslfoph)c Icakagc/I'ul)lufc TK-EL 1.0E-9 1.2E- 10 — 30 3.9E-12 3.5E-9 T2

Ilu»c(
Ilare. Outdo<)r AC
i%le)ill I:nvlo(cll

Catastrophic failure
Catastrophic failure

BS-PW
BSE PW

8.3E-7
1.3E-7

1.7E-7
8.IE-8

19 8.8E-9
5 I.GE-8

3.2E-6 8 I
4.0E-7 82

O(clhc;III Po(ver Linc Fails to carry po)ver
(per 1000 circuit-fl.) EXO PW 2.2E-6 1.4E-6 5 2.7E-7 6.8E-6 E I

( Ircuil I)re;Iker
AC <» 4.16 kV

A( >4.16kv

I)C 125V

I;Iils to close (no C.F.)
Fails lo carry povver (no C.I',.)
I.ails to close (no C.F.)
Fails to carry po(ver (no C.I..)
Fails to carry po(vcr (no C.I..)

CB-rT
CI3-ST
CBO FT
CBO ST
CBD ST

1.2E-6 7.5E-7
2.3E-7 8.7E-8
2.4E-G 9.0E-7
4.5E-7 1.76-7
2.3E-7 8.7E-8

5 I.SE-7
10 8.7E-9
10 9.0E-8
10 1.7E-8
10 8.7E-9

3.7E-6 CI
8.7E-7 C2
9.0E-6 C4
1.7E-6 CS

8.7E-7 C3

I'I1»c

B.Itlcf)'o)vcI')'»ten)

l3;IllcryCharger

DC lo AC Invcftcr

Open circuit, pfcnlalurc open

Fails to provide po(ver

No output

No oulput, Fails to operate

rv-OC I.OE-6 3.8E-7 10 3.8E-8 3.8E.6 Fl

BX-PW 1.0E-6 8.0E-7 3 2.7E-6 2.4E-6 83

DXC NO 3.1E-6 9.2E-7 13 7.1E-8 1.2E-S 84

IN-NO 1.0E-4 8.0E-S 3 2.7E-S 2 4E-4 13

Vull;lgc Regulator No output, Fails to opcratc VR-NO 7.2E-6 4.3E-7 50 8.5E-9 2.2E-S VI

Rcl'Iy(
General

Bi(lahlc Relay

Faihlfc to transfer (including conlacls
Fail to Close)

Spuf Ious dc cncfgi'Ie
Fails lo lranslcf (dc.cncfgizc)

RX-FT
RX-DE
RXS FT

4.0E-7
4.3E-6

8.6E-6/d

I.SE-7
1.0E-7

6.9L-6/d

10 I.SE-S I.SE-6 RXI
91 I. I E-9 9.1E-6 RX2

3 2.3E-6/d 2.1E-S/d RX3
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Component Failure l)ata

Tal)le 6.2-1 I'VNGS Conlpo»ent Failure Rates (Continued)

Con)pone»I Failure Mode
Con)poncnt

Mode
Code a

Mean EF, ',',. Perccntiles
5th --'...;95II1 -.

I) is>>>hie

Tls> I Is l01'I I )c fs

Dry
l.i>p>id

Sll>I't(>p

II Couvcflcf

I>lo>Y Ira»s>nit tcr

I Io>Y S)viteh

LcYel Tr;Ins>»i(ter

I'res>a>rc S(vitch

Prcssure Transmitter

Relay=

Cunt;Iet P;Iir

M>u>u>11 Sivitch

I i>»il S(vitch

Faihuc lo trausrcr

lails lo provide lx)>vcr
lails to provide po(vcr
lails lo provide ix)(vcr

No oulpnt

I ligh outpul
No oulpul

No outl)ut (Failure lo operate)

I I>gh oulpul
Lo>v output

No output (lailurc to ol)crate)

I ligh out p»l
Lo>Y outl)ut
No output

Fails lo cncrgizc
I ails lo dc-cncrgizc
Sin>rious cncrgizc
Spurious dc-cncrgizc

Fails lo close
I;Iils to ol)cn
I ails to rcn)ain closed
Fails lo ren>ain open

tails lo close
Fails to ol)cn
lails to rc>nain open
Iails lo ol)crate
Spurious opcralion

XMDPhV

XMLPKV

XMS PiV

IMCNO

nFHO
ITF NO

IiVFNO

ITL110
ITLNO

IiVPNO

ITP HO
rrp Lo
ITP NO

2.9E-6

9.1E-7
7 3E-7
1.7E-G

1.1 E-G

1.3E-6
2.6E-G

1.6E-G

5 IE-7
3.2E-6

1.4E-6

5.7E-7
2.7E-7
2.1E-G

4.0E-7
4.0E-7
4.3E-7
4.3E-G

6.7E-8
G.7E-8
1.3E-7
1.3E-7

2.2E-S
2.7E-7
1.7E-7

3.8E-4/d
4.7E-G

1.8E-G

3.4E-7
3.3E-7
I. IE-6

1.2E-7

7.2E-7
1.4E-6

9.9E-7

2.3E-7
1.3E-6

3.9E-7

2.6E-7
1.2E-7
9.5E-7

1.5E-7
1.5E-7
1.0E-S
1.0E-7

1.3E-8
1.3E-S
1.0E-7
1.0E-7

2.0E-8
2.6E-7
1.7E-7

IDE-4/d
4.2E-6

10

8

5

33

]4

10

10

91

91

20
20

3

3

2
1.2
1.2
9.9
2.2

3.6E-7

3.4E-8
4.1E-S
2.1E-7

3.6E-9

1.2E-7
2.4E-7

2.0E-7

2.9E-8
1.5E-7

2.8E-8

3.2E-8
1.5E

1.2E-7

1.5E-8
1.5E-8
I.IE-IO
I.IE-9

6.4E-IO
6.4E-IO
3.5E-8
3.5E-S

1.0E-S
1.9E-7
1.2E-7

1.6E-5/d
1.9E-G

9.0E-6

3.4E-6
2.6E-6
5.5E-6

4.0E-G

4.3E-6
8.6E-6

5.0E-6

I.SE-6
1.2E-5

5.4E-6

2.1E-6
9.E-7

7.6E-6

1.5E-G

1.5E-6
9.1E-7
9.1E-6

2.6E-7
2.6E-7
3.1E-7
3.1E-7

4.0E-8
3.7E-7
2.3E-7

L4E-3/d
9.2E-6

Xl
X2
X3

12

14

15

16

17

112

18

19

110

RXI
RXI
CCI
RX2

CC2
CC2
CC3
CC3

CC4
CC5
CC6
CC7
CCS
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Coinponent Failure Data

Table 6.2-1 PVNGS Component Failtite Rates (Contintred)

I'iisc

Coinpnncnt Failure Mntic

Prcinaturc open

Component
'Motle - -Mean
Code a

1.0E.6 3.8E-7

':"-Perccntilcs .' .

'.5IIi, 95IIi

10 3.8E-8 3.8E-6 F I

t)C Motor

Inslninicnl Vi)liege
Tt lI IIs Ior 1 1)c

i'ails to start

Fails to operate

3.8L.-4/tl 3.0E-4/d 3 1.0E-4/d 9.1E-4/d CC9

3.7E-7 3.5E-7 1.7 2.1E-7 6.0E-7 CCIO

Solid State Ovcreurrcnt Trip Premature Open
I)cvlcc

6).6E-7 3.8E-7 5.6 6.8E-8 2.1E-6 CCI I

Solid Stale Logic

Ilist,tl)lc

Module failure

Fails to transfer

8.0E-8 9.4E-9 30 3.1E-IO 2.8E-7 CC12

2.9E.6 1.8E-6 5 3.6E-7 9.0E-6 II

a. 'Il)iscode is thc last live characters in thc l6 character basic cvcnt nan)c used in ihc fault trcc models. It imlicatcs component type and failure mode.
b. I ailurc rates arc in failures/hr. unless othcnvisc indicated.
c. I''. Iirrnr I)actor
d. Allfailure rotc distributions arc assumed to bc log nom)al unless othcrwisc indicated.
c. Scc 'I'able 6.9 for sources and derivations of failure pamn)ctcrr.
I. "No C.F." iii(licitlcscoil)tin)it(lfatills tire cxcltt(lc(l.
g. Iutlicalcs fiilurcs lier tlcinantl.
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Component Failure Data

Table 6.2-2 Derivation of PVNGS PRA Failure Rates

A1 <ARAFR> AirCompressor Fails to Run
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) which, in
turn, derived it from NPRDS data published in 1980. Oconee analysts
associated an error factor of 25 with the rate. This fail to run rate is
assumed to INCLUDE command faults (NUREG/CR-1205 gives 2.1E-5/
hr. for alternating pump Does Not Operate Given Start WITH command
faults. The Oconee value for compressors is a factor of 10 higher than this).

A2

A3

A4

A5

A6

A7

<ARAFS>

<ARC IL>

<ARD PG>

<ARFFR>

<ARF FS>

<ARH FR>

AirCompressor - Fails to Start
Compressor failure to start was judged to be similar to motor-driven pump
fail to start. Failure rate was taken from NUREG/CR-1205, Rev. 1

(Reference 6.3.34, page 362), Standby Pumps, motor-driven,
EXCLUDING command faults. The indicated error factor (<2) was

rounded up to 5 due to design differences between pumps and compressors.

AirCooler - Internal Leakage
Specific data for air coolers was not available. Data was taken from the

IREP (Reference 6.3.13) for heat exchangers with tube leak (per tube).

AirDryer - Plugging
The mean and median values for AirDryer Plugging were estimated as one
third of the values for filter plugging from the IREP (Reference 6.3.13)
source. The estimation was based on engineering judgment. The same error
factor of 10 was kept.

Fan (Motor-driven) - Fails to Run Given Start
The data is from the: MONJU PRA" (Reference 6..3.35) which in turn took
the mean from NPRDS. The mean is an average of axial, centrifugal, and

rotary vane blowers. It is judged to INCLUDE command faults. The
MONJU PRA assigned a conservative error factor of 10.

Fan (Motor-driven) - Fails to Start
The data is from the MONJU PRA (Reference 6.3.35) which in turn
derived a demand rate from the NPRDS hourly rate by assuming 1 month
between demands. The NPRDS mean hourly rate is an average of axial,
centrifugal, and rotary vane blowers. It is based on calendar hours and is

judged to EXCLUDE command faults. The MONJU PRA assigned a

conservative error factor of 10.

Water Chiller - Fails to Run
The failure data is from NUREG/CR-2787 (Reference 6.3.42). Typical

of,'ost

fail to run data, the valve is assumed to INCLUDEcommand faults.
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Table 6.2-2 Derivation of PVNGS PRA Failure Rates (Continued)

A8 <ARH FS> Water Chiller - Fails to Start
Chiller failure to start was judged to be similar to motor-driven pump fail to
start. The failure data is from NUREG/CR 1205 Rev. 1 (Reference 6.3.34,

page 362), Standby Pump, motor-driven, Does Not Start, EXCLUDING
command faults. The indicated error factor (<2) was rounded up to 5 due to
design differences between pumps and water chillers.

A9

A10

A 1 1

Bl

<AV-FC>

<AV-FO>

<AV-RO>

<BS- PW>

AirOperated Valve - Fails to Close
The data is from NUREG/CR-1363 (Reference 6.3.33, page 422) AOV
Fails to Operate WITHOUT Command Faults (Failure of an associated

SOV is assumed to represent a command fault, hence, SOV faults are not
covered herc.) The overall hour rate was used. The error factor of 2
indicated in the NUREG was increased to 5 based on engineering
judgment.

AirOperated Valve - Fails to Open
The data is from NUREG/CR-1363 (Reference 6.3.33, page 422) AOV
Fails to Operate WITHOUT Command Faults (Failure of an associated

SOV is assumed to represent a command fault, hence, SOV faults are not
covered here.) The overall hour rate was used. The error factor of 2
indicated in the NUREG was increased to 5 based on engineering
judgment.

AirOperated Valve - Transfer Closed, Fails to Remain Open
The data is from the Oconee PRA (Reference 6.3.1, Table B-I) AOV
Transfer Closed data. The reference note indicates that the failure ntode is
actually "AOVFails to Retnain Open". The value is based on WASH 1400

data with a wider spread imposed and an assumption of one demand every
45 days. It is assumed that conunand faults are NOT included.

Bus - Bare/Outdoor AC - Catastrophic Failure
The data was taken from IEEE Standard 500, (Reference 6.3.36, page 802)
for Composite of Bare and Insulated Buses, ALL failure modes. The
recommended value is taken as the median; 5th and 95th percenules are the
low and maximum values.

B2 <BSE PW> Bus - Metal Enclosed - Catastrophic Failure
Metal enclosed bus failure. Data is from IEEE Standard 500 (Reference
6.3.36, page 8ll) for Metal Enclosed bus, Catastrophic failures. The
recommended value is taken as the median; 5th and 95th percenules are the

low and n>aximutn values.
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Table 6.2-2 Derivation of PVNGS PRA Failure Rates (Continued)

B3 <BX-PW> Battery Power System - Fails to Provide Power
The data is from IREP (Reference 6.3.13) for Battery Power System (Wet
Cell), "Fail to Provide Proper Output". IREP assumes out-of-specifications
cell replacement. The IREP rate is encompassed by various sources

ranging from 9E-6/hr. (Yankee Rowe PRA) to 9E-8/hr. (Oconee PRA).

C1

C3

C4

<BXC NO>

<CB- FR>

<CB- ST>

<CBD ST>

<CBO Fb

Battery Charger - No Output
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) for Battery
Charger (SCR Type), "Failure During Operation". Oconee, in turn,
obtained the data from IEEE Standard 500.

Circuit Breaker - AC <= 4.16 kV - Fails to Close
This is an Indoor/Low Voltage (4.16 kV and less) AC circuit breaker. The
mean value was calculated using the mean value of the high voltage circuit
breaker (CBO FT) and the scaling factor of 2. This scaling factor is a ratio
of the Outdoor mean value to the Indoor mean value derived from IEEE
Standard 500 (Reference 6.3.36, pages 122 and 119). The error factor is the

same as that of "CBO FT". The derived rate EXCLUDES command faults.

Circuit Breaker - AC <= 4.16 kV - Fails to Carry Power, Spurious Trip
This is an Indoor/Low Voltage (4.16 kV and less) AC circuit breaker,

spurious trip fault. The mean value was calculated using the mean value of
the high voltage circuit breaker (CBO ST) and the scaling factor of 2. This
scaling factor is a ratio of the Outdoor mean value to the Indoor mean value
derived from IEEE Standard 500, (Reference 6.3.36, pages 122 and 119).

Thc error factor is the same. as that of "CBO ST". The derived rate

EXCLUDES command faults.

Circuit Breaker - DO 125V'-'Fails to Carry Power, Spurious Trip
Assumed to have same value as the AC breaker (CB-ST).

Circuit Breaker - AC > 4.16 kV - Fails to Close
This is an Outdoor/High Voltage (>4.16 kV) AC circuit breaker. The
median 5th and 95th percentile values are taken as the IEEE Standard 500

(Reference 6.3.36, page 111) "RECOMMENDED","LOW",and "HIGH"
values respectively. Thc failure modes "Docs not Close on Command" and

"Does not Make the Current" were summed to arrive at a breaker fail to

close rate WITHOUTconmand faults. This is interpreted to include faults

on the AC device.
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Component Failure Data

Table 6.2-2 Derivation ofPVNGS PRA Failure Rates (Continued)

CS <CBO ST> Circuit Breaker - AC > 4.16 kV - Fails to Carry Power, Spurious Trip
This is an Outdoor/High Voltage (>4.16 kV) AC circuit breaker. The
median, 5th and 95th percentile values are taken as the IEEE Standard 500
(Reference 6.3.36, page 111) "RECOMMENDED","LOW",and "HIGH"
values respectively. Thc failure modes "Fails to Carry Current",
"Breakdown to Earth (Internal and External)", and "Breakdown Between
Poles (Ext)ss were summed to arrive at a breaker spurious trip rate
WITHOUTcommand faults.

C6

C7

<CV- FC>

<CV- FO>

Check Valve - Fails to Close
This failure mode is NOT interpreted as including backflow through the
check valve (i.et a internal leakage) AFTER the valve closes. (See CV-RC)
The data is from IREP (Reference 6.3.13) for Check Valves, "Failure to
Close". IREP indicates that the hourly rate is based on an assumed one
actuation per month.

Check Valve - Fails to Open
The data is from NUREG/CR-1363 (Reference 6.3.33, page 438) for
Check Valves Fail to Open for combined PWRs and BWRs. The source
indicates that the upper bound (95%) on this mean is 7.8E-8/hr. while the
lower bound (5%) is 8.1E-9/hr. The IREP hourly rate results in failure
probabilities that arc unrealisucally high for exposure times greater than 3

months.

C9

<CV- RC>

<CV- RO>

Check Valve - FTRC/Catastrophic Internal Leakage
The failure rate applies only to a check valve that is known to have seated

and subsequently undergoes catastrophic rupture of the valve internals,
pcmtittirig gross backle'al'agc. The median value was calculated by taking
the geometric average of the 'median failure rates for catastrophic check
valve internal rupture from four sources: NUREG/CR-2728 (Reference
6.3.13), NUREG/CR-2815 (Reference 6.3.27), EPRI ALWR "Key
Assumptions and Ground Rules", and NUREG/CR-4550, Vol. 2
(Reference 6.3.30). The error factor of 15 was chosen such that the
associated 5% and 95% confidence bounds cover the range of the mcdians
used in deriving the average.

Check Valve - Fails to Remain Open
The data is from thc Oconec PRA (Reference 6.3.1, Table B-1) for check
valve "Transfer Closed". The refcrcncc note indicates that the failure rate is

actually based on WASH-1400 data for an MOV or manual valve, "Fails to
Remain Open" (plug). The Oconee analysts incrcascd'he 5tlt-95th
percentile spread given in WASH-1400 to reflect their judgntcnt of greater
uncertainty in the data.
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Table 6.2-2 Derivation ofPVNGS PRA Failure Rates (Continued)

CC1

CC2

CC3

CC4

CC5

CC6

CC7

CC8

<NON&

<NONE>

<NONE>

<NONE>

<NONE>

<NONE>

<NONE>

<NONE>

Relay - Spurious Energize
Data is taken from Oconee PRA (Reference 6.3.1, Table B-1), "Coil short
to power". The Oconee source is WASH-1400 with a broader distribution
imposed on the original data.

Relay Contacts - Shorted/Fail to Open - Fail to Close
This failure mode and rate applies to a contact pair when it is modeled
separately from its associated relay. The relay energize/de-energize failure
rate is said to include contact pair faults. An NPRDS.search indicates 35
out of 205 relay failures were due to failures of contact pairs. Contact pair
failure rate may thus be estimated as: 35/205 x 4.0E-7/hr. = 6.8E-8/hr. The
relay fail to energize error factor of 10 is increased to 20 in recognition of
the increased uncertainty.

Contact Pair - Fails to Remain Closed/Open
Data is taken from WASH-1400 (Reference 6.3.15, Table III4-2), failure
to remain closed of NC contacts, relay not energized.

Manual Switch - Fails to Close
Data is taken from IEEE Standard 500 (Reference 6.3.36, pages 214- 226)
Rotary Switches "Fails to Close". The "LOW", "RECOMMENDED"and
"HIGH" values are taken as the 5th, median and 95th percentiles of thc
distribution, respectively.

Manual Switch - Fails to Open
Data is taken from IEEE Standard 500 (Reference 6.3.36, pages 214- 226)
Rotary Switches. Combines "Fail to Open" and "Fails to Interrupt on
Opening". The "LOW'~, "RECOMMENDED" and "HIGH",valves. are

taken as the 5th, median, and 95th percentiles of the distribution,
respectively.

Manual Switch - Fails to Remain Open
Data is taken from IEEE Standard 500 (Reference 6.3.36, pages 214- 226),
Rotary Switches, "Spurious Operation". The "LOW",
"RECOMMENDED"and "HIGH"values are taken as the 5th, median, and

95th percentiles of the distribution, respectively.

LimitSwitch - Fails to Operate
Data is taken from WASH 1400, (Rcfcrence 6.3.15, Table III 4-2). The

adjustments made to WASH 1400 data by the Oconee PRA result in a

failure rate that appears unrealistically high for control circuit use.

LimitSwitch - Spurious Operation
Data is taken from Oconcc PRA (Reference 6.3.1, Table B-1) which

derives it from thc IEEE Standard 500 rcfcrencc.
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Table 6.2-2 Derivation of PVNGS PRA Failure Rates (Continued) 0
g

CC9 <NONE> DC Motor - Fails to Start
Data is taken from WASH 1400 (Reference 6.3.15, Table III,4-2), Electric
motors.

CC10 <NONE>

CC11 <NONE>

CC12 <NONE>

Instrument Voltage Transformer - Fails to Operate
Data is taken from IEEE Standard 500 (Reference 6.3.36, page 415) for 0-
10kV potential transformer, "Open Circuit" and "Shorts" categories. The
"LOW", "RECOMMENDED" and "HIGH"valves are taken as the 5th,
median, and 95th percentiles respectively.

Solid State Overcurrent Trip Device - Premature Open
Data is taken from IEEE Standard 500 (Reference 6.3.36, page 628). The
failure rate is assumed to be the same as that for a "Bistable". Failure
modes ofconcern include catastrophic "Function Without Signal" and from
the degraded category "Function at Improper Signal Level" and
"Premature or Delayed Action". It is assumed that half of each of the last
two contributors represent failure that can be classified as "premature
open" faults. The IEEE "LOW","RECOMMENDED"and "HIGH"values
are taken as 5th, median, and 95th percentile values, respectively.

Solid State Logic Module - Fail to Operate
Thc failure rate is from the Monju PRA (Rcfcrence 6.3.35) data base. The
Monju PRA data, in turn, is a consensus of several sources, but especially
NPRD-2. The NPRD-2 value of 2.7E-8/hr. came from MilitaryHandbook,
MIL-HDBK-217D(January 15, 1982), for "random logic microelectronic
semiconductor device (< 100 gates) in a ground-fixed environment."

Dl

D2

<DM- FO>

<DM- RO>

Damper - Air/MotorOperated'- Fails'o Open
The failure rate applies to motor-operated dampers and air-operated
dampers but DOES NOT INCLUDE the SOV controller for the later. The
data is from NUREG/CR-2815 (NREP, Reference 6.3.27) and is judged to
EXCLUDE conmand faults. The mean failure rate agrees well with the
mean from IEEE Standard 500 (Reference 6.3.36, page 1226) 1.5E-6/hr.
and also agrees with the value recommended in IREP (Refcrencc 6.3.13)
when the mean demand rate is converted to an hourly rate.

Damper - Air/MotorOperated - Fails to Remain Open
Data is from thc Monju PRA (Reference 6.3.35), Damper, "Spurious
Operation". For air-operated dampcrs, this value is not considcrcd to
include faults of thc SOV controller which must be considered scparatcly.
The failure rate is judged to EXCLUDEcommand faults.
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Table 6.2-2 Derivation ofPVNGS PRA Failure Rates (Continued)
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D3 <DMMFO> Damper - Manual (Backdraft) - Fails to Open
The backdraft damper contains no operator but opens when air flows in the
design direction. The IREP or Monju PRA failure rates were judged not
applicable here since they pertain to motor-driven, control dampers. Such
active mechanical devices are expected to fail with higher frequency than a

passive backdraft damper. The 95% upper bound on the check valve fail to
open rate was taken as a conservative estimate of the mean for manual
damper fail to open with flow. The same error factor (10) was used.

D4

El

<DMMRO>

<EXO PW>

Damper - Manual (Fire) - Fails to Remain Open
The fire damper contains no operator but is closed by spring return when
air temperature reaches a setpoint. Although the Monju PRA "Spurious
Operation" failure rate pertains to a motor-driven actuated damper it was

conservatively used to represent premature opening/failure of the fire
damper thermal links.

Overhead Power Lines - Fails to Carry Power
Line faults in 3-phase, outdoor, overhead lines. Data comes from IEEE
Standard 500 (Reference 6.3.36, page 755) for Open Wire, 0-15 kV power
cables, all failure modes, per 1000 ft. of cable. It is assumed that the IEEE
table "Cycles" values actually represent Failures/1.E+6 hrs. This makes

data consistent with other sources. The IEEE "RECOMMENDED",
"LOW", and "HIGH" values were taken as the median, 5th and 95th

percentile bounds, respectively. The resulting error factor of 4.5 was

rounded to 5 and the bounds recalculated.

Fl <FU- OC> Fuse - Open Circuit, Premature Open
Thc failure rate is from the MONJU PRA (Reference 6.3.35) data base,

which calculates a geometric mean of all rates from the sources it
investigates. Thc failure rate is also the "HIGH" hourly rate from IEEE
Standard 500 (Reference 6.3.36, page 214-47) for ALLMODES of fuse

failures.

F3

<FXW PG>

<FXA PG>

Filter (General) - Plugged
The failure rate data is from IREP (Reference 6.3.13) for strainer/filter
plugging'ailure mode. IREP indicates this applies to filters for clear fluids

without hcavy chemical or contamination burdens.

AirFilter - Plugged
Thc data is from IEEE Standard 500 (Reference 6.3.36, page 1412) for Air
Filters, "AllFailure Modes". The data is a composite for several types of
air filter of varying capacity a'ntl de'sign. The "RECOMMENDED"valve

is taken as the nicdian and thc implied EF of 1.1 is increased to 10 based on

cnginccring judgment.
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Table 6.2-2 Derivation ofPVNGS PRA Failure Rates (Continued)

~

H l <HZ- EL) Heat Exchanger - Shell Rupture/External Leakage
The data is from IREP (Reference 6.3.13) for a Heat Exchanger shell leak.

H2

H3

12

13

14

I5

16

<HX- PG>

<IB- Ff>

<IMCNO>

<IN- NO>

<ITF HO>

<ITF NO>

<ITLHO>

Heat Exchanger - Tube Rupture (per tube)
The data is from IREP (Reference 6.3.13) for a Heat Exchanger tube leak
(per tube).

Heat Exchanger - Plugged (Unit/Hr)
The data is from the Clinch River Breeder Reactor PRA (Reference 6.3.9,
EGG-EA-6162).

Bistable - Failure to Transfer (Includes Setpoint Drift)
CE NPSD-277 (Reference 6.3.38, page 3-17) indicates a mean bistable
failure rate of 3.8E-6/hr. (obtained by Bayesian update of WASH-1400
data) which includes setpoint drift failures. EPRI NP-4483 (Reference
6.3.43, Vol. 1, page 2-3) indicates that about half of all bistable failures are

due to setpoint drift outside the required limits. Since half of setpoint drift
factors would be expected to make bistable functional success more likely,
the best estimate failure rate is taken to be 3.8E-6 x .75 = 2.9E-6/hr.

I-P Converter - No Output
I-P Converter is a current to pressure signal converter. The data was taken
from IEEE Standard 500 (Reference 6.3.36, page 731) for Pneumatic
Proportional Controllers, Allfailure modes.

DC to AC Inverter - No output, fails to operate.
The data is from IREP (Reference 6.3.13) for inverter fails to operate
mode.

Flow Transmitter - High Output
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) for Flow
Transmitter "High Output" failure mode. The base data is from IEEE
Standard 500.

Flow Transmitter - No Output
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) for Flow
Transmitter general failure mode. Oconee derives the rate based on IEEE
Standard 500 data.

Level Transmitter - High Output
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) for Level
Transmiuer, "High Output" failure mode. Oconee derives the rate based on
IEEE Standard 500 data.
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Table 6.2-2 Derivation ofPVNGS PRA Failure Rates (Continued)

I7 <ITLNO> Level Transmitter - Low Output
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) for Level
Transmitter, general failure mode. Oconee derives the rate based on IEEE
Standard 500 data.

I8

I9

I10

112

Ml

M2

<ITP HO>

<ITP LO>

<ITP NO>

<IWF NO>

<IWP NO>

<MP- FR>

<MP- FS>

Pressure Transmitter - High Output
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) for
Pressure Transmitter, "High Output" failure mode. Oconee derives the rate
based on IEEE Standard 500 data.

Pressure Transmitter - Low Output
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) for
Pressure Transmitter, "High Output" failure mode. Oconee derives the rate
from IEEE Standard 500.

Pressure Transmitter - No Output
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) for
Pressure Transmitter, general failure mode, which is considered to include
no output and no response to input. Oconee derives the rate from IEEE
Standard 500.

Flow Switch - No Output (Failure to Operate)
The data is from IEEE Standard 500 (Reference 6.3.36, page 578) for
Flow/Velocity Process Switch, "No Function with Signal". Thc "LOW",
"RECOMMENDED", and "HIGH" valves are taken as the 5%, median,
and 95% bounding valves respectively.

Pressure Switch - No Output (Failure to Operate)
The data is from IEEE Standard 500 (Reference 6.3.36, page 556) for
Pressure Process Switch, "No Function with Signal." The "LOW",
"RECOMMENDED", and "HIGH" valves are taken as the 5%, median,
and 95% bounding valves respectively.

Motor-Driven Pump - Fails to Run Given Start
The data mean is from NUREG/CR-1205, Rev. 1 (Reference 6.3.34, page
335) for alternating pumps."Does Not Operate Given Start". This data

INCLUDES thc command faults. Alternating pump category was used

because the standby pump category "Does Not Operate" includes "Fail to
Start" events. Thc indicated error factor was rounded up to 2.

Motor-Driven Pump - Fails to Start
The data mean is from NUREG/CR-1205, Rev. 1 (Reference 6.3.34, page

362) for standby motor driven pump "Does Not Start" failure mode. The

rate DOES NOT INCLUDE command faults. The overall hour rate was

used. Thc indicated error factor was rounded up to 2.
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Table 6.2-2 Derivation ofPVNGS PRA Failure Rates (Continued)

M3

M5

M6

M7

M8

Nl

<MPA FR>

<MPA FS>

<MV-FC>

<MV-FO>

<MV-RC>

<MV-RO>

<NV- FC>

Motor-Driven AuxiliaryFeedwater Pump - Fails to Run
The data is from NUREG/CR-2098, Rev. 0 (Reference 6.3.39, page 93),
for motor-driven PWR Auxiliary Feedwater pumps "Failure to Operate
Given Start". The failure rate INCLUDES command faults. The point
estimate is taken as the mean value. The lower and upper bounds are taken
as the 5% and 95% intervals per their description in the document. The
failure rate is per critical hour.

Motor-Driven AuxiliaryFeedwater Pump - Fails to Start
The data is from NUREG/CR-2098, Rev. 0 (Reference 6.3.39, page 91),
for motor-driven PWR AuxiliaryFeedwater pumps "Failure to Start". The
failure rate DOES NOT INCLUDEcommand faults. The point estimate is
taken as the mean value. The lower and upper bounds are taken as the 5%
and 95% intervals per their description in the document. The failure rate is

per critical hour.

Motor-Operated Valve - Fails to Close
The data is from NUREG/CR 2770 (Reference 6.3 40, page 73) for Remote

Operated Valves - Failure to Open, Close, or Operate. The rate is pcr
calendar hour. It DOES NOT INCLUDE command faults but DOES
INCLUDElimitswitch faults.

Motor-Operated Valve - Fails to Open
The data is from NUREG/CR 2770 (Reference 6.3.40, page 73), for
Remote Operated Valves - Failure to Open, Close, or Operate. Thc rate is

per calendar hour. It DOES NOT INCLUDE command faults but DOES
INCLUDElimitswitch faults.

Motor-Operated Valve - Fails to Remain Closed
The data is from NUREG/CR-2815 (Reference 6.3.27, Table C-1) for
MOV's Catastrophic Internal Leakage. As such, the rate is NOT considered
to include command faults. The "Minimum"and "Maximum" valves were
interpreted as the 5% and 95% bounds. The EF = 84.

Motor-Operated Valve - Transfer Closed, Fails to Remain Open
The failure rate is from the Oconce'RA'(Reference 6.3.1, Table B-1) for
MOVTransfer Closed, but the reference note on this data indicates that the
failure mode is actually MOV Fails to Remain Open. The value is based on
WASH 1400 data with a wider spread imposed. The failure rate is NOT
considered to include command faults. The Oconce analysts assume one

demand every 45 days to arrive at an hourly rate.

Manual Valve - Fails to close
Thc data is from NUREG/CR-1363, Rcv. I (Reference 6.3.3, page 454) for aManual Operated Valve, Fail to Operate, overall hour rate.
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Table 6.2-2 Derivation ofPVNGS PRA Failure Rates (Continued)

N2 <NV- FO>

<NV- RC>

<NV-RO>

Manual Valve - Fails to Open
The data is from NUREG/CR-1363, Rev. 1 (Reference 6.3.33, page 454)
for Manual Operated Valve, Fail to Operate, overall hour rate.

Manual Valve - Fails to Remain Closed
Since this event represents internal rupture or disintegration of the valve it
was judged to be the same as a MOV catastrophic internal leakage failure.
The data is from NUREG/CR-2815, (Reference 6.3.27, Table C-1) for
MOV's Catastrophic Internal Leakage. As such, the rate is NOT considered
to include command faults. The "Minimum"and "Maximum"valves were
interpreted as the 5% and 95% bounds. The EF = 84.

Manual Valve - Fails to Remain Open
Surveys of industry failure data disclose few documented manual valve
"plugging" events and the valve population size and exposure history is
uncertain. The mean failure rate is based on a consensus of several data

sources. The NPRDS A02 and A03 Reports (Reference 6.3.47) recommend
a failure rate of 2.2E-8/hr. while IPRDS (Reference 6.3.48, Table 9)
recommends a value of 3.0E-8/hr. for PWR manual valves plugging. The
Oconee PRA derived a mean "Transfer closed" rate of3.4E-8/lu; (EF = 10)

based on NUREG/CR-1363 manual valve "Leak Externally" data. A
consensus fail to remain open rate of 3.0E-8/hr. with an EF of 10 was

chosen for use in the PVNGS PRA.

Pl

p2

<PV- RO>

<PXL EL>

Pressure Regulating Valve - Fails to Remain Open
Failures of concern actually include any regulator valve faults that result in
flow conditions inadequate to meet fluid system success criteria. IEEE
Standard 500, (Reference 6.3.36, page 1036) provides failure data for
composite pressure/flow regulation valves, 1-6 in. size, ALLMODES of
failure. The "recommended" failure rate is 3.2E-6/hr. Assuming,
conservatively, that half of all these failure modes will fail the valve such

that flow is inadequate, the median failure rate for PV-RO is estimated as

1.6E-6/hr. The IEEE Standard 500 "HIGH" and "LOW"valves imply an

error factor of about 2, wluch was judged to be too low. Assuming an EF of
10, the mean "Fails to remain open" rate is estimated to be 4.2E-6/hr.

Pipes - >3-in. diameter (per Section) - Leakage/Rupture
The data is from WASH-1400 (Reference 6.3.15). Hourly failure rate is per

pipe section.
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Table 6.2-2 Derivation of PVNGS PRA Failure Rates (Continued) P

P3

P4

R1

R2

R3

R4

<PXO PG>

<PXS EL>

<RV- RC>

<NONE>

<NONE>

<NONE>

Pipes - Flow orifice/reducer - Plugged
The data is from IREP, (Reference 6.3.13, Table 5.1-1). The data is for
Orifices, Failure to Remain Open (plug), which is from the WASH-1400
(Reference 6.3.15) data. The demand rate (3E-4/d) was converted to hourly
rate (8.3E-7/hr.) by assuming a monthly test period.

Pipes - <3-in. diameter (per Section) - Leakage/Rupture
The data is from WASH-1400 (Reference 6.3.15). The hourly failure rate is
per pipe section.

Relief Valve (General) - Fails to Remain Closed
The mean value was based on NUREG/CR 1363 (Reference 6.3.33, pages
468 and 480), PWR primary safety and BWR primary relief valves,
"Premature Open", Overall rates. Thc higher of the two valves (3.9E-6/hr.)
was rounded up to represent a somewhat higher premature open rate
expected for "general" relief valves as compared to "primary" safety relief
valves. TVis value agrees favorably with the values recommended in
Reference 6.3.11 and 6.3.32. The failure rate is generally taken to represent
premature opening while under design operating pressure. Thc 5th and
95th percentiles given in the source indicate an error factor of less than 3.
An error factor of 5 is conservatively assumed for this derived mean.

Safety Relief Valve - Fails to Open
The mean value and error factor are "Rccomtnendcd" values from EGG-
SSRE-8875 (Reference 6.3.32) which compares data from several sources.
The failure rate agrees with those given in the Oconee and Scabrook PRAs

Safety Relief'Valve - Fails to Remain Closed/Premature Opening" "'
'he

mean value was based on NUREG/CR-1363 (Rcfcrcnce 6.3.33, page
468), PWR primary safety valves, "Premature Open", overall rate. The
value agrees well with the "Recommended" value of 3.E-6/hr. from
Reference 6.3.29. The 5th and 95th percentiles given in NUREG/CR-1363
indicate an error factor of less than 3. An error factor of 5 is conservatively
assumed based on examination of other sources.

Safety Relief Valve - Fails to Reseat after Steam Relief, .

Thc Oconee PRA (Reference 6.3.1)indicates a mean of 4.9E-3/d with an

assumed error factor of 3. Other sources range from 3.1E-3/d (NUREG/
CR-1363, BWR safety relief values, no command faults) to 3.E-2/d
(NUREG/CR-4550). Thc Oconce value was rounded up and an error factor
of 5 chosen so as to more closely encompass thc range of industry data.
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Table 6.2-2 Derivation ofPVNGS PRA Failure Rates (Continued)

R5 <NONE> Safety Relief Valve - Fails to Reseat after Water Relief
This failure rate is used to represent the failure to reclose likelihood for a

primary safety relief valve that is venting liquid. The mean value and error
factor from the Oconee PRA (Reference 6.3.1) is considered applicable
here. The data is based on an EPRI PWR Safety and Relief Valve Test
Program that indicates a higher rate of reclose failures for valves that are

venting liquid as compared to steam. The range factor of 10 was chosen to
reflect a relatively high uncertainty in the data.

Relay - Failure to Transfer, Fails to Energize, Fails to De-energize
(includes Contacts FTC)
The value is based on the Oconee PRA (Reference 6.3.1), which derives a

relay "Fail to Energize" rate of 2.4E-4/d from WASH-1400. NUREG/CR-
4126 (page 24) indicates 60% of the relays in its LER population are

associated with valves stroked 12 times/year and 40% are associated with
pumps demanded 4 times/year. 'Ibis information was used to convert the
Oconee demand rate to an hourly failure rate. An EF of 10 is
conservatively assumed.

RX2 <RX- DE> Relay - Spurious De-energize
Data is taken from Oconee PRA (Reference 6.3.1, Table B-l), "Coil open".
The Oconee source is WASH-1400 with a broader distribution imposed on

the original data.

RX3 <RXS FT> Bistable Relay - Fails to De-energize
The data is from CE NPSD-227 (Reference 6.3.38, page 3-17), Bistable
Relays. Tl>is demand rate was derived via Bayesian update of WASH-1400

relay "Coil short to power" failure rate. The prior distribution thus'does not
include contact pair faults. NPSD-277 implies that the operating
experience used to update this rate does include contact pair faults. It is
conservative to consider this bistable relay "fail to de-energize" rate as

EXCLUDING contact pair faults. The stated 5th and 95th percentiles

indicate an error factor of 3.
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Table 6.2-2 Derivation of PVNGS PRA Failure Rates (Continued)

S1 (SV- FC> Solenoid Valve - Fails to Close
The data is from NUREG/CR-4550 (Reference 6.3.37) and NUREG/CR-
2728 (IREP, Reference 6.3.13) for solenoid operated valve "Failure to
operate". The ASEP document indicates that 1F 4 of the total demand rate
of 1E-3/d is due to "valve circuit command faults". Since a mechanical
valve failure rate is desired here a value of 9.0E;4/d is appropriate. The
demand rate is converted to an hourly failure rate assuming one actuation
per quarter (2190 hrs.). The SOVs modeled in the PRA fault trees generally
are actuated infrequently e.g., only during shutdown, so this assumption of
one actuation per quarter results in a more realistic failure probability than
the typical IREP monthly actuation assumption. The failure rate
EXCLUDES command faults.

S2 (SV- FO>

<SV- RO>

CI'K- EL>

CfPA FR>

Solenoid Valve -'Fails to Open
The same data/failure rate used for SOV - Fails to Close is used here. The
data is from ASEP/IREP (Reference 6.3.13) for solenoid operated valve
"Failure to operate" (See S1, SV - FC).

Solenoid Valve - Fails to Remain Open
The data is from IEEE Standard 500 (Reference 6.3.36, page 449) for a

"Normally Open" solenoid valve operator "spurious closing". The "LOW",
"RECOMMENDED", and "HIGH"values are taken as the 5th, median,
and 95th percentiles of the distribution, respectively. It is judged that the
value EXCLUDES command faults. Since this reprcscnts thc valve fail-to-
rcmain-opcn contribution from the operator only, it was increased by the
manual valve fail to remain open value (3.0E-8/hr.). This later value is for
mechanical faults.within.the.valve, body itself.

Tank - Catastrophic Leakage/Rupture
The data is from NEDM-14082 and is for rupture (large brcak) of a stcam

drum, protected water storage tank, or CST.

Turbine-Driven AuxiliaryPump - Fails to Run Given Start
The data is from NUREG/CR-2098, (Reference 6.3.39, page 94). The
failure data is for turbine-driven PWR AuxiliaryFecdwater Pumps, Failure
to Operate Given a Start, INCLUDING the command faults. The point
estimate is taken as the mean value. The lower and upper bounds are taken
as thc 5% and 95% confidence bounds. The failure rate is pcr critical hour.
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Table 6.2-2 Derivation of PVNGS PRA Failure Rates (Continued)

T3 <TPA FS> Turbine-Driven AuxiliaryPump - Fails to Start
The data is from NUREG/CR-2098, (Reference 6.3.39, page 90). The
failure data is for turbine-driven PWR AuxiliaryFeedwater Pumps, Failure
to Start INCLUDINGthe command faults. The point estimate is taken as

the mean value. The lower and upper bounds are taken as the 5% and 95%
confidence bounds. The failure rate is per critical hour.

Vl

X1

X2

X3

<VR- NO>

<XMDPW>

<XMLPW>

<XMS PW>

Voltage regulator - Fails to Provide Power
The data is from the Oconee PRA (Reference 6.3.1, Table B-1) for voltage
regulator, "Failure (open or shorted)" mode. Oconee derives the rate based

on IEEE Standard 500 data.

Transformer - Dry - Fails to Provide Power
The data is from Oconee PRA (Reference 6.3.1, Table B-1) for a 4kV Dry
Type Transformer. Base source is IEEE Standard 500 (1977) for 601V-
15kV dry type, tluee-phase transformers. Data INCLUDES faults of
protective circuitry.

Transformer - Liquid - Fails to Provide Power
The data is from Oconee PRA (Reference 6.3.1, Table B-1) for a 13.2kV
liquid filled transformer. Base source is IEEE Standard 500 (1977) for 2-
30kV liquid filled, tluee-phase transformers. Data INCLUDES faults of
protective circuitry.

Transformer - Startup - Fails to Provide Power
The data is from Oconee PRA (Reference 6.3.1, Table B-1) for a 230kV
liquid filled transformer. Base source is IEEE Standard 500 (1977) for 347
- 550kV liquid fille'<I,'three-phase transformers. Data INCLUDES'faults of
protective circuitry.
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Table 6.2-3 Control Circuit Data Summary

DC MOV Control Circuit (Subgroup 0)
fails to open associated valve

AF-HV-32
AF-UV-37
AF-HV-33
AF-UV-36

CXOFO 2.9E-6/hr.

AC MOV Control Circuit (Subgroup 3)
fails to open associated valve

NC-UV-105
NC-UV-607

AC MOV Control Circuit (Subgroup 4) SIA-UV-651, 653, 655
fails to open associated valve SIB-UV-654, 656, 652

(Shutdown Cooling Suction MOVs)

CX3FO 7.9E-7/hr.

CX4FO 1.9E-6/hr.

AC MOV Control Circuit (Subgroup 5)
fails to open associated valve

FW-HV-103
SG-HV-43
SG-HV-1143, 1145

CXSFO 1.0E-6/hr.

CX6FO 1.4E-6/hrAOV Control Circuit (Subgroup 6)
fails to open associated valve

SIA-UV-635, 645
SIB-UV-615, 625
(LPSI MOVs)

Containment Sump Recirculation Valves (SIA-UV-673, 674; SIB-UV-675, 676) were assessed a failure
probability of 4.1E-3/d. (Hourly failure rate not used because test periods were not uniform.) e
MOV Control Circuit (Subgroup 7)
fails to open associated valve

MOV Control Circuit (Subgroup 8)
fails to open associated valve

MOV Control Circuit (Subgroup 9)
fails to open associated valve

MOV Control Circuit (Subgroup 6)
fails to close associated valve

SOV Control Circuit (Subgroup 7)
fails to close associated valve

SIA-UV-672, SIB-UV-671
(Containment Spray MOVs)
CT-HV-1, 4
(AFNP01 Suction MOVs)
SIA-UV-617, 627, 637, 647
SIB-UV-616,,626,,636,.646,
(HPSI Injecuon MOVs)

„'l-HV-604

SI-HV-609
(Hot-Leg Injection MOVs)
SIA-HV-657, 685, 686
SIB-HV-658, 694, 696

AF-HV-30
AF-HV-31
AF-UV-34
AF-UV-35
SIA-HV-698, 306
SIB-HV-699, 307

ADVSolenoid Valves

CX7F0 1.0E-6/hr.

CX8FO 1.3E-6/hr.

CX9FO 1.8E-6/hr.

CX6FC 1.4E-6/111.

CX7PC 5.2E-6/hr.

MDP Control Circuit (Subgroup -) CD-P01A, B, C
fails to close associated n>otor breaker (Condensate Pump Motors)

CX-FS 5.5E-7/hr.
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Table 6.2-3 Control Circuit Data Summary (Continued)

MDP Control Circuit (Subgroup 0) AFN-P01 CXOFS 1.4E-6/hr.
fails to close associated motor breaker (AFN Train Pump)

MDP Control Circuit (Subgroup 6)
fails to close associated Breaker

MDP Control Circuit (Subgroup 5)
fails to close associated Breaker

SIA-P01, P02, P03
SIB-P01, P02, P03
(ECCS Motor Driven Pump)
EWAP01, EWBP01,
(Essential Cooling Water Pumps)
SPAP01, SPBP01

(Spray Pond Pumps)

CX6FS 1.6E-6/hr.

CX5FS 3.0E-6/hr.

Chiller Control Circuit (Subgroup 8)
fails to close associated Breaker

ECAE01
ECBE01
(Essential Chillers)

Compressor Control Circuit(Subgroup 7) IAN-C01A,B, C
fails to close associated Breaker (Instrument AirCompressor)

CX7FS 1.0E-6/hr.

CX8FS 9.9E-6/hr.

MDP Control Circuit (Subgroup 9)
fails to close associated Breaker

ECAP01, ECBP01
(Essential Chill Water Pumps)

CX9FS 2.3E-6/hr.

Circuit Breaker Control Fault NHN-2806
(Subgroup -) causes spurious breaker trip NGNL06C4, L13E3

NGN L06D3, L02D3
NGN L25C3, L25C4
NGN LIOD3, LIOD4
PGBL32, 34 and 36 Supply Breakers
PGAL31, 33 and 35 Supply Breakers

Circuit Breaker Control Fault.. NGN-L13B2
(Subgroup 0) causes spurious breaker trip NGN-L01B2, L25B2

NGN-L02B2, L08B2
PHAM31, 33 and 35 Battery Charger

Supply Breaker
PHBM32, 34 and 36 Battery Charger
Supply Breakers
NHN-M0317, M0802, M2118

Circuit Breaker Control Fault PBA-S03L
(Subgroup 5) causes spurious breaker trip PBB-S04K

Circuit Breaker Control Fault NANS01D, E, G

(Subgroup 6) causes spurious brcakcr uip NANS02E

Circuit Breaker Control Fault NANS05A
(Subgroup 7) causes spurious breaker trip (NANS06H)

CX-ST 2.9E-6/hr.

CXOST 7;IE-6/hr.

CX5ST 1.6E-6/lu;

CX6ST 1.1E-5/hr.

CX7ST 5.9E-6/hr.
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Table 6.2-3 Control Circuit Data Summary (Continued)

Circuit Breaker Control Fault NBN-S01A
(Subgroup 9) causes spurious breaker trip NBN-S02A

PBAS03H, J, N
PBBS04H, J, N

CX9ST 6.5F 6/hr.

Circuit Breaker Control Fault
(Subgroup D) causes spurious breaker
trip

NKNM4502
(Non-Class DC)
PKA-M4102, PKC-M4302
PKB-M4202, PKD-M4402

CXDST 3.4E-7/hr.

Circuit Breaker Control Fault NANS01N
(Subgroup 8) causes spurious breaker NANS02N
trip) NANS03A

NANS04A

CX8ST 8.4E-6/hr.

AC MOV Control Circuit Fault
(Subgroup 0) causes spurious valve
closure

AC MOV Control Circuit Fault
(Subgroup 6) causes spurious valve
closure

AC MOV Control Circuit Fault
(Subgroup 7) causes spurious valve
closure

CD-HV-1, 2
CD-HV-31, 32, 33
SIA-UV-660
SIB-UV-659
(ECCS Mini-flow)
CH-HV-530, 531

(RWT Outlet MOVs)
SPA-HV-49A
SPB-HV-50A
SIA-HV-306, 683, 678, 684, 687, 635,
645, 673, 674
SIB-HV-307, 692, 679, 689, 695, 615,
625, 675, 676
CD-UV-214A, B; 215A, B; 216 A, B
Condensate System LP Heater
Isolation MOVs
SIA-UV-664, 669
SIB-UV-665, 668
(LPSI, CS, Mini-Flow)

CXORO 7.6E-6/hr.

CX6RO 6E-7/hr.

CX7RO 3.6E-6/hr.
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Table 6.2-4 Common Cause Events Data Summary

I(lcntIIIcf Mean = .- ''. ';-:==-:: 'Comments/Source':;..'.- -.'.
'-'.',

Probability '-
. (AllCCF Rates arc Per'Hour)

IAI.-OI23--MV-CC Co!ninon Cause lailurc (CCF) of AF 2.6E-5 Fail to open Common Cause Failure (CCF) rate
Pump A discharge MOVs and AF cstimatcd as 7.1E-8 (NUREG/CR-2770; Rq). Mean
Pun>p B tlischargc MOVs to open. cxposurc time is 15 days.

I AF-ABN--MP-CC CCF of all thrcc AF pumps fail to 1.9E-5 Fail to start CCF rate is estimated as 1.6E-7/hr., based on
start. review of nuclear power plant data (Appendix 6.A).

Mean cxposwe period is fivdays.

I AI.-BN---MP-CC CCF of |notor driven AF Motors to
start/run.

4.5E-5 Appendix 6.A estimates the fail to start CCF rate as
1.7E-7/hr. and thc fail to run CCF rate as 3.9E-7. Thc
mean exposure period for fail to start faults is 8.7 days
and 24 hrs. for fail to run.

IAFA48---MV-CC Both Stcatn Supply MOVs (UV-134 1.3E-3 The NUREG/CR-2770 CCF rate of 8.0E-8/hr. was
an(1 UV-l38) for turbine driven AF Baysian updated to 3.5E-6/hr. based on PVNGS plant
putnp fail to open. spcciiic experience. Mean exposure time is 15 days.

IAFABV137-8CV-CC AFA-PO I and AFB-POI discharge 1.1E-6 Thc CCF rate is estimated as 10% of the random failure
check valves fail to open. rate of 3E-8. Mean exposure time is 15 days.

I AFABV79-80CV-CC AF A and B Train Steam Gcncrator 2.0E-5 Thc CCF rate is estimated as 10% of thc random failure
Supply check valves fail to open. rate of 3E-8 from Table 6.2-1. Mean exposure time is 9

months.

I CHLT-226-227-CC CCF ofbotlt VC7 level instruincnts or 4.3E-5 Thc CCF rate for high output estimated as 3.0E-7/hr.
associated signal conditioning from data in NUREG/CR-3289. Mean time to dctcct
circuits. failure is csthnated as 5 days.

IECAB-EOI-ARIICC CCFofbotltEsscntialChillcrstostart 9.9E-5
and/or run.

Appendix 6.A cstimatcs the fail to start CCF rate as
2. I E-7/hr. and thc fail to run CCF rate as 9.3E-7. Mean
cxposurc period is 15 days for fail to start and 24 hrs. fail
to run.
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Table 6.2-4 Common Cause Events Data Summary (Continued)

Idcntiftcr Failure Description
Mean

Probability -- '
, Comments/Source"'.:~ . -'.,"",': ..'.

(AllCCF Rates 'are Per Hour),':. -:. '-:,;;
I ECAB-POI-MP-CC CCF of both Essential Chill Water 9.9E-5

Pumps to start and/or run.

I EWAB-POI-MP-CC CCF of botlt Essential Cooling Water 9.9E-5
Pumps to start and run.

Appendix 6.A estimates the fail to start CCF rate as

2.1E-7/hr. and thc fail to run CCF rate as 9.3E-7. Mean
exposure period is 15 days for fail to start, and 24hrs. fail
to nm.

Appendix 6.A estimates thc fail to start CCF rate as

2.1E-7/hr. and the fail to run CCF rate as 9.3E-7. Mean
exposure period is 15 days for fail to start and 24hrs. fail
to run.

I PBAS03L-B-CXXCC

I PB BS04K-I3-CXXCC

Control Circuit fault that trips A Train
4.16 KV bus norntal supply brcakcr
and prevents DG brcakcr from
closing.

Control Circuit fault tliat'trips B Train
4.16 KV bus normal supply brcakcr
and prcvcnts DG breaker from
closing.

9.1E-5 Based on thc failure rate of control circuit components
common to both circuit breakers.

9.1F=5 Based on thc failure rate of control circuit components
conunon to both circuit breakers.

IPEABG012-DG-CC Both Diesel Generators fail tostartor 6.6E-4
run due to Common cause faults.

From NUREG-2989 Table 9.8.26, page 363. Summation
ofDGCCF and DG11EC. (Common cause failures ofDG
support systems arc considered with the respective
support system.)

I PK-A-B--BX-CC CCF of the PKA and PKB batteries to
supply output.

3.6E-6 Single battery failure probability to provide output
estimated as 9E-4 (NUREG-4550, Volume 2) Beta for
exactly two batteries estimated as 4.0E-3 (NUREG-
1150). Lethal faults included below.

I PK-ABC--BX-CC CCF of all four class batteries. 3.6E-6 Lethal Common cause Beta estimated as 4.0E-3
(NUREG-1150). Single battery failure probability equal
9E-4 (NUREG-4550, Vol. 2).
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Tal)le 6.2-4 Common Cause Events Data Summary (Continued)

Idcntiticr Failure Description
Mean' — ' ' -, - Comments/Source.'-:; ''-'." '.'", '.";

Probability .-
' 'AllCCF Rates'are,Per'Haur)

ISANTI I 13110ITI CC CCF of thrcc or tnorc AFAS Icvcl 1.0E-4 CCF probability estimated as 1.0E-4 using data from
ISANT1123110ITLCC transn>ittcrs in a single stcam NUREG/CR-3289.

gcncrator.

ISA-AFAS12--CC CCF of all AFAS Icvcl transmitters/ 8.0E-5 CCF of six or morc AFAS level transmitters in both
signai an(l conditioning on Stcam stcam gcncrators. Conservatively estimated as 80% of
Gcncrators I and 2. thc single SG conunon cause probability.

iSANLT203CCID-CC CCF of all four RAS bistablcs or
associated signal comlitioning, such
that RAS docs not occur on low RWT
Icvcl.

6.0E-4 CCF probability estimated as 6.0E-4 from NUREG/CR-
3289.

ISANLT203110ITLCC CCF of all four RWT lcvcl 1.9E-4 CCF probability cstimatcd as 1.9E-4using data from
transmitters such that RAS signal (locs NUREG/CR-3289.
not occur on RWT low Icvcl.

I SAN PT102CCI13-CC

I SA NPT I 021-I0ITPCC

I SA NPJ 352CCII3-CC

CCF of thrcc or»)orc RCS low
prcssure SIAS bistablcs such that
SIAS signal docs not occur on low
RCS prcssure.

CCF of thrcc or morc RCS low
prcssure transtnittcrs, such that SIAS
signal docs not occur on low RCS

prcssure.

CCF of thrcc or morc containtncnt
pressure CSAS bistablcs, such that
CSAS signal tlocs not occur on high
containmcnt prcssure.

4.6E-4 CCF probability cstimatcd as 4.6E-4 using data from
NUREG/CR-3289.

1.0E-4 CCF probability cstimatcd as 1.0E-4 using data from
NUREG/CR-3289.

6.0E-4 CCF probability cstimatcd as 6.0E-4 using data from
NUREG/CR-3289.
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Table 6.2-4 Common Cause Events Data Srrrnmary (Continuetl)

Idcntilicr Failure Description
Mean

Probability
. Comments/Source'.

'AllCCF, Rates are Pcr Hour)"- '-'.„' '=.

ISANPT352LOITPCC CCF of thrcc or morc containmcnt
prcssure transn>ittcrs, sucl> that CSAS
signal docs not occur on I>igl>
containmcnt prcssure.

2.6E-4 CCF probability cstimatcd as 2.6E-4 using data from
NUREG/CR-3289.

ISG-2ADVS-SG2-CC CCF of both ADYs on a single SG to
open.

7.3E-4 Thc random independent failure probability for an ADV
(8.1E-3) is multiplied by a Beta of 0.09 (NUREG/CR-
4550).

ISI-IIPSI4-6MV-CC CCF to open of four or morc of six 2.6E-5 Thc CCF rate was cstin>atcd as 7.1E-8 (NUREG/CR-
intact RCS Loop EIPSI Injection 2770). The mean cxposurc period is onc half month.
MOVs in trains A and B.

ISI-IIPSI8-8MV-CC CCF to open of all cigltt HPSI 2.6E-5 Thc CCF rate was estimated as 7.1E-8 (NUREG/CR-
Injcction MOVs (both trains). 2770). Thc mean cxposurc period is onc half month.

ISIAB-CSS-MP-CC CCF of both Containmcnt Spray 1.4E-4

Pumps to start and/or run.
Appendix 6.A estimates the following CCF rates: fail to
run, 2.1E-7/hr.; fail to start, 9.3E-7/hr. The mean
exposure period is 1.5 months for fail to start and 24 hrs.
for fail to run.

ISIAB-CSS-4IY-CC CCF to open of thc Containmcnt 3.01:-5 CCF rate estimated as 8.0E-8/hr. (NUREG/CR-2770).
Spray Injection MOYs in both trains. Thc mean cxposurc period is 1.5 month.

ISIAB-IIPSI MP-CC CCF of both EIPSI Putnps to start and/ 1.4E-4
or run.

I SIAB-I.PSI-MP-CC CCF of both LPSI punips to start and/ 1.4E-4

or run.

Appendix 6.A estimates thc following CCF rates: fail to
run, 2.IE-7/hr.; fail to start, 9.3E-7/hr. Thc mean
exposure period is 1.5 months for fail to start and 24 lus.
for fail to run.

Appendix 6.A estimates the following CCF rates: fail to
run, 2.1E-7/hr.; fail to start, 9.3E-7/hr. Thc mean
exposure period is 1.5 months for fail to start and 24 hrs.
for fail to run.

ISIAB-LPSI3MV-CC CCF to open of thrcc or morc of thc 3.9E-5 CCF rate estimated as 7.1E-8 (NUREG/CR-2770). The
four LPSI Injection MOVs. mean exposure period is assumed to be 0.75 month.
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Tal)lc 6.2-4 Common Cause Events Data Summary (Continued)

I(lcntiiicr
Mca'ti'

I I t c Dcsc pt 0 '
Probabil>ty

Comments/Source
"

','All

CCF Rates arc Pcr Hour)

ISISDCSUCTVAL-CC CCF to open ol'Sl>utdown Cooling 4.7E-4
Suction MOVs in both Trains.

CCF rate cstimatcd as 7.1E-8 (NUREG/CR-2770). Tl>c
mean cxposurc period is 9 months.

I SITCC-204-CV-CC CCF or SIT lnJcction Check Valves to 2.0E-5
open in two or o>orc of thc tl)rcc intact
RCS loops.

Thc CCF rate is estimated as 19% of thc random
indcpcndcnt faults or 3E-9/hr. Thc mean cxposurc period
is 9 months.

4SR-AB-SUMP-MV-CC CCF of at least onc sutnp suction
MOV in both recirculation lines.

3.87E-5 Appendix 6.A estimates thc CCF rate as 7.1E-8/hr. Thc
mean cxposurc period was assumed as 0.75 month.

ISPAB-POI-MP-CC CCF ol'Spray Pond Pumps to start/ 6.1E-5
run.

I I IJ-AB-F04-ARFCC CCF of both Essential Control Room 3.5E-5
I ans to start.

I I IJ-AB-Z34-ARl CC CCF to start of all four Control Bldg. 5.75E-3
Essential Switcl>gear and ESF
Equipn>cnt Fans to start.

Appendix 6.A estimates thc following CCF rates: fail to
start, 2.1E-7/hr.; fail to run, 9.3E-7/hr. Thc mean
cxposurc period is one fourth of a month for fail to start
and 24 hrs. for fail to run.

The CCF rates are estimated as 10% (NUREG/CR-4550)
of thc random failure rates of 1.13E-6 (CX4FS +
ARFFS) fail to start and 6E-6 fail to run. Thc mean
exposure period is one-fourth month for fail to start and
24 hrs. for fail to run.

Thc CCF rates arc estimated as 42% (based on NUREG/
CR-4550 data) ofthc two train CCF rates above (scc 111J-

AB-F04-ARFCC) or as 4.7E-8/hr. for fail to start and
2.6E-7/hr. for fail to run. The mean exposure periods are
1.5 months and 24 hrs. rcspectivcly.

IIANCOMPRES-ARSCC CCF of both Standby Air
Comprcssors fail to start on dcnmnd.

3.9E-3 The CCF rate is estimated as 6.7E-7 (NUREG/CR-
2098). Thc mean exposure period is cstimatcd as 4
months.

I RPSBKRS---2OP Reactor trip fails duc to failure of two 5.0E-6
scrics RTBs to open (cvcnt probability
Is do>ninatcd by conunon cause).

Thc CCF probability was estimated as 10% of the
random independent failure probability of 5E-5 (from
CEN-0327).
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l'able 6.2-5 Bayesian Update Attalysis Summary

PRA ldentiAer Description

Prior
Distribution
Failure Rates

Mean E.l.

r

Plant Specific
'

-.,;:...:,.Updated .

Experience,
"

.
-'."i'--'- Dist'ributton"":,

-„Mean; E.F..

I AFAPO I--TPAFS Turbine Driven AF Pump fails to start. 5.6E-5/hr. 8 Scvcn failures in 130,000 pump hrs. 5.5E-5 2

I AFAPOI---TPAFR Turbine Driven AF Pump fails to run. 4.9E-5/hr. 12 Two failures in 887 pump nm hrs. 6.8E-4 3

I Al BPO I--MPAFS Motor Driven AF Pumps fails to start 5.7E-G/hr. 2 Zero failures in 260,000 pump hrs. 4.7E-6 2
I AFNPOI--41PAFS (excludes command faults).

I AFBPOI--CX5FS Motor Driven AF (AFBPOI) Control 1.3E-5/hr. 3 Zero failures in 260,000 pump hrs. 5.4E-6
Circuit fails to close associated
brcal'cr.

I AFBPOI--MPAFR Motor Driven AF Putups I'ails to run 1.3F:5/hr. 10 Thrcc failures in 11,000 pump run 1.3E-4

(includes command faults). hfs.

I PEAGO I-DG--2FS Diesel Gcncrator fails to start (DG 2.1E-2/d 3 Four failures in 646 demands.
I PEBGO I-DG--2FS output breaker considcrcd separately).

7.9E-3/d 2

I PEAGOI-DG--2FR Dicscl Generator Fails to run.
I PEBGO I -DG--2FR

3E-3/Iir. 3 Three failures in 1400 run hrs. < 3E-3
(scenote)

Vote: For purposes of thc PRA, a DG fail to run rate of 3.2E-3/hr. was utilized.
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Table 6.2-6 Maintenance Unavailability Data

.?' ? ? ." i i.' .'A .."; ! .„'.'W?W /)? .'?W i) gK, .', ??";i? i?'?'(VC(?) ?i. '? . ',. ???:i " )?i?'?Y,W~. ?..? ?'???W?.AC., WP?%A?w?

Basic Event Name/
ColllponenLs Affected

I AFAPO I--TP6CM

I AI.I3POI--MI'GCM
I AFNPO I--hlPGCM
I CDNI'OlA--MPHCM
I CDNPOI 0--MPHCM
I CDNPOI C--MPHCM

1 urbinc Driven AF puinp unavailable 3.91.;3 Based on plant specific experience: 73.5 unavailablc hrs. in
(Iuc to nlaintcnancc 18,700 Mode 1 hrs.

Motor Driven AF pump unavailable 2.5E-3 Based on plant speciTic expericncc: 94.0 unavailablc hrs. in
duc to nlaintcnancc 37,300 Mode 1 pump hrs.

Condcnsatc punip unavailable duc to 2.1E-3 Based on plant specific experienced: 119 unavailable hrs.
nlaintcnancc in 5G,000 Mode 1 pump hrs.

I ECAPOI--MPG)CM
I I'CI3PO I —-MPG)CM

Essential Chill Water puinp
unavailablc <luc to inaintcnancc

I.OE-3 Based on plant specific expcricncc: 38 unavailable hrs. in
37,300 Mode 1 pump hrs.

I I IJA-F04-ARG)CM
I I IJI3-FO4--A RGCM

I I IJAZ03--ARGCM
I I IJB-Z03--ARG)CM

Control Rooin Essential I IVACfans 4.0E-4 Maintcnancc Rate estimated as 1E-5/hr. (Appendix G.C).
unavailablc duc to niaintcnancc MTIR cstimatcd as 40 hrs. (Oconcc PRA Table B-45B, 7

day LCO).
Essential ESF Switchgcar HVACfan/ 2.1E-4 Maintcnancc rate estimated as IE-5/hr. (Appendix G.C).
ACU unavailablc duc to maintcnancc MTIRcstimatcd as 21 hrs.

I I IJ N-At)I --AR8CM
I I IJN-A02--ARHCM
I I IJN-A03--ARHCM

Nonual Control Bldg., normal Control
Room, or normal ESF Switchgcar
Room fan/ACU units unavailable duc
tO nlil illtCnin)CC

1.3E-3 Maintcnancc rate cstimatcd as G.48-5/hr. normally
operating fan (Appendix 6.C). MTIRcstimatcd as 20 hrs.
since discussion with maintenance indicated that they
rcceivc high maintenance priority similar to if72-hr. LCO
applied.

I PEAGO I --DG-CM
IPEBG02--DG-CM

Dicscl Gcncrator unavailable <luc to 6.0E-3 Maintenance unavailability from NUREG/CR-2989, page
nl;IlntCn:lllCC 28.

IS A ALT203A-II CM Onc of four channels of RWT Icvcl
instrun)cntation unavailablc duc to
n)aintcnancc or test

2.0E-3 Only onc channel may be placed in bypass. Level
transmitter maintenance rate estimated as 4.48-6/hr.
(Oconcc PRA page B-15). MTI'R estimated as 116 hrs.
(Oconcc, page B-89).
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Table Ci.2-6 Maintenance Unav:>ilability Data (Continued)

Basic Event N;rme/
Components Al'fected Description

I SAAPTI02A-IT2CM

ISAATII I3A-IT2CM
I SAA'I'II23A-IT2CM

I SAAPT352A-IT2CM

I SIAPOI--- hIP6CM
I SIBPI) I--MP6ChI
I SI AP02--hf P6CM
I Sl IIP02--MP6CM
4S IAP03---M P6CM
4SI BP03--hiP6CM
I LIVAPOI-—-MP6CM
I ESVl3PO I --hlP6CM
I SPA PO I--MP6CM
ISPBPOI--MP6CM

Onc of four channels of RCS pressure
transmit ters (uscrl for SIAS)
unavailable due to maintcnancc

Onc of four clranncls oF SG low level
transmitters on SG I (1113) or SG2
(1123) unavailablc duc to
maintcnancc

Onc of four channels of Containmcnt
Prcssure Transmitters, unavailablc
duc to nraintcnancc

ECCS pump (HPSI, LPSI or
Containmcnt pump), Essential Spray
Pond pump, or EsscntIal Cooling
IVatcr punrp unavailable rluc to
maintcnancc

0.076 Only one channel may be placed in bypass at a time.
(.019 pcr Prcssure transmitter maintenance rate estimated as 2.9E-6/
channel) hr. (Oconee PRA, page B-15). MTTR conservatively

estimated as 9 months (located inside containment).

0.116 Only ohc channel may bc placed in maintenance at a time.
(0.029 Level transmitter maintenance rate estimated as 4.4E-6/hr.

per (Oconee PRA, 8-15). MTrRconservatively cstimatcd as 9
channel) months (located inside contaurmcnt).

1.35E-3 Only onc clranncl may bc placed in bypass at a time.
Transmitters arc located outside containment. Maintenance
rate estimated as 2.9E-6/hr. (Oconec PRA, page 8-15).
M fTR cstimatcd as 116 hrs. (located outside containmcnt,
Oconce, page 8-89).

1.3E-3 Estimated based on plant specific data (1988). Calculated
number is gcncrally consistent with NUREG-1150 (2E-3).
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Table G.2-G 'Maintcnancc Unavailability Data (Continued)

Basic Event Name/
Components Al'fected Description ''

.
'", -', Cornmerits'".-';,"".'.;: .".',:-'-'.''.

Various Sl A, AF MOVs. SG
ADVs, and Turbine driven AF
strcaln supply lvIOVs (basic
cvcnts ending with MV9CM
or AV9CM).

Rcnlotcly opcratcd valve unavailablc
duc to»laintcnancc

5.88E-4 Maintcnancc rate cstimatcd as 2.75E-5/hr. (Oconcc PRA,
Table B-41). MTEcstimatcd as 21 hrs. (Oconcc, Table B-
44B). Rcvicw of plant specific data (1988) indicates that
PVNGS MOV maintenance unavailability is consistent
with or less than the unavailability calculated here.

Varilnls I IVAC dalnpcrs,
ass lgnc(l type code/fallurc
nlodc DM9CM

Danlpcr unayailablc duc to
nlll lot co lul cc

5.88E-4 Estimated same as MOV maintenance unavailability
above.

Various Critical Circuit
13rcakcrs-AI; EC, ElV, SP, SI
Punlp 13 Ical'crs,
Lsscntia1 Chiller Orcakcrs,
ESF Transfornlcr Drcakcrs,
IXioutput Brcakcrs,
PBAS03 and POBS04
NulnllllSupply Brcakcrs,
13allcry Charger Supply
Breakers.
NNNDI I, NNND12
Voltage Rcgulalllr Drcakcrs,
Nl INM71 Supply Drcakcr

Circuit Brcakcr unavailablc duc to
nullntcnancc-

8.74E-5 Thc maintcnancc rate was cstimatcd as 9.4E-6/hr.
Catastrophic failure rate estimated as 2.85E-6 (PVNGS
data table) x 3.3 to include incipient faults. MTTR
estirnatcd as 9.3 hrs. (IEEE-500, page 109).

I PKAM41()2-CBOCM
IPKDM4202-CBOCM
I PKCM4302-CBOCM
I PKDM4402-CBOCM

Class Battery Output Circuit Brcakcrs 1.9E-5 Maintcnancc rate cstimatcd as 9.4E-6/hr. (sec pump motor
unavailablc tluc to lnaintcnancc breakers above). MTIRcstimatcd as 2 hrs. (2 hr. LCO).
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Table 6.2-6 Maintenance Unavailability Data (Continued)

Basic Event Name/
Components Affected

Various Non-class Circuit
l3rc;ikcrs. Type code/failure
nuulc is CI30CM. Includes
NANSO I,NANS02,
NANS03B, NANS04B,
NANS050, NANS0611,
YiANS06K, Nl IM2118,
Nl INM0802, NHNM0317
and NKNM4502.

Description

Non-class power circuit hrcakcr
unavailablc duc to niaintcnancc

cC ~~.
c8

4) a5

.5 > o

Z~
I 5I:.-4

C

. Comments-,.;:-'--.',,
'

Maintenance rate cstimatcd as 9.4E-6/hr. (see pump motor/
brcakcrs above). MTMestimated as 16 hrs., based on tlie
fact that although these circuit breakers arc not covered by
Tcchnical Specification limits, they arc important to the
normal distribution ofpower and receive Iiighmaintenance
priority.

Class Circuit Brcakcr, witli8

hr. tcclinical specification
LCO liniit. Includes power
distribution breakers on thc
fi>llowingbuses:

P13AS03, Pl IAM31
PBBS04, Pl IAlv133
PGAI.31, Pl IAM35
I'GAL33, Pl IAM37
PGAL35, Pl IBM32
PGBL32, Pl IBM34
PGBL34, Pl IBM36
PGBL36, Pl IBlvl38

Class power circuit brcakcr
unavailable duc to niaintcnance

6.58E-5 Maintcnancc rate estimated as 9.4E-6/hr (sec pump motor
brcakcrs above). MTTR cstimatcd as 7 hrs. (Tcchnical
Specification 3.8.3 limits outage time to 8 hrs).

ttev. 0 4/7/92 6.2 Component Failure Data 6-96



Component Failure Data

Table 6.2-6 Maintenance Unavailability Data (Continued)

13asic Event Name/
Conlponcnts Affcctcd

Descriptioti ':!.-.'.",:.';t.;;,'-„",.';.l.';;:::.:;.<','<I'.-".'"~.':::.l'i:,"".,': -:-''':-",-..-'..'::-.:-'.;"',.;Commcltts g„.,";I>l.:,:;;~!~y'.",';:i~".:.'..',"..:,"'."-"

Nnn-class Electrical 13us

«navaiiahic. Includes thc

following bllscs:
NANS03, NGNL06
NANS04, NGNLI3
NANS05, NGNL2S
NANS06, NI INM43
NGNL01, Nl INM08
N( NI.02, Nl INMIO

N I INDI 13, Nl INM19
Nl INM21, NIINM28
NIINMSO, NlINM71
NI<ND41, NKND42

Non-class Electrical Bus unavailable
duc to nla la'tcnancc

3.48E-5 Thc maintcnancc rate was estimated as 1.3E-6/hr. Thc
catastrophic failure rate is 8.3E-7/hr (failure data table).
This valve was multiplied by 1.5 to include incipient faults
(IEEE-500, page 811). Thc MTI'R was cstimatcd as 26.8
hrs. (IEEE-500, page 810).

Class I:lcctrical Bus
unavailablc (8 hr LCO).
1»clullcs thc following buses:
PI3AS03, PBBS04
I'GAL31, PGAL35
PG131 32, PGDL34
PGBL36, Pl IAM31
Pi-IAM33, PHAM35
Pl IAM37, PI.IDM32
Pl IDM34, Pl-IDM36
Pl IDM38. PGAL33

Class AC Electrical 13us unavailable
duc to nraintcnancc

9.1E-6 Thc maintenance rate was estimated as 1.3E-6/hr. (sce
above). Thc MTIRwas cstimatcd as 7 hrs. (8 hr. LCO).
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1'able 6.2-6 Maintenance Unavailability Data (Contintied)

Basic Event Name/
Components Affected

Description '-Comments =-;-':''- '..'.

I P K8 I I I2--8 XOCM
I PK 8l 116--8XOCM
I PKAkII I--BXOCM
I P kAI I I5--8 YOCM
I PKCI 113--BXOCM
I PKDI 114--BXOCM

Class Battery Cliargcr unavailable duc
to maintcnancc

I.OI"-4 Maintcnancc rate cstablishcd as 9.2E-6/hr. (thrcc times thc
ratulom catastrophic rate of 3.1E-6/hr). MTI'Restimated
as 11 I>rs., (consistent witli IEEE-500, given maintenance
priority thcsc components rcccivc).

I PKAI' I--BAOCM
I P K81.12--8AOCM
I PKCI'13---BAOCh I
I PKDI'l4--BAOCM

Class Battery unavailable tluc to
iuaintcnancc

4.0E-6 Maintenance rate estimated as 2.0E-6/lu; (IEEE-500-1984,
page 89). MTrR estimated as 2 hrs. (2 hr. LCO).

I PKCD23-1258SOCM
I PKChW3-1258SOCM
I PK DD24-1250SOCM
I PK DM44- I 258SOCM

Class DC Bus or Distribution Panel 2.6E-6 Maintenance rate estimated as 1.3E-6/hr. (see non-class
unavailablc duc to niaintcnancc bus entry). MTIRcstimatcd as 2 hrs. (2 hr. LCO).

I I IJA-M23--DM9CM
I I IJA-hl51--DM9CM
I I IJ A-h162--Dh19CM
I kUA-M66--DM9CM
I I IJB-M31--DM9CM'

I IJB-hI58--DM9CM
I I IJB-M66--DM9CM
I IAN-COI8-AR7CM
I I AN-CO I C-AR7CM

Control Building I IVACDanipcncrs
unavailablc duc to maintenance

Instrument AirConiprcssors
unavailable duc to tnaintcnancc

5.9E-4 Maintenance rate estimated as 2.75E-5/hr. (Oconce PRA,
Table 8-41). MTTR cstimatcd as 21 hrs. (Oconee, Table
844-8).

1.5E-2 Maintenance rate estimated as 1.3E-4/hr. (Oconee, Table
8-39). MTTR estimated as 116 hrs. (Oconcc, Table
8-468).
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Table G.2-G Maintenance Unavailability Data (Continuetl)

Basic Event N;lllle/
Cilnlponcnts Affected

Dcscril)tio

I ECA EO I ---AR7CM
I I:CBEO I--AR7CM

Essential Chiller unavailable duc to 2.7E-3 Maintenance rate estimated as 1.3E-4/hr. (Oconec, Table
nlaintcnancc 8-39). MTfRestimated as 21 hrs. (Oconce, Table 8-448,

72 hi; LCO).
I PNAN I I -12S INOCM
I PNDN I 2-125INOCM
IPKCN43-12SINOCM
I PKDN44-1251NOCM

PNA or PNB Power supply invcrtcr
(125V DC to 120V AC) unavailable
duc to corrcctivc nlaintcnancc.
Shutdown cooling valve UV-653, UV-
654 power stippiy invcrtcrs (125V DC
to 120V AC) unavailable duc to
nlin ln ten lulcc.

3.3E-3 Maintenance rate estimated as 3.0E-4/hr. (Thc invcrter
failure rate of LOE-4/hr. was multiplied by factor of 3 to
account for incipient and degraded failures). MT'as
cstimatcd as 11 lus. (Oconcc PRA, Rcfcrence 6.3.1, Table
8-438, 24 hr. LCO applies).

I PNAV2S-480VROCM
I PN 8 V26l-480VROCM

I SI AI:I) I--IIX9CM
I Sl 8EO I--IIX9CM

PNA or PNB Power Supply Voltage
Regulator (13ackup Power Supply for
PNA/I'NB)unavailablc duc to
nlainlcnancc.

Sllut(Iolvn I ical Excllilngcr
unavailable duc to nlaintcnancc.

4.21;-4 Maintenance rate cstimatcd as 9.2E-6/hr. (same as class
battery changes above). MTfR was cstimatcd as 48 hrs.
(Although outage time is not limited by Tcchnical
Specification, these items rcccivc sufficient priority that a

MTIRslightly grcatcr than what thc Oconcc PRA Table 8-
458 recommends for components with a wcck LCO was
judged rcasonablc.)

5.9E-4 Maintenance rate cstimatcd as 2.8E-5/hr. (Appendix 6.C).
M1TR was cstimatcd as 21 hrs. (Oconcc PRA, Table 8-
448, 72 hr. LCO applies).
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Tal)le 6.2-7 Special Event Qtlantification

ltlcntiticr Description -'-';- ProbibIIity 'omments ..".;.„.,"'::; ','.;~:;.,"."-'.:.",'„""", .",

I hl I'C-UNFAV—TT-EE (ATIIVS
cvcnt scqucnccs with successful
turbine trip, and success ofat least
unc AF pump.

I iiITC-UNFAV----EE(ATEVS
cvcnt scqucnccs without turbine
trip anII success of at least onc AF
punIp).

I RPSSIGNAL-2OP

Reactor prcssure exceeds 3200 psi
following a loss of FW ATIIVS with
turbine trip. Ifa loss of FW ATWS occurs
early in life, but turbine trip docs occur
and MTC is less ncgativc than -0.6lx 10

hp/', Accident Analysis (CENTS) has
shown that 32($ psi would bc cxcccdcd.

Reactor prcssure cxcceds 3200 psi
following a loss of FW ATWS without
turbine trip. Ifa loss of FW ATWS occurs
early in the fuel cycle life with MTC less

negative than -0.776 p/', accident
analysis (CENTS) has shown that 3200 psi
would bc excccdcd.

RPS 6c SPS Reactor Trip Signals Fails

0.032

0.11

2.0E-8

A loss of FW cvcnt is limiting ATWS
(CENPD-158), pcr CE analysis (CENTS). Thc
pcrccntage of time that MTC is less ncgativc
than -0.61x10 4hp/', was esthnatcd as 3.3%
from typical PVNGS core data (cycle
dcpcndant).

A loss of FW ATWS is the limiting ATWS
cvcnt (CENPD-158). The percentage of time
that MTC is less negative than -0.77hp/',
was cstimatcd as 11% (cycle dcpcndant).

Thc probability of failure of RPS Circuitry/
Sensors was estimated as 4.8E-6. The
electrically diverse SPS circuitry was asscsscd

a probability of failure of 1.0E-3. Common
mode failure of the shunt trip coils and
undervoltagc trip coil, contributed an
additional 1.5E-8.

I RPS-RODDROP-2OP

I PSRV-OPEN--2OP

Failure of suIIicicnt control rods to drop to
prcvcnt approaching ASME Class C
limits, given a loss FW ATWS with
unfavorable MTC and thc CEDMs de-
cncrgizcd.

The probability that onc or Inorc of the
four PSVs fails to rcclosc following lifting
(stcam rclicf).

2.6E-6 Event probability was estimated as 2.6E-6.
Consistent with CE NPSD-672 recommcndcd
value of 2.1E-6.

0.020 Thc probability that a single PSV fails to reseat
following stcam rclicfwas cstiniatcd as 4.9E-3
(Table 6.2-1).
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Table 6.2-7 Special Event Qtlantific;Ition (Continued)

ldenti lier

I I'S RV-AL4OPN-20P
Description
Onc or morc of thc four primary safety
valves (PSVs) I'ails to open. I allure ofonc
or n>orc PS Vs to open, was conscrvativcly
assi»ncd to result in primary
ovcrprcssurization.

Probability 'omments
1.2E-3 The probability that a single PSV fails to open

is 3E-4 (Table 6.2-1).

I AI APO I-NOBAC-2OP

I Al.l3PO I -BAC--20P

Al'uinp AIAl'Ol (Turbine Driven AF
Pun>p) fails to run 24 ltrs. with no room
HVACavailablc.

Al Motor Driven Puntp fails to run 24
ltrs. given csscntial room cooling is

unavailablc but non»al I IVACis supplied.

0.037

7.3E-3

AllTurbine driven AF components arc heat
rcsistcnt. Thc turbine driven pump is cooled by
the water it pumps, and the turbine gcncrator is
qualified by test to 200'. With no room
cooling the analysis has shown that room
tcmperaturcs approaching 190' could occur
gnnl after 24 hrs. To account for thc incrcascd
failure rate that may occur as tcmpcraturc
increases, thc 95th pcrcentilc fail to run rate of
1.55E-3/hr. was utilized (from Table 6.2-5),
resulting in failure probability of 3.7E-2.

Engineering evaluation indicates a 24-hr. room
tcmperaturc of 165', a motor bearing
temperature of 244', and a winding
tcmpcrature of 145'. Based on discussions
with thc motor manufacturer and pump
evaluation, thc motor driven pump would not
bc expected to fail at thcsc tcmpcraturcs. Thc
probability of failure was cstimatcd by
doubling thc base motor driven pump failure
rate (1.3E-5/hr., Table 6.2-1) for cvcry 18'
increase in room tcmpcraturc (Arrhcnius
Equation) and consideration of incrcascd
winding failure rates.
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i'aliene (i.2-7 Special Event Qttantification (Continued)

Identiiier .

I AF131'Ol-NOBAC2OP

Description

Motor Driven AF Pun)p AFBPOI fails to
nin 24 Iirs. witlino room I.IVAC.

Probability Comments:.-';-.-','-'.';-"':;-;,.:;", ".".-'."-- ..::".—..':.:
$-.O

0.5 Based on discussion with the motor
manufacturer, significantly increased failure
rates inay occur ifmotor bearing tcmperaturc
cxcecds 250'. For initial concrete
tcmpcratures of more than 85', analysis has
shown that a motor bearing tcmperaturc of
250' may bc cxccedcd within 24 hrs. Tile
event probability was conscrvativcly
estimated as 0.5, as during the summer months
thc initial concrctc tempcraturc can bc grcatcr
than 85'. For event sequences which contain
this basic event, the pump is likely to run for
the first 12 hrs., and was accounted for within
thc rccovcry analysis.

I EiVAPO I-BAC-2OP
I EKVI3POI -I3AC-2OP

Essential Cooling IVatcr Punip fails to run
24 hrs. A given csscntial rooiii cooling is
unavailable but thc rooni door is open for
2 hrs. to provide so»ic room cooling.

1.4E-2 Enginccring evaluation indicates a 24-hr. room
tcmpcraturc of 168', a niotor bearing
tcmperaturc of 220 F, and a winding
tcinpcrature of 144'. Based on discussions
with thc motor manufacturer and punip
evaluation, tlie motor driven pump would not
bc cxpcctcd to fail at thcsc temperatures. Thc
probability of failure was estimated by
doubling the base motor driven pump failure
rate (2.1E-5/hr., Table 6.2-1) for every 18'
increase in room temperature (Arrhenius
Equation) and consideration of increased
winding failure rates.
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Table G.2-7 Special Event Qu tntification (Continued)

ldcnti tier Description ..;.:.;:..;-.;;.:-'-";.:".:;:.',;:;:-:,''-,";.Probability ., Comments i:,:.'.';::;.~:.:: -".:.":.,':::;:4::::::;II.,:.';,.''::;.'.:-':i,';'=,:,':::"::,,"';;-'.-';I'.,-',.

I I.:KVAI'0I-NOBAC-2OP
I I:.iVI3PO I -NOI3AC-2OP

I SI AP02-BAC-2OP
I Sl BP02-BAC-2OP

Essential Cooling Water Pun>p fails to mn
24 hrs. given failure of csscnlial cooling
anti backup cooling not supplied.

III'Sl Pump fails to run 24 hrs. given
csscntial roon> cooling is unavailablc but
thc roon'oor is open for 2 hrs.

3.0E-2

1.7E-2

Enginccring evaluation indicates a 24-hr.
temperature of 189', a motor bearing
tempcraturc of 241', and a winding
tcmpcraturc of 155'. Based on discussion
with the motor manufacturer the motor driven
pump would not be expected to fail at thcsc
temperatures. The probability of failure was
estimated by doubling the base motor driven
pump failure rate (2.1E-5/hr., Table 6.2-1), for
every 18' increase in room tcmpcraturc
(Arrhcnius Equation) and consideration of
incrcascd winding failure rates.

Engineering evaluation indicates a 24-hr. room
temperature of 165', a motor bearing
temperature of 197', and a winding
tcmpcrature of 160'. Based on discussions
with the motor manufacturer and pump
evaluation, the motor driven pump would not
be expected to fail at these tcmpcraturcs. Thc
probability of failure was cstimatcd by
doubling the base motor driven pump failure
rate (2.1E-5, Table 6.2-1), for every 18'
increase in room temperature (Arrhcnius
Equation) and consideration of incrcascd
winding failure rates.
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'i',tl)le 6.2-7 Speci'll Event Quantification (Contintted)

i(lent i Iic) Description Probability::.-": Con) ments',«; ~ . -'. -'-.:;.'.«.- „.".;.'"+,"".'~';,":;."".".';"","1

I S IAPO2-NOBA CZOP
I Sl I3PI)2-NO13AC2OP

ISIAPOI -BAC-2OP
I Sl BPO I -BAC-2OP
I SI AP03-BAC-2OP
IS l BP03-BAC-2OP

I SIAPI) I-NOBAC2OP
I S I0 PO I -NOBAC2OP
I Sl AP03-NOBAC2OP
I S I I3P03-NO13AC2OP

IIPSI Pump fails to run 24 hrs. given
essential roon) co))ling is unavailable;unl
backup cooling is not supplied.

LPSI or Containn)cnt Spray Pump fails to
run 24 hrs. given essential room cooling is

unavailable but thc room door is opened at
2 hrs.

LPSI of Containn)cnt Spray Pump fails to
run 24 hrs. given csscntial room cooling is
unavailablc and backup cooling is not
supplied.

5.3E-2

0.1

1.0

Enginccring evaluation indicates a 24-hr. room
temperature of 199', a motor bearing
temperature of 239', and a winding
tcn)pcraturc of 177'. Based on discussions
with thc )notor manufacturer and pump
evaluation, the motor driven pun)p would not
bc expected to fail at these tcmpcratures. Thc
probability of failure was estimated by
doubling the base'inotor driven pump failure
rate (2.1E-5, Table 6.2-1), for every 18'
increase in room temperature (Arrhenius
Equation) and consideration of increased
winding failure rates.

Engineering evaluation indicates a 24-hr. room
temperature of 168', a motor bearing
temperature (ball bearing design) of 262 F,
and a winding temperature of 160'. Based
on Engineering evaluation, it is unlikely that
the motor driven pump would fail at these
tcmpcraturcs. The probability of failure was
sct equal to 0.1 as a screening value.

Engineering evaluation indicates a 24-hr. room
ternpcraturc of 189', a motor bearing
temperature (ball bearing design) of 282',
and a winding temperature of 172'. The
probability of failure was conservatively
assumed equal to 1.0 since pump motor
evaluation docs not conclusively show that the
motor bearing will continue to function at
these temperatures.
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Talkie 6.2-7 Special Event Quantification (Continued)

I<lrntilicr Description '.-.; -;=';; .Probability Comments

I I.PA---I OP--2A I'

LPB--LOP--2AT

I LPA--LOP--2SA
I I.PB--LOP--2SA

I I SA-LDSI IED-2SA
I I SB-I.DSIIED-2SA

I LSA-LDSIIr:.D-2AT
I LSB-LDSflED-2AT

Scqucnccr Loss of Power/Load Shed
(LOP/I S) Module fails to pass the DG
start/DG Brcakcr close signal from thc
scqucnccr to K205 relay.

Load Scqucnccr or LOP/LS Module
causes a spurious LOP signal.

Load scqucnccr or LOP/LS Module cause
a spurious load shed signal.

Load shed signal fails to clear duc to
scqucnccl ot'OP/LS nlodulc fault.

3.4E-G

1.9E-6

1.9E-G

6.7E-G

LOP/LS solid state logic module failure rate
was cstimatcd as 8.0E-S/hr. (Table 6.2-1).
Since only half thc failures werc assumed to
prcvcnt signal gcncration, thc basic event
failure rate was cstimatcd as 4.0E-8/hr. Thc
mean cxposurc period is 84 hrs. (weekly test).

The LOP/LS and load scqucnccr modules,
werc each cstimatcd as having a failure rate of
8.0E-8/hr. (Table 6.2-1, solid state logic
module). Since only half of thc failures werc
assumed to result in spurious actuation, thc
failure rate was estimated as 8.0E-S/hr. Mean
cxposurc period is 24 hrs.

The LOP/LS and load sequcnccr modules,
werc each cstimatcd as having a failure rate of
8.0E-8/hr. (Table 6.2-1, solid state logic
module). Since only half of thc failures werc
assumed to result in spurious actuation, thc
failure rate was estimated as 8.0E-8/hr. Mean
exposure period is 24 hrs.

The LOP/LS and load scquenccr modules,
werc each cstimatcd as having a failure rate of
S.OE-8/hr. (Table 6.2-1, solid state logic
module). Since only half of thc failures were
assumed to result in spurious actuation, thc
failure rate was cstimatcd as 8E-8/hr. Mean
cxposurc period is 84 hrs.
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I'able6.2-7 Special Event Quantification (Continued)

ldcntilicr Description Probability Comments::-".;.':.:".'...' ':.''- ','.,'" "-.-' ': .

I I.PA-DETECT--2AT
I I I'13-DETECf-2AT

LOP/LS Module tails to provide DG start
signal following a loss of power to thc
associated 4.16I'V AC ESF bus.

3.4E-6 LOP/LS solid state logic module failure rate
was estimated as 8.0E-8/hr. (Table 6.2-1).
Since only half the failures were assumed to
prevent signal generation the basic event
failure rate was cstimatcd as 4.0E-8/hr. Mean
cxposurc period is 84 hrs. (weekly test).

I LPA I --LOP--2AT
I I.PI3 I-I.OP--2AT
I l.PA2--1.OP--2AT
I I.P132-LOP--2AT

Load scqucnccr LOP Group I or Group 2
relay fails to tlc-cncrgizc given a LOP
signal from LOP/LS n>odulc.

2.6E-3 Failure rate estimated as 4.0E-7/hr. (Table 6.2-

I, IM-Ff).Mean cxposurc period is 9 months.

I I SA I-LDSHED-2AT
I LS13 I -LDSI IED-2AT
I I.SA2-LDS I IED-2AT
I I.SI32-I.DSI iED-2AT

Load Scqucnccf Load Shed Group I or
Group 2 relay (K202 or K204) fails to de-

cncrglzc

2.4E-4 Relay fail to transfer probability estimated as

2.4E-4 (WASI1-1400). (Relay energizes on
Load Shed and must subscqucntly dc-
cncrgize).

I I.SA I-LDSIIED-2SA
I LS 13 I -I.DSI IED-2SA
I LSA2-I.DS I IED-2SA
I LSI32-LDSIIED-2SA

Spurious group Load Shed signal tluc to 1.0E-5 Relay spurious cncrgize failure rate cstimatcd
load shed relay (K202, K201) spurious as 4.3E-7/hr. (Table 6.2-1). Exposure period is

cncrgizc. 24 hrs.

I I.SA-I.DSI IED-I IISA
I LS I3-1.1)SI IED-I I ISA

Spurious Load Shed occurs given cabinet
cooling fans fail.

5.0E-I PVNGS operating cxpcricnce includes onc
instance whcrc spurious load shed occurred
duc to insufficient BOP/ESFAS cabinet forced
cooling flow. Loss of cabinet cooling was
conservatively assumed to result in spurious
Load Shed with a probability of0.5.
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Table 6.2-7 Special I:vent Quantification (Continued)

ldc»tilier Dcscril)tion Probability Comments; -,,:, .''.i;":='.,':!::;;;:;:

I SAA-I OADCIIA-2AT
I SAA-I.OADCSI-2AT
ISAA-I.OADECA-2AT
I SAA-LOADELi-2AT
I Sh A-I.OADEWA-2AT
I SAALOADHP I-2AT
I SAA-LOADLPI-2AT
I SAA-I.OADSPA-2AT
I SA I3-LOADh FB-2AT
I SA13-LOADCIII3-2AT
I SA 13-I.OADCS2-2AT
I SA I3-I.QADECD-2AT
I Sh I3-I.OAD-EI.2-2AT
I SAI3-I.QADEiVI3-2AT
I SA l3-I.OADl-IP2-2AT
I SA 13- I.OADI.P2-2AT
I SAI3-LOADLP2-2AT
I SA l3-I.QADSPB-2AT

Load Sequencing Relays fail to de-
c)lcrgr'.c ((Ic.cncrglxc to ilctuiltc).

2.6E-3 Failure rate cstimatcd as 4.0E-7/lu: (Relay fail
to dc-energize, from Table 6.2-1). Mean
exposure period cstimatcd as 9 months. (Thcsc
relays arc mechanically tested only during
refueling outagcs).

S YEAULTSXM3-2PW
SYI AUI;I'SXM2-2PW

I aults in 525kV PVNGS switchyard, 4.4E-5 Based on PVNGS switchyard reliability study
result in loss of thc power supply fccd (1986).
fron) thc aligned stataip transl'om)cr.
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I'able 6.2-7 Special C<vent Qitantificntion (Contintteti)

l(lcntilicr
ISAAAFS I A-K113FI'
SAAAFS I A-K4)2FT

ISAAAFS I A-K628FT
I SAAAFS IA-K728FT
ISAAAFS2A-K413FT
I SAAAFS2A-K629f'T
I SAAAFS2A-K729FT
I SA ASI AS@-K 30 I FT
I SAASIASA-K308FT
I SAASIASA-K401FT
I SAASIASA-K4lOFT
I SAACSAA-KI I I FT
I SABAFS I 8-K402FT
I SA BAI S I 8-K628Fl
I SABAFS I 8-K728FT
I SA8 AFS28-K413FT
I SAR A FS28-K629FT
I SABAFS28-K729FT
I SA BS !AS8-K301FT
I SABSIASI3-K401 FT
I SAI3SIASB-K4101 I'
SA 13CSASB-K I I I FT

Description

ESFAS (AFAS, SIAS, CSAS) Actuation
Relays fail to dc-cnc>giic. Relays arc dc-
energizcd to actuate.

E~

Probability Comments,-<,'.'"..„".'„:..:..-"„-".',:""-.,:,."...-,,'",-;:,'-'. ',",'.-',-. ~:,'-

3.0E-4 Failure rate is 4.0E-7 from (Table 6.2-1). Mean
exposure period is 31 days. Relays are tested

every 62 days.

I S P UlkI'WTRIP-2OP AllMain Fccdwatcr Pumps trip within 30
min. of a reactor trip.

IOE I Based on review of PVNGS plant trips and
enginccring judgement. Initiators which cause
a FW trip tal'c no credit for short term FW
availability. '

OOP-----20P Off-site power is lost following a reactor/
turbine trip.

2.7E-4 The probability that off-site power is lost
within 24 hrs. of a reactor trip. (Rcfercnce
6.3 46).
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Tal)le 6.2-7 Special Event Quantification (Continued)

identifier

ISAACSASA-K304FI'
SAARASA-K3i2Fr

ISAARASA-K405FT
I SAASIASA-K108FI
ISAAAFSIA-K21I FT
I SAAAI S2A-K I 12FI
ISABAFS I B-K2I I FI'
SA 8 A

I'S28-K112FI'SA

13CSASB-K304FI'SABRASB-K312Fr

ISA BRASB-K405FT
I SABSIASB-K

IOHFI'escription

I'SFAS Actuation Relay fails to transfer to
dc-energized state. Relays arc dc-
cncrgixcd to actuate.

Probability Comments

2.6E-3 Failure rate is 4.0E-7/hr. from Table 6.2-1.
Mean exposure period is 9 months.

LOOP-R ECOV R I -2PW

I OOI'-RECOVR3-2PW

I.OOP-R ECOVR7-2PW

Thisbasiccvcntrcprcscntsthcprobability 2.45E-I From analysis of power rccovcry data
that off-site power is not rcstorcd within (Appendix 6.8).
60 min of a loss ofoff-site power event.

This basiccvcntrcprcscnts thcprobability 6.15E-2 From analysis of power rccovcry data
that off-site power is not rcstorcd witl>in 3 (Appendix 6.8).
hrs of a loss of off-site power cvcnt.
'rhis basiccvcntrcprcscnts thcprobability 1.0E-2 From analysis of power rccovcry data
that off-site power is not restored within 7 (Appendix 6.8).
hrs. of a loss of off-site power cvcnt.

LOOI'-RECOVR 12-2PW This basic cvcnt rcprcscnts the conditional
probability of not restoring power witliin
12 hrs. given that power is not rcstorcd at
3 l>rs.

3.0E-2 From analysis of power rccovcry data
(Appendix 6.8). The probability of non-
rccovcry is 6.15E-2 at 3 hrs. and 1.89E-3 at 12

hrs. Probability is calculated as 1.89E-3/
6.15E-2.
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'i'able 6.2-7 Special Event Qttantification (Continued)

identifier Description Probability', -: Comn>ents:',-';

I SG- I-MSSVS--2OP
I SG-2-MSSVS--2OP

Failure to open of all tcn MSSVs on a

single SG.

6.1E-6 From Table 6.2-1, single MSSV fail to open
probability was estimated as 3E-4.
Conservatively assuming a Common Cause
Beta of 0.02 (from NUREG/CR-2770; page
73; rcn>otc/motor operated valves), a conunon
mode failure probability of 6.1E-6 was
estitnated.

ISA-MSIS---2SA

I MS I V- I A--MV-FC
I htSIV-2A---MV-FC

This basic event rcprcscnts thc probability
that an MSIS occurs following a reactor
tfIp.

MSIV fails to close.

5.0E-2 Probability was based on enginccring
judgement and a review of plant trip data.

2.2E-3 Based on NPRDS data on MSIV Reliability
and PVNGS test frcqucncics.
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1'allle 6.2-7 Special Event Quantification (Continued)

I<lcntilicr

I SAAI.T203A-1021. I'

SAD I.T2030-102Fl
I S AC I.T203C-102FI
ISADIT203D-102FI
I SAAPT102A-102Fr
ISABI rio20-io2Fr
I SACPT102C-102FI
I SA DFI 102D-102FI
I SAAT1113A-102FI'
SA BT I I I 30-102FI

I SACTI 113C-1132FI'

SA DT I I I 3D-102Fr
I SAA I'1123A-1132FI'

SAUT I I 23I3-1132FI'

SACT I 123C-l02Fr
I SA DT I 123D-102FI'
SAAI r352A-102Fr

I sA 0PT3520-102Fr
I SACPT352C-102FI
I SA DPT352D-11321 r

Description '.,-, - '. 'robability . Comments
"

ESFAS signal trip bistablc fails to transfer. I. IE-3 Failure rate estimated as 2.9E-6/hr. (Table 6.2-
1). Mean exposure period is onc half month.

I CI'A-S'I'UCK--2OP

I I-IAA I IVACAF-2OP
I I-IA0 I IVACAF-2OP

Most rcactivc rod fails to insert into core
following a stean> linc brcak given tliat
CEDMs arc dc-cnergixcd.

Al. pu»tp rooi» IIVAC fan fails to citl>cr
start, or fails to run for 24 hrs.

3.04E-5

2.7E-3

Ifmost rcactivc rod fails to insert, HPS1
(boration) may bc required to prevent return to
power. Rcvicw of Industry data indicates a

probability of 3.04E-5 (C-E System
80~'RA,

CE NPSD-672).

Thc probability that thc AHU fan fails to start/
run was cstimatcd as 1.8E-3 (monthly test,
control circuit is CX5FS). Other faults
(Corrective Maintcnancc, Manual Valve
Faults) add an additional 9E-4.
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I'able6.2-7 Special Event Qttantification (Contintie<l)

Iden tifier Description Probability Comments

I I IAAI IVACCSS--2OP
I I IA 131 IVACCSS-2OP
I I IAA I IVACI IPS-2OP
I I IA131 I YACC IPS-2OP
I I IAAI IVACLPS—2OP
I I IAI3I IVACLPS-SOP
I I IAAI IVACI'-'iVS.-2OP
I I I A13 1 IVACEivs-2OP
IGANSYS1 EM-2OP

ECCS punips (HPSI, LPSI and CS) or
EClV punip rooni I IVACfan cithcr fails to
start or fails to mn for 24 hrs.

Nitrogen Systcnt fails to provide
Instrument Air prcssure following an
event which results in loss of thc
Instrument Aircoinprcssors.

3.4E-3

1.0

The probability that thc AHU fan fails to start/
run was estimated as 2.5E-3 (quarterly test
control circuit is (CX6FS). Other faults
(Corrcctivc Maintenance and Manual Valve
Faults) adds on additional 9E-4.

Since the nitrogen supply does not have
sufficient capacity to maintain instrument air
prcssure for more than scvcral hours, the
probability of failure was conservatively
assumed equal to 1.0.
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Table 6.2-8 PRA Event Naming Convention

The PVNGS PRA utilizes a 16-character basic event identifier to represent each of the fault tree basic events.

Each basic event has the general form of:

IAFACOMPIDXTYPFM ~

where:

The first character is a unit identifier and is normally a one, except for certain recirculation related
events which were assigned the number four.

The second and third characters are a system code. Commonly used codes include the following:

AF-

EC-

EW-

GA-

NA-

PB-

PH-

PE-

PK-

PN-

NN-

SA-

SG-

SI-

SP-

AuxiliaryFeedwater System

Chemical and Volume Control System

Essential Chilled Water System

Essential Cooling Water System

Service Gas System (Nitrogen)

AuxiliaryBuilding HVACSystem

Control Building HVACSystem

Non-class 13.8kV Power System

Class lE 4.16kV Power System

Class 1E 480V Power System

Class 1E Standby Power Generation System

Class 1E 125V DC Power System

Class 1E 120V'AC Power System,

Non-class 1E 120 V AC Power System

Engineered Safety Features Actuation System

Steam Generator/Main Steam Generation System

Safety Injection System

Spray Pond System
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Table 6.2-8 PRA Event Naming Convention (Continued)

The associated component train is designated by the fourth character. PVNGS Engineered
Safeguards Systems normally have two trains (A and B), although certain systems such as PK and

PN have four trains (A, B, C, and D). Non-class and non-safety related components are normally not
train related, and are assigned an N as the fourth character.

The fifththrough eleventh characters (COMPIDX in the above example) designate the component
identification. AF valve HV-30, for example, is assigned a code HV0030-.

The twelfth and 13th characters are a component type code; the 14th character is a subgroup
designator which is utilized when necessary. Commonly used codes include the following:

MV¹ Motor Operated Valve (Subgroup ¹)

MP¹ Motor Driven Pump (Subgroup ¹)

CB¹ Circuit Breaker (Subgroup ¹)

DM¹ HVACDamper (Subgroup ¹)
CX¹ Control Circuit (Subgroup ¹)

BS¹ Electrical Bus (Subgroup ¹)
DG- Diesel Generator

BA¹ Battery Charger

BX- Battery

The last two characters (FM in the example above) are a failure mode code. Commonly used failure
mode codes are:

FO:

RO:

FS:

CC:

HR:

CM:

Fails to Open

Fails to Close

Fails to'Transfer

Fails to Remain Open

Fails to Start

Fails to Run

Common cause Failure Event

Operator Error Event (Remote Operation)

Operator Error Event (Local Operation)

Equipment Unavailable for Maintenance
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Appendix 6.A Common Cause Failure
Probabilities

6.A.1 Introduction

This documentation provides the basis for the Common Cause Failure (CCF)
modeling guidclincs, the method of CCF quantification, and the selection of
common cause (beta) factors.

6.A.2 Method and Data Sources

A review of the state-of-the-art literature on common cause failure modeling was

perfonncd to start this task. Thc Electric Power Research Institute (EPRI) work
published in NUREG/CR-4780 was reviewed as a basis for the common cause

failure analysis. NUREG/CR-4550, Volume I, the methodology document, was

also reviewed, as it is an acceptable basis for the PRA work. In addition, the CCF
data documents published by EG&G, Inc. during the early 1980s were reviewed.

Although these documents are principally data documents, they do contain
information of CCF modeling methods.

In general, this evaluation found that methodology is secondary to availability and

form of data. NUREG/CR-4780 confirms the secondary importance of method by
concluding that within reason, any methodology, ifexecuted properly, and

judiciously, willgive virtually the same qualitative answers, ifthe same input data

is used, although the numerical answer might not be directly comparable. It was

therefore not considered necessary to use the same calculational methods for all
components, although the data manipulation and basic event modeling must be

consistent throughout
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Three constraints were encountered during this evaluation, which are unique to the
PVNGS PRA:

1. The PVNGS PRA normally calculates failure probabilities as time dependent
rather than using demand related failure probabilities for most components.
This method requires knowledge of test intervals for all components. The
CCF modeling is required to take this form.

2. Thc PVNGS PRA relies primarily on generic data. Most of the data is taken
from the NUREG or Oconee PRA. In searching for the best CCF data, it was
common to find that the CCF data for a given component was derived from a

different source than the random independent data, and that the two data
sources were not necessarily consistent with each other. This part of the task
consisted of resolving inconsistencies between the CCF and the Random
Independent Failure (RIF) data used for a given component..

3. The PVNGS PRA models command faults separately from component faults.
In some cases, it is appropriate to model common cause command faults as

well as component faults. It was therefore necessary to provide one CCF
event that included all applicable faults. A further diAicultyarose because
some of the generic CCF data sources did not distinguish command faults.

The followingdocuments were reviewed for this evaluation:

NUREG/CR-2770

NUREG/CR-2098

NUREG/CR-3289

INPO 85-036

CEN-0327

NUREG/CR4550

NUREG/CR4780

Common Cause Failure Rates for Valves

Common Cause Failure Rates for Pumps

Common Cause Failure Rates for Instrumentation
Asscmblics

Thc Operational Performance of AuxiliaryFcedwater
Systems at US PWRs in 1980-1984.

Combustion Engineering Generic PRA for C-E
System 80™

'UREG-1150 Methodology Document

EPRI Methodology

6.A.2.1 Summary of Guidelines for Event Modeling

The documents listed above were reviewed for the availability of data to support
common cause failure modeling. The existing common cause events in the PRA
were also reviewed. The availablc data was compared with the events in the PRA
and the guidelines in NUREG/CR4780. The CCF modeling guidelines were then
revised to be consistent and workable within the available data. The guidelines for
thc AF system components resulted from the plant specific evaluation of the AF
system as discussed in Section 6.A.3.2 of this document. The guidelines are
summarized below. They are discussed in more detail throughout thc text.

1. Model CCF of all pump pairs. The probability of CCF for Fail to Start (FS)
must include consideration ofcommon cause contributions from those events
representing command faults as well as the Motor Operated/Fail to Start (MP/
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FS) event. CCF for Fail to Run (FR) should include command faults as well.
Random independent command faults for FR are not modeled explicitly, but
are generally included in the FR event. The CCF for FR can thus bc related to
only the random independent probability for FR.

2. Model CCF of the three AF~m, but not the motors.

3. Model CCF of the B and the N AF pump ~r only.

4. Model CCF of all redundant, identical valve groups.

5. Model CCF of all redundant, identical check valve groups.

5. Do not model CCFs for any combinations ofN-i components, where N is the
minimum number of component failures needed to fail a function. Only
model CCFs for the minimum number of components needed to fail the
function.

7. Model CCF of instrumentation channels.

8. Model CCF of thc 8/8 HPSI valves, the 4/4 LPSI valves, and the 2/2 CSS
valves, but do not CCF any MOV combinations across these systems.

9. Model CCF of the check valve pairs in the discharge of thc A and B AF
pumps, but do not model combinations of these check valves with the ones in
the downcomcrs or the main fccdwatcr lines.

6.A.2.2 Rules for Data Selection

After the review of thc data sources, a hierarchy of data usage was developed.
These guidelines arc intended to prioritize the data sources from good to bad.

1. No common cause factor will be greater than 0.1 unless corivincing data
exists to show otherwise. Common cause factor is intended to mean the ratio
of the common cause failure probabilities to the total probability of all
random indcpcndcnt failures applicablc to a component.

2. For all systems, except auxiliary fccdwater, the EG&G NUREG reports will
be the preferred source ofdata for CCF, factors; unless the EG&G data can be

shown to be inapplicable or incorrect.

3. For components where the EG&G data is not acceptable, the beta factors
from NUREG/CR-4550, Volume 1 willbc the next preferred source ofdata.

4. Because the AF system at PVNGS possesses some true diversity between the

A, B, and N pumps, a qualitative CCF analysis was performed for this system

in accordance with guidelines in NUREG/CR4780. This qualitative analysis
defined to common cause failures which would bc modeled, which in turn
enables the data for them to be identified.

For the AF components, thc EG&G reports and the INPO report willbe

considered equal sources of data. The Institute of Nuclear Power Operations

(INFO) report represents an accumulated exposure time equal to the EG&G

pump reports of a newer vintage.

5. Ifall data sources were deemed inappropriate, or in some other way
inapplicablc, a beta factor of O.l„was used. In no cases did this practice yield
an unreasonable result.
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6.A.2.3 Mathematical Calculation of CCF Probabilities

The three most common mathematical methods ofcommon cause failure modeling
are:

1. Beta factor method

2. MultipleGreek Letter method

3. Lethal shock/non-lethal shock

Detailed descriptions of these methods appear in the literature and willnot be

repeated here, other than a brief discussion to show how these relate to the PRA
and how they relate to the data collection efforts.

The beta factor method was used in WASH-1400 study and has had considerable
use since then. In this method, common cause failure probability is calculated to be
a certain percentage of the random independent failure probability. Failure of
successive components after thc second is not considered. These components are

considcrcd to fail ifthc second onc fails. When using this method, the random
independent failure probability is not usually reduced by thc beta factor.

Thc multiple Greek letter method is a natural enhancement of the beta factor
method to account for failures of higher order components. In this method, the
gamma, delta, and epsilon, (and so on) are used to account for the conditional
probability of failure of the third, fourth, and fifthcomponent, respectively. In this
method, care is generally taken to distinguish between failure of exactly N
components and failure of N or greater components. Naturally, this method
provides more precise modeling of multiple failures, but also requires more data

for accurate determination ofeach paramctcr. This method is the preferred method
discussed in NUREG/CR-4780, but requires more extensive data collection and
evaluation.

Thc lethal shock method is principally used in the EG&G NUREG reports
published in the early 1980s. Thc data in these reports is not only correlated to fit
thc lethal'shock method, b'ut'also'correlated exclusively on a time dependent basis.
The availability ofhourly failure rates made these reports the most useful source of
information to the Palo Verde PRA, although non-lethal shocks were not modeled.

Regardless of the modeling method chosen, a sanity check was made by
comparing the common cause failure probability to the random independent
failure probability to determine the magnitude of common cause failures.

Thc two most common calculational methods chosen for the PVNGS PRA were:

~ To employ a simple beta factor for cases of two component failures

~ To use a lethal shock number from an EG&G report for cases where more
than two components had to fail.

6.A.2.3.1 CCF Events to be Modeled

The followingcommon cause events werc calculated to include contributions from
thc listed random indcpcndent failures.
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Common
Cause
~n
MP-CC

n In n n E n In 1

MP-FS - fail to start, does not include command faults
MP-FR - fail to run including command faults
CB-FT - breaker fail to transfer
CX-FT - control circuit fail to function

MV-CC MV-FO

CX-Fl'

motor operated valve fails to open, does not include
command faults

- control circuit fail to function, included where data
showed it to be important.

CV-CC

ARF-CC

CV-FC - check valve fails to open

ARF-FS - HVAC fails to start
ARF-F - HVAC fails to run

ARH-CC ARH-FS - chiller fails to start
ARH-FR - chiller fails to run

6.A.3. Development of Failure Rates for CCF

6.A.3.1 Summary of INPO AFW Study

The INPO study evaluated 48 auxiliary fcedwater systems at nuclear plants over
the years 1980 - 1984. Thc total exposure time was estimated at 48 systems *5
years ~ 8760hr/year = 2.1E+6/hr. A plant availability factor was not used in this
calculation to bc consistent with the exposure time calculation methods in thc
EG&G NUREGs.

The INPO rcport was written from an operation/availability perspective.rather than
from a PRA perspective. Thus, certain events that werc considered failures in the
INPO rcport would not ncccssarily bc considered failures in the PRA sense. Thc
INFO rcport lists 20 occurrences of unavailability ofmultiple pumps. These were
categorized for retention as applicable to the PRA as follows:

Five occurrences involving control failures were not retained because all
the failures could have been mitigated by manual start of the pumps by the

operator.

Two occurrences ofsteam binding were considered applicable to the PRA.

Three occurtcnccs of undesired operator actions, which isolated steam or
water valves werc not retained for the PRA calculation. Pre-initiator
restoration errors are modeled explicitly in the fault trees, where
appropriate. Operator errors of commission during an accident are not
included in PRA models.

One control circuit design error was retained.

One operator error was dismissed as highly recoverable.
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~ Three events involving instrument and control failures in the discharge
valves were retained.

~ Five other events involving instrument and control failures were retained.

There were no events where three AF pumps failed, but there were events where
two motor driven pumps failed. The failures that were retained for possible
application to PRA were further examined for their potential to cause a common
cause failure of three or two pumps at Palo Verde. The failures were looked at in
light of the design configuration of the AF system at Palo Verde:

~ The steam binding failures were not considered applicable to Palo Verde
because ofthe separation and isolation of the three pumps from each other.

~ The control circuit design error was not considered applicable to Palo
Verde because the N pump does not have auto actuation and the A and B
pumps have different control circuits.

~ The three instruments and control failures on the discharge valves were
considered capable of causing failure of thc Trains A/B, but not the Train
N, because the Train N valves have diverse actuators and are manually
actuated.

~ Thc five other instrument and control failures involved pump start circuits.
These are not considered capable of causing a failure of two or more
pumps at Palo Verde because thc N pump does not have any auto actuation
and the A and B pumps have different control circuit types. Common
cause failures of AFAS sensors and instrumentation is modclcd explicitly
in the fault trccs.

Thus, all the events in the INPO study can be screened out as a potential common
cause failure at Palo Vcrdc. Although this leaves very little data upon which to
calculate a CCF probability, it docs provide affirmation that the AF configuration
at Palo Verde docs indccd provide substantial diversity.

6.A.3.2 Results of Plant Specific Evaluation ofAuxiliaryFeedwater

Thc supplies and sources of auxiliary fccdwatcr at Palo Verde are unique when
compared to a typical PWR. Although the PRA models auxiliary feedwater as on
functional heading on the event tree, there is substantial diversity and redundancy
in the components and systems that arc capable of supplying feedwater after a

reactor. Thus, it is important that the common cause failure modeling effort look
closely at the components and systems included in the AF fault trees, and only
model those components with true potential for common cause.

Auxiliaryfeedwater at Palo Verde can bc supplied by

~ Two safety class AF pumps of 500 gpm each. There is a turbine driven
pump in the Train A and a motor driven pump in the Train B. These two
pumps inject through two redundant parallel headers to the steam
generators.

~ One non-safety class motor driven pump of 500 gpm capacity. This pump
is tested and maintained as a safety grade pump, but does not receive class
1E power directly. This pump has separate suction lines and injection lines
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from thc two safety grade pumps. This pump is called thc N pump.
Successful operation of the Train N mquircs non-safety grade air operated
valves to open in thc injection lines.

The common cause evaluation of the AF systems at Palo Verde found the
following differences and similarities:

1. Allthree pumps (as distinguished from drivers) are of thc same design and
manufacture.

2. Thc driver for thc B and N pumps are of the same design and manufacture,
- but the B pump driver is procured to safety quality standards while the N

pump driver is not.

, 3. The N pump is located in a different building than the A and B pumps.

4. The N pump has entirely different suction lines from thc Condensatc Storage
Tank (CST) than the, safety grade pumps.

5. Thc N pump discharges through entirely separate lines to the steam
generators than thc A and B pumps. Thc discharge isolation valves on the N
pump arc of different design, manufacture, and motive supply than the
discharge isolation valves on thc A and B pumps. The A and B pumps
discharge through 6 in. pipes all thc way to the steam generator. The N pump
discharge pipe is also 6 in., but expands to 8 in.

6. The N pump does not receive any automatic actuation signals. The A and B
'umpsrcccive SI and AuxiliaryFeedwater Actuation Signal (AFAS) signals.

The N pump is manually started under all conditions.

7. Due to complete piping scparatio'n in the suction and thc dischaq;e between
thc Trains A, B, and N, there is no potential for common steam binding of all
three pumps. Additionally, since thc A and B pump have:

a) separate discharge headers,

b) two closed isolation valves in the discharge headers, and

c) scparatc suction lines back to thc CST,

there is no potential for common stcam binding of thc A and B pumps.

6.A.3.2.1 AF Common Cause Faults

After a review of thc available data to support development of failure probabilities
and consideration of the design features of the AF system listed above, the
following guidelines were established for CCF modeling of the auxiliary
fecdwatcr systems:

1. Thc thrcc AF ~m'hould have a common cause failure to include defects

in manufacture, materials, maintenance, and.design. There should not be any
CCF due to air or steam binding, nor environmental effects.

2. The~r of thc B and N pumps should have a common cause failure to
include defects in manufacture, materials, maintenance. and design. There
should not bc any CCF for environmental effects, command faults or
actuation faults.

3. There should not bc any CCF actuation faults nor command faults of the A
and B pump drivers. The drivers are diverse, the actuation is explicitly
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'odclcd as AFAS, and the control circuits arc diverse duc to thc divcrsc
nature of thc drivers.

4. There should bc a common cause failure for4/4 MOVs in thc 'Ann A and B
discharge. It is not important ifthc globe valves or thc gate valves are
common cause failure. Any diffcrencc in valve failure probability between 4/
4, 4/8, or 8/8 is beyond thc scope of the present data base: Thc NUREG/CR-
2770 data indicates that lethal shocks dominate common cause for MOVs.
Thus, the failure probability for 4/8 is exceedingly low. In order to prevent
double counting, only one term for 4/4 valves should be included. The
success criteria requires four lines to fail to achieve complete system failure.

5. There should not be any common cause failures of the AOVdischarge valves
(1113 and 1123) with the MOVdischarge valves in Trains A and B or CCF of
valves 1113 and 1123 with HV-1143 and HV-1145. Thc reasons for these
conditions arc as follows:

~ FV;1113 and FV-1123 are of different.size than the MOVs in A/B valves,
(HV-1143 and HV-1145).

~,FV-1113 and FV-1123 have air actuators while UV 34-37, HV 30-33, and
HV-1143/1145 have motor actuators.

~ FV-1123 and FV-1113 do not have control circuit faults whereas HV30-33
and UV 34-37 have control circuit faults.

~ There are distinct differences between the valves which would rule out
scvcral causes ofCCF. For example, HV-1143 and HV-1145 have different
control circuits that HV 30-33, and are in different buildings.

~ Thc available data is not good enough to quantify those aspects of the
valves that are subject to common cause failure.

~ IfCCF of the six valves were postulated, failure of all AF would require
two indcpcndcnt sets ofcommon cause valve failures, which would likely
bc very much less than the CCF of all three pumps, which is explicitly
modeled in the PRA.

6. There is no'need to model CCF of the check valves in the downcomer lines
because there is a single check valve failure which willfail the Train N.

7. There should be a term forcommon cause check valve failure in the Train A/
B discharge, but not between the Trains A/B and N. There are three likely
candidates for check valve failure in the Train A/B - V137/V138, V024/
V016, V079/V080. Ifmultiple check valve pairs are identified which require
CCF analysis, then thc mathematical problem of determining the diQ'erence
between 2/2, 2/4, 4/6 and 2/6 must be addressed. Given the lack of data for
check valves, it is recommended to model the check valve pair that has the
longest test interval, and thus the highest failure probability.

6.A9.3 Basis for Common Cause Failure Rates for Each Component

6.A.3.3.1 MOVs
Common cause failure rates for MOVs werc developed form NUREG/CR-2770.
Comparing thc R2, R3, and R4 (Ri is the total probability of observing i
component failures per unit time). This includes random independent failures, un-
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survived non-lethal shocks, and lethal shocks. The Ri values are given for various
total component numbers in thc system. From the values for valve failures and
command faults, on pages 72 and 73, it is apparent that:

a) lethal shocks dominate CCF for MOVs

b) command faults are very small contributors compared to valve faults. For
greater than 3 valves, command faults are negligible.

c) the lethal shock rate is 7.1E-8/hr.

Thus the following rules for MOV CCFs were established:

1. Do not model N-i combinations of valves. Only model the worst (n/n)
combination.

2. Usc a lethal shock rate of 7.1E-8/hr. Note the test interval and the stagger if
appropriate.

NUREG/CR-2770 specifies a random indcpcndcnt failure probability of3.8E-6 for
MOVs with command faults, 2.6E-6 without command faults, and a beta factor of
0.03.

Thc PRA uses 2.9E-6 for valve FO without command faults. Command faults
including a circuit breaker and a control circuit for the typical MOV at PVNGS is
about 2.9E-6 (NUREG/CR-1363). Thus, the use of a lethal shock rate of7.1E-8/hr.
gives a Palo Verde beta ofabout 0.025, which is comparable the NUREG/CR-2770
data.

6.A.3.3.2 Check Valves

Check valves are simple to evaluate because there are no command faults forcheck
valves. Thc RIF data for check valves is 3E-8/hr. from NUREG/CR-1363. This
data is used in the PRA. Thc CCF data from NUREG/CR-2770 specifies a lethal
shock rate of 7E-8/hr. Obviously, thcsc two data sources are inconsistent. The
lethal shock rate calculated by NUREG/CR-2770 is driven by the limited
population size and the abscncc of any common cause failure events.

This evaluation concluded that none of the sources reviewed have appropriate CCF
data for check valves. Therefore, a simple beta factor of 0.1 willbe applied to the
PRA failure rate of 3E-8/hr., Thus, CCF is 3E-9/hr.

6.A.3.3.3 AllMotor Driven Pumps Except AF pumps.

For random indcpcndcnt failure, the PRA uses data from NUREG/CR-1205,
resulting in a rate of2.1 E-5/hr. for failure to run with command faults and 1.0E-6/
hr. for fail to start without command faults. The PRA explicitly models failure of
command faults for fail to start, but does not explicitly model command faults for
fail to run. Thus, the hourly rate for failure to run rightfully includes command
faults.

In general, only one term for common cause failure ofpumps is modeled in the

PRA. It must therefore include appropriate contributions from command faults,
fail to run faults, and fail to run command faults.
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When comparing the suggested probabilities to NUREG/CR-1363 (i.e., the basis

for the PRA) with the suggested probabilities in NUREG/CR-2098, several
inconsistencies show up, even though the same component history was used for
both studies. It appears that the data in 1363 was re-evaluated for2098 by differen
rules and conventions.

Summary ofguidelines for CCF of pumps:

a) RIF and CCF must compare such that the ratio CCF/RIF is less than 0.1,
unless clear experience shows otherwise.

b) CCF shall include command faults for fail to start.

c) CCF shall include contribution for fail to run, including command faults.

d) Iffor some cases the RIF did not model command faults for pumps failing
to run, the CCF for fail to run shall not include command faults.

e) As the same FS and FR rate is used for all pumps except AF, one CCF rate
willbe used for all pumps except AF.

The data in NUREG/CR-2098 for alternating and standby pumps were compared
with each other and with the random independent failure data used in the PRA. The
failure rate for 2/2 pumps CCF for FS was chosen as 2.1 E-7/hr., from NUREG/
CR-2098, page 68, using the R2 value for alternating pumps, with command faults.
Thc CCF rate for 4/4 pumps was similarly chosen as 7.5E-8, using the R4 value in
NUREG/CR-2098. Random failure probabilities including the command faults,
for pumps at Palo Verde, are about 1.2 E-6//hr. to 4.6E-6/hr., depending on the
control circuit provided. Using a CCF of 2.1E-7/hr. provides a beta factor of 0175
to 0.046, which is reasonable. The alternating pump data was used instead of the
standby pump data because the standby data of 6.7E-7/hr. would provide a beta of
0.56 to 0.15, which is significantly higher than those values generally found in thc
literature.

Thc CCF rate for 2/2 fail to iun was taken to be 9.3E-7/hr from thc same NUREG
data. The CCF rate for 4/4 FR is 2.3E-7/hr.

6.A.3.3.4 AuxiliaryFeedwater Pumps

After the qualitative analysis of thc AF system was complctc, it was obvious that
special common cause failure rates would be needed for the AF pumps. Valves and

check valves could use the CCF probabilities developed for the other components
in the PRA.

The events that require special probabilities are:

~ CCF of the two motor driven pump driver without command faults

~ CCF of the three pumps (without drivers);

Thc first choice for AF pump data was NUREG/CR-2098. However, the numerical
values in NUREG/CR-2098 arc limited by the fact that there are no occurrences in
the data base offailure for all AFpumps at a planL There have been failuics of two
pumps and failures of one due to a potential common cause, but in the years
surveyed for the NUREG, there werc no occuricnces of a complete AF failure due
to a single cause. Thc NUREG method ofcalculation develops the lethal shock rate
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first and then fits the other parameters to be compatible with it. Ifthere has never

been a lethal shock, thc value for omega is artificially high and all the other
parameters are similarly biased by thc lack of data.

The next choice of data was the INFO AFW report. The INPO report represents

nearly as many plant years as the NUREG report. The INPO report is for the years

1980-1985, thus representing a newer population of plants with more current

systems and operational conventions. NUREG/CR-2098 represents 2.3E+6 plant
hrs. of operation. The INPO report represents 2.1E+6 plant hrs. of operation. The

combined total of plant hrs. is 4.3E+6. The historical operating experience of no

complete common cause feedwater system failures in this time provides a 50%

Chi-squared estimate of 1.6E-7/hr.

For the 2/2 motor driven pump case, the data from NUREG/CR-2098 did not
provide satisfactory rates for the AF circumstances. In fact, there was no

satisfactory generic data base for thc CCF of the B and N pumps. In order to find

failure rates for the B and N pumps, a beta factor of0.03 was subjectively chosen,

based on the qualitative AF evaluation. The CCF for FS is 5.7E-6 ~ 0.03 = 1.7E-7/

hr. and the CCF for FR is 1.3E-S * 0.03 = 3.9E-7/hr. The 0.03 beta factor was

subjectively chosen based on the lack of similarity in the two systems. Given that

a 0.1 value for a beta factor is a generically acceptable screening value and these

pumps have very little similarities, as discussed in Section 6.A.3.2, a value of0.03

was considered adequate.

6.AA Results

6.A.4.1 CCF Rates

The following is a summary of CCF rates developed by this study.

Component Number Mode Rate

MD PUMP, ARH

MOV

AF PUMPS

CHECK VALVES

2/2
2/2
4/4
4/4

2/2
4/4
6/6
8/8

3/3
B&N
B&N

X/X

FS
FR
FS
FR

FO
FO
FO
FO

FS
FS

FR

FO

2.1E-7
9.3E-7
7.5E-S
2.3E-7

7.1E-8
7.1E-8
7.1E-8
7.1E-S

1.6E-7
1.7E-7
3.9E-7

3E-9
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Statistical Analysis of
NSAC-111 Data

One of the major recovery events considcrcd in the PVNGS PRA is the probability
of restoring the off-site power followinga loss ofoff-site power (LOOP) event. For
example, the study requires an estimate off-site power non-restoration probability
at thc PVNGS site, 1 hr. and 3 hrs. into a Station Blackout (SBO) Event.

The NSAC-111 rcport contains a list of 57 LOOP events which occurred at US
nuclear power plants through 1986. Information presented in the report provides
details on each incident, including the time, that it took to restore off-site power.

Of thc 57 LOOP events, seven of them describe conditions which are not likely to
occur at the PVNGS, (e.g., ice, snow, and ocean salt. spray). The remaining 50
events describe"conditions.which-may also occur at the PVNGS.

Statistical analysis of the off-site power restoration data was carried out using W3,
a three-parameter Weibull regression analysis computer program (Reference
6.3.50). A printout of the input data and analysis results are presented in Table 6.B-

1. Although restoration times (Table 6.B-l) below 10 min. (data points I=1 to 11)

were included in the calculation of the cumulative restoration probability, the
regression analysis was limited to restoration times greater than 10 mins. This
effectively limits the applicability of results to restoration times greater then 10

min.

The W3 program generated a Wcibull distribution plot, the results of which are

shown in Figure 6.B-1. Shaded triangles represent data points which are shifted in
time by the Wcibull parameter gamma; unshaded triangles, represent unshiftcd
data points. The solid line drawn through the shaded triangles is thc best-fit
analytical equation of the time dcpcndcnt off-site power restoration probability.
The 5th and 95th percentile confidence levels bound thc results.
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Statistical Analysis of NSAC-111 Data

From the above results, the analytical equation, e.g., correlation, which can be used

to predict the off-site power non-restoration probability (P~) at the PVNGS site is,

P~(t) = exp {-[(t - 8.29)/28.4] '

Restoration times within the correlation should be expressed in minutes. The
correlation should not be used to calculate probabilities forpower restoration times
under 10 min.

Using the correlation to calculate non-restoration probability at 60 min. and 180
min. after LOOP, the probability of non-restoration of off-site power is estimated
as 0.245 and 0.0615 respectively.
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Statistical Analysis of NSAC-111 Data

Table 6.8-1 Off-Site Power Restoration Printout of Input Data and Analysis
Results

Inputdata: .-
}

Time

Adjusted

'Time Mean Rank -:,
. Best Fit

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

11.00

11.00

12.00

15.00

15.00

15.00

15.00

16.00

17.00

18.00

20.00

20.00

20.00

20.00

24.00

26.00

29.00

30.00

30.00

30.00

30.00 ~

33.00

40.00

46.00

54.00

54.00

55.00

56.00

62.00

2.71

2.71

3.71

6.71

6.71

6.71

6.71

7.71

8.71

9.71

11.71

11.71

11.71

11.71

15.71

17.71

20.71

21.71

21.71

21.71

21.71

24.71

31.71

37.71

45.71

45.71

46.71

47.71

53.71

0.2353

0.2549

0.2745

0.2941

0.3137

0.3333

0.3529

0.3725

0.3922

0.4118

0.4314

0.4510

0.4706

0.4902

0.5098

0.5294

0.5490

0.5686

0.5882

0.6078

0.6275

0.6471

0.6667

0.6863

0.7059

0.7255

0.7451

0.7647

0.7843

0.2307

0.2307

0.2693

0.3558

0.3558

0.3558

0.3558

0.3788

0.3997

0.4189

0.4534

0.4534

0.4534

0.4534

0.5104

0.5345

0.5665

0.5763

0.5763

0.5763

0.5763

0.6032

0.6554

0.6915

0.7308

0.7308

0.7351

0.7394

0.7627
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Statistical Analysis ofNSAC-111 Data

Table 6.8-1 Off-Site Power Restoration Printout of Input Data and Analysis
Results (Continued)

41

42

43

44

45

46

47

48

49

50

'Input'data:

Time

62.00

89.00

100.00

105.00

120.00

125.00

165.00

170.00

240.00

388.00

Adjusted

Time

53.71

80.71

91.71

96.71

111.71

116.71

156.71

161.71

231.71

379.71

C

C

Mean Rank

0.8039

0.8235

0.8431

0.8627

0.8824

0.9020

0.9216

0.9412

0.9608

0.9804

Best
Fit'.7627

0.8370

0.8579

0.8661

0.8873

0.8934

0.9292

0.9325

0.9634

0.9875

Results:

Gamma Beta T-half R2

2.84D+01 8.29D+00 5.70D-01 '.32D+01 9.88D-01
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Statistical Analysis of NSAC-I I I Data
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Figurc 6.8-1

OIT-site Power Rccovcry Probability as a Function of 'lltnc
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APPendix 6.C Unscheduled Maintenance

Frequency Categories

'.C.1

Introduction

Thc PVNGS PRA probabilities for unscheduled maintenance unavailabilities arc
based upon the maintenance rates derived in the Oconee PRA (Reference 6.3.1).
The maintenance rates utilized in thc PVNGS PRA arc summarized in Sections
6.C.2 through 6.C.4 below.

6.C.2 Standby Equipment with a Low Frequency of Maintenance

Standby Pumps
Distribution: ~ Lognormal

Standby Fans
L'ognormal

5th pcrccntile:

95th perccntilc:

Variance:

3 9 x 10 event/hr
(onc event in 36 months)

1.5 x.10+ event/hr.
(one event in 9 months)

8.4 x 10 5 event/hr.
(onc event in 16.5 months)

1.4 x 109

4.7E-6/hr.

1.8E-S/br.

1.0E-S/hr.

Example PVNGS components:
Safety Injection Pumps (HPSI, LPSI, CS), AF Pumps, Standby Essential HVAC fans

6.C Unscheduled Maintenance Frequency Categor'ies 6-131



Unscheduled Maintenance Frequency Categories

Data Source:
Standby pump maintenance frcqucncy was taken from Oconec PRA (Reference 6.3.1,
Table BPO). Thc frequency of maintenance of standby fans was estimated as 12% of thc
standby pump rate. (A review of several failure data bases such as Seabrook PSS and the
PVNGS failure data table indicates a standby fan failure rate ofbetween 10 to 15% of the
standby pump failure rate.)

These distributions generally apply to standby components that are tested regularly
(usually monthly) and may be periodically removed from service for routine inspection
and preventive maintenance (bearing inspection, lubrication rcpacking, motor checks,
etc.).

6.C.3 Standby or Operating Equipment with Moderate Frequency of Maintenance

Distribution:

5th pcrccntilc:

95th percentile:

Mean:

Variance:

Lognormal

5.8 x 10 5 event/hr.
(onc event in 24 months)

2.3 x 10+ cvcnt/hr.
(onc event in 6 months)

1.3 x 10+ cvcnt/hr.
(onc cvcnt in 11 months)

3.1 x10~

Example PVNGS components:
Charging Pumps, Instrument AirComprcssors, Normal Chillcrs, Normal Chill Water
Pumps.

Data Source:
Oconee PRA (Reference 6.3.1, Table B-39). This distribution generally applies to
alternating service equipment. The frequency of maintenance for these components is
higher than that for standby equipment because of thc longer operating times, normal
wear-out, more frequent minor repairs of leaks, vibration, etc., expcrienccd with
increased service: "" .

6.C.4 Normal Operating Fans with High Frequency of Maintenance

Distribution:

5th percentile:

95th percentile:

Mean:

Variance:

Lognormal

2.2 x 10 s event/hr. (one event in 18 months)

1.3 x 10 4 event/hr. (one event in 3 months)

6.4 x 10 5 event/hr. (onc event in 6.3 months)

17x 10.S

Example PVNGS components:
Normally Operating HVACFans
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Unscheduled Maintenance Frequency Categories

Data Source:
The Oconee PRA (Reference 6.3.1, Table B-40) maintenance rate distribution for
normally operating pumps was multiplied by a value of 0.29 to account for the relative
frequency of fan maintenance versus pump maintenance. (From Table 6.2-1, the fan fail
to run rate is approximately 29% of the motor driven pump fail to run rate.)

This distribution generally applies to normally operating equipment requiring relatively
frequent routine maintenance. Thc nature of the equipment is such that unscheduled
maintenance is required to repair coolant or lubrication leaks, adjust controls, and replace
degraded subcomponcnts that contribute to impaired performance, but may not cause
total component failure.

6.C.5 Power-Operated Valves, Standby-System Flow Paths

Distribution:

5th percentile:

95th percentile:

Mean:

Variance:

Lognormal

1.9-x 10 5 cvcnt/hr. (onc event in 6 years)

3.8 x 10 5 cvcnt/hr. (onc event in 3 years)

2.S x 10 5 event/hr. (onc event in 4.2 years)

3.4 x 10"

Example PVNGS components:
Shutdown Heat Exchangcrs, Motor Operated Valves

Data Source:
From Oconcc PRA (Rcfcrcnce 6.3.1, Table BAI)

This distribution generally applies to compone'nts requiring relatively infrequent
maintenance or components that can bc maintained without functionally affecting system
availability during non-cold shutdowns..Components included in this category are
generally passive or require maintcnancc that can bc performed with thc system aligned
normally or can be postponed until schcdulcd unit outages.
The decay-heat removal (DHR) heat cxchangcrs gcncrally require infrequent maintenance

to repair minor leaks and inspect tubes. It is often preferable to perform this maintenance

during unit operation bccausc these heat cxchangcrs are used only during cold shutdowns.
Power-operated valves arc removed from service periodically for minor packing
adjustments or other repairs; howcvcr, most major valve maintenance is normally
performed during schcdulcd shutdowns.
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Appendix 6.D PVNGS'Data Base

The following table lists the failure cvcnts used within the PRA Model.
6

*
t
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PVNGS Data Base

Event Name

I ADV-OPEN--2OP

IADV-SGTR--2HR

IAF-0123—MV-CC

IAF-ABN--MP-CC

IAF-BN---MP-CC

IAF-MAN-OPEN-21IR

IAFA48---MV-CC

Description

ADVFAILS TO CLOSE AFKR DEMAND
(STEAM RELIEF)

OPERATOR FAILS TO USE ADVS TO
REMOVE STEAM FROM RUFIURED SG

CCF TO OPEN OF 4/4 GLOBE DISCHARGE
MOVS HV-30, 31, 32, 33

COMMONCAUSE FAILURETO START &
RUN OFAFW PUMPS A, B, &, N

COMMON CAUSE FAILUREcTO START &,

RUNOFAFWPUMPS B &
N„'PERATOR

FAILS TO MAN,LOCALLY
OPEN PKC-POWERED VALVESON LOSS OF
PKC

BOTH STEAM SUPPLY MOV-'S FAILTO
OPEN DUE TO COMMONCAUSE (UV-134 &
UV-138)

Fatl
Rate

U
n

Error Factor Factor i Factor Type Probability
t
s

10.000 1.0E-003 D Calculated 1.0E-003

3.0E-001 D Calculated 3.0E-001

30.000 2.6E-005 D Calculated 2.6E-005

11.000 1.9E-005 D Calculated 1.9E-005

11.000 4.5E-05 D Calculated 4.5E-005

10.000, 7.0E-003 D Calculated 7.0E-003

1.3E-003 D Calculated '.3E-003

IAFABV137-8CV-CC

IAFABV79-80CV-CC

IAFAHV0032-CXOFO

IAFAHV0032-MV-FO

CHECK VALVESV137, V138 FAILTOOPEN-
COMMON CAUSE

CHECK VALVES V079 & V080 FAILTO
OPEN - COMMONCAUSE

MOV HV-32 FAILS TO OPEN (CONTROL 2.9E-006 3.000
CIRCUITFAULT)

MOVHV-32FAILSTO OPEN (MECHANICAL 2.9E-006 14.000
FAULT)

I.IE-006 D Calculated I.IE-006

2.0E-005 D Calculated 2.0E-005

730.000 H Test Period I.IE-003

730.000 H Test Period I.IE-003

IAFAHV0032-MV9CM MOV HV-32 UNAVAILABLEDUE TO
UNSCHED MAINTENANCE

2.8E-005 3.000 21.000 H MTIR 5.9E-004
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PVNGS Data Base

Event Name Description
Fail
Rate

Error Factor Factor - i- Factor Type Probability

I AFAHV0054-MV9CM

IAFAPOI--TP6CM

IAFAPOI---TPAFR

MOV HV-54 UNAVAILABLEDUE TO
UNSCHED MAINTENANCE

AFW PUMP AFA-POI UNAVAILABLEDUE
TO MAINTENANCE

TURBINE DRIVEN AFW PUMP AFA-POI
FAILS TO RUN (24 HOURS)

IAFAHV0054-MV-RO MOV HV-54 FAILS TO REMAINOPEN 2.3E-007 9.000

2.8E-005 3.000

4.9E-005 3.000 24.000 H Mission
Time

1.6E4)02

730.000 H Test Period 8.4E-005

21.000 H MITR 5.9E-004

3.9E-003 D Plant Spc- 3.9E403
cilic

IAFAPOI--TPAFS

IAFAPOI-2kI-TPAFR

TURBINEPUMP AFAPOI FAILS TO START
(LOCALMECH OR'CNTL FAULQ

TURBINE DRIVEN AFW PUMP FAILS TO
RUN (2 HOURS)

5.6E-005 2.000

4.9E-005 3.000

730.000 H Test Period 2.0E-002

H Mission 1.4E-003
Time

IAFAPOI-NOBAC2OP AFW A PUMP FAILS TO RUN 24HRS GIVEN
FAILUREOF BOTH ESS AND NORMAL
HVAC

10.000 3.7E-002 D Calculated 3.7E-002

IAFAUV0037-CXOFO

IAFAUV0037-MV-FO

IAFAUV0037-MV9CM

MOV UV-37 CONTROL CIRCUITFAULT
(FAILSTO OPEN)

MOV UV-37 FAILS TO OPEN LOCALFAULT
(MECIIANICALFAULT)

MOV UV-37 UNAVAILABLEDUE TO MAIN-
TENANCE

2.9E-006 3.000

2.9E-006 14.000

2.8E-005 3.000

1488.000 H Test Period 2.2E-003

21.000 H MTTR 5.9E-004

1488.000 H Test Period 2.2E4)03

IAFAV002--NV-RM AFA-POI TURBINESTEAM ISOL VLVSG-
002 NOT RESTORED AFTER MAINTE-
NANCE

10.000 3.7E-005 D Calculated 3.7E-005

IAFAV002--NV-RO AFA-POI TURBINESTEAMISOLVALVESG- 3.0E-008 84.000
002 FAILS TO REMAINOPEN

730.000 H Test Period I. IE-005
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PVNGS Data Base

Event Name Description
Fail
Rate

Error Factor Factor

U
n
i Factor Type

s

Probability

IAFAV006—NV-RM

IAFAV006—NV-RO

IAFAV007--CV-FO

IAFAV015—CV-FO

IAFAV016--NV-RM

IAFAV016--NV-RO

L.O. VALVEV006 NOT RES1QRED AFTER
MAINTENANCE

L.O. MANUALVALVEV006 FAILS 10
REMAINOPEN

CHECK VALVEV007 FAILS TO OPEN

AFW PUMP A DISCHARGE CHECK VALVE
V015 FAILSTO OPEN

AFW A PUMP MANISOL VALVEV016 NOT
RES1QRED AFTER MAINTi

AFW A PUMP MANISOL VALVEV016
FAILS TO REMAINOPEN

10.000 3.3E-006 D CaIculated 3.3E-006

3.0E-008 3.000

3.0E-008

730.000 H Test Period I.IE-005

13140.000 H Test Period 2.0E-004

10.000 I.IE-004 D Calculated I.IE-004

3.0E-OOS 84.000 13140.000 H Test Period 2.0E-004

3.0E-008 84.000 730.000 H Test Period I. IE-005

IAFAV079--CV-FO

I AFAV137--CV-FO

CHECK VALVEV079 FAILS TO OPEN

AFW PUMP A DISCHARGE CHECK VALVE
V137 FAILSTO OPEN

3.0E-OOS 3.000

3.0E-OO& 3.000

13140.000 H Test Period 2.0E-004

730.000 H Test Period I. IE-005

IAFAXFRRMWTIK-HL

IAFBHV0030-CX9FO

OPERATOR CANNOTOR FAILS TO TRANS-
FER TR A SUCTION TO RMWT

MOV HV-30 CONTROL CIRCUITFAULT I.SF=006
(FAILS TO OPEN)

1.000 D Screening 1.000
Value

1488.000 H Test Period 1.7E-003

IAFBHV0030-MV-FO'

AFBHV0030-MV9CM

IAFBHV0031-CX9FO

MOVHV-30 FAILSTO OPEN (MECHANICAL
FAULT)

MOV HV-30 UNAVAILABLEDUE TO MAIN-
TENANCE

MOV HV-31 FAILSTO OPEN CON11IOL CIR-
CUITFAULTS

2.SE-005 3.000 21.000 H MIMIR 5.9E-004

1.8E406 3.000 1488.000 H Test Period 1.7E-003

2.9E-006 14.000 1488.000 H Test Period 2.2E-003

Rev. 0 4/7/92 62 Component Failure Data 6-137



PVNGS Data Base

Event Name Description Error Factor
Fail
Rate

Factor '
=, Factor Type Probability

't

s

IAFBHV0031-MV-FO MOV HV-31 FAILS TO OPEN LOCALFAULT 2.9I':006
(MECHANICALFAULT)

14.000 1488.000 H Test Period 2.2E403

I AFBIIV0031-MV9CM MOV f1V-31 UNAVAILABLEDUE TO MAIN- 2.8E-005
TENANCE

21.000 H MTTR 5.9E-004

IAFBPOI--CB-FT

I AFBPOI--CBOCM

AFW TRAIN B PUMP CIRCUITBREAKER
FAILS TO CLOSE-LOCAL FAULT

AFW TRAIN B PUMP CKTBRK E-PBB-S04S
-UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

1.2E-006 5.000

9.4E-006 9.300 8.7E-005

730.000 H Test Period 4.4E404

IAFBPOI---CXSFS

IAFBPOI --MP6CM

I AFBPOI--MPAFR

A&VB PUMP CONTROL CIRCUITFAULT-
FAILTO START

AFW PUMP AFB-POI UNAVAILABLEDUE
TO MAINTENANCE

AFW PUMP AFB-POI FAILS TO RUN FOR 24 1.3E-005
HOURS

25E-003 D Plant Spc- 2.5E403
ci%c

H Mission 5.5E-004
Tlnlc

2.0E-003 D Calculated 2.0E-003

IAFBPOI--MPAFS

IAFBPOI-BAC-20P

I AFBPO I -NOHAC2OP

AFW MOTOR-DRIVENPUMP AFB-POI
FAILS TO START

AFW B PUMP FAILS TO RUN 24HRS GIVEN
NORMALHVACOK BUTESS f1VACFAILED

AFW B PUMP FAILS TO RUN 24HRS GIVEN
FAILUREOF BOTH ESS ANDNORMAL
HVAC

5.7E-006 2.000 730.000 H Test Period 1.7E-003

10.000 5.0E401 D Calculated 5.0E-OOI

10.000 7.3E-003 D Calculated 7.3E-003

IAFBUV0034-CX9FO MOV UV-34 CONTROL CIRCUITFAULT
(FAILS TO OPEN)

1.8E-006 3.000 1488.000 H Test Period 1.7E-003

IAFBUV0034-MV-FO MOVUV-34 FAILSTOOPEN (MECHANICAL 2.9E-006
FAULT)

14.000 1488.000 H Test Period 2.2E-003
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PVNGS Data Base

Event Name Description :;, Fail
Error Factor

Rate
Factor

U
n

i Factor Type

s

Probability

IAFBUV0034-MV9CM

IAFBUV0035-CX9FO

MOV'UV-34UNAVAILABLEDUE TO MAIN- 2.8E-005
TENANCE

MOV UV-35 FAILSTO OPEN CONTROL CIR- 1.8E-006
CUITFAULT

3.000 21.000 H MTTR

1488.000 H Test Period

5.9E-004

IAFBUV0035-MV-FO LOCALFAULTMOV UV-35 FAILS TO OPEN 2.9E-006
(MECHANICALFAULQ

14.000 1488.000 H Test Period 2.2E-003

I AFBUV0035-MV9CM MOV UV-35 UNAVAILABLEDUE TO MAIN- 2.8E-005
TENANCE

21.000 H MTTR 5.9E-004

IAFBV021--NV-RM

IAFBV021--NV-RO

CSTTOAFW PUMP B MANVALVEV021
NOT RESTORED AFTER MAINT

CST TO AFW PUMP B MANVALVEV021
FAILS TO REMAINOPEN

10.000 3.3E-006 D . Calculated 3.3E-006

3.0E-008 84.000 730.000 H Test Period 1.1 E-005

I AFBV022--CV-FO CSTTO AFW PUMP B CHECK VALVEV022 3.0E-008 - 3.000
FAILSTO OPEN

730.000 11 Test Period I.IE-005

I AFBV024--CV-FO

IAFBV025--NV-RM

I AFBV025--NV-RO

AFW PUMP B DISCHARGE CHECK VALVE
V024 FAILS TO OPEN

AFW PUMP B DISCHARGE MANVALVEAF-
025 NOT RESK)RED AFTER MAIN'%-
NANCE

AFWPUMP B DISCHARGE MANVALVEAF-
025 FAILS TO REMAINOPEN

3.0E-008 3.000 13140.000 H Test Period 2.0E-004

10.000 I.IE-004 D . Calculated I. IE-004

3.0E-008 84.000 13140.000 H Test Period 2.0E-004

IAFBV080--CV-FO

IAFBV138-<V-FO

CIIECK VALVEV080 FAILS TO OPEN

AFW PUMP B DISCHARGE CHECK VALVE
V138 FAILS TO OPEN

3.0E-008 3.000

3.0E-008 3.000

13140.000 H Test Period 2.0E-004

730.000 H Test Period I. IE-005

IAFBXFRRMWTTK-HL OPERATOR CANNOTOR FAILS TO TRANS-
FER TR B SUCTION TO R MWT

D Screening 1.000
Value
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PVNGS Data Base

Event Name Description
Fml
Rate

n „„.." '"*
',.'rror

Factor Factor - i. Factor Type Protebility

''AFCHV0033-CXOFO

I AFCHV0033-MV-FO

MOV IIV-33 CONTROL CIRCUITFAULT
(FAILSTO OPEN)

LOCALFAULTHV-33 FAILS TO OPEN
(MECHANICALFAULT)

2.9E-006

2.9E-OOG 14.000

730.000 H Test Period I.IE-003

730.000 H Test Period I.IE-003

IAFCHV0033-MV9CM MOV HV-33 UNAVAILABLEDUE TO MAIN- 2.8E-005
TENANCE

3.000 21.000 H MTIR 5.9E4)04

IAFCUV0036-CXOFO

IAFCUV0036-MV-FO

MOVUV-36 CONTROL CIRC. FAULT(FAILS 2.9E-OOG

TO OPEN)

MOVUV-36FAILSTOOPEN (MECHANICAL 2 9E-OOG

FAULT)
14.000

1488.000 H Test Period 2.2E403

1488.000 H Test Period 2.2E-003

IAFCUV0036-MV9CM MOV UV-3G UNAVAILABLEDUE TO MAIM- 2.8E-005
TENANCE

21.000 H MTIR 5.9E-004

I AFN-CPWR-MFW-HL

IAFN-CPWR---HL

OPER FAILTO ALIGNBACKUPCNTRL
POWER TO N PUMP WITHIN21IRS (MFW
AVAIL)

OPERATOR FAILSTO ALIGNN PUMP TO
BACKUPCONTROL POWER (MFW LOST)
SYSTEMS

1.000

1.000

5.0E4)03 D Calculated 5.0E-003

7.0E-002 D Calculated 7.0E-002

I AFN-MSIS—-HR

I
AFNPOI--CB-Fl'PERATOR

FAILS TO OVERRIDE MSIS SIG-
NALh, REMOTELY ALIGNN TRAINAFW

AFWTRAINN PUMP CKTBRK FAILS TO
CLOSE-LOCALFAULT

1.2E-006 5.000 730.000 H Test Period 4.4E4)04

10.000 I.OE-002 D Calculated I.OE-002

IAFNPOI--CBOCM AFWTRAINN PUMP CKTBRK E-PBA-S03S
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

9.4E-006 5.000 9.300 8.7E-005
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IAFNPOI--CXOFS

IAFNPOI--MP6CM

IAFNPOI--MPAFR

AFW N PUMP- AFN-POI CONTROL CIRC 1.4E-006 3.000
FAULT-FAILTO START

PUMP AFN-POI UNAVAILABLEDUE TO
MAINTENANCE

AFW PUMP AFN-POI FAILS IO RUN FOR 24 1.3E-005 3.000
HOURS

730.000 H Test Period 5.1E-004

2.5E.003 D Plant Spe- 2.5E-003
cific

24.000 H Mission 5.5E-004
Time

IAFNPOI--MPAFS PUMP AFN-POI FAILS TO START (LOCAL
FAULT)

5.7E-006 2.000 730.000 H Test Period 1.7E-003

IAFNVOOI--NV-RM

IAFNVOOI--NV-RO

IAFNV012--CV-FO

IAFNV013--NV-RM

IAFNV013--NV-RO

I AFW-MFW---HR

IAFW-MFW-NOINDHR

CSTTO AFW N PUMP MANSUCI'ION
VALVEVOOI NOT RESTORED AFfER
MAINT

CST TO AFW N PUMP MANSUCI'ION
VALVEV001 FAILS TO REMAINOPEN

TRAINN PUMP DISCHARGE CHECK
VALVEAF-012 FAILS TO OPEN

'

L.O. DISCHARGE MAN ISOL V4)13 NOT
RESTORED AFAR MAINTENANCE

4

L.O. DISCHARGE MANISOL VALVEAFV-
013 FAILSTO REMAINOPEN

C

OPERATOR FAILSTO MANALIGNAFW
FROM THE CNTLROOM WITHIN100 MIN
(MFW AVAIL)

OPER FAILS TO ALIGNAFW WITHIN100
MINS. (INACURATELEVELIND) - MFW IS
AVAIL

3.0E-008 84.000

3.0E-008 3.000

730.000 H Test Period I.IE-005

13140.000 H Test Period 2.0E-004

10.000 I.IE-004 D Calculated I.IE-004

3.0E-008 84.000 13140.000 H Test Period 2.0E-004

10.000 I.OE-003 D Calculated I.OE-003

10.000 4.0E-003 D Calculated 4.0E-003

10.000 3.3E-006 D Calculated 3.3E-006
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IAFW-NOMFW--HR OPERATOR FAlLS TO MANALIGNAFW
FROM THE CNTLROOM WITHIN40
MIN(NOMFW)

10.000 I.OE402 D Calculated 1.0E4)02

IAFW-NOMFWIND-HR OPER FAILS TO ALIGNAFW WITHIN40
MINS. (INACURATELEVELIND)- NO MFW

3.0E402 D Calculated 3.0E-002

IALFW-2HRS--IIR

IALFW-60MINS-HR

IBAM-CHGSUC-2OP

IDAM-VCTLINE-2OP

I BLOWDOWN--2HR

ICDN-3PUMPS--CC

OPERATOR FAILS TO DEPRESS SG &SUP-
PLY ALTFW IN 2HR (30 MINOF MFW
AVAIL)

OPERATOR FAlLSTO DEPRESS SG &, SUP-
PLY ALTFW IN IHR (MFW NOT AVAIL)

BAMTO CHARGING PUMP SUCTION LINE
FAULTS

BAMTO VCT/CHRG PUMP LINEFAULTS

OPERATOR FAILSpTO INITIATEBLOW-
DOWN

COMMONCAUSE FAIL-TO-RUNOF ALL3

CONDENSATE PUMPS

4.0E402 D Calculated 4.0E402

1.2E401 D Calculated 1.2E-001

10.000 5.IE402 D Calculated 5.1E-002

30.000 I5E4)04 D Calculated 1.5E-004

10.000 2.2E-002 D Calculated 2.2E-002

10.000 3.0E-003 D Calculated 3.0E-003

ICDNHCV154-NV-FO MANUALVALVEHCV-154 FAILS TO OPEN 2.9E-008 13140.000 H Test Period 1.9E404

ICDNHCV154-NV-RO MANUALVALVEHCV-154 FAILS TO
REMAINOPEN

3.0E-008 84.000 24.000 H Mission 7.2E-007
Time

ICDNHCV155-NV-FO MANUALVALVEHCV-155 FAlLS TO OPEN 2.9E-008 3 000 13140.000 H Test Period 1.9E-004

ICDNHCV155-NV-RO MANUALVALVEHCV-155 FAILS TO
REMAINOPEN

3.0E-008 84.000 24.000 H Mission 7.2E-007
Time

ICDNHCV3--NV-RO CD PUMP A SUCT. MANVALVEHCV3 3.0E-008
FAILS TO REMAINOPEN (NO FLOW FROM
HOTWELLS I &2

84.000 24.000 H Mission 7.2E-007
Time
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ICDNHCV4--NY-RO

ICDNHVI--CX6RO

CD PUMP C SUCT. MANVALVEHCV4 3.0E-008 84.000
FAILS TO REMAINOPEN (NO FLOW FROM
HOTWELLS I Ec 2

MOVHV-ICONTROLCIRCUITFAULTS- 6.0E-007 10.000
SPURIOUS CLOSE

24.000 H

Mission 7.2E-007
Time

Mission 1.4E-005
Time

ICDNHVI--MV-RO MOV HV-I FAILS TO REMAINOPEN 2.3E-007 9.000 24.000 H Mission 5.5E-006
Time

ICDNHV2--CX6RO MOV HV-2CONTROL CIRCUITFAULTS - 6.0E-007 10.000
SPURIOUS CLOSE

Mission 1.4E-005
Time

ICDNHV2--MV-RO MOV HV-2 FAILSTO REMAINOPEN 2.3E-007 9.000 24.000 H Mission 5.5E-006
Time

ICDNHV31--CX6RO MOV HV-31 CONTROL CIRCUITFAULTS - 6.0E-007 10.000
SPURIOUS CLOSE

Mission 1.4E-005
Time

ICDNHV31--MV-RO MOV HV-31 FAILSTO REMAINOPEN 2.3E-007 9.000 24.000 H Mission 5.5E-006
Time

ICDNHV32--CX6RO MOV HV-32 CONTROL CIRCUITFAULTS-
SPURIOUS CLOSE

6.0E-007 10.000 Mission I 4E-005
Time

ICDNHV32--MV-RO MOV HV-32 FAILS TO REMAINOPEN 2.3E-007 9.000 24.000 H Mission 5.5E406
Time

ICDNHV33--CX6RO MOV HV-33 CONTROL CIRCUITFAULTS-
SPURIOUS CLOSE

6.0E-007 10.000 Mission 1.4E-005
Time

ICDNHV33--MV-RO MOV HV-33 FAILS TO REMAINOPEN 2.3E-007 9.000 Mission 5.5E-006
Time

ICDNLV&1--AV-FO AIROPERATED VALVELV-81 FAILS TO 4.1E-007 5.000
OPEN

Mission 9.8E-006
Time
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I CD NLV81--AV-RO AIROPERATED VALVELV-81 FAILS TO 2.3E-007 9.000
REMAINOPEN

H Mission 5.5E406
Time

ICDNLV82--AV-FO

ICDNLV82--AV-RO

ICDNPOI A--MP-FR

AIR OPERATED VALVELV-82 FAILTO
OPEN

AIROPERATED VALVELV-82 FAILTO
REMAINOPEN

CD PUMP A FAILS TORUN24 HRS

4.1E-007 5.000

2.3E-007 9.000

2.1E-005 2.000

H

H

H

Minion 9.8E-006
TllliC

Mission 5.5E406
Tlmc

Mission 5.0E404
Time

ICDNPOIA--MP8CM CD PUMP A UNAVAILDUE TO PERIOD OF
UNSCHED MAIN%NANCE

ICDNPOI8--MP-FR CD PUMP 8 FAILS TO RUN 24 HRS 2.1E-005 2.000

2.1E-003

H

Plant Spe- 2. IE403
cific

Mission 5.0E.004
TlnlC

ICDNP018--MP8CM CD PUMP 8 UNAVAILDUE TO UNSCHED- 2.2E-004 5.000
ULED MAINTENANCE

0.002 H Plant Spc- 2.1E-003
cific

ICDNPOIC--MP-FR CD PUMP C FAILS TO RUN 24 HRS 2.1E-005 2.000 H Mission 5.0E-004
Time

ICDNPO IC—MP8CM

ICDNPCV9--PV-RO

ICDNPV200-AV-RO

ICDNPV200-ITPHO

ICDNPV200-ITPNO

CD PUMP C UNAVAILDUE TO UNSCHED
MAINTENANCE

PRESSURE REGULATINGVALVEPCV9 4.2E-006 10.000
FAILSTO REMAINOPEN

AIROPER VALVEPV200 FAILSTO REMAIN 2.3E-007 9.000
OPEN

PSESSURE TRANSMITTERPV-200 FAILS- 5.7E-007 8.000
HIGH OUTPUT

PRESSURE TRANSMITTERPV-200 FAILS- 2.1E-006 8.000
NO OUTPUT

1.2E403 D

H

H

H

H

Plant Spc- 1.2E403
cific

Mission I.OE-004
Time

Mission 5.5E-006
Tlinc

Mission 1.4E405
1 lmc

Mission 5.0E405
Tlmc
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ICDNUV214A-CX8RO MOV UV-214A CONTROL CIRCUITFAULTS 3.6E-006 10.000
-SPURIOUS CLOSE

ICDNUV214A-MV-RO MOV UV-214A FAILS TO REMAINOPEN 2.3E-007 9.000 24.000 H

Mission 8.6E-005
Time

Mission 5.5E-006
Time

ICDNUV214B4 XSRO MOV UV-214B CONTROL CIRCUITFAULTS 3.6E-006 10.000
-SPURIOUS CLOSE

Mission 8.6E-005
Time

ICDNUV214B-MV-RO

ICDNUV215A-CX8RO

MOV UV-214B FAILS TO REMAINOPEN

MOVUV-215A CONTROL CIRCUITFAULTS
-SPURIOUS CLOSE

2.3E-007 9.000

3.6E-006 10.000 24.000 H

Mission 5.5E-006
Time

Mission 8.6E405
Time

ICDNUV215A-MV-RO MOV UV-215A FAILS TO REMAINOPEN 2.3E-007 9.000 Mission 5.5E-006
Time

ICDNUV215B4.XSRO MOV UV-215B CONTROL CIRCUITFAULTS 3.6E-006 10.000
-SPURIOUS CLOSE

24.000 H Mission 8.6E-005
Time

ICDNUY215B-MV-RO MOV UV-215B FAILS TO REMA1N OPEN 2.3E-007 9.000 Mission 5.5E-006
Time

ICDNUV216A-CX8RO

ICDNUV216A-MV-RO

MOV UV-216A CONTROL CIRCUITFAULTS
-SPURIOUS CLOSE

MOV UV-216A FAILS TO REMAINOPEN

3.6E-006 10.000

2.3E-007 9.000

H

H

Mission
Time

Mission
Time

8.6E-005

5.5E-006

ICDNUV216B4.X8RO

ICDNUV216B-MV-RO

ICDNV004—NV-RO

MOVUV-216B CONTROL CIRCUITFAULTS
SPURIOUS CLOSE

MOV UV-216B FAILS TO REMAINOPEN

MANUALVALVEV004 FAILS TO REMAIN
OPEN

3.6E-006 10.000

2.3E-007 9.000

3.0E-008 84.000

H

Mission 8.6E-005
Time

Mission 5.5E-006
Time

Mission 7.2E-007
Time
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ICDNV005--NV-RO MANUALVALVEV005 FAILS TO REMAIN
OPEN

3.0E-008 84.000 24.000 H Mission 7.2E-007
TlnlC

ICDNV007--NV-RO

ICDNV008--NV-RO

ICDNV052--NV-RO

ICDNV072—CV-FO

MANUALVALVEV007 FAILS TQ REMAIN
OPEN

MANUALVALVEV008 FAILS TO REMAIN
OPEN

MANUALVALVEV052 IN COMMON CST
SUCTION LINEFAILS TO REMAINOPEN

CHECK VALVEV072 FAILS TO OPEN

3.0E-008

3.0E-008

3.0E-008 84.000 24.000 H

3.0E-008 3.000

84.000 24.000 H Mission 7.2E407
Time

Mission 7.2E-007
Time

Mission 7.2E407
TiillC

Mission 7.2E-007
Time

ICDNV074--CV-FO CHECK VALVEV074 FAILS TO OPEN

ICDNV077--CV-FO CHECK VALVEV077 FAILS TO OPEN

3.0E-008 3.000

3.0E-008 3.000

Mission 7.2E-007
Time

Mission 7.2E-007
TlnlC

ICDNV084--NV-RO

ICDNV085--NV-RO

ICDNV086--NV-RO

ICDNV087--NV-RO

ICDNV088--NV-RO

ICDNV089--NV-RO

MANUALVALVEV084 FAILS TO REMAIN
OPEN

MANUALVALVEV085 FAILS TO REMAIN
OPEN

MANUALVALVEV086 FAILS TO REMAIN
OPEN

MANUALVALVEV087 FAILS TO REMAIN
OPEN

MANUALVALVEV088 FAILS TO REMAIN
OPEN

MANUALVALVEV089 FAILS 'IQ REMAIN
OPEN

3.0E-008

3.0E-008

3.0E-008

3.0E-008

3.0E-008

3.0E-008

84.000 24.000 H

Mission 7.2E-007
Time

Mission 7.2E-007
Time

Mission 7.2E-007
Time

Mission 7.2E-007
TlnlC

Mission 7.2E-007
Tinlc

Mission 7.2E-007
Tifnc
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ICDNV098--NV-RO

ICDNV099--NV-RO

ICDNVI&9—CV-FO

MANUALVALVEV098 FAILS TO REMAIN
OPEN

MANUALVALVEV099 FAILS TO REMAIN
OPEN

CHECK VALVEVI&9 FAILSTO OPEN

3.0E-008

3.0E-008 84.000 24.000 H

3.0E-008 3.000 24.000 H

84.000 24.000 H Mission 7.2E-007
Time

Mission 7.2E-007
Tlmc

Mission 7.2E-007
Tlmc

ICDNV268--NV-RO

ICDNV269--NV-RO

ICDNV323--NV-RO

ICDNV325--NV-RO „

ICDNV327—NV-RO

ICH-HV203-205-CC

ICH-RW1TEMP-2OP

ICH-SEALINJ-2CM

ICH-SEALINJ-2OP

ICHAF20--FX-PG

MANUALVALVEV268 FAIL'S TO REMAIN
OPEN

MANUALVALVEV269 FAILS TO REMAIN
OPEN

MANUALVALVEV323 FAIL'S TO REMAIN
OPEN

MANUALVALVEV325 FAIL'S TO REMAIN
OPEN

MANUALVALVEV327 FAILS TO REMAIN
OPEN

COMMONCAUSE FAILURES OF APS
VALVES HV-203/205 FAlLTO OPEN

RWT TEMPERATURE LESS THAN70 DEG
CAUSING SEAL INJ ISOLATION

I

SEAL INJECI10N UNAVAILABLEDUE TO
UNSCHEDULED MAINT..

SEAL INJECI'ION FAILS DUE TO LOCAL
LINEFAULTS

RWT S.I. SUCI'ION STRAINER CHA-F20
PLUGS

3.0E-008

3.0E.00&

3.0E-008

3.0E-008

3.0E-008

3.0E-005

84.000 24.000 H

10.000 1.3E-004 D

10.000 3.0E-002 D

10.000 1.5E-002 D

10.000 I.IE-002 D

10.000 16.000 H .

Mission 7.2E-007
Time

Mission 7.2E-007
Tlnlc

Mission 7.2E-007
Time

Mission 7.2E-007
Time

Mission 7.2E-007
Time

Calculated 1.3E-004

Calculated 3.0E-002

Plant Spe- 1.5E-002
cific

Calculated I. IE-002

Mission 4.&E-004
Tlmc
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ICHAHV-205--2OP APS VALVECH-HV-205 FAILS TO OPEN
(INCLUDES CONTROL FAULTS

10.000 453-003 D Calculated 4.5E-003

ICHAHV0531-CX6RO

ICHAHV0531-MV-RO

RWT OUTLET MOV HV-531 CONTROL CIR- 6.0E-007 10.000

CUIT FAULT(SPURIOUS CLOSURE)

RWT OUTLETMOV HV-531 LOCALFAULT- 2.3E-007 9.000
FAILTO REMAINOPEN

16.000 H Minion 9.6E-006
Time

2190.000 H Test Period 2.5E-004

ICHAL425--PXLEL PIPE BREAK DOWN STREAM OF RWT IN
SAFETY INJECTIQN SUCTION TRAINA

8.5E-010 30.000 16.000 H Mission 1.4E408
Time

ICIIAPOI-FR--2OP

ICHAPOI-FS--2OP

ICHAV306--CV-FO

CHARGING PUMP JE FAILS TO RUN
(INCLUDES LINEFAULTS)

CHARGING PUMP A FAILS IQ START~
(INCLUDES CONTROL FAULTS)

RWT OUTLETCHECK VALVEV-306 FAILS
TO OPEN

10.000 2.8E-003 D Calculated 2.8E-003

3.0E-008 '3.000 2190.000 H Test Period 3.3E-005

10.000 2.0E-002 D Calculated 2.0E402

ICHAV306--CV-RO

ICH8F20--FX-PG

ICHB IIV-203--2OP

RWT OUTLETCHECK VALVEV-306 FAIL
TO REMAINOPEN

RWT S.I. SUCTION STRAINER CHB-F20
PLUGS

APS VALVEIIV-203 FAILS TO OPEN
(INCLUDES CONTROL FAULTS)

2.3E-007 9.000

3.0E-005 10.000

16.000 H Mission 3.7E-006
Time

16.000 H Mission 4.8E404
Time

4.5E-003 D Calculated 4.5E-003

ICH8HV0530-CX6RO

ICH8 HV0530-MV-RO

RWT OUTLETMOV IIV-530CONTROL CIR- 6.0E-007 10.000
CUITFAULT(SPURIOUS CLOSURE)

RWT OUTLETMOV HV-530 LOCALFAULT- 2.3E-007 9.000
FAILTO REMAINOPEN

16.000 H Mission 9.6E406
Time

2190.000 H Test Period 2.5E404

ICHBL425--PXLEL PIPE BREAK DOWN STREAM OF RWT IN
SAFETY INJECTION SUCTION TRAINB

8.5E-010 30.000 16.000 H Mission 1.4E408
Time
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ICHBPO I-FR--2OP CHARGING PUMP B FAILS TO RUN/START
(INCLUDES LINEAND CNTRL FAULTS

10.000 2.6E-002 D Calculated 2.6E-002

ICHBV305--CV-FO

ICHBV305--CV-RO

I C HE I I V-532-AV-RO

RWT OUTLETCHECK VALVEV-305 FAILS 3.0E-008 3.000
TO OPEN

RWTOUTLETCHECK VALVEV-305 FAIL 2.3E-007 9.000
TO REMAINOPEN

RWT ISO VALVECHE-HV-532 FAILS TO
REMAINOPEN

2190.000 H Test Period 3.3E-005

16.000 H Mission 3.7E-006
Time

3.4E-006 D Calculated 3.4E-006

ICHEPOI-FR--2OP

ICHEPOIEI AB-HL

ICHETOI—-TK-EL

ICHLT-226-227-CC

ICHN-F03--PXOPG

ICHNCC226227-2OP;

ICHNP02A---2OP

ICHNP02B—-2OP

ICR-ESSHVAC-2HR

CHARGING PUMP E FAILS TO START/RUN
(INCLUDES LINEAND CONTROL FAULTS

OPERATOR FAILSTO BACKUPCHE-POI B
POWER SUPPLY FROM LOADGRP I (PGA-
L35)

J

RWT TANKCHE-TOI RUPTURE

VCT AUTO MAKEUPFAILS DUE TO COM-
MON CAUSE LT FAILURES

BAMFILTER F03 FAILS TO ALLOWFLOW

VCTAUTOM/UFAILS DUE TO FAILOF226
AND227 LTS ANDOPER FAILS TO ALIGN

BAMPUMP-A FAILS TO OPERATE
(INCLUDINGLINEFAILURES)

BAMPUMP-B FAILS TO OPERATE
(INCLUDES LINEFAILURES)

I

OPER. FAILS TO INIT.CR HVACINCLESS
COOL AFTER NORM HVACTRIPS

10.000 2.6E-002 D Calculated 2.6E-002

10.000 3.5E-002 D Calculated 3.5E-002

I.OE-009 30.000 16.000 H Mission 1.6E-008
1lme

17.000 4.3E-005 D Calculated 4.3E-005

10.000 6.5E-003 D Calculated 6.5E-003

10.000 6.5E-003 D Calculated 6.5E-003

10.000 7.0E-005 D Calculated 7.0E-005

3.000 9.2E-004 D Calculated 9.2E-004

17.000 8.7E-005 D Calculated 8.7E-005
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ICR-WC-UNISO-IIR

ICRHVC-COOL12-HL

ICRHVC-COOL7-HL

ICRHVC-LOCA--HL

ICTAIIVOOI-CX7FO

ICTAHV001-MV-FO

ICTAHV004-CX7FO

ICTAIIV004-MV-FO

ICTAV015--NV-RO

ICTBV014--NV-RO

ICTETOI--TK-EL

OPER. FAILSTO UNIS CONTROL RM NORM
HVAC(INCLNORM WC) UPON LOSS OF
ESS HVAC

OPERATOR FAILS TO SHUT OFF I CR ESS.

FAN ANDOPEN DOOR WITHIN12 HRS

OPERATOR FAILSTO SHUT OFF I CR ESS.

FAN ANDOPEN DOOR WITHIN7 HRS

OPERATOR FAILS TO SHUT OFF CHILLER
PUMPS ON LOSS OF ESS CHILLWTR

AFN-POI SUCTION MOVHV-I CONTROL
CIRCUITFAULT

AFN-POI SUCTION MOV HV-I FAILS TO
OPEN

AFN-POI SUCTION MOV HV4 CONTROL
CIRCUITFAULT

AFN-POI SUCTION MOV HV4 FAILS TO
OPEN

MANUALVALVEY015 CST FAILS TO
REMAINOPEN

CST MANUALVALVEV014 FAILS TO
REMAINOPEN

CONDENSATE STORAGE TANKFAULTS
(EXCESSIVE LEAKAGE)

10.000 I.OE-003 D Calculated I.OE-003

10.000 2.0E-003 D Calculated 2.0E-003

10.000 3.0E-003 D Calculated 3.0E-003

5.0E-OOI D Calculated 5.0E-OOI

I.OE-006 730.000 H Test Period 3.7E-004

2.9E-006 14.000 730.000 H Test Period I.IE-O03

I.OE-006 3.000 730.000 H Test Period 3.7E-004

3.0E-008 84.000 730.000 H Test Period I.IE-005

I.OE-009 30.000 21.000 H Mission 2.1E-008
Time

2.9E-006 14.000 730.000 H Test Period I.IE-003

3.0E-O08 84.000 730.000 H Test Period I.IE-005

IDCHVAC-BAKUP2HR OPERATOR FAILS TO ESTABLISH BACKUP
CLG TO DC EQUIP RMS FOLLOWING III
TEMP ALARM

10.000 6.7E-002 D Calculated 6.7E402
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IDEPRESSSGTR-2HR

IEC-MANSTART-21IR

IECAB-EOI-ARHCC

IECAB-POI-MP-CC

IECAEOI--AR7CM

I ECAEOI—-ARHFR

IECAEOI--ARHFS

OPERATOR FAILS TO DEPRESS RCS DUR-
ING SGTR TO STOP LEAKWITHIN24
HOURS

AFW A MANUALSTRT(NOAFAS SIG) &
OPER FAILS TO STRT ESS. COOLING WTR
SYS

COMMON CAUSE FAILUREOF BOTH
ESSENTIAL CHILLERS (ECA-EOI ANDECB-
EOI)

COMMON CAUSE FAILUREOF BOTH TR A
&, B ESS CHILLEDWTR PUMPS (ECA-POI Sc

ECB-POI)

TR A ESS. CHILLERECA-EOI UNAVAIL-
ABLE DUE 10 UNSCH ED. MAINT.

TRAINA ESS. CHILLERECA-EOI FAILTO
RUN (24 HRS)

TRAINA ESS. CHILLERECA-EOI FAILTO
START

1.3E-004

6.0E-005

I.OE-006

10.000 9.0E-004 D Calculated 9.0E-004

5.000 3.OE-002 D Calculated 3.0E-002

30.000 9.99E405 D Calculated 9.9E-005

21.000 H MTTR 2.7E-003

25.000 24.000 H Mission 1.4E-003
Time

730.000 H Test Period 3.7E-004

I7.000 9.9E-005 D Calculated 9.9E-005 .

IECAEOI--CB-FT

IECAEOI—-CBOCM

CHILLER ECA-EOI CIRCUITBREAKER
FAULT(FAIL 10 CLOSE)

TRAINA ESS. CHILLERECA-EOI CIRCUIT
BREAKER UNAVAIL.DUE TO UNSCHED.
MAINT.

1.2E-006 5.000

9.4E-006 5.000 9.300 H MTTR 8.7E-005

730.000 H Test Period 4.4E-004

IECAEOI—-CXSFS TR A ESS. CHILLERECA-EOI CONTROL
CIRCUITFAULTS

9.9E4)06 10.000 730.000 H Test Period 3.6E-003

IECAFSL533-IWFNO ESS. CHILLEDWATER FLOW SWITCH FSL- 1.6E-006
533 FAILS (NO OUTPUT)

730.000 H Test Period 5.8E-004
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Event Name Description Error Factor Factor
Fml
Rate

n
i - 'actor Type Probability

IECAFT533-ITFNO ESS. CHILLEDWATER FLOW TRANSMIT-
TER FT-533 FAILS (NO OUTPUT)

2.6E-006 G.000 730.000 H Test Period 9.5E404

IECAPOI--CBOCM TRAINA ESS. CHILLEDWATER PUMP CIR- 9.4E-OOG

CUIT BREAKER UNAVAIL.DUE MAITO
UNSCHED MAIN

9.300 H MITR 8.7E405

IECAPOI--CX9FS

IECAPOI--MP-FR

IECAPOI--MP-FS

TRAINA ESS. CHILLEDWATER PUMP ECA-
POI CONTROL CIRCUIT FAULTS

TR A ESS. CHILLEDWTR PUMP (ECA-POI)
FAILURETO RUN GIVENSTART

TR A ESS. CHILLEDWTR PUMP (ECA-POI)
FAILURETO START

2.3E-006 10.000

I.OE-006 2.000

2.1E-005 2.000

730.000 H Test Period 8.4E-004

24.000 H Mission 5.0E-004
Tlnlc

730.000 H Test Period 3.7E-004

IECAPOI--MP6CM

IECAV002--NV-RM

IECAV002--NV-RO

IECAVOII--NV-RM

IECAVOII--NV-RO

TRAINA ESS. CHILLEDWATER PUMP
(ECA-POI) UNAVAIL.DURING UNSCHED.
MAINT.

FAILURETO RESTORE MANUALVALVE
V002 AFIER UNSCHED. MAINTENANCE

LOCALFAULTMANUALVALVEV002 FAIL- 3.0E-008
URE TO REMAINOPEN

FAILURETO RESTORE MANUALVALVE
VOII AFTER UNSCHED. MAINTENANCE

LOCALFAULTMANUALVALVEV011 FAIL- 3.0E-008
URE TO REMAINOPEN

I.OE403 D Plant Spe- I.OE-003
cific

10.000 '.3E-006 D Calculated 3.3E-006

730.000 H Test Period 1.1 E-005

10.000 3.3E-006 D Calculated 3.3E-OOG

730.000 H Test Period I.IE-005

IECBEOI--AR7CM TR B ESS. CHILLER ECB-EOI UNAVAIL
ABLEDUE TO UNSCH ED. MAINT.

1.3E-004 5.000 21.000 H MTR 2.7E403

IECBEOI--ARHFR TRAINB ESS. CHILLERECB-EOI FAILTO
RUN (24 HRS)

6.0E-005 25.000 24.000 H Mission 1.4E-003
Time
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Event Name Description 'rror Factor Factor
.,Fail

Rate

U
n =.

i Factor Type
t
s

Probability

IECBEOI--ARHFS

IECBEOI--CB-FT

TRAINB ESS. CHILLERECB-EOI FAILTO
START

CHILLER ECB-EOI CIRCUITBREAKER
FAULT(FAILTO CLOSE)

I.OE-006

1.2E-006 5.000

730.000 H Test Period 3.7E-004

730.000 H Test Period 4.4E-004

IECBEOI---CBOCM TRAINB ESS. CHILLERECB-EOI CIRCUIT
BREAKER UNAVAIL.DUE TO UNSCHED.
MAINT.

9 4E.006 5.000 9.300 H MTTR 8.7E-005

IECBEOI--CX8FS

IECBFSL534-IWFNO

I ECBFI'534-ITFNO

IECBPOI--CBOCM '

ECBPOI--CX9FS

IECBPOI--MP-FR

IECBPOI--MP-FS

IECBPOI---MP6CM

TR B ESS. CHILLERECB-EOI CONTROL
CIRCUITFAULTS

ESS. CHILLEDWATER FLOW SWITCIIFSL-
534 FAILS (NO OIJIPUT)

ESS. CHILLEDWATER FLOW TRANSMIT-
TER FT-534 FAILS (NO OUTP~

TRAINB ESS CHILLEDWTR PUMP CIR-
CUIT BREAKER UNAVAILDUE TO
UNSCHED MAINT

TRAINB ESS. CHILLEDWATER PUMP ECB-
POI CONTROL CIRCUITFAULTS

TR B ESS. CHILLEDWTR PUMP (ECB-POI)
FAILURE 10 RUN GIVEN START

TR B ESS. CHILLEDWTR PUMP (ECB-POI)
FAILURETO START

TRAINB ESS. CHILLEDWATER PUMP
(ECB-POI) UNAVAILDURING UNSCHED.
MAINT.

1.6E-006 5.000 730.000 H Test Period 5.8E-004

2.6E-006 730.000 H Test Period 9.5E-004

9 4E-006 5.000 9.300 H MTTR 8.7E-005

2.3E-006 10.000 730.000 H Test Period 8.4E-004

2.1E-005 2.000

I.OE-006 2.000

24.000 H Mission 5.0E.004
Time

730.000 H Test Period 3.7E-004

I.OE-003 D Plant Spc- I.OE-003
cific

9.9E-006 10.000 730.000 H Test Period $ .6E-003
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Event Name Description
Fail;
R

Error Factor
Rate

„U',,'actor

i:. 'actor'7ype Probability
t,

IECBV065--NV-RM

IECB V065--NV-RO

IECB V068--NV-RM

IECB V068--NV-RO

IESR-ESSHVAC-2HR

IESR-WC-UNISO-HR

1EWA-UV065-CXXFO

FAILURETO RESTORE MANUALVALVE
V065 AFKR UNSCHED. MAINTENANCE

LOCALFAULTMANUALVALVEV065 FAIL- 3.0E-008
URE TO REMAIN OPEN

FAILURETO RESTORE MANUALVALVE
V068 AFTER UNSCHED. MAINTENANCE

LOCALFAULTMANUALVALVEV068 FAIL- 3.0E-008
URE TO REMAINOPEN

OPER FAILS TO INITESS SWGR RM FIVAC
IN CL ESS COOL AFTER NORM HVACTRIPS

FAILURETO UNISOLATESWGR RM NOR-
MALHVAC(INCLNORM WC) UPON LOSS
OF ESS HVAC

ECW/NCW CROSSTIE MOV UV065 FAILS
TO OPEN CONTROL CIRCUITFAULT

10.000 3.3E-006 D Calculated 3.3E-006

730.000 H Test Period I.IE-005

10.000 3.3E-006 D Calculated 3.3E-006

730.000 H Test Period I.IE-005

10.000 I.OE-003 D Calculated I.OE-003

10.000 I.E403 D Calculated I.OE-003

10.000 1.4E-002 D Calculated 1.4E-002

IEWA-UV065-MV-FO ECW/NCW CROSSTIE MOV UV065 FAILS 2.9E-006
TO OPEN

14.000 13140.000 H Test Period 1.9E-002

IEWA-UV145-CXXFO ECW/NCW CROSSTIE MOV 0 V145 FAILS
TO OPEN CONTROL CIRCUITFAULT

10.000 1.4E-O02 D Calculated 1.4E-002

IEWA-UV145-MV-FO ECW/NCW CROSSTIE MOV UV145 FAILS 2.9E-006
TO OPEN

14.000 13140.000 H Test Period 1.9E-002

IEWA2MANVS-NV-RM FAILTO RESTORE I OF2 MANVLVS INESS

COOL WATER LINES SERVICING SDHX A

IEWA2MANVS-NV-RO FARO FAULTFN I OF 2 MAN.VALVES IN
ESSEN COOL WATER LINES SERVICING
SDHX A

10.000 3.7E405 D Calculated 3.7E405

2.5E-005 D Calculated 2.5E-005
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- Event Name Description
Fail

Erroi Factor Factor
Rate

U
n
i Factor Type
t
s

Probability

I EWAB-POI-MP-CC

IEWAFSL151-IWFNO

COMMONCAUSE FAILUREOF BOTH ESS

COOLING WATER PUMPS EWA-POI 8c EWB-
POI

ESS. COOLING WATER FLOW SWITCH FSL- 1.6E-006

151 FAILS (NO OUTPUT)

30.000 9.9E-005 D Calculated 9.9E-005

730.000 H Test Period 5.8E-004

IEWAFI'151-ITFNO ESS. COOLING WATER FLOW-TRANSMIT-
TER FI'-151 FAILS (NO OVIPUT)

2.6E-006 6.000 730.000 H Test Period 9.5E-004

IEWAHCV005-NV-RM

IEWAHCV005-NV-RO

IEWAFICV071-NV-RM

IEWAHCV071-NV-RO

IEWAHCV135-NV-RM

FAILURETO RESTORE HCV;5 AFIER
UNSCHED. MAINTENANCE„

LOCALFAULTMANUALVALVEHCV-5
FAILURETO REMAINOPEN

FAILURETO RESK)RE HCV„-71 AFTER
UNSCHED. MAINTENANCE;

LOCALFAULTMANUALVALVEHCV-71
FAILURETO REMAINOPEN

FAILURETO REBORE HCV-135 AFTER
UNSCHED. MAINTENANCE

'0.000 3.3E-006 D Calculated 3.3E-006

3.0E-008 84.000 730.000 H Test Period I.IE-005

10.000 3.7E-005 D Calculated 3.7E-005

3.0E-008 84.000 730.000 H Test Period I.IE-005

10.000 3.3E-006 D Calculated 3.3E-006

IEWAHCV135-NV-RO

IEWAPOI--CB-Fl'

EWAPOI--CBOCM

LOCALFAULTMANUALVALVEHCV-135
FAILURETO REMAINOPEN

ESS. COOLING WATER TRAINA PUMP
EWA-POI CKTBRKFAULT(FQILTO CLOSE)

ESS. COOLING WATER TRAINA EWA-POI
PUMP CKTBRKOUT FOR UNSCHED
MAINT.

3.0E-008

1.2E-006 5.000

9.4E-006 5.000

730.000 H Test Period 4.4E-004

9.300 8.7E-005

730.000 H Test Period I.IE-005

IEWAPOI--CXSFS ESS. COOLING WATER TR A PUMP EWA- 3.0E-006
POI CNTRL CIRC FAULTS (FAILTO START)

730.000 H Test Period I.IE-003
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Event Name Description
R

Error Factor
Fail

- Rate

U. „;: .".',.
'n

Factor
' i Factor 7ype Probability

»:., v.'

EWAPOI--MP-FR

IEWAPOI--MP-FS

IEWAPOI--MP6CM

ESS. COOLING WATERTRAINA PUMP
EWA-POI FAILS TO RUN (24 HRS)

ESS. COOLING WATER TRAINA PUMP
EWA-POI FAILS TO START

ESS. COOLING WTR TR A PUMP (EWA-POI)
UNAVAIL.DURING UNSCHED MAINT

2.1E-005 2.000

I.OE-006 2.000

24.000 H Mission 5.0E-004
Time

730.000 H Test.'Period 3.7E-004

1.3E-003 D Plant Spe- 1.3E-003
cilic

IEWAPO I-BAC-2OP

IEWAPOI-NOBAC2OP

IEWAV021--NV-RM

IEWAV021--NV-RO

IEWAV022--NV-RM

EW A PUMP FAILS 10 RUN 24 HRS GIVEN
NO ESS HVACBUT WITH BACKUPCOOL-
ING

EW A PUMP FAILS 10 RUN 24 HRS GIVEN
NO ESSENTIAL OR BACKUPROOM COOL-
ING

FAILURE10 RESTORE EWA MANUAL
VALVEV021 AFIER UNSCHED. MAINTE-
NANCE

LOCALFAULTEWA MANUALVALVEV021 3.0E-008
FAILURE10 REMAINOPEN

FAILURETO RES10RE EWA MANUAL
VALVEV022 AFTER UNSCHED. MAINTE-
NANCE

10.000 1.4E-002 D Calculated 1.4E-002

10.000 3.0E-002 D Calculated 3.0E-002

10.000 3.7E-005 D Calculated 3.7E-005

730.000 H Test Period I. IE-005

10.000 3.7E-005 D Calculated 3.7E-005

IEWAV022--NV-RO LOCALFAULTEWA MANUALVALVEV022 3.0E-008 84.000

FAILURE10 REMAINOPEN
730.000 H Test Period I.IE-005

IEWB2MANVS-NV-RM FAILTO RES10R I OF 2 MANVLVS IN ESS

COOL WTR LINES SERVICING SDHX B

IEWB2MANVS-NV-RO FTRO FAULTIN I OF 2 MAN.VALVES IN
ESSEN COOL WATER LINES SERVICING
SDHX B

10.000 3.7E-005 D Calculated 3.7E405

84.000 2.5E-005 D Calculated 2.5E-005
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1 EWBFSLI52-IWFNO ESS. COOLING WATER FLOW SWITCH FSL- 1.6E-006
152 FAILS (NO OUTPUT)

730.000 H Test Period 5.8E-004

I EWBFI'152-ITFNO

IEWBHCV006-NV-RM

ESS. COOLING WATER FLOWTRANSMIT-
TER FI'-152 FAILS (NO OUTPUT)

FAILURETO RESOTRE HCV-6 AFTER
UNSCHED MAINTENANCE

2.6E-006 6.000

10.000

730.000 H Test Period 9.5E-004

3.3E-006 D Calculated 3.3E-006

IEWBHCV006-NV-RO

IEWBHCV072-NV-RM

1EWBHCV072-NV-RO

1EWBHCV136-NV-RM

1EWBHCV136.NV-RO

LOCALFAULTMANUALVALVEHCV-6
FAILURETO REMAINOPEN

I

FAILURETO RESOTRE HCV-72 AFTER
UNSCHED MAINTENANCE

LOCALFAULTMANUALVALVEHCV-72
FAILURETO REMAINOPEN

FAILURETO RESOTRE HCV-136 AFTER
UNSCHED MAINTENANCE

LOCALFAULTMANUALVALVEHCV-136
FAILURETO REMAINOPEN

3.0E-008

3.0E-008

3.0E-008

84.000

10.000

84.000

10.000

84.000

730.000 H Test Period I.IE-005

3.7E-005, D Calculated 3.7E-005

730.000 H Test Period 1.1 E-005

3.3E-006 D Calculated 3.3E-006

730.000 H Test Period 1.1 E-005

IEWBPOI--CB-FT

I EWBPOI--CBOCM

1 EWBPOI--CXSFS

1 EW8P01--MP-FR

1EWBP01--MP-FS

EW PUMP EWB-POI CKTBRKFAULT(FAIL
TO CLOSE)

~ EW EWB-POI PUMP CKTBRKUNAVAIL
FOR UNSCHED MAINT

EW PUMP EWB-P01 CONTROL'CIRCUIT
FAULTS (FAILTO START)

EW PUMP EWB-P01 FAILTO RUN (24HRS)

EW EWB-P01 FAILSTO START

1.2E-006 5.000

9.4E-006

3.0E-006 3.000

2.1E-005 2.000

I.OE-006 2.000

730.000 H Test Period 4.4E-004

9.300 8.7E-005

730.000 H Test Period I.IE-003

24.000 H Mission 5.0E-004
Time

730.000 H Test Period 3.7E-004
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IEWBPOI--MP6CM EW PUMP EWB-POI UNAVAILDURING
UNSCHED MAINT

1.3E-003 H Plant Spe- 13E-003
cific

IEWBP01-BAC-2OP EW B PUMP FAILSTO RUN 24HRS GIVEN
NO ESSENTIAL IIVACBUT WITHBACKUP
COOLING

10.000 , 1.4E-002 D Calculated 1.4E-002

IEWBPOI-NOHAC2OP

IEWBV043--NV-RM

EW B PUMP FAILSTO RUN 24 HRS GIVEN
NQ ESSENTIAL OR BACKUP ROOM COOL-
ING

FAILURETO RESTORE EWB MANUAL
VALVEV043 AFTER UNSCHED. MAINTE-
NANCE

10.000 3.0E-002 D Calculated 3.0E-002

10.000 3.7E-005 D Calculated 3.7E-005

IEWBV043--NV-RO

IEWBV044--NV-RM

LOCALFAULTEWB MANUALVALVEV043 3.0E-008
FAILURETO REMAINOPEN

FAILURETO RESTORE EWB MANUAL
VALVEV044 AFTER UNSCHED. MAINTE-
NANCE

84.000
r

10.000

730.000 H Test Period I.IE405

3.7E-005 D Calculated 3.7E-005

I EWBV044--NV-RO LOCALFAULTEWB MANUALVALVEV044 3.0E-008
FAILURETO REMAINOPEN

84.000 730.000 H Test Period I.IE405

IFP-ESR-AB-CO2SA

IFPA-ESRCO2-2SA

I FPB-ESRCO2-2SA

I RVNHV103-CXSFO

SPUR ACTOF CO2 FIRE PROTECTION-
BOTH ESF SWGR ROOMS (SOLID STATE
MASTER MOD)

SPUR ACTOFTRAINA ESF SWGR RM CO2
FIRE PROTECTION SYSTEM

SPUR ACTOF TRAINB ESF SWGR RM CO2
FIRE PROTECTION SYSTEM

HP HEATER BYPASS MOVHV-103 FAILSTO 1.0E-006
OPEN -CONTROL CIRCUITFAULT

10.000 4.9E-005 D Calculated 4.9E405

10.000 4.9E-005 D Calculated 4.9E-005

13140.000 H Test Period 6.6E-003

30.000 9.6E-007 D Calculated 9.6E-007
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IRVNIIV103-MV-FO

IFWNHV103-MV9CM

HP HEATER BYPASS MOVHV-103 FAILSTO 2.9E-006
OPEN - MECHANICALFAULT

HP HEATER BYPASS MOVHV-103 UNAVAIL 2.8E-005
DUE TO UNSCHED MAINT

14.000 13140.000 H Test Period 1.9E-002

116.000 H Test Period 1.6E-003

IGAN2BACKUP-2HR

IGANPS V029-RV-RC

IGANPS V033-RV-RC

IGANPSV036-RV-RC

1GANPS V047-RV-RC

1GANPS V051-RV-RC

OPERATOR FAILSTO ISOLATE HP FROM
LP NITROGEN

SAFETY RELIEF VALVEPSV-29 FAILSTO
REMAINCLOSED

SAFETY RELIEF VALVEPSV-33 FAILSTO
REMAINCLOSED

SAFETY RELIEF VALVEPSV-36 FAILSTO
REMAINCLOSED

SAFETY RELIEF VALVEPSV-47 FAILSTO
REMAINCLOSED

SAFETY RELIEF VALVEPSV-51 FAILSTO
REMAINCLOSED

4.0E-006

4.0E-006 5.000

4.0E-006

4.0E-006 5.000

4.0E-006

1.000

24.000

24.000

24.000

24.000

24.000

D Screening 1.000
value

H Mission 9.6E-005
Time

H Mission 9.6E-005
Time

H Mission 9.6E405
Time

H Mission 9.6E-005
Tlnle

H Mission 9.6E-005
Time

1GANPS V081-RV-RC

IGANPV031-AV-RO

IGANPV038-AV-RO

IGANSYSTEM —2OP

IGANV226--NV-RO

SAFETY RELIEF VALVEPSV-81 FAILSTO
REMAINCLOSED

LOCALFAULTAIR-OPERATED VALVEPV-
~ 31 FAILSTO REMAINOPEN

LOCALFAULTAIR-OPERATED VALVEPV-
38 FAILSTO REMAINOPEN

FAILUREOF SERVICE GAS TO PROVIDE N2
TO INSTR. SYSTEM HEADER (LONGTERM)

LOCALFAULTMANUALVALVEV226
FAILSTO REMAINOPEN

4 OE-006

2.3E407

2.3E-007

3.0E-008 84.000

24.000

24.000

H Mission
Time

H Mission
Tlnle

9.6E-005

2.8E-006

168.000 H Test Period 1.9E-005

1.000 D Screening 1.000
value

24.000 H Mission 3.6E-007
Tllne
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1GANV235--NV-RO LOCALFAULTMANUALVALVEV235
FAILSTO REMAINOPEN

3.0E-008 84.000 24.000 H Mission 3.6E-007
Tllne

IGANV242--CV-RO HP HEADER CHECK VALVEV242 FAILSTO 2.3E-007
REMAINOPEN

24.000 H Mssion
Time

5.5E-006

IGANV243--NV-RO

IGANV244--NV-RQ

IGANV247--NV-RO

IGANV248--NV-RO

I HAAHVACARV-2OP

IHAAHVACCSS-20P

IHAAHVACEWS-20P

IHAAHVACHPS-2OP

IHAAHVACLPS-2QP
j

IHAHHVACAFW-2OP

IHABHVACCSS-2QP

LOCALFAULTMANUALVALVEV243
FAILSTO REMAINOPEN

LOCALFAULTMANUALVALVEV244
FAILSTO REMAINOPEN

LOCALFAULTMANUALVALVEV247
FAILSTO REMAINOPEN

LOCALFAULTMANUALVALVEV248
FAILSTO REMAINOPEN

AFA-P01 PUMP ROOM ESS HVACAHU
FAILS DUE TO LOCALFAULTS

CONT. SPRAY TR. A PUMP ROOM COOL-
ING UNITFAILS DUE TQ LOCALFAULT

ESS. COOLING PWATER TRAINA PUMP
EWA-POI ROOM COOLING LOCALFAULTS

HPSI TR. A PUMP ROOM COOLING UNIT
FAILS DUE TO LOCALFAULT

LPSI TR. A PUMP ROOM COOLING UNIT
FAILS DUE TO LOCALFAULT

AFB-P01 PUMP ROOM ESS HVACAHU
FAILS DUE TO LOCAL'AULTS

CONT. SPRAY TR. B PUMP ROOM COOLING
UNITFAILS DUETO LOCALFAULT

3.0E-008 84.000 5840.000 H Test Period 8.8E-005

3.0E-008 84.000 24.000 H Mission 3.6E-007
Tlnle

3.0E-008 84.000 5840.000 H Test Period 8.8E-005

5.000 2.7E-003 D Calculated, 2.7E-003
4

3.4E-003 D Calculated 3.4E-003

3.4E403 D Calculated 3.4E-003

3.4E-003 D Calculated 3.4E-003

3.4E403 D Calculated 3.4E-003

2.7E-003 D Calculated 2.7E-003

3.4E-003 D Calculated 3.4E-003

3.0E-008 84.000 24.000 H Mission 3.6E-007
Time
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IHABHVACEWS-2OP

I HABHVACHPS-2OP

I HABHVACLPS-2OP

I HAN-AUXHVAC-20P

ElV PUMP ElVB-POI ROOM COOLING
LOCALFAULTS

HPSI TR. B PUMP ROOM COOLING UNIT
FAILS DUE TO LOCALFAULT

LPSI TR. B PUMP ROOM COOLING UNIT
FAILS DUE TO LOCALFAULT

NORM AUXBLDG HVACFAILS DUE TO
LOCALFA'ULTS(2 FANS,2 BD DAMPERS,5
AIRP DAMPER

3.4E-003 D Calculated 3.4E-003

3.4E-003 D Calculated 3.4E-003

3.4E-003 D Calculated 3.4E-003

5.000 7.2E-004 D Calculated 7.2E-004

IHJ-AB-F04-ARFCC

IHJA-CRHVACA-2OP

IHJA-F04--AR6CM

COMMONCAUSE FAILTO START Ec RUN
OF BOTH CR ESS HVACAHUS

ESS CR HVACTR A UNIT(HJA-F04) FAILS
TO OPERATE

TR AESS CR HVACAHU (IUA-F04)
UNAVAILDUE TO MAINTENANCE

17.000

10.000

3.5E-005 D Calculated 3.5E-005

I.IE-003 D Calculated I.IE-003

4.0E-004 D Plant Spe- 4.0E-004
cific

IHJA-M01—DM-FO

IIUA-MOI--DM-RO

IIIJA-M05--DMMRO

16.000 730.000 H Test Period 3.7E-004NORM CONTROL RM HVACAIR-OP ISOL I.OE-006
DAMPER (HJA-M01) FAILSTO RE-OPEN

CORIROLRMNORMAHUAIR-OPOUTLET 2.5E-007

. DAMPER (HJA-M01) FAILSTO REMAIN
~ OPEN

CR TR AESS AHUDISCHARGE FIRE
DAMPER HJA-M05 FAILSTO REMAIN
OPEN

24.000 H Mission 6.0E-006
Tune

10.000

2.5E-007 10.000 730.000 H Test Period 9.1E-005

IHJA-M06--DMMRO CR TR A ESS AHUDISCHARGE FlRE
DAMPER HJA-M06 FAILSTO REMAIN
OPEN

2.5E-007 10.000 730.000 H Test Period 9.1E-005
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IHJA-M12--DMMRO

IHJA-M13—DMMRO

IHJA-M17--DMMFO

IIIJA-M18--DMMRO

IHJA-M19—-DMMRO

IHJA-M33--DMMRO

IHJA-M34—CXXRO

CR TR A ESS AHUINTAKEDAMPER HJA-
M12 FAILSTO REMAINOPEN

CR TR A ESS AHUINTAKEFIRE DAMPER
HJA-M13 FAILSTO REMAINOPEN

ESF S'tVITCHGEAR ROOM BACKDRAFT
DAMPER HJA-M17 FAILSTO OPEN

ESF SWITCHGEAR RM FIRE DAMPER HJA-
M18 FAILSTO REMAINOPEN

ESF SWITCHGEAR RM FIRE DAMPER HJA-
M19 FAILSTQ REMAINOPEN

ESF SWITCHGEAR ROOM FIRE DAMPER
HJA-M33 FAILSTO REMAINOPEN

ESF SWITCHGEAR ROOM HVACDAMPER
HJA-M34 SOV CONTROL CIRCUITFAULT

2.5E-007 10.000

2.5E-007

I.IE-007

10.000

10.000

2.5E-007 10.000

2.5E-007 10.000

10.000

2.5E-007 10.000

730.000 H Test Period 9.1E-005

730.000
'

Test Pehod 9.1E405

4380.000 H Test Period 2.4E-004

13140.000 H Test Period 1.6E-003

13140.000 H Test Period 1.6E-003

13140.000 H Test Period 1.6E403

13E405 D Calculated 13E-005

IHJA-M34--DM-RO ESF SWITCHGEAR ROOM HVACDAMPER
HJA-M34 FAILSTO REMAINOPEN

2.5E-007 10.000 24.000 H Mssion 6.0E406
Time

IHJA-M34—SV-RO ESF SWITCHGEAR ROOM HVACDAMPER 9.0E-007
SOLENOID VALVEFOR HJA-M34 FAILS TO
REMAINOPEN

24.000 'H Mission 2.2E405
Time

IHJA-M35--DMMRO ESF SWITCHGEAR RM FIRE DAMPER HJA- 2.5E-007
M35 FAILSTO REMAINOPEN

10.000 13140.000 H Test Period 1.6E-003

IHJA-M37--DMMRO ESF SWITCHGEAR ROOM FIRE DAMPER
HJA-M37 FAILSTO REMAINOPEN

2.5E-007 10.000 36.000 H Mssion 9.0E406
Time/
Detection
Period

IHJA-M38--DMMFO ESF SWITCHGEAR ROOM BACKDRAFT 1.1 E-007 10.000 4380
DAMPER HJA-M38 FAlLSTO OPEN

H Test Period 2.4E-004
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IEUA-M52—DM-FO

1HJA-M52--DM-RO

IHJA-M62--CXXFO
„

NORM CONRTOL RM HVACAIR-OP ISOL 1.0E-006
DAMPER (HJA-M52) FAILSTO RE-OPEN

CONTROL ROOM NORM AHU INTAKEAIR- 2.5E-007
OP DAMPER (HJA-M52) FAILSTO REMAIN
OPEN

ESS DC EQUIP ROOM AIR-OP HVAC
DAMPER HJA-M62 SOV CONTROL CIR-
CUITFAULT

16.000

10.000

10.000

730.000 H Test Period 3.7E-004

24.000 H Mission 6.0E-006
Time

1.4E-004 D Calculated 1.4E-004

1EUA-M62--DM-FO

1HJA-M62--DM9CM

1HJA-M62—SV-FO

IHJA-M66--CXXFO

IHJA-M66—CXXRO

IHJA-M66—DM-FO

1HJA-M66—DM-RO

ESS DC EQUIP ROOM AIRNPHVAC
DAMPER HJA-M62FAILSTO OPEN

ESS DC EQUIP ROOM AIR-OP HVAC
DAMPER HJA-M62 UNAVAILDUE TO
UNSCHED MAINT

ESS DC EQUIP ROOM AIR-OP DAMPER 9.1E-007
SOLENOID VALVEFOR HJA-M62 FAILS TO
OPEN

NORM ESF SWGR RM HVACDAMPER HJA-
M66 FAILSTO REOPEN -CONT CIRC FAULT

NRM ESF SWGR RM HVACDAMPER OUA-
M66) FAILSTO REMAINOPEN -CONTROL

: CIRC FAULTS

NORM ESF SWGR RM HVACAIR-OP ISOL
DAMPER (HJA-M66) FAILSTO REOPEN

ESF SWITCHGEAR ROOM HVACAIR-OP 2.5E-007
DAMPER HJA-M66 FAILSTO REMAIN.
OPEN

2.8E-005 3.000 21.000 H MTIR 5.9E-004

730.000 H Test Period 3.0E-004

3.2E-004 D Calculated 3.2E-00410.000

1.4E-004 D Calculated 1.4E-00410.000

3.0E-003 D Calculated 3.0E-00316.000

10.000 24.000 H Mission 6.0E-006
Time

1.0E-006 16.000 730.000 H Test Period 3.7E-004
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I I IJA-M66--DM9CM NORM ESF SWGR RM HVACAIR-OP
DAMPER HJA-M66 UNAVAILDUE TO
UNSCI IED MAINT

2.8E-005 3.000 21.000 H MTIR 5.9E-004

IHJA-M67--DMMRO NORMAVESS. ESF DC EQUIP. RM FIRE
DAMPER HJA-M67 FAILSTO REMAIN
OPEN

2.5E-007 10.000 48.000 H Mission
Time/
Detection
Period

1.2E-005

IHJA-M68--DMMRO NORMAVESS. ESF DC EQUIP. RM FIRE
DAMPER HJA-M68 FAILSTQ REMAIN
OPEN

2.5E-007 10.000 48.000 H Mission 1.2E-005
Time/
Detection
Period

IHJA-M73--DMMRO NORMAVESS. ESF DC EQUIP. RM FIRE
DAMPER HJA-M73 FAILSTO REMAIN
OPEN

2.5E-007 10.000 36.000 H Mission 9.0E-006
Time/
Detection
Period

IHJA-M76--DMMRO CR TR A ESS AHUINTAKEMANUAL
DAMPER HJA-M76 FAILSTO REMAIN
OPEN

2.5E-007 10.000 730.000 H Test Period 9.IE-005

I HJA-M77--DMMRO

IHJA-UY-7A-SV-FO

IHJA-UY-7A-SV-RO

10.000

9.1E-007 3.000

9.0E-007 3.000

CR TR A ESS AHUDISCHARGE MANUAL 2.5E-007
DAMPER HJA-M77 FAILSTO REMAIN
OPEN

NORM CONTROL RM HVACAIR-OP
DAMPER (HJA-MOI)SQV FAILS TO RE-
OPEN

CONTROL RM NORM AHUAIR-OP
DAMPER (HJA-MOI)SOV FAILS TO
REMAINOPEN

730.000 H Test Period 9.1E-005

730.000 H Test Period 3.0E-004

24.000 H Mission 2.2E-005
Time
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IklJA-UY-7B-SV-FO

I IUA-UY-7B-SV-RO

NORM CONTROL RM kIVACAIR-OP 9.1E-007 3.000
DAMPER (IUA-M52)SOV FAILS TO RE-

OPEN

CONTROL ROOM NORM AHUAIR-OP 9.0E-007 3.000
DAMPER (HJA-M52) SOV FAILS TO
REMAINOPEN

730.000 H Test Period 3.0E-004

24.000 H Mission 2.2E-005
Tllne

IHJA-UY58C-SV-FO

IHJA-UY58C-SV-RO

NORM ESF SWGR RM HVACAIR-OP
DAMPER (HJA-M66) SOV FAILS TO
REOPEN

NORM ESF SWITCHGEAR RM HVACAIR-
OP DAMPER (HJA-M66) SOV FAILSTO
REMAINOPEN

9.0E-007 3.000

1.0E-003 D Calculated 1.0E-003

24.000 H Mission 2.2E-005
Time

IHJA-Z03--AR6CM

IHJAB-NORM-DM9CM

11UAHVACDCEQ-2OP

I IIJAHVACESGR-2OP

I HJAUY7A-7BCXXFO

ESS ESF SWGR RM HVACTRAINA AHU
(HJA-Z03) UNAVAILDUE TO MAINTE-
NANCE

I OF 4 NORM AHUIN OUT AIR-.OP DMPRS 2.8E-005
UNAVAILDUE TO MAINT(HJA/B
MOIW52,M55) UNA

TR A ESS ESF EQUIP ROOM HVACLOCAL
, UNIT(HJA-Z04) FAILSTO OPERATE

ESSENTIAL ESF SWITCHGEAR:ROOM
HVACTRAINALOCALUNITFAILSTO
OPERATE

NORM CR HVACTR A DAMPERS (M01,
M52) FTRO DUE TO COMMON CNTLCIRC
FAULT

'.1E-004 D Plant Spe- 2.1E-004
cific

100.000 H hfITR 2.8E-003

8.3E-003 D Calculated 8.3E-003

1.7E-003 D Calculated 1.7E-003

5.0E-004 D Calculated 5.0E-004
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IHJAUY7A-78CXXRO

IHJB-CRHVACB-2OP

CR NORM AHUTR A DAMPERS (M01, M52)
FfRO DUE TQ COMMONSOV CNTLCIRC
FAULT

ESS CR HVACTR 8 AHU (IUB-F04) FAILS
TO OPERATE

10.000

3.6E-004 D Calculated 3.6E-004

1.1 E-003 D Calculated I.IE-003

I HJB-F04--AR6CM

IIUB-MOI—DM-FQ

IHJB-MOI--DM-RO

IHJB-M06—DMMFO

IEUB-M07—DMMRO

IHJB-M14—DMMRO

IHJB-M25—DMMRO

TR 8 ESS CR HVACAEIU (HJB-F04)
UNAVAILDUE TO MAINTENANCE

NORM CR HVACAIR-OP ISOL DAMPER
(HJB-M01) FAILSTO RE-OPEN

CR NORM AHUAlR-OP OUTLETDAMPER
(IUB-M01) FAILS TO REMAINOPEN

CR TR 8 ESS AHU DISCHARGE BACK
DRAFfDAMPER FIJB-M06 FAILS TO OPEN

CR AHU DISCHARGE FIRE DAMPER HJB-
M07 FAILSTO REMAINOPEN

CR AHU DISCHARGE FIRE DAMPER HJB-
M14 FAILSTO REMAINOPEN

CR AHU INTAKEFIRE DAMPER HJ8-M25
FAILSTO REMAINOPEN

1.0E-006

4.0E-004 D Plant Spc- 4.0E-004
cific

16.000 730.000 H Test Period 3.7E-004

2.5E-007 10.000 24.000 H Mission 6.0E-006
Time

2.5E-007 10.000 24.000 H Mission 6.0E-006
Tlnle

2.5E-007 10.000 24.000 H Mission 6.0E-006
Tlnle

2.5E-007 10.000 24.000 H Mission 6.0F 006
Time

1.1 E-007 10.000 . 730.000 H Test Period 4.0E-005

I EUB-M26—DMMRO CR AHU INTAKEFIRE DAMPER HJB-M26
FAILSTO REMAINOPEN

2.5E-007 10.000 24.000 H Mission 6.0E-006
Time

IHJ8-M27--DMMFO CRTR 8 ESS AHU INTAKEBACKDRAFT
DAMPER HJB-M27 FAILSTO REMAIN
OPEN

1.1 E-007 10.000 730.000 H Test Period 4.0E405

IHJB-M29--DMMRO ESF SEVITCHGEAR RM FIRE DAMPER HJB- 2.5E-007
M29 FAILSTO REMAINOPEN

10.000 13140.000 H Test Period 1.6E403
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:- 'Event Natlte',,'';,".",.",:,':,.-'.. '.',:: '. '.„'.'Descr'iption -.".":-', =.-.'"-;".-'-=',;Rate Factpr»:--'-.'--:-::.,-; Factor"::.'~ 'i'i:-i

IHJB-M30—DMMRO ESF SWITCHGEAR RM FIRE DAMPER HJB- 2.5E-007
M30 FAILSTO REMAINOPEN

10.000 13140.000 H Test Period 1.6E-003

1HJB-M31—DM-FO ESF SWITCHGEAR ROOM HVACAIR-OP
DAMPER HJB-M31 FAILSTO OPEN

1.0E-006 16.000 730.000 H Test Period 7.3E-004

IIU8-M31—DM9CM ESF SWITCHGEAR ROOM AIR-OP DAMPER 2.8E-005
HJB-M31 UNAVAILDUE TO UNSCHED
MAINT

21.000 H MTIR 5.9E-004

11UB-M31--SV-FO

I IUB-M31M58CXXFO

ESF SWITCHGEAR ROOM HVACDAMPER 9.1E-007
SOLENOID VALVEFOR HJ8-M31 FAILSTO
OPEN

CONTROL CIRC COMMONTO ESS DC EQ
RM DAMPERS HJB-M31 &HJB-M58 FAIL
TO OPEN

730.000 Fl Test Period 6.0E-004

10.000 1.4E-004 D Calculated 1.4E-004

II0B-M39—DMMRO

IHJB-M40—DMMRO

IHJB-M41—DMMRO

IHJB-M42—DMMFO

IIUB-M55—DM-FO

ESF SWITCHGEAR ROOM FIRE DAMPER
HJB-M39 FAILSTO REMAINOPEN

ESF SWITCHGEAR RM FIRE DAMPER HJB-
M40 FAILSTO REMAINOPEN .

ESF SWITCHGEAR ROOM FIRE DAMPER
HJB-M41 FAILSTO REMAINOPEN

: ESF SWITCHGEAR ROOM BACKDRAFT
'AMPER HJB-M42 FAILSTO OPEN

NORM CR HVACAIR-OP ISOL DAMPER
ggB-M55) FAILS TO RE-OPEN;

2.5E-007 10.000

2.5E-007 10.000

1.1 E-007 10.000

I.OE406 16.000

2.5E-007 10.000

13140.000 H Test Period 1.6E-003

13140.000 H Test Period 1.6E-003

13140.000 H Test Period 1.6E-003

4380 H Test Period 2.4E-004

730.000 H Test Period 3.7E-004

IHJB-M55—DM-RO

I HJB-M58—DM-FO

CR NORM AHUINTAKEAIR-OP DAMPER
(HJB-M55) FAILS TO REMAINOPEN

ESS DC EQUIP ROOM AIR-OP HVAC
DAMPER HJB-M58 FAILSTO OPEN

2.5E-007 10.000

1.0E-006 16.000

24.000

730.000

H Mssion 6.0E-006
Tllne

H Test Period 3.7E-004
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I HJB-M58--DM9CM ESS. DC EQUIP ROOM AIR-OP HVAC
DAMPER HJB-M58 UNAVAILDUE TO
UNSCHED MAINT

2.8E-005 3.000 21.000 H MTIR 5.9E-004

IHJB-M58—SV-FO

IHJB-M66—CXXFO

IHJB-M66--CXXRO

ESS DC EQUIP ROOM AIR-OP HVAC
DAMPER SOV FOR HJB-M58 FAILS10
OPEN

NORM ESF SWGR RM HVACDAMPER HJB-
M66 FAILS10 REOPEN -CONT CIRC FAULT

NRM ESF SWGR RM HVACDAMPER (HJB-
M66) FAILSTO REMAINOPEN -CONTROL
CIRC FAULTS

9.1E-007 3.000

10.000

730.000 H Test Period 3.0E-004

3.2E-004 D Calculated 3.2F 004

1.4E-004 D Calculated 1.4E-004

IHJB-M66—DM-FO

IHJB-M66--DM-RO

NORM ESF SWGR RM HVACAIR-QP ISOL
DAMPER (HJB-M66) FAILS TO REOPEN

ESF SWITCHGEAR ROOM FIVACAIR-QP
DAMPER HJB-M66 FAILSTO REMAIN
OPEN

2.5E-007 10.000 24.000 H Mission 6.0E-006
Time

16.000 3.0E-003 D Calculated 3.0E-003

IHJB-M66—DM9CM NORM ESF SWGR RM HVACAIR-OP
DAMPER HJ B-M66 UNAVAILDUE TO
UNSCHED MAINT

2.8E-005 3.000 21.000 H MTIR 5.9E-004

IHJB-M68—DMMRO NQRMAVESS. ESF DC EQUIP. RM FIRE
DAMPER HJB-M68 FAILS10 REMAIN
OPEN

2.5E-007 10.000 48.000 H Mission 1.2E-005
Time/
Dctcction
Period

IHJB-M69—DMMRO NORMAIJESS. ESF DC EQUIP. RM FIRE 2.5E-007 10.000
DAMPER HJ8-M69 FAILS TO REMAIN
OPEN

48.000 H Mission 1.2E405
Time/
Detection
Period

~ 4
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lfUB-M72—DMMRO NORMAVESS.ESFDCEQUIP.RMFIRE 2.5E-007
DAMPER HJB-M72 FAILSTO REMAIN
OPEN

10.000 48.000 H Mission 1.2E-005
Time/
Detection
Period

IHJB-M75—DMMRO ESSENTfAL DC EQUIP ROOM FIRE
DAMPER FAILSTO REMAINOPEN

2.5E-007 10.000 13140.000 H Test Period 1.6E-003

IHJB-M78—DMMRO

IHJB-M79—DMMRO

CR TR B ESS AHUDISCHARGE MANUAL
DAMPER HJB-M78 FAILSTO REMAIN
OPEN

CR TR B ESS AHUDISCHARGE MANUAL
DAMPER HJB-M79 FAILSTO REMAIN
OPEN

2.5E-007

2.5E-007

10.000

10.000

730.000 H Test Period 9.1E-005

730.000 H Test Period 9.1E-005

IHJB;UY-8A-SV-FO NORM CR HVACAIR-OP DAMPER (HJB-
MOI)SOV FAILS TO RE-OPEN

IHJB-UY-8A-SV-RO CRNORMAHUAIR-OP DAMPER(HJB-M01)
FAILSTO REMAINOPEN

'k

IHJB-UY-8B-SV-FO NORM CR HVACAIR-OP DAMPER (HJB-
M55) SOV FAILSTO RE-OPEN „.

IIIJB-UY-8B-SV-RO CRNORMAHUAIR-OP DAMPER(HJB-M55)
'SOV FAILSTO REMAINOPEN .

I fIJB-UY62E-SV-FO NORM ESF SNGR RM HVACAIR-OP
DAMPER (HJB-M66) SOV FAILS'TO
REOPEN

1HJB-UY62E-SV-RO NORM ESF SWITCHGEAR RM HVACAIR-
OP DAMPER (HJB-M66) SOV FAILSTO
REMAINOPEN

9.1E-007 3.000

9.0E-007

9.1E-007 3.000

9.0E-007

9.0E-007'.000

730.000 H Test Period 3.0E-004

24.000 H Mission 2.2E-005
Time

730.000 H Test Period 3.0E-004

24.000 H Mission 2.2E-005
Time

24.000 H Mission 2.2E-005
Time

1.0E-003 D Calculated 1.0E-003
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I IIJB-Z03--AR6CM

IkU8HVACDCEQ-2OP

IHJBI IVACESGR-2OP

IHJBUY8A-8BCXXFO

IHJBUY8A-8BCXXRO

IHJN-A02--AR8CM

IHJN-A02--ARFFS

IHJN-A02--CXXFS

IHJN-A03--AR8CM

ESS ESF SIVGR RM HVACTRAINB A'IIU
(HJB-Z03) UNAVAlLDUE TO MAINTE-
NANCE

ESSENTIAL ESF SIVITCHGEARROOM
HVACLOCALUNITFAILS TO OPERATE

ESSENTIAL ESF SIVITCHGEARROOM
HVACTRAINB LOCALUNITFAILS TQ
OPERATE

NORM CR HVACTR B DAMPERS (MOI,
M55) FAILTO RE-OPEN DUE TO COMMON
CNTL CIRC FAU

CR NORM AHUTR B DAMPERS (MOI,M55)
FTR OPEN DUE TO CQMMQNSOV CNTL
CIRC FAULT

4

NORMALOPERATING CONTROLRM HVAC
AHUHJN-A02 UNAVAILABLEDUE TO
MAINTENANCE

NORM CONTROL RM HVACAHU (HJN-
A02) FAILS TO RESTART AFITR TRIP

NORM CONTROL RM IIVACAHU (HJN-
A02) FAILSTO RESTART - CNTLCIRC
FAULT .

NORMALESF SIVGR RM HVACAHU (kUN-
A03) UNAVAILABLEDUE TO MAINTE-
NANCE

2.1E-004 D Plant Spe- 2.1E-004
cific

8.3E-003 D Calculated 83E-003

1.7E-003 D Calculated 1.7E403

5.0E-004 D Calculated 5.0E-004

3.6E-004 D Calculated 3.6E-004

13E-003 D Plant Spe- 13E-003
cific

10.000 4.7E-005 D Calculated 4.7E-005

10.000 8.7E-004 D Calculated 8.7E404

1.3E-003 D Plant Spe- 1.3E-003
cific

I IlJN-A03--ARFFS NORM ESF SivGR ROOM HVACAIIU(HJA-
A03) FAILSTO RESTART AFTER TRIP

10.000 4.7E-005 D Calculated 4.7EM5
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I HJN-A03--CXXFS NORM ESF SWGR ROOM HVACAHU (FIJN-
A03) FAILSTO RESTART -CNTL CIRC
FAULT

10.000 1.3E-003 D Calculated 1.3E-003

I HJN-M107-DMMRO ESF SWITCHGEAR ROOM FIRE DAMPER 2.5E-007 10.000
HJN-M107 FAILSTO REMAINOPEN

48.000 H Mission 1.2E-005
Time I
Detection
Period

I IUN-M59--DMMRO NORMALESF SWITCHGEAR RM FIRE 2.5E-007 10.000
DAMPER HJN-M59 FAILSTO REMAIN
OPEN

36.000 H Mission 9.0E-006
Time/
Detection
Period

I ION-M60--DMMRO

I HJN-M62--DMMRO

NORMAUESS. ESF DC EQUIP. RM FIRE
DAMPER HJN-M60 FAILSTO RRMAIN
OPEN

NORM ESF SWITCHGEAR ROOM FIRE
DAMPER HJN-M62 FAILSTO REMAIN
OPEN

2.5E-007 10.000

2.5E-007 10.000

24.000

48.000 H Mission
Time I
Detection
Period

1.2E-005

H Mission 6.0E-006
Time

I HJN-M63--DMMRO NORM ESF SWITCHGEAR ROOM FIRE
DAMPER HJN-M63 FAILSTO REMAIN
OPEN

2.5E-007 10.000 48.000 H Mission
Time/
Detection
Period

1.2E-005

I HJN-M64--DMMRO ESF SWITCHGEAR ROOM BACKDRAFT
DAMPER HJN-M64 FAILSTO REMAIN
OPEN

'I

2.5E-007 10.000 48.000 H . Mission
Time I
Detection
Period

1.2E-005
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IIIJN-M65--DMMRO

IHJN-M99--DMMRO

NORM ESF SWGR ROOM BACKDRAFT
DAMPER HJN-M65 FAILSTO REMAIN
OPEN

NORMALESF SWITCHGEAR RM FIRE
DAMPER HJN-M99 FAILSTO REMAIN
OPEN

2.5I':007 10.000 48.000

2.5E-007, 10.000 36.000

H Mission
Time I
Detection
Period .

H Mission
Time/
Detection
Period

1.2E405

9.0E-006

IHJNI IVAC-CR-2OP

IHJNHVACESGR-2OP

IHLI-2HR-OP-2HR

IHLI2MV-CC-MV-CC

IHOTWELLFILI -FIR

NORMALOPERATING CR HVACFAILS TO
PROVIDE COOLING - LOCALFAULTS

NORMALLYOPER ESF SWGR RM HVAC
FAILSTO PROVIDE COOLING - LOCAL
FAULTS

OPERATOR FAILURETO INITIATEHOT
LEG INJ AT2 HOURS.

COMMONCAUSE FAILUREOF EITHER SET
OF INJ MOV'S:2 OF 2 FAIL

OPERATOR FAILS TO LINE-UP MANUAL
HQTWELLFILLUPON LOW CONDENSER
LEVEL

10.000 3.4E-004 D Calculated 3.4E-004

3.4E-004 D Calculated 3.4E-004

10.000 43E403 D Calculated 4.3E-003

10.000 4.0E-004 D Calculated 4.0E-004

30.000 I.IE-004 D Calculated 1.1 E-004

IIAN-COIA-AIUGR

IIAN-COIA-ARAFS

LOCALFAULTAIR COMPRESSOR COI A
FAILSTO RUN (24 HRS)

LOCALFAULT- AIRCOMPRESSOR A
FAILSTO START (AFTER RECOVERY OF
OFFSITE POWER) ".

2.9E-004 25.000

I.OE-006 5.000

24.000 . H Mission 7.0E-003
Time

5840.000 H Test Period — 2.9E-003

IIAN-COIA-CX7FS CONTROL CIRCUITFAILURE- COMPRES- 1.0E-006

SOR A CIRCUITBRKR FAILTO CLOSE
.5840.000 H Test Period 2.98-003
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'vcntNamc
"3

"'' Description .;:.~ " . "';,'; " ";- Factor."::.",: -. i,.;.~;;;"'-,:~

':;;:::."'Prob'abiliiy',-'IAN-Col

B-AR7CM COMPRESSOR B UNAVAIL.DUE TO
UNSCHEDULED MAINTENANCE

1.3E-004 5.000 116.000 H MITR 1.5E-002

I IAN-COIB-ARAFR LOCALFAULTAIRCOMPRESSOR B (FAILS 2.9E-004
TO RUN)

H Mission 7.0E-003
Tlnle

I IAN-COIB-ARAFS

IIAN<01B-CX7FS

LOCALFAULTAIRCOMPRESSOR B (FAILS
TO START)

CONTROL CIRCUITFAILURE-COMPRES-
SOR B CIRCUITBREAKER FAILTO CLOSE

I.OE-006 5.000

I.OE-006

5840.000 H

5840.000 H

Test Period 2.9E-003

Test Period 2.9E-003

IIAN-COIC-AR7CM

IIAN-COIC-ARAFR

COMPRESSOR C UNAVAIL.DUE TO
UNSCHEDULED MAINTENANCE

LOCALFAULTAIRCOMPRESSOR C (FAILS
TO RUN)

1.3E-004 5.000

2.9E-004 24.000 H

116.000 H

Mission
Time

1.5E402

7.0E-003

IIAN-COIC-ARAFS LOCALFAULTAIRCOMPRESSOR C (FAILS I.OE-006
TO STAR+

5840.000 'H Test Period 2.9E-003

IIAN-COlC-CX7FS

IIAN-EOIA-ARCIL

CONTROL CIRCUITFAILURE-COMPRES-
SOR C CIRCUITBREAKER FAILTO CLOSE

LOCALFAULTOF AFIERCOOLER

I.OE-006

3.0E-009 10.000

5840.000 H

24.000 H

Test Period 2.9E-003

Mission 7.2E-008
Time

IIAN-EOIB-ARCIL

I IAN-EOIC-ARCIL

IIAN-FOIA-FXAPG

IIAN-FOIB-HDiPG

: LOCALFAULTOF AFTER COOLER B

LOCALFAULTOF AFIERCOOLER C

COMPRESSOR A, INTAKEFILTER
PLUGGED

COMPRESSOR B, INTAKEFILTER
PLUGGED

3.0E-009

3.0E-009

6.8E-006

6.8E-006

10.000 5840.000 H

10.000 5840.000 H

10.000 24.000 H

10.000 24.000 H

Test Period 8.8E-006

Test Period 8.8E-006

Mission 1.6E-004
Time

Mission 1.6E-004
Time
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I IAN-FOIC-FXAPG

IIAN-F02A-FXAPG

IIAN-F03A-FXAPG

COMPRESSOR C, INTAKEFILTER
PLUGGED

AIRFILTER IAN-F02APLUGGED

AIRFILTER IAN-F03APLUGGED

6.8I':006 10.000 24.000

6.8E-006 10.000 24.000

6.8F 006 10.000 24.000

H

H

H

Mission
TIInC

Mission
TlnlC:

Mission
Tune

1.6E-004

1.6E-004

I IAN-MOIA-ARDPG LOCALFAULTOF AIR DRYER gAN-MOIA) I.OE-005 10.000 24.000 H Mission
TlnlC

2.4E404

IIAN-XOIA—TK-EL

IIAN-XOIB-TK-EL

EXCESSIVE LEAKAGEFROM AIR
RECEIVER A

EXCESSIVE LEAKAGEFROM AIR
RECEIVER B

I.OE-009 30.000 24.000

I.OE-009 30.000 5840.000

H Mission
Time

Test Period

2.4E4)08

2.9E-006

IIAN-XOIC-TK-EL

IIANCOMPRS-ARACC

IIANCOMPRS-ARSCC

IIANPIC-39-1WPNO

EXCESSIVE LEAKAGEFROM AIR
RECEIVER C

COMMONCAUSE FAILUREOF ALLTHREE
COMPRESSORS - (FAI LTO OPERATE)

COMMONCAUSE FAILUREOF COMPRES-
SORS B ANDC FAILTO START

IAPRESS. INDICATINGCONTROLLER
(SWITCH) FAILS TO OPERATE (B Ec C
COMP. ACT. FAIL

I.OE-009 30.000 5840.000 H

17.000 I.IE-005 D

17.000 2.OE-003
'

1.4E-006 14.000 5840.000 H

Test Period 2.9E-006

Calculated 1.1E-005

Calculated 2.0E-003

Test Period 4.1E-003

IIANPSV012-RV-RC

IIANPSV013-RV-RC

SAFETY RELIEF VALVEPSV-12 FAlLSTO
REMAINCLOSED

SAFETY RELIEF VALVEPSV-13 FAILSTO
REMAINCLOSED

4.0E-006 5.000

4.0E-006 5.000

24.000

5840.000

H

H

Mission 9.6E~5
Tune

Test Period 1.2E402
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I IANPSV014-RV-RC

I IANPSV015-RV-RC

I IANPSVOI6-RV-RC

SAFETY RELIEF VALVEPSV-14 FAILSTO
REMAINCLOSED

SAFETY RELIEF VALVEPSV-15 FAILSTO
REMAINCLOSED

SAFETY RELIEF VALVEPSV-16 FAILSTO
REMAINCLOSED

4.0E-006 24.000 H Mission
TlnlC

9.6E-005

4 OE-006 5840.000 H Test Period 1.2E-002

4.0E-006 5.000 5840.000 H Test Period 1.2E-002

IIANPSV017-RV-RC

1 IANTRIPS-A-2ST

I IANTRIPS-B-2ST

SAFETY RELIEF VALVEPSV-17 FAILSTO
REMAINCLOSED

SPURIOUS TRIPS - COMPRESS "A (AIR-OIL
PRESS, TEMP.,ORVIBR)

SPURIOUS ZIPS - COMPRESS B (AIR-OIL
PRESS, TEMP.,ORVIBR)

4.0E-006 5840.000 H Test Period 1.2E-002

10.000 1.0E-003 D Calculated 1.0E-003

10.000 I.OE-003 D Calculated I.OE-003

IIANTRIPS-C-2ST SPURIOUS TRIPS - COMPRESS 'C (AIR-OIL
PRESS, TEMP.,ORVIBR)

10.000 I.OE-003 D Calculated I.OE-003

I IANVOOI—NV-RO

IIANV005—CV-RO

I IANV006—NV-RO

I IANV009—NV-RO

I IANV010—NV-RO

11ANV011--NV-RO

MANUALVALVEVOOI FAILSTO REMAIN
OPEN

CHECK VALVEV005 FAILSTO REMAIN
OPEN

MANUALVALVEV006 FAILS TO REMAIN
~ OPEN *.

MANUALVALVEV009 FAILSTO REMAIN
OPEN

MANUALVALVEVOI0 FAILS TO REMAIN
OPEN

MANUALVALVEV011 FAILSTO REMAIN
OPEN

3.0E-008

2.3E-007

3.0E-008

3.0E-008

3.0E-008

3.0E-008

84.000 24.000 H Mission 7.2E-007
Tune

9.000 24.000 H Mission 5.5E-006
TlnlC

84.000 24.000 H Mission 7.2E-007
Time

84.000 24.000 H Mission 7.2E-007
Tllne

84.000 24.000 H Mission 7.2E407
'lnlC

84.000 24.000 H Mssion 7.2E-007
TlnlC
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IIANV016—NV-RO MANUALVALVEV016 FAILS TO REMAIN
OPEN

3.0E-008 84.000 24.000 H Mssion 7.2E-007
Tune

IIANV017—NV-RO

IIANV023—NV-RM

I IANV023--NV-RO

I IANV024--CV-FO

I IANV025—NV-RM

I IANV025—NV-RO

I IANY029--NV-RM

IIANV029--NV-RO

IIANV032--CV-FO

11ANV033--NV-RM

MANUALVALVEV017 FAILSTO REMAIN
OPEN

FAILURETO RESIQRE V023 AFTER
UNSCHEDULED MAINTENANCE

MANUALVALVEV023 FAILS TO REMAIN
OPEN

CHECK VALVEV024'FAILS TO OPEN

FAILURETO RESK)RE V025 AFI'ER
UNSCHEDULED MAINTENANCE

MANUALVALVEV025 FAILS TO REMAIN
OPEN

FAILURETO RESTORE V029 AFI'ER
UNSCHEDULED MAINTENANCE

MANUALVALVEV029 FAlLS TO REMAIN
OPEN

CHECK VALVEV032 FAILS TO OPEN

FAILURETO RESIQRE V033 AFTER
UNSCHEDULED MAINTENANCE

3.0E-008 84.000 24.000 H Mission 7.2E~
Time ~

10.000 4.4E-OOS D Calculated 4.4E-OOS

3.0E-008 3.000 5840.000 H Test Period 8.8E-OOS

10.000 4.4E405 D Calculated 4.4E4105

3.0E-008 84.000 5840.000 H Test Period 8.8E4105

10.000 4.4E-OOS D Calculated 4.4E405

3.0E-008 84.000 5840.000 H Test Period 8.8E-OOS

3.0E-OOS 3.000

10.000

5840.000 H Test Period 8.8E-OOS

4.4E-005 D Calculated 4.4E-OOS

3.0E-008 84.000 5840.000 H Test Period 8.8E-005

11ANV033--NV-RO

IIANVOSO—CV-RO

MANUALVALVEV033 FAILS TO REMAIN
OPEN

CHECK VALVEV050 FAILSTO REMAIN
OPEN

3.0E-008

2.3E-007

84.000 5840.000 H Test Period 8.8E-OOS

24.000 H Mission S.SE-006
Time

E
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IIANV051—NV-RO

I IANV057—NV-RO

ILLOCA-RCSIA-3BK

ILLOCA-RCSIB-3BK

ILLOCA-RCS2A-3BK

ILLOCA-RCS2B-3BK

ILPA—LOP—2AT

I LPA--LOP--2SA

ILPA-DETECT-2AT

ILPAI-LOP—2AT

ILPAI-LOP-RX-DE

ILPA2-LOP—2AT

MANUALVALVEV051 FAILSTO REMAIN 3.0E-008
OPEN

MANUALVALVEV057 gA SYSTEM)"FAILS 3.0E-008
TO REMAINOPEN

PROBABILITYTHATLARGELOCABREAK
OCCURED IN RCS LOOP IA

PROBABILITYTHATLARGELOCABREAK
OCCURED IN RCS LOOP I B

PROBABILITYTHATLARGELOCABREAK
OCCURED IN RCS LOOP 2A

4

PROBABILITYTHATLARGELOCABREAK
OCCURED IN RCS LOOP 2B

LOP LS MODULEFAILSTO PASS TIIE DG
START/DG BRKR CLOSE SIGNALFROM
SEQ ATO K205

LOADSEQ A OR LOP/LS MODULEA
CAUSES A SPURIOUS TR A LOP SIGNAL

I

LPA SEQUENCER A LOP/LS MODULE
FAILS70 PROVIDE D.G. I START SIGNAL

~ UPON LOP ON 4

SEGR A LOP ¹IK203 RELAYFAILS TO DE-
ENERGIZE ON LOP GRP I SIGNAL

SEQR ALOP ¹I K203 RELAYSPURIOUS DE- 4.3E-006
ENERGIZE

SEQR A LOP ¹2 K205 RELAYFAILSTO DE-
ENERTO START DGI &CLOSE BRKR

84.000 24.000 H Mission 7.2E-007
Time

84.000 2190.000 H Test Period 3.3E-005

2.5E-001 D Calculated 2.5E-001

1.000 2.5E-001 D - Calculated 2.5E-001

1.000 2.5E-001 D Calculated 2.5E-001

2.5E-001 D Calculated 2.5E-001

30.000 1.9E-006 D Calculated 1.9E-006

30.000 3.4E-006 D Calculated 3.4E-006

10.000 2.6E-003 D Calculated 2.6E-003

91.000 24.000 H Mission 1.0E-004
Time

10.000 2.6E-003 D Calculated 2.6E-003

30.000 3.4E-006 D Calculated 3.4E-006
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ILPB--LOP--2AT

ILPB--LOP—2SA

ILP8-DETECI'-2AT

ILPB I-LOP—2AT

ILPB I-LOP-RX-DE

ILP82-LOP—2AT

ILSA-LDSHED-2AT

ILSA-LDSHED-2SA

ILSA-LDSHED-HISA

ILSAI-LDSHED-2AT

ILSAI-LDSHED-2SA

LOP LS MODULEFAILSTO PASS THE DG
START/DG BRKR CLOSE SIGNALFROM
SEQ 8 TO K205

LOADSEQ 8 OR LOP/LS MODULE8
CAUSES A SPURIOUS TR 8 LOP SIGNAL

SEQR 8 LOP/LS MODULEFAILS TO SEND
LOP SIGNALAFTER LOP ON 4.16KV PBB-
S04

SEQR 8 LOP ¹I K203 RELAYFAILS TO DE-
ENERGIZE ON LOP GRP I SIGNAL

SEQR'8 LOP ¹I K203 RELAYSPURIOUS DE-
ENERGIZES

SEQR 8 LOP ¹2 K206 RELAYFAILSTO DE-
ENER TO START DG 2 &CLOSE

TR A LOADSHED SIG. FAILSTO CLEAR
DUE TO SEQUENCER'OR LOP/LS MODULE
FAULT .

LOADSEQUENCER A-OR LOP/LS MODULE
A CAUSED A SPURIOUS TRAINA LOAD
SHED SIGNAL

LOP/LS MODULEIN BOP ESFAS CABINET
C02A GENERATES LOADSHED DUE TO HI
TEMP

TR A, ¹I LOADSHED SIG. FAILSTO CLEAR
DUE TO RELAYK202 FAULT(FAILTO DE-
ENER)

SPURIOUS LOADSHED TRAINA, ¹I ACTU-
ATIONSIGNAL (K202 RELAYSPUR ENER)

4.3E-006

30.000 1.9E406 D Calculated 1.9E406

30.000 3.4E-006 D Calculated 3.4E-006

10.000 2.6E-003 D Calculated 2.6E403

91.000

10.000

24.000 H Mission 1.0E-004
Time

2.6E-003 D Calculated 2.6E-003

30.000 6.7E-006 D Calculated 6.7E-006

30.000 1.9E-006 D Calculated 1.9E406

10.000 5.0F 001 D Calculated 5.0E401

10.000 2.4E-004 D Calculated 2.4E404

91.000 I.OE-005 D Calculated I.OE-005

30.000 3.4E-006 D Calculated 3.4E-006
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ILSA2-LDSHED-2AT

ILSA2-LDSHED-2SA

ILSB-LDSHED-2AT

I LSB-LDSHED-2SA

ILSB-LDSHED-HISA

ILSB I-LDSHED-2AT

1LSB I-LDSHED-2SA
P

ILSB2-LDSHED-2AT

ILSB2-LDSHED-2SA

IMSIV-IA--MV-FC

IMSIV-2A--MV-FC

1MSIV-CLOSE-2HR

TR. A,¹2 LOADSHED SIG. FAlLSTO CLEAR
RELAYK204 FAULT(FAILTO DE-ENGER)

K204 RELAYCAUSES A SPURIOUS TRAIN
A, ¹2 LOADSHED

TR B LOADSHED SIG. FAILS TO CLEAR
DUETO SEQUENCER OR LOP/LS MODULE
FAULT

LOADSEQUENCER B OR LOP/LS MODULE
B CAUSED A SPURIOUS TRAINB LOAD
SHED SIGNAL

E

LOP/LS MODULEINBOP ESFAS CABINNET
C02B GENERATES LOADSI IED DUE TO HI
TEMP

TR B, ¹I LOADSHED SIG. FAILSTO CLEAR
DUE TO RELAYK202 FAULT(FAILTO DE-
ENER)

SPURIOUS LOADSHED TRAINB, ¹I ACT
SIGNAL(K202 RELAYSPUR ENER)

TR B, ¹2 LOADSHED SIG. FAILSTO CLEAR
RELAYK204 FAULT(FAILTO DE-ENER)

K304 RELAYCAUSES A SPURIOUS TRAIN
B, ¹2 LOADSHED

MSIV IAFAILS TO CLOSE ON DEMAND

MSIV2A FAILS TO CLOSE ON DEMAND

OPERATOR FAILSTO CLOSE MSIV'S ON
RUFHJRED SG

10.000 2.4E-004 D Calculated 2.4E-004

91.000 I.OE-005 D Calculated I.OE-005

30.000 1.9E-006 D Calculated 1.9E-006

10.000 5.0E-001 D Calculated 5.0E-001

10.000 2.4E-004 D Calculated 2.4E-004

91.000 1.0E-005 D Calculated 1.0E-005

10.000 2.4I:004 D Calculated 2.4E-004

91.000 I.OE-005 D Calculated I.OE-005

14.000 2.2E-003 D Calculated 2.2E-003

14.000 2.2E403 D Calculated 2.2E-003

10.000 5.0E-003 D Calculated 5.0E-003

30.000 6.7E-006 D Calculated 6.7E-006
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I MS IV-LEAK--2OP

IMSSV-OPEN--2OP

INANA03-138BS-PW

FAILUREOF A MSIVTO CLOSE RESULTS
IN CONTINUEDSTEAMINGOF RUPTURED
SG

MSSV FAILS TO CLOSE AFITR DEMAND
(STEAM RELIEF)

LOCALFAULT 13.8 KVNON-SEGMENTED
CROSS-TIE DUS E-NAN-A03

8.3E-007

1.000 D

10.000 3.2E-002 D

19.000 24.000 H

Sclccning 1.000
Value

Calculated 3.2E-002

Mission 2.0E-005
Time

INANA04-I38BS-PW

INANSOI-138BS-PW

INANSOI-UV--2SA

INANSOID--CB-ST

INANSOID--CBOCM

INANSOID--CX6ST

LOCALFAULT 13.8 KVNON-SEGMENTED
CROSS-TIE BUS E-NAN-A04

LOCALFAULT 13.8 KVNON-CLASS BUS E-
NAN-SOI -FAILTO CARRY POWER

E-NAN-SOI BUS SPURIOUS UV TRIP OF
ALL13.8KV FEEDER BREAKERS

LOCALFAULTOF 13.8„KV CKTBRKE-N�A-

NSOI�

-FAILTO CARRY POWER

13.8 KVCKTBRKI':NAN-SOID UNAVAIL
FOR PERIOD OF UNSCHED MAINTE-
NANCE

13.8 KVCKTDRK E-NAN-SOID CONTROL
CIRC FAULTS -SPURIOUS TRIP

8.3E-007 19.000 24.000 H

8.3E-007

10.000 1.8E-004 D

2.3E-007 10.000 24.000 H

9.4E-006 5.000 16.000 H

I.IE-005 10.000 24.000 H

19.000 24.000 H

Mission 2.0E-005
Time

Mission 2.0E-005
Tllllc

Calculated 1.8E-004

Mission 5.5E-006
Tllnc

1.5E-004

Mission 2.6E-004
Time

INANSOII.--CD-ST

INANSOIE--CDOCM

I NANSOIF:-CX6ST

LOCALFAULTOF 13.8.KV CKTBRKE-NAN-
SOI E -FAILTO CARRY POWER

13.8 KVCKTDRKE-NAN-SOIE UNAVAIL
FOR PERIOD OF UNSCHED MAINTE-
NANCE

13.8 KVCKTDRKE-NAN-SO IE CONTROL
CIRC FAULTS SPURIOUS TRIP

2.3F:007

9.4E-006

I.IE-005

10.000

10.000

10.000

24.000 H

16.000 H

24.000 H

Mission 5.5E-006
Time

1.5E-004

Mission 2.6E-004
Time
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- Event Name .;Description
. '„.',".: F il- „.'rro.';,".-' " ---. -.'.,-".Fa tor';" 'P b b'I'=-Factor" - ~'=., i !; ..: . -

. ":PIobabilitv'!1
Rate, . -,Factor '""-:, '.:.. =:.:-','„,''„, =,.7ypc -., ':

:s
C.

I NANSOIG--CB-ST LOCALFAULTOF 13.8 KVCKTBRKE-NAN- 2.3E-007
SO IG -FAILTO CARRY POWER

10.000 24.000 H Mission 5.5E-006
TlnlC

I NANSOIG--CBOCM 13.8 KVCKTBRKE-NAN-SOIG UNAVAIL
FOR PERIOD OF UNSCHED MAINTE-
NANCE

9.4E-006 10.000 16.000 H 1.5E-004

I NANSOIG--CX6ST

INANSOIN--CB-ST

INANSOIN--CX8ST

13.8 KVCKTBRKE-NAN-SOIG CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 13.8KV CIRCUIT
BREAKER E-NAN-SOIN (FAILTOCARRY
POWER)

13.8KV CIRCUITBREAKER E-NAN-SOIN
CONTROL CIRCUIT - SPURIOUS TRIP

I. IE-005 10.000

2.3E-007 10.000

8.4E-006 10.000

24.000

24.000

24.000

H

H

Mission 2.6E-004
Tlale

Mission 5.5E-006
TlnlC

Mission 2.0E-004
TlnlC

I NANS02-138BS-PW

I NANS02-UV--2SA

INANS02E--CB-ST

I NANS02E--CBOCM

S02E -FAILTO CARRY POWER

13.8 KVCKTBRKE-NAN-S02EUNAVAIL
FOR PERIOD OF UNSCHED MAINTE-

9 4P=006

LOCALFAULT 13.8 KVNON-CLASS BUS E- 8.3E-007
NAN-S02-FAILTO CARRY POWER

E-NAN-S02 BUS SPURIOUS UV TRIP OF
ALL13.8KV FEEDER BREAKERS

LOCALFAULTOF 13.8 KVCKTBRKE-NAN- 2.3E-007

19.000

10.000

10.000

24.000

1.8E-004

24.000

16.000

H

D

H

H

Mission 2.0E-005
Tune

Calculated 1.8E-004

Mission 5.5E-006
Time

1.5E-004

I NANS02E--CX6ST

INANS02N--CB-ST

NANCE

13.8 KVCKTBRKE-NAN-S02E CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 13.8KV CIRCUIT
BREAKER E-NAN-S02N (FAILTO CARRY
POWER)

I.IE-005

2.3E-007

10.000

10.000

24.000

24.000

H

H

Mission
Time

Mission
Time

2.6E-004

5.5E-006
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INANS02N--CX8ST 13.8KV CIRCUITBREAKER E-NAN-S02N
CONTROL CIRCUIT - SPURIOUS TRIP

8 4E-006 10.000 24.000 H Mission 2.0E-004
Tune

INANS03-138BS-PW LOCALFAULTOF 13.8 KVBUS E-NAN-S03 - 8.3E-007
FAILTO CARRY POWER

19.000 24.000 H MisSio. 2.0F 005
Tnnc

INANS03-138BSOCM 13.8 KVBUS E-NAN-S03 UNAVAILABLE
DUE TO UNSCHED MAINTENANCE

1.3E-OOG 5.000 26.800 H MITR 3.5F 005

INANS03-138EXOPW

INANS03A--CB-ST

INANS03A--CBOCM

I NANS03A--CX8ST

INANS03B--CBOCM

INANS03B--CBOI'T

INANS03B—

CXXFI'AULT

IN OVER IIEAD 13.8 KVLINES
BE&VEENE-NAN-S05 AND E-NAN-S03
BUSES

LOCALFAULTOF 13.WI KV CKTBRKE-NAN-
S03A -FAILTO CARRY POWER

13.8 KVCKTBRKE-NAN-S03A UNAVAIL-
ABLEDUE TO UNSCHED MAINTENANCE

13.8 KVCKTBRKE-NAN-S03A CONTROL
CIRCUITFAULTS (SPURIOUS TRIP)

13.8 KVFAST-TRANS CKTBRKE-NAN-S03B
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

LOCALFAULT 13.8 KVFAST-TRANS CKT-
BRK E-NAN-S03B - FAILTO CLOSE

13.8 KVFAST-TRANS CKTBRKE-NAN-S03B
CONTROL CIRC FAULTS -FAILTO CLOSE

2.2E-006 5.000

2.3E-007 10.000

9.4E-006 5.000

8.4E-006 10.000

9.4E-006

10.000

2.4E-006 10.000

24.000 H Mission 53E-005
Time

24.000 H Mission 5.5E-006
Time

9.300 H MITR 8.7E-005

24.000 H Mission 2.0E-004
Time

16.000 H MITR

4380.000 H Test Period 5.3E-003

7.6E-003 D Calculated 7.6E-003

INANS04-1388 S-PW

INANS04-138BSOCM

LOCALFAULTOF 13.8 KVBUS E-NAN-S04-
FAILTO CARRY POWER

13.8 KVBUS E-NAN-S04 UNAVAILABLE
DUE TO UNSCHED MAINTENANCE

8.3E-007

1.3E-006

19.000

26.800 H MITR 35E405

24.000 H Mission 2.0E-005
Time
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1NANS04-138EXOPW

INANS04A--CB-ST

I NANS04A--CBOCM

1NANS04A--CX8ST

1NANS04B—CBOCM

INANS04B--CBOFT

1NANS04B—CXXFf

INANSOS-138BS-PW

I NANS05.-138BSOCM

INANS05A--CB-ST

1NANSOSA--CBOCM

1NANSOSA--CX7ST

Rev.0 4/7/92

2.2E-006FAULTIN OVER IIEAD 13.8 KV LINES
BETWEEN E-NAN-S06 AND L-NAN-S04
BUSES

10.000LOCALFAULT.OF 13.8 KVCKTBRKE-NAN- 2.3E-007
S04A -FAILTO CARRY POWER

9.4E-00613.8 KVCKTBRKE-NAN-S04A UNAVAIL-
ABLEDUE TO UNSCHED MAINTENANCE

13.8 KVCKTBRKE-NAN-S04A CONTROL
CIRCUITFAULTS (SPURIOUS TRIP)

13.8 KVFAST-TRANS CKTBRKE-NAN-S04B
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

LOCALFAULT 13.8 KV FAST-TRANS CKT-
BRKE-NAN-S04B - FAILTO CL'OSE

)

13.8 KVFAST-TRANS CKTBRKE-NAN-S04B
CONTROL CIRC FAULTS -FAILTO CLOSE

LOCALFAULT13.8 KV INTERMEDIATE
BUS E-NAN-SOS -FAILTO CARRY POWER

r

13.8 KVBUS E-NAN-SOS UNAVAILABLE'UE TO UNSCHED MAINTENANCE

LOCALFAULTOF 13.8 KVCKTBRKE-NAN-
SOSA -FAILTO CARRY POWER

13.8 KVCKTBRKE-NAN-SOSA;UNAVAIL-
ABLEDUE TO UNSCHED MAINTENANCE

13.8 KVCKTBRKE-NAN-SOSA'.CONTROL
CIRCUITFAULTS (SPURIOUS TRIP)

10.0008.4E-006

9.4E-006

2.4E-006 10.000

10.000

8.3E-007 19.000

1.3E-006

2.3E-007 10.000

9.4E406 5.000

5.9E-006 10.000

6.2 Com jonent Failure Data

24.000 H Mission 5.3E-OOS

Time

24.000 H Mission 5.5E-006
Tune

9.300 H M1TR 8.7E-OOS

24.000 H Mission 2.0E-004
Time

H MTIR I.SE-00416.000

4380.000 H Test Period 5.3E-003

7.6E-003 D Calculated 7.6E-003

H Mission
Tune

24.000 2.0F 005

26.800 H MITR 3.5E-OOS

H Mission
Time

24.000 S.SE-006

9.300 H MTR 8.7E-OOS

24.000 H Mission 1.4E-004
Time
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INANS05B--CB-ST LOCALFAULTOF 13.8 KVCKTBRKE-NAN- 2.3E-007
SOSB

10.000 24.000 H Mission 5.5E-006
Tlnlc

INANS05B--CX6ST 13.8 KVCKTBRKE-NAN-SOSB CONTROL
CIRCUITFAULTS (SPURIOUS TRIP)

10.000 2.9E-004 D Calculalcd 2.9E-004

INANS06-138BS-PW LOCALFAULT 13.8 KV INTERMEDIATE
BUS E-NAN-S06 -FAILTO CARRY POWER

8.3E-007 19.000 24.000 H Mission 2.0E4)05
Time

INANS06-138BSOCM 13.8 KVBUS E-NAN-S06 UNAVAILABLE
DUE TO UNSCHED MAINTENANCE

1.3E-006 5.000 26.800 H MITR 3.5E-005

INANS06H--CB-ST

INANS06H--CX7ST

LOCALFAULTOF 13.8 KVCKTBRKE-NAN-
S06H -FAILTO CARRY POWER

13.8 KVCKTBRKE-NAN-S06H CONTROL
CIRCUITFAULTS (SPURIOUS TRIP)

2.3E-007 10.000

10.000

24.000 H Mission 5.5E-006
Tune

2.9E-004 D Calculated 2.9E404

INANS06K--CB-ST

INANS06K--CBOCM

INANS06K--CX6ST

LOCALFAULTOF 13.8 KVCKTBRKE-NAN-
S06K

13.8 KVCKTBRKE-NAN-S06K UNAVAIL-
ABLEDUE TO UNSCHED MAINTENANCE

13.8 KVCKTBRK E-NAN-S06K CONTROL
CIRCUITFAULTS (SPURIOUS TRIP)

2.3E-007 10.000

9 4E-006

10.000

24.000 H Mission 5.5E-006
1 llnC

16.000 H MITR 1.5E404

1.4E-004 . D Calculated 1.4E-004

INBNSO I-416BS-PW

INBNSOI-X-S02-EE

LOCALFAULTOF BUS E-NBN-SOI (FAILTO 8.3F:007
CARRY POWER)

OPERATOR HAS NOT OR CAN NOT MANU-
ALLYTRANSFER BUS TO ALTPOWER
SOURCE

19.000 24.000 H Mission 2.0E405
Time

D Hag Event 1.000

INBNSOIA--CB-ST LOCALFAULTOF CIRCUITBREAKER E-
NBN-SOIA (FAILTO CARRY. POWER)

2.3E-007 10.000 24.000 H Mission 5.5E-006
Time

INBNSOIA--CX9ST CIRCUITBREAKERE-NBN401 ACONTROL 6.5E-006
CIRUITFAULT

10.000 24.000 H Mission 1.6E-004
TlnlC
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INBNSOIC--CB-FT

INBNSOIC—CXXFI'

NBNSOIUNAVAILEE

CROSS-TIE CIRCUITBREAKER E-NBN-
SOIC FAILTO CLOSE

CROSS-TIE CIRCUITBREAKER E-NBN-
SOIC CONTROL CIRCUITFAULT

LOSS OF POWER ATNON-CLASS 4.16KV
BUS E-NBN-SOI

1.2E-006

10.000

13140.000 H Test Period 7.9E-003

1.6E-002 D Calculated 1.6E-002

1.000 Hag Event 1.000

INBNS02-416BS-PW LOCALFAULTOFBUS E-NBN-S02(FAILTO 8.3E-007
CARRY POWER)

19.000 24.000 H Mission
Time

2.0E-005

INBNS02A--CB-ST

I NBNS02A--CX9ST

INBNX02-138XMLPW

LOCALFAULTOF CIRCUITBREAKER E-
NBN-S02A (FAILTO CARRY POWER)

CRCUITBREAKERE-NBN-S02ACONTROL
CIRCUITSPURIOUS TRIP

TRANSFORMER E-NBN-X02FAILSTO PRO-
VIDEPOWER

2.3E-007

6.5E-006

7.3E-007

10.000 24.000 H Mission
Time

5.5E-006

10.000 24.000 H Mission 1.6E-004
Time

24.000 H Mission 1.8E-005
Time

INBNX03-138EXOPW

I NBNX03-138XMLPW

INBNX04-138EXOPW;

INBNX04-138XMLPW

INC-FSL119-IWFNO

FAULTINOVERHEAD 13.8 KVLINESFROM
E-NAN-S03 BUS TO NBNX03 TRANS-
FORMER

TRANSFORMER NBNX03 BE&VEEN13.8 Ec

4.16 KVBUSES FAILS

FAULTINOVERHEAD 13.8 KVLINES FROM
E-NAN-S04 BUS TO NBNX04 TRANS-
FORMER

TRANSFORMER NBNX04 BETWEEN 13.8 k
4.16 KVBUSES FAILS

NCWTOWC CHILLEREOIAFL'OWSWITCH
FAILS (NO OUTPUT)

2.2E-006

7.3E-007

2.2E-006 5.000

7.3E-007

1.6E-006 5.000

24.000 H Mission 53E-005
TlnlC

24.000

H Mission 1.8E-005
TlnlC

H Mission 5.3E-005
TlnlC

24.000 H Mission 1.8E-005
'TllnC

24.000 H Mission 3.8E-005
Tune
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INC-FSL120-IWFNO

INC-FSL121-IWFNO

INC-FSL606-IWFNO NCW TO WC CHILLERE02 FLOW SWITCH
FSL-606 FAILS (NO OUTPUT)

1.6E-006

NCWTO WC CHILLER EOI B FLOWSWITCH 1.6E-006
CAILS (NO OUTPUT)

NCWTO WC CHILI.EREOI C FLOW SWITCH 1.6E-006
FLS-121 FAILS (NO OUTPUT)

24.000 H Mission 3.8E-005
Tlnlc

8760.000 H Test Period 7.0E-003

8760.000 H Test Period 7.0E~3

INC-HCV019-NV-RO

INC-HCV020-NV-RO

INC-HCV021-NV-RO

INC-HCV612-NV-RO

INC-UV103-MV-RO

NCW TO WC CHILLEREOI A ISOLATION
VALVEHCV FAILS TO REMAINOPEN

NCW TO WC CIIILLEREOI9 ISOL. VALVE
HCV-20 FAILSTO REMAINOPEN.

NCW TO WC CHILLEREOI C MANISOL
VALVEHCV-121 FAILSTO REMAINOPEN

4

NCW TO WC CHILLERE02 MANUALISOL
VALVEHCV-612 FAILSTO REMAINOPEN

NCW TO WC CHILLER ISOLATIONVALVE
UV-103 FAILSTO REMAINOPEN

3.0E-008 84.000

3.0E-008 84.000

3.0E-008 84.000

2.3E-007 9.000

3.0E-008 84.000 24.000 H Mission
TlnlC

7.2E-007

8760.000 H Test Period 13E404

8760.000 H Test Period '13E-004

24.000 H Mission 5.5E-006
TlnlC

24.000 H Mission 7.2E-007
1 lnlC

INC-UV104-MV-RO NCW TO WC CHILLEREOI B ISOL. VALVE
UV-104 I'AILSTO REMAINOPEN.

2.3E-007 24.000 H Mission 5.5E-006
TlnlC

INC-UV105-CX3FO

INC-UV105-'-MV-FO

INC-UV607-CX3FO

NCW TO WC SHILLER EOIC ISOL MOV UV-
105 CONTROL CKT FAULT-FAILTO OPEN

NCW TO WC CHILLEREOI C ISOL MOVUV-
105 FAILS TO OPEN ON WC PUMP POIC
START

NCW TO WC CHILLERE02 ISOL MOV UV-
067 CONTROL CIRCUITFAULT- FAILTO
OPEN

7.9E-007

2.9E-006 14.000

7.9E-007 3.000

8760.000 H Test Period 3.5E-003

8760.000 H Test Period 13E402

8760.000 H Test Period 3.5E-003
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I NC-UV607-MV-FO NCW TO WC CHILLERE02 ISOL MOVUV-
607 FAILS TO OPEN ON WC PUMP P02
START

2.9E-006 14.000 8760.000 H Test Perinl 1.3E-002

INCW-ECW-OP-2HR OPERATOR FAILSTO ALIGNECW TO THE
NCW SYSTEM WITHIN10 MINOF A LOSS
OF NCW

4.0E-001 D Calculated 4.0E-OOI

1NGNL01-138XMLPW

INGNLOl-480BS-PW

TRANSFORMER NGNL01 BETWEEN 13.8

KVAND 480 V LOADCENTER'AlLS

LOCALFAULTOF LC E-NGN-LOI -FAILTO
CARRY POWER

7.3E-007 24.000 H

8.3E-007 19.000 24.000 H

Mission
Time

Mission
Time

1.8E-005

2.0E-005

INGNLOl-480BSOCM

1NGNL01B2-CB-ST

INGNLOIB2-~OST

LC E-NGN-LOI UNAVAILBLEFOR PERIOD
OF UNSCHED. MAINTENANCE

LOCALFAULTOF 480V CB E-NGN-L01B2-
FAILTO CARRY POWER

CIRCUITBREAKER E-NGN-LOIB2 CON-
TROL CIRCUITSPURIOUS TRIP

1.3E-006 26.800 H hfITR

Mssion
Tune

7.1E-006 10.000 24.000 H Mission
TIQle

2.3E-007 10.000 24.000 H

3.5E-005

5.5E-006

1.7E-004

INGNLOIC3-CCB-FT LOCALFAULT-COMPRESSOR C CIRCUIT
BREAKER FAILTO CLOSE

1.2E-006 5.000 5840.000 H Test Period 3.5E-003

I NGNL02-138XMLPW

INGNL02-480BS-PW

TRANSFORMER NGNL02 BE@VEEN 13.8
: KVAND480 V LOADCENTER, FAILS

C

LOCALFAULTOF LC E-NGN-L02 -FAILTO
CARRY POWER

7.3E-007

8.3E-007 19.000

24.000 H

24.000 H

Mission
Time

Mission
Time

1.8E-005

2.0E-005

INGNL02-480BSOCM

INGNL02B2-CB-ST

LC E-NGN-L02 UNAVAILBLEFOR PERIOD
OF UNSCHED. MAINTENANCE

I

LOCALFAULTOF480VCIRCUITBREAKER
E-NGN-LO2B2-FAILTO CARR+ POWER

1.3E-006

2.3E-007

3.5E-005

10.000 24.000 H Mission 5.5E-006
Tnne

5.000 26.800 H MTR
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INGNL02B2-CXOST

INGNL02C3-BCB-FT

I

NGNL02D3-CBRIT

INGNL02D3-CX-ST

INGNL06-138XMLPW

INGNL06-480BS-PW

CIRCUIT BREAKER E-NGN-L02B2 CON-
TROL CIRCUITSPURIOUS TRIP

LOCALFAULT-COMPRFSSOR B CIRCUIT
BREAKER FAILTO CLOSE

CIRCUITBREAKER E-NGN-L02D3 FAILS
TO CARRY POWER

CIRCUITBREAKER E-NGN-L02D3 CON-
TROL CIRCUITSPURIOUS TRIP

TRANSFORMER NGNL06 BEPVEEN 13.8
KVAND480 V LOAD.CENTER FAILS

LOCALFAULTOF LC E-NGN-L06/FAILTO
CARRY POWER

2.3E-007 10.000

2.9E-006 10.000

7.3E-007,8.000

8.3E-007 19.000

7.1E-006 10.000

1.2E-006 5.000

24.000 H Mission
TlnlC

1.7E-004

24.000

24.000

H Mission 5.5E-006
TlnlC

H Mission 7.0E405
Time

24.000 H Mission
Tlnlc

1.8E405

24.000 H Mission 2.0E-005
Time

5840.000 H Test Period 3.5E-003

INGNL06-480BSOCM

INGNL06C4-CB-ST

INGNL06C4-CXCT

INGNL06C4-FU-OC

INGNL06D3-CBRIT

INGNL06D3-CX-ST

INGNL06D3-FU-OC

LC E-NGN-L06 UNAVAILDUE TO
UNSCHED MAINTENANCE

CIRCUIT BREAKER E-NGN-L06C4 FAILS
TO CARRY POWER

CIRCUITBREAKER E-NGN-L06C4 CON-
TROL CIRCUITSPURIOUS TRIP

FAULTIN FUSE E-NGN-L06C4/ PREMA-
TURE OPEN

CIRCUITBREAKER E-NGN-L06D3 FAILS
TO CARRY POWER

CIRCUITBREAKER E-NGN-L06D3 CON-
TROL CIRCUITSPURIOUS TRIP

FAULTIN FUSE E-NGN-L06D3/ PREMA-
TURE OPEN

1.3E-006 5.000

2.3E-007 10.000

I.OE-006 10.000

2.3E-007 10.000

2.9E-006 10.000

I.OE-006 10.000

2.9E-006 10.000

27.000

24.000

24.000 „

24.000

24.000

24.000

24.000

H MITR 3.5E-005

H Mission 55E-006
Tnnc

H Mission 7.0E-005
1lnlC

H Mission 2.4E-005
TlnlC

H Mission 5.5E-006
Time

H Mission 7.0E-005
Time

H Mission 2.4E405
Time
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. Event Name -.. "".',-'.-,"'..".,"',."'.';.'-. 'Desc'rijtion ''.... „,;.',",.....:, ',::."....„, . - Rate ;; ".Factor.',. "':,'i "..-;'":.,-";;; ','.'-,."..".- Probability „',

INGNLIOD3-COAT LOCALFAULTOF480VCIRCUITBREAKER 2.3E-007
E-NGN-LIOD3 (FAIL70 CARRY POWER)

10.000 24.000 H Mission 5.5E-006
Time

INGNLIOD3-CX-ST

INGNL13-138XMLPW

INGNL13-480BS-PW

CIRCUITBREAKERE-NGN-LIOD3 CON-
TROL CIRCUIT - SPURIOUS TRIP

TRANSFORMER NGNL13 BETWEEN 13.8

KVAND480 V LOADCENTER FAILS

LOCALFAULTOF LC E-NGN-LI3 -FAILTO
CARRY POWER

2.9E-006 10.000

7.3E-007

8.3E-007 19.000

24.000 H

24.000 H

24.000 H

Mission 7.0E-005
Time

Mission 1.8E-005
Time

Mission 2.0E-005
Time

INGNL13-480BSOCM LCE-NGN-L13 UNAVAILABLEFOR PERIOD 1.3E-006
OF UNSCHED. MAINTANCE

26.800 H 3.5E-005

INGNL13B2-CB-ST LOCALFAULTOF 480V CKTBRKE-NGN-
L13B2 -FAILTO CARRY POWER

2.3E-007 10.000 24.000 H Mission 5.5E-006
Time

INGNL13B2-CXOST

INGNL13C3-ACB-FT

CIRCUITBREAKER E-NGN-L13B2 CON-
TROL CIRCUITSPURIOUS TRIP

LOCALFAULT- COMPRESSOR A CIRC
BRKR FAILTO CLOSE

7.1E-006 10.000 24.000

3.5E-003

H

D

Mission 1.7E404
Time

Calculated 3.5E-003

INGNLI3E3-CB-ST LOCALFAULTOF CIRCUITBREAKER I."-

NGN-L13E3 -FAILTO CARRY POWER
2.3E-007 10.000 24.000 H Mission 5.5E-006

Time

INGNLI3E3-CX-ST

INGNL13E3-FU-OC

INGNL25-138XMLPW

I NGNL25-480BS-PW

~ CIRCUITBREAKER E-NGN-L13E3 CON-
TROL CIRCUITFAULT

FAULTIN FUSE E-NGN-L13E3 BETWEEN
NHN-M21 4 NGN-Ll3 (PREMATURE OPEN)

TRANSFORMER NGNL25 BETWEEN 13.8
KVAND480 V LOADCENTER'FAILS

LOCALFAULTOF MCC E-NGN-L25 -FAIL
TO CARRY POWER

2.9E-006 10.000

I.OE-006 10.000

7.3E-007

8.3E-007 19.000

24.000 H

24.000 H

24.000 H

24.000 H

Mission 7.0E-005
Time

Mission 2.4E-005
Tune

Mission 1.8E-005
Time

Mission 2.0E-005
Time
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I NGNL25-480BSOCM

INGNL25B2-CB-ST

INGNL25B2-CXOST

INGNL25C3-CB-ST

INGNL25C3-CX-ST

INGNL25C4-CB-ST

INGNL25C4-CX-ST

INHNM03-480BS-PW

INIINM03-480BSOCM

INHNM0317-CB-ST

INHNM0317-CBOCM

INHNM0317-CXOST

LC E-NGN-L25 UNAVAILBLEFOR PERIOD
OF UNSCFIED. MAINTENANCE

LOCALFAULTOF 480V LC E-NGN-L25B2-
FAILTO CARRY POWER

CIRCUITBREAKER E-NGN-L25B2 CON-
TROL CIRCUITSPURIOUS TRIP

LOCALFAULTOF 480V CIRCUITBREAKER
E-NGN-L25C3 (FAILTO CARRY POWER

CIRCUITBREAKER E-NGN-L25C3 CON-
TROL CIRCUIT -SPURIOUS TRIP

LOCALFAULTQF 48QV CIRCUITBREAKER
E-NGN-L25C4 (FAILTO CARRY POWER)

CIRCUITBREAKER E-NGN-L25C4 CON-
TROL CIRCUIT FAULT-SPURIOUS TRIP

LOCALFAULTOF MCC E-NlIN-M03(FAIL
TO CARRY POWER)

MCC E-NHN-M03 UNAVAILFQR UNSCHED
MAINTENANCE

LOCALFAULTOF 480 V CIRC BREAKER E-
NHN-M0317 -FAILTO CARRY POWER

480 V CIRC BREAKER E-NHN-M0317
UNAVAILFQR PERIOD OF UNSCHED
MAINT

480 V CIRC BREAKER I:NHN-M0317 CON-
TROL CIRCUITFAULTS -SPURIOUS TRIP.

1.3E-006

7.1E-006 10.000

2.3E-007 10.000

2.9E-006 10.000

2.3E-007 10.000

2.9E-006 10.000

8.3E-007 19.000

1.3E-006

2.3E-007 10.000

9.4E-006 5.000

7.1E-006 10.000

2.3E-007 10.000

26.800 H MITR 35E-005

26.800 H MITR 3M405

24.000 H Mission 5.5E-006
Time

16.000 H MTIR 1.5E-004

24.000 H Mission 1.7E-004
Tlmc

24.000 H Mission 5.5E406

Time,'4.000

H Mission 1.7E-004
TlnlC

24.000 H Mission 5.5E-006
Tlnlc

24.000 H Mission 7.0E-005
Time

24.000 H Mission 5.5E4)06
Time

24.000 H Mission 7.0E-005
Time

24.000 H Mission 2.0E-005
Time

INHNM03C4-FU-OC FAULTIN FUSE E-NGN-L25C4 BE&VEEN I.OE-006
NFIN-M03 8'c NGN-L25 (PREMATURE OPEN)

10.000 24.000 H Mission 2.4E-005
TlnlC
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1NHNMOS--FU-QC . FAULTIN FUSE E-NGN-L02D3/ PREMA-
TURE OPEN

I.OE-006 10.000 24.000 H Mission 2.4E-005
Tllne

INHNMOS-480BS-PW

INHNM08-4SOBSOCM

LOCALFAULTOF MCC E-NHN-MOS/FAIL
TO CARRY POWER

MCC E-NHN-M08 UNAVAILDUE TQ
UNSCHED MAINTENANCE

8.3E-007 19.000

1.3E-006 5.000

24.000 H

26.800 H

Mission 2.0E-005
Time

3.5E-005

INHNM0802-CB-ST

INHNM0802-CBOCM

LOCALFAULTOF 480 V CIRC BREAKER E-
NHN-M0802 -FAILTO CARRY.= POWER

480 V CIRC BREAKER E-NIIN-M0802
UNAVAILFQR PERIOD OF UNSCHED
MAINT

2.3E-007

9.4E-006 5.000 16.000 H

10.000 24.000 H Mission 5.5E-006
Time

1.5E-004

1NHNM0802-CXOST

1NHNM10--FU-OC

1NHNMI0-480BS-PW

IN HNMI 0-480BSOCM

INHNM1008-CB-ST

INHNM13--FU-OC

1NHNM13-480BS-PW

I NIINM13-480BSOCM

480 V CIRC BREAKER E-NHN-M0802 CON-
TROL CIRCUITFAULTS -SPURIOUS TRIP

FAULTIN FUSE BETWEEN NHN-M10AND
NGN-LIO(PREMATURE OPEN)

. LOCALFAULTQF MCC E-NHN-M10 (FAIL
TO CARRY POWER)

480V MCC E-NHN-MI0UNAVAILFOR
PERIOD OF UNSHCEDULED MAINT.

LOCALFAULTOF 480V CIRCUITBREAKER
E-NHN-M1008 - FAILTO CARRY POWER

FAULTIN FUSE BETWEEN NHN-M13 AND
NGN-L25 (PREMATURE OPEN)

LOCALFAULTOF MCC E-NHN-M13 (FAIL
TO CARRY POWER)

480V MCC E-NHN-M13 UNAVAILFQR
PERIOD OF UNSCHEDULED MAINT.

7.1E-006 10.000

I.OE-006 10.000

8.3E-007 19.000

I.OE-006 10.000

8.3E-007 19.000

1.3E-006 5.000

1.3E-006 5.000

2.3E-007 10.000

24.000 H

24.000 H

24.000 H

26.800 H

24.000 H

24.000 H

24.000 H

26.800 H

Mission 1.7E-004
Time

Mission 2.4E-005
Time

Mission 2.0E-005
Tllne

3.5E-005

Mission 5.5E-006
THlle

Mission 2 4E-005
Time

Mission 2.0E-005
Tune,

3.5E-005
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1NIINMI315-CB-ST LOCALFAULTQF 480V CIRCUITBREAKER 2 3E-007
E-NHN-M1315 -FAILTO CARRY POWER

10.000 24.000 H Mission
TlnlC

5.5E-006

INIfNM19-480BS-PW

INHNM19-4808SOCM

INHNM21-480BS-PW

INHNM21-480BSOCM

INHNM2118-CB-ST

INHNM2118-CBOCM

LOCALFAULTQF MCC E-NHN-M19-FAIL
TO CARRY POWER

MCC E-NHN-M19 UNAVAILABLEFOR
UNSCHEDULED MAINTENANCE

LOCALFAULTOF 480V MCC E-NHN-M21-
FAILTO CARRY POWER

480V MCC E-NHN-M21 UNAVAILABLEFOR
PERIOD OF UNSCHEDULED MAINT.

LOCALFAULTQF 480 V CIRC BREAKER E-
NHN-M2118 -FAILTO CARRY POWER

480 V CIRC BREAKER-E-NHN-M2118
UNAVAILFOR PERIOD OF UNSCHED
MAINT

8.3E-007 19.000

1.3E-006 5.000

1.3E-006 5.000

2.3E-007 .10.000

9.4E-006 5.000

8.3E-007 19.000

24.000

26.800

24.000

26.800

24.000

16.000

H

H

H

H

Mission.
TllnC

Mission
Time

Mission
Time

2.0E-005

3.5F 005

2.0E-005

3.5E-005

5.5E-006

1.5E-004

INHNM2118-CXOST 480 V CIRC BREAKER'E-NHN-M2118 CON-
TROL CIRCUIT FAULTS -SPURIOUS TRIP

7.1E-006 10.000 24.000 H Mission
Time

1.7E4N4

INHNM28—-8SOCM

INHNM28-480BS-PW

INHNM2806-CB-ST

INHNM2806-CX-ST

INfINM50--BSOCM

MCC E-NHN-M08 UNAVAILDUE TO
UNSCIIED MAINTENANCE

LOCALFAULTOF MCC E-NHN-M28/FAIL
TO CARRY POWER

480V CB NHN-M2806 FAILS TO CARRY
POWER

480V CB NHN-M2806 SPURIOUS TRIP-
CONTROL CIRCUIT'FAULT

MCC E-NHN-M50 UNAVAILDUE TO
UNSCHED MAINTENANCE

1.3E-006 „5.000

8.3E-007 19.000

2.3E-007 10.000

1.3E-006 5.000

2.9E-006 10.000

26.800

24.000

26.800

H

H

H

H

Mission
Time

Mission
TlnlC

Mission
TllnC

3.5E-005

2.0E-005

1.8E-006

23E405

3DE@05

Rev. 0 4/7/92 6.2 Component Iailurc Data 6-192



PVNGS Data Base

', Event Name ",,".',,'"-'-.'.,'.:;.'.,"-'.':.-.'.:.'-".;: '';,",'Description "':".,',,"".,',.';..",,-':;;:-:;; ~
" ": 'R,,'F -,.',", ''Factor','"';,.':.;: i. '::.', -;-'-';.:„"'robabili

1NHNM50-4808 S-PW

1NHNM71-480BS-PW

LOCALFAULTOF MCC E-NfIN-M50/FAIL
TO CARRY POWER

LOCALFAULTOF MCC E-NHN-M71 - FAIL
TO CARRY POWER

8.3E-007

8.3E-007

19.000 24.000 H Mission 2.0E-005
Time

24.000 H Mission 2.0E-005
Tlnle

1NHNM71-4808 SOCM

1NKND41-125BSOCM

MCC E-NHN-M71 UNAVAILABLEFOR
UNSCHEDULED MAINTENANCE

125 V DC DIST. PANEL E-NKN-D41
UNAVAILBLEFOR PERIOD OF UNSCfIED
MAINT

1.3E-006

1.3E-006 5.000

26.800 H MTR

26.800 H MTIR

3.5E-005

3.5E-005

1NKND41-125BSEPW

INKND42-125BSOCM
I

LOCALFAULTOF DC DIST PANEL E-NKN-
D41 -FAILTO CARRY POWER

1

125 V DC DIST. PANELE-NKN-D42
UNAVAILBLEFOR PERIOD OF UNSCHED
MAINT

1.3E-007 5.000

1.3E-006 5.000 26.800 H hfITR 3.5E-005

H Mission 2.6E-007
Tlnle

1NKNF17--BAOCM BATTERY 'E'E-NKN-F17) UNAVAILFOR
PERIOD OF UNSCHED MAINT

2.0E-006 5.000 16.000 H MITR 3.2E-005

INKNF17—-BX-PW

1NKNF17—BX-RM

LOCALFAULTOF BAITERY'E'E-NKN-
F17) -FAILTO PROVIDE POWER

FAILURETO RFZIQRE BATTERY 'E'E-
NKN-F17) AFTER UNSCHED MAINT

1.0E-006

10.000

H Mission 2.0E-006
Time

1.1E-004 D Calculated I.IE-004

INKNH17—BXOCM BATTERYCHARGER 'E'E-NKN-H17)
UNAVAILFOR PERIOD OF UNSCHED

9.2E-006 5.000 16.000 H MITR 1.5E-004

INKNH17--BXCNO

MAINT

LOCALFAULTOF BATIERYCHARGER 'E'.1E-006
(F NKN-H17)-NO OUTPUT

13.000 24.000 H Mission 7.4E-005
TNle

1NKNH20—-BXOCM BATTCHARGER 'E'I':NKN-H20)UNAVAIL 9.2E-006
FOR PERIOD OF UNSCHED MAINT

16.000 H MITR 1.5E-004
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INKNH20--BXCNO LOCALFAULTOF BAITERYCHARGER 'E'.1E-006
(E-NKN-H20) -NO OUTPUT

13.000 24.000 H Mission 7.4E-005
Tmte

INKNH21--BXOCM

INKNH21--BXCNO

I NKNM45-125BSEPW

BATTCHARGER 'EF'E-NKN-H21)
UNAVAILFOR PERIOD OF UNSCHED
MAINT

LOCALFAULTQF BATrERYCHARGER
'EF'E-NKN-H21) -NO OUTPUT

LOCALFAULTOF 125 V DC CONTROL
CENTER E-NKN-M45-FAILTO CARRY
POWER

9.2E-006 5.000

3. IE-006 13.000

1.3E-007 5.000

16.000 H MTIR ~ I DE-004

24.000 H Mission 7.4E-005
Tmte

H Mssion 2.6E-007
Time

INKNM4502-CB-ST

INKNM4502-CBOCM

INKNM4502-CXDST

LOCALFAULTOF 125 VDCCIRC BREAKER
E-NKN-M4502-FAILTO CARRY POWER

125 VDC CIRC BREAKER E-NKN-M4502
UNAVAILFOR PERIOD OF UNSCHED
MAINT

125 VDC CIRC BREAKER E-NKN-M4502
CONTROL CIRCUIT FAULTS -SPURIOUS
TRIP

'.3E-007 10.000

9.4E-006 5.000

3 4E-007

16.000

H Mission 4.6E407
Time

H MITR 1.5E-004

H Mission 6.8E407
Time

INKNM4504-CB-ST

. INKNM4505-CB-FT

INKNM4505-CB-ST

10.000

MANUAL125 V DC CIRCUITBREAKER E-
NKN-M4505 FAILS TO TRANSFER

LOCALFAULTOF 25VDC CIRC BREAKER
E-NKN-M4505 -FAILTO CARRY POWER

1.2E-006 5.000

2.3E-007 10.000

LOCALFAULTQF 125VDC CIRC BREAKER 2.3E-007
E-NKN-M4504 -FAILTO CARRY POWER

24.000 H Mission
Time

5.5E-006

24.000 H Mssion 5.5E4)06
TllIle

24.000 H Mssion 2.9E-005
Time

INK NM4509-CB-ST LOCALFAULTOF CIRC BREAKER E-NKN- 2.3E-007
M4509 -FAILTO CARRY POWER

10.000 H Mission 4.6E407
Time
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I NKNM4509-FU-OC

1NKNM4517-CB-ST

1NNAV13-480VR-NO

FAULTIN FUSE E-NKN-M4509 BEAVEEN
125 V DC CONSOL CENTER ANDDIST
PNL

LOCALFAULTOF 125VDC CIRC BREAKER
E-NKN-M4517 -FAILTO CARRY POWER

VOLTREGULATOR (NNA-V13)BE &VEEN
480V MCC PHA-M31 AND 120V PANEL
FAILS

I.OE-006

2.3E-007

7.2E-006

10.000 2.000 H Mission 2.0E-006
Time

10.000 24.000 H Mission 5.5E-006
Tlnle

50.000 24.000 H Mission 1.7E-004
Time

INNAV13-480VROCM

INNBV14-480VR-NO

I NNBV14-480VROCM

INNN52-D11-CB-ST

VOLTAGEREG NNA-V13 FROM CLASS
MCC PHA-M31 UNAVAILDUE TO
UNSCHED MAINT

VOLT. REG. (NNB-V14)BEAVEEN480V
MCC PHB-M32 AND 120V PANEL FAILS

VOLTREG. NNB-V14FROM CLASS MCC
PHB-M32 UNAVAILDUE TO UNSCHED
MAINT

120V AC CIRCUITBREAKER E-NNN-D11
FAILS -SPURIOUS TRIP

9.2E-006 5.000 116.000 H MTIR 1.1E-003

7.2E-006

9.2E-006 5.000 116.000 H MTI'R I.IE-003

2.3E-007 10.000 24.000 H Mission 5.5E-006
T11ne

50.000 24.000 H Mission 1.7E-004
Time

INNN52-D12-CB-ST 120V AC CIRCUITBREAKER E-NNN-D12
FAILS - SPURIOUS TRIP

2.3E-007 10.000 24.000 H Mission 5.5E-006
Tllne

INNNDII-120BS-PW

INNND12-120BS-PW

1NNNTS-11-CB-FI'

LOCALFAULTOF 120V AC DIST PANEL E-
NNN-D11 -FAILTO CARRY POWER

LOCALFAULTOF AC DIST PANEL E-NNN-
D12- FAILTO CARRY POWER

AUTO/MANUALTRANS SWITCH,TS-
11+AILS TO CLOSE

8.3E-007 19.000 24.000 H Mission 2.0E-005
Time

8.3E-007

1.2E-006 5.000 13140.000 H Test Period 7.9E-003

19.000 24.000 H Mission 2.0E-005
Time
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INNNTS- II-CXXFI'UTO/MANUALTRANS SWITCH,TS-
I I,CONTROLCIRCUIT FAULT-FAILTO
TRANSFER

10.000 2.5E-002 D Calculated 2.5E-002

INNNTS-12-CB-FT

INNNTS-12-CXXFT

INNNVII-480VR-NO

AUTO/MANUALTRANS SWITCH, TS-12,
FAILSTO TRANSFER ON LOSS OF POWER

AUTO/MANUALTRANS SWITCH, TS-12,
CNTRL CIRC FAULT- FAILTO TRANSFER

VOLTAGEREGULATOR, NNN-VII,
BETWEEN 120V AND480V DIST PANEL
FAILS

1.2E-006, 5.000 13140.000 H Test Period 7.9E-003

10.000 25E-002 D Calculated 2.5E-002

7.2E-006 50.000 24.000 H Mission 1.7E-004
Tllllc

INNNVI I-480VROCM

INNNV12-480VR-NO

INNNV12-480VROCM

VOLTAGEREGULATORNNN-VlI UNAVAIL
DUE TO UNSCHED MAINTENANCE

1

VOLTAGEREULATOR'NNN-V12,BEPVEEN
120V AND 480V DIST PANEL FAILS

VOLTAGEREG. NNN-V12 UNAVAILDUE
TO UNSCHED. MAINTENANCE

9.2E-006

7.2E-006 50.000

9.2E-006 . 5.000

116.000 H MITR I.IE-003

24.000

116.000 H MITR I.IE-003

H Mission 1.7E-004
Tlnle

IPBAS03-416BS-PW LOCALFAULTOF 4160 V BUS E-PBA-S03-
FAILTO CARRY POWER

8.3E-007 19.000 24.000 H Mission
1 linc

2.0E-005

IPBAS03-416BSOCM 4160 V BUS E-PBA-S03. UNAVAILABLEDUE 1.3E-006
TO UNSCHED MAINTENANCE

H MITR 9.1E-006

IPBAS03B—CB-FT EMERGENCY D.G. I CKTBRKE-PBA-S03B
FAILSTO CLOSE

1.2E-006 730.000 H Test Period 4.4E-004

IPBAS03B—CBOCM EMERGENCY D.G. CKTBRKE-PBA-S03B
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

9.4E-006 9.300 H MTTR 8.7E-005
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IPBAS03B —CXXFT

IPBAS03H--CB-ST

EMERGENCY D.G. I CKTBRKE-PBA-S03B
CNTL CIRC FAULT-FAILSTO CLOSE

LOCALFAULTOF 4160 V CKTBRKE-PBA-
S03H -FAILTO CARRY POWER

2.3E-007 10.000 24.000 H Mission 5.5E-006
TlnlC

10.000 9.5E-003 D Calculated 9.5E-003

1PBAS03H—CBOCM

1PBAS03H--CX9ST

I PBAS03J--CB-ST

1PBAS03J--CBOCM

I PBAS03J--CX9ST

IPBAS03I -CBRIT

IPBAS03I -CBOCM

4160 VCKTBRKE-PBA-S03H UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

4160 V CKTBRKE-PBA-S03H CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 4160 V CKTBRKE-PBA-
S03J -FAILTO CARRY POWER

4160 V CKTBRKE-PBA-S03J UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

1

4160 V CKTBRKE-PBA-S03J CONTROL
CIRC FAULTS SPURIOUS TRIP

LOCALFAULTOF 4.16 KVCKTBRKE-PBA-
S03L -FAILTO CARRY POWER

4.16 KVCKTBRKE-PBA-S03L UNAVAIL-
ABLEDUE TO UNSCI IED MAINTENANCE

9.4E-006 H MITR

6.5E-006

2.3E-007 10.000 24.000 H Mission
TlmC

9.4E-006 5.000 H MITR

6.5E-006 10.000 24.000 H Mission
TlnlC

2.3E-007 10.000

9.4E-006 5.000

/
24.000

9.300

H Mission
TlnlC

H MITR

10.000 24.000 H Mission
Tlmc

6.6E-005

1.6E-004

5.5E-006

6.6E-005

1.6E-004

5.5E-006

8.7E-005

IPBAS03I -CXSST . 4.16 KVCKTBRKE-PBA-S03L,CONTROL
: CIRCUITFAULTS (SPURIOUS.TRIP)

1.6E-006 10.000 24.000 H Mission
TllnC

3.8E-005

IPBAS03I B-CXXCC COMMONCAUSE CONTROL CIRC TRIP OF
CKTBRKS03L Ec DG CKTBRKS03B FAILTO
CLOSE

10.000 9.1E-005 D Calculated 9.1E-005

1PBAS03N—CB-ST LOCALFAULTOF 4160 V CKTBRKE-PBA-
S03N -FAILTO CARRY POWER

2.3E-007 10.000 24.000 H Mission
Tlmc

5.5E-006
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IPBAS03N--CBOCM

I PBAS03N--CX9ST

IPBBS04-4168S-PW

IPBBS04-4168SOCM

IPBBS048--CB-FT

4160 V CKTBRKE-PBA-S03N UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

4160 V CKTBRK E-PBA-S03N CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 4160 V BUS E-PBB-S04-
FAILTO CARRY POPOVER

4160 V BUS E-PBB-S04 UNAVAILABLEDUE
TO UNSCIIED MAINTENANCE

EMERGENCY D.G. 2 CKTBRKE-PBB-S048
FAILSTO CLOSE

6.6E-OOS

6 SE-006

8.3E-007

1.3E-006

10.000 24.000 H Mission
Tlllle

19.000 24.000 H Mission
Time

H MTIR

1.6E-004

2.0E-005

9.1E-006

1.2E-006 S.OOO 730.000 H Test Period 4.4E-004

9.4E-006 5.000 7.000 H MTIR

IPBBS048--CBOCM

I
PBBS048--CXXFI'PB8S04H--CB-ST

IPBBS04H —CBOCM

EMERGENCY D.G. 2 CKTBRKE-PBB-S048
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

EMERGENCY D.G. 2 CKTBRKE-PBB-S048
CNTLCIRC FAULT-FAILSTO CLOSE

LOCALFAULTOF 4160 V CKTBRKE-PBB-
S04H -FAILTO CARRY POWER

9.4E-006

2.3E-007

4160 V CKTBRKE-PBB-S04H UNAVAILFOR 9.4E-006
PERIOD OF UNSCHED MAINTENANCE

9.300 H MITR 8.7F 005

10.000 24.000 H Mission
Tlnle

5.000 7.000 H MITR

S.SE-006

6.6E405

10.000 9'-003 D Calculated 9.5E403

IPB8S04H —CX9ST

IPB8S04J--CB-ST

4160 V CKTBRKE-PBB-S04H CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 4160 V CKTBRKE-PBB-
S04J -FAILTO CARRY;POWER

6.5E-006

2.3E-007

10.000 24.000 H Mission
Tlnle

10.000 24.000 H Mission
Time

1.6E-004

5.5E-006

I PBBS04J--CBOCM 4160 V CKTBRKE-PBB-S04J UNAVAILFOR 9.4E-006
PERIOD QF UNSCHED MAINTENANCE

H MTIR .6.6E-005
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;,-Event Nln'e ".'-'=.".„-',,„'„:,:,''',-,,'.,'-:;; '; . DescriptIo

IPBBS04J —CX9ST 4160 V CKTBRKE-PBB-S04J CONTROL
CIRC FAULTS SPURIOUS TRIP

6.5E-006 10.000 24.000 H Mission 1.6E-004
Time

1PBBS04K—CB-ST LOCALFAULTOF 4.16 KVCKTBRKE-PBB- 2.3E-007
S04K -FAILTO CARRY POWER

10.000 24.000 H Mission S.SE-006

Time

IPBBS04K—CBOCM

IPBBS04K—CXSST

1PB BS04K-B-CXXCC

4.16 KVCKTBRKE-PBB-S04K UNAVAIL-
ABLEDUE TO UNSCHED MAINTENANCE

4.16 KVCKTBRKE-PBB-S04K CONTROL
CIRCUITFAULTS (SPURIOUS TRIP)

COMMONCAUSE CONTROL CIRC TRIP OF
CKTBRKS04K Sc DG CKTBRKS04B FAIL
TOCLOSE

1.6E-006 10.000

10.000

9.4E-006 5.000 H hfITR 8.7E-OOS

24.000 H Mission 3.8E-OOS

Time

9.1E-OOS D Calculated 9.1E-OOS

1PBBS04N —CB-ST LOCALFAULTOF 4160 V CKTBRKE-PBB- 2.3E-007
S04N -FAILTO CARRY POWER

10.000 24.000 H Mission S.SE-006
Time

IPB8S04N —CBOCM 4160 V CKTBRKE-PBB-S04N UNAYAILFOR 9.4E-006
PERIOD OF UNSCHED MAINTENANCE

H MTIR 6.6E-OOS

I PBBS04N —CX9ST

1PEABG012-DG-CC

IPEAGOI—-DG-CM

1PEAG01-DG--2FR

1PEAG01-DG--2FS

4160 V CKTBRKE-PBB-S04N CONTROL
CIRC FAULTS -SPURIOUS TRIP

COMMONCAUSE FAILUREOF 2-OUT-OF-2
EMERGENCY D.G.'S

EMERGENCY D.G. 1 (E-PEA-G01 UNAVAH
ABLEDUE TO UNSCHEULED MAINT.

EMERGENCY D.G. I (E-PEA-GOI) FAILSTO
RUN (24 HOURS)

EMERGENCY D.G. I (E-PEA-GO I)FAILSTO
START

6.5E-006 10.000 24.000 H Mission 1.6E-004
Time

10.000 6.6E-004 D Calculated 6.6E-004

6.0E-003 D Plant Spe- 6.0E-003
cific

2.2E-002 D Calculated 2.2E-002

7.9E-003 D .Calculated 7.9E-003
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IPEBG02--DG-CM EMERGENCY D.G. 2 (E-PEB-G02 UNAVAIL-
ABLEDUE TO UNSCHEULED MAINT.

6.0E-003 D Plant Spe-
cific

6.0E-003

IPEBG02-DG —2FR

IPEBG02-DG--2FS

EMERGENCY D:G. 2 (E-PEB-G02) FAILSTO
RUN (24 HOURS)

EMERGENCY D. G. 2 (E-PEB-G02) FAILSTQ
START

2.2E-002 D Calculated 2.2E4)02

7.9E-003 D Calculated 7.9E-003

IPGAL31-416XMDPW

IPGAL31-480BSOCM

IPGAL31-480BSEPW

IPGAL31 B2-CB-ST

IPGAL31B2-CBOCM

IPGAL31 B2-CX-ST

IPGAL31C2-CB-ST

TRANSFORMER PGAL31 BETWEEN 4160 V
AND 480 V BUS FAILS

480 V LOADCTR E-PGA-IDI UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

LOCALFAULTOF 480 V LOADCTR E-PGA-
L31 -FAILTO CARRY,'POWER

LOCALFAULTOF 480 V CKTBRKE-PGA-
L31B2 -FAILTQ CARRY POWER

480 V CKTBRKE-PGA-L31B2 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

480 V CKTBRKE-PGA-L3 IB2 CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 480 V CKTBRKE-PGA-
L31 C2 -FAILTO CARRY POWER

1.3E-006 5.000

1.3E-007

2.3E-007 " 10.000

9 4E-006

2.9E-006 10.000

2.3E-007 10.000

9.1E-007 10.000 24.000

24.000

24.000

7.000

24.000

24.000

H Mission
Tllne

H MITR

H Mission
Tlmc

H Mission
Time

H MITR

H Mission
TlnlC

H Mission
TlnlC

2.2E-005

9.IE-006

3.IE-006

5.5E-006

6.6E-005

7.0E-005

5.5E-006

1PGAL31C2-CBOCM

IPGAL31C2-CX-ST

IPGAL33-416XMDPW

480 V CKTBRKE-PGA:L31C2 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

480 V CKTBRKE-PGA-L31C2 CONTROL
CIRC FAULTS -SPURIOUS TRIP

TRANSFORMER PGAL33 BE&VEEN4160 V
AND 480 V BUS FAILS

9.4E-006

2.9E-006

9.1E-007

10.000

10.000

7.000

24.000

24.000

H MITR

H Mission
Time

H Mission
Time

6.6E-005

7.0E-005

2.2E4)05
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I PGAL33-480BSOCM

IPGAL33-480B SEP W

Z 'kc S ~ 4 ''M > ' ~ . Z M MO

480 V LOADCTR E-PGA-L33 UNAVAILFOR 1.3E-006

PERIOD OF UNSCHED MAINTENANCE

LOCALFAULTOF 480 V LOADCTR E-PGA- 1.3E-007

L33 - FAILTO CARRY POWER
24.000

H hfITR 9.1E-006

H Mission 3.1E-006
TlnlC

IPGAL33B2-CB-ST

IPGAL33B2-CBOCM

IPGAL33B2-CX-ST

IPGAL33B3-CB-ST

1PGAL33B3-CBOCM

I PGAL33B3-CX-ST

IPGAL33C2-CB-ST

IPGAL33C2-CBOCM

IPGAL33C2-CX-ST

IPGAL33C3-CB-ST

IPGAL33C3-CBOCM

LOCALFAULTOF 480 V CKTBRKE-PGA-
L33B2 -FAILTO CARRY POWER

480 V CKTBRKE-PGA-L33B2 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

4

480 V CKTBRKE-PGA-L33B2 CONTROL
CIRC FAULTS SPURIOUS TRIP

LOCALFAULTOF 480V CIRCUITBREAKER
E-PGA-L33B3-FAILTO CARRY;POWER

CIRCUITBREAKERE-PGA-L33B3 UNAVAIL
DUE TO UNSCHED MAINTENANCE

CIRCUIT,BREAKERE-PGA-L33B3 CON-
TROL CIRCUITFAULT(SPURIOUS TRIP)

LOCALFAULTOF 480 V CKTBRKE-PGA-
L33C2 - FAILTO CARRY POWER

'80 V CKTBRKE-PGA-L33C2 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

480 V CKTBRKE-PGA-L33C2 CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 480 V CKTBRKE-PGA-
L37C2- FAILTO CARRY POWER

480 VCKTBRKE-PGA-L33C3 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

2.3E-007 10.000

9.4E-006 5.000

2.9E-006 10.000

2.3E-007 10.000

9 4E-006

2.9E-006 10.000

2.3E-007 10.000

9.4E-006

2.9E-006 . 10.000

9.4E-006

2.3E407 10.000

24.000

24.000

24.000

9.300

24.000

24.000

24.000

24.000

H Mission 5.5E-006
TlnlC

H MTFR 6.6E-005

H MITR 8.7E-005

H Mission
Time

7.0E4XI5

H Mission 5.5E-006
Time

H MTIR 6.6E-005

H Mission 7.0E-005
Time

H Mission 5.5E-006
TlnlC

H MTTR 6.6E-005

H Mission 7.0E-005
TllnC

H Mission 5.5E-006
Tnnc
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IPGAL33C3-CX-ST 480 V CKTBRKF=PGA-L33C3 CONTROL
CIRC FAULTS -SPURIOUS TRIP

2.9E-006 10.000 24.000 H Mission 7.0E-005
Tlnlc

IPGAL35-416XMDPW TRANSFORMER PGAL35 BETWEEN 4160 V 9.1E-007
AND 480 V BUS FAILS

10.000 24.000 H Mission 2.2E-005
TlnlC

IPGAL35-480BSOCM

IPGAL35-480BSEPW

480 V LOADCIR E-PGA-L35 UNAVAILFQR
PERIOD QF UNSCHED MAINTENANCE

I

LOCALFAULTOF 480 V LOADCTR E-PGA-
L35 -FAILTO CARRY-POWER

1.3E-006 5.000

1.3E-007 5.000

7.000 H

24.000 H

MTIR 9.1E-006

Mission 3.1E-006
TlnlC

IPGAL35B2-CB-ST

IPGAL35B2-CBOCM

LOCALFAULTOF 480 V CKTBRKE-PGA-
L35B2 -FAILTO CARRY POWER

480 V CKTBRKE-PGA-L35B2 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

2.3E-007 10.000

9.4E-006 5.000

24.000 H Mission 5.5E-006
Time

6.6E-005

IPGAL35B2-CX-ST

IPGAL35C2-CB-ST

480 V CKTBRKE-PGA-L35B2 CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 480 V CKTBRKE-PGA-
L35C2 -FAILTO CARRY POWER

2.3E-007 10.000

2.9E-006 10.000 24.000 H

24.000 H

Mission 7.0E-005
Time

Mission 5.5E-006
Time

IPGAL35C2-CBOCM 480 V CKTBRKE-PGA-L35C2 UNAVAILFOR 9.4E-006
PERIOD QF UNSCHED MAINTENANCE

H 6.6E-005

IPGAL35C2-CX-ST 480 V CKTBRK E-PGA-L35C2 CONTROL
CIRC FAULTS -SPURIOUS TRIP

2.9E-006 10.000 24.000 H Mission 7.0E-005
Tllnc

IPGAL35D2-CB-ST LOCALFAULTOF480V CIRCUITBREAKER 2.3F 007
E-PGA-L35D2-FAILTO CARRY POWER

10.000 24.000 H Mission 55E-006
TlnlC,

IPGAL35D2-CBOCM CIRCUITBREAKERE-PGA-L35D2UNAVAIL 9.4E-006
DUE TO UNSCHED MAINTENANCE

9.300 H 8.7E-005

IPGAL35D2-CX-ST CIRCUITBREAKER E-PGA-L35D2 CON-
TROL CIRCUITFAULT(SPURIOUS TRIP)

2.9E-006 10.000 24.000 H Mission 7.0E-005
Time

Rcv. 0 4/7/92„i+ .em~ + 6.2 Component Faiiurc Data
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1PG8L32-416XMDPW

IPGBL32-480BSOCM

IPGBL32-480BSEPW

TRANSFORMER PGBL32 BE'&VEEN4160 V 9.1E-007
AND 480 V BUS FAILS

480 VLOADCTR E-PGB-L32 UNAVAILFOR 1.3E-006
PERIOD OF UNSCHED MAINTENANCE

LOCALFAULTOF 480 V LOADCTR E-PGB- 1.3E-007

L32 -FAILTO CARRY POWER

10.000 24.000 H Mission 2.2E-005
Time'

MTR 9.1E-006

24.000 H Mission 3.1E-006
Tlnlc

1PGBL32B2-CB-ST LOCALFAULTOF 480 V CKTBRKE-PGB-
L32B2 -FAILTO CARRY POWER

2.3E-007 10.000 24.000 H Mission 5.5E-006
Time

I PGBL32B2-CBOCM

1PGBL32B2-CX-ST

I PGBL32C2-CB-ST,

IPGBL32C2-CBOCM

IPGBL32C2-CX-ST1PGBL32C3-CBRIT

IPGBL32C3-CBOCM

IPG8L32C3-CX-ST

IPG8L34-416XMDPW

480 VCKTBRKE-PGB-L32B2 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

480 VCKTBRKE-PGB-L32B2 CONTROL
CIRC FAULTS -SPURIOUS TRIP

l
LOCALFAULTOF 480 V CKTBRKE-PGB-
L32C2 -FAILTO CARRY POWER

'

480 VCKTBRKE-PGB-L32C2 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

480 V CKTBRKE-PGB-L32C2 CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 480 VCKTBRKE-PGB-

: L32C3 -FAILTO CARRY POWER

480 VCKTBRKF PGB-L32C3 UNAVAILFOR
PERIOD OF UNSCHED. MAINTENANCE

480 V CKTBRKE-PGB-L32C3 CONTROL
CIRC FAULTS -SPURIOUS TRIP

TRANSFORMER PGBL34 BEAVEEN4160 V
AND480 V BUS FAILS I.

9.4E-006

2.3E-007 10.000

9.4E-006 5.000

2.9E-006 10.000

2.3E-007 10.000

9 4E-006

2.9E-006 10.000

9.1E-007 10.000

2.9E-006 10.000

H MTR 6.6E-005

H MTIR 6.6E-005

24.000 H Mission 7.0E405
Time

24.000 H Mission 5.5E-006
Time

H MTR 6.6E-005

24.000

24.000

H Mission
Time

H Mission
TUnc

7.0E-005

2.2E-005

24.000 H Mission 7.0E-005
Time

24.000 H Mission 5.5E-006
Time
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1PGBL34-4808SOCM 480 V LOADCIR E-PGB-L34 UNAVAILFOR 1.3E-006
PERIOD OF UNSCHED MAINTENANCE

7.000 H NITR 9.1E-006

IPGBL34-480BSEPW LOCALFAULTOF 480 V LOADCIR E-PGB- 1.3E-007
L34 -FAILTO CARRY POWER

24.000 H Mssion 3.1E-006
Time .

IPGBL3482-CB-ST LOCALFAULTOF 480 V CKTBRKE-PGB-
L3482 -FAILTO CARRY POWER

2.3E-007 10.000 24.000
'

Mission 5.5E406
TlnlC

IPGBL3482-CBOCM

IPG8L3482-CX-ST

IPG8L34C2-CB-ST

IPG8L34C2-CBOCM

IPGBL34C2-CX-ST

480 V CKTBRKE-PGAIL3482 UNAVAILFOR
PERIOD OF UNSCIIED MAINTENANCE

480 V CKTBRKE-PGA-L3482 CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 480 V CKTBRKE-PGB-
L34C2 -FAILTO CARRY POWER

480 VCKTBRK E-PGB-L34C2 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

480 V CKTBRK E-PGB-L34C2 CONTROL
CIRC FAULTS -SPURIOUS TRIP

9.4E-006

2.3E-007 10.000

9.4I;006

2.9E-006 10.000

2.9E-006 10.000 24.000

24.000

24.000

H

H

H

H

H

MITR 6.6E-005

Mission 7.0E405
Time

Mission 5.5E406
Time

MTIR 6.6FA05

Mission 7.0E-005
Time

IPGBL36-416XMDPW TRANSFORMER PGBL36 BE&VEEN4160 V 9.1E-007
AND 480 V BUS FAILS

10.000 24.000 H Mission 2.2E-005
TlnlC

IPGBL36-4808SOCM

IPGBL36-4808SEPW

1PGBL3682-CB-ST

IPGBL3682-CBOCM

480 V LOADCTR E-PGB-L36 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

LOCALFAULTOF 480 V LOADCFR E-PGB-
L36 -FAILTO CARRY POWER

LOCALFAULTOF 480 V CKTBRKE-PGB-
L3682 -FAILTO CARRY POWER

480 VCKTBRKE-PGB-L3682 UNAVAILFOR
PERIOD OF UNSCHED MAINTENANCE

1.3E-006 5.000

1.3E-007 5.000

2.3E-007 10.000

9.4E-006

H MITR 9.1E-006

24.000 H

24.000 H

7.000 H MITR 6.6E-005

Mission 3.1E-006
Tlnlc

Mssion 5.5E-006
Tlnlc
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I PGBL36B2-CX-ST

IPGBL36C3-CB-ST

480 V CKTBRKE-PGB-L36B2 CONTROL
CIRC FAULTS -SPURIOUS TRIP

LOCALFAULTOF 480 V CKTBRKE-PGB-
L36C3 -FAILTO CARRY POWER

2.3E-007 10.000

2.9E-006 10.000 24.000 H Mission 7.0E-OOS

Time

24.000 H Mission S.SE-006
Time

1PGBL36C3-CBOCM 480 VCKTBRKE-PGB-L36C3 UNAVAILFOR 9.4E-006
PERIOD OF UNSCHED MAINTENANCE

7.000 H MITR 6 6E-OOS

IPGBL36C3-CX-ST

IPHAM31-480BSOCM

1PHAM31-480BSEPW

IPHAM3107-CB-ST

IPIIAM3107-CBOCM

1PiIAM3107-CXXST

1PHAM3108-CXXST

IPHAM3111-CB-ST

IPI IAM3111-CBOCM

480 V CKTBRKE-PGB-L36C3 CONTROL
CIRC FAULTS -SPURIOUS TRIP

MCC E-PHA-M31 UNAVAILBLEFOR
PERIOD OF UNSCHED. MAINTENANCE

LOCALFAULTOF MCC E-PHA-M31 -FAIL
TO CARRY POWER

LOCALFAULTOF 480V CIRCUIT BRK E-
PHA-M3107 (FAILTO CARRY ROWER)

480V CIRCUITBRKE-PHA-M3107 UNAVAIL
DUE TO UNSCHED MAINTENANCE

480V CIRCUITBRK E-PHA-M3107 CON-
TROL CIRCUITFAULT(SPURIOUS TRIP)

'NTRLCIRC FOR CNTCTS IN 480V FDR
: LINEFRM PHA-M31 FAULTS (SPUR TRIP)

LOCALFAULTOF 480 V CIRC BREAKER E-
PHA-M3111 -FAILTO CARRY POWER

480 V CIRC BREAKER E-PHA-M3111
UNAVAILFOR PERIOD OF UNSCHED
MAINT

2.9E-006 10.000

1.3E-006 5.000

1.3E-007 5.000

2.3E-007 10.000

9.4E-006 5.000

10.000

10.000

9.4E-006 5.000

2.3E-007 10.000

24.000 H Mission 7.0E-OOS

Tlnle

7.000 H MTIR 9.1E-006

24.000 H Mission 3.1E-006
Time

24.000 H Mission S.SE406
Tlnle

9.300 H MTR 8.7E-005

1.3E-OOS D Calculated 1.3E-OOS

24.000 H Mission . S.SE-006
Time

9.300 H MTR 8.7E-OOS

"1.6E-004 D Calculated 1.6E-004
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IPHAM3111-CXOST

IPI&M3111-CXXFT

CONTROL CIRCUITFOR CONTACTS IN
480V FEEDER LINEFROM E-PHA-M31
FAULTS - SPURIOU

CONTACTS IN 480V FEEDER LINEFROM
PHA-M31 FAILTO RE-CLOSE DUE TO CON-
TROL CIRC F

7.1E-006 10.000 24.000 H

10.000 2.4E-004 D

Mission 1.7E-004
Tlnlc

Calculated 2.4E404

IPHAM33-4808 SOCM

IPFIAM33-480BSEPW

IPHAM3326-CB-ST

IPHAM3326-CBOCM

MCC E-PHA-M33 UNAVAILBLEFOR
PERIOD OF UNSCHED. MAINTENANCE

LOCALFAULTOF MCC E-PHA-M33 -FAIL
TO CARRY POWER

LOCALFAULTOF 480 V CIRC BREAKER E-
PHA-M3326 -FAlLTO.CARRY POWER

480 V CIRC BREAKER E-PHA-M3326
UNAVAILFOR PERIOD OF UNSCHED
MAINT

1.3E-006 5.000

1.3E-007 5.000

2.3E-007 10.000

9.4E-006 5.000

24.000

24.000

9.300

H

H

H

H

9.1E406

Mission 3.1E-006
TlnlC

Mission 5.5E406
Tlnlc

NITR 8.7E405

IPHAM3326-CXOST 480 V CIRC BREAKER E-PIIA-M3326 CON-
TROL CIRCUITFAULTS -SPURIOUS TRIP

7.1E-006 10.000 24.000 H Mission 1.7E-004
Time

IPHAM3326-CXXFI CNTCTS IN 480V FDR LINEFRM PHA-M33
FAILTO RE-CLS DUE TO CNTRL CIRC
FAULT

10.000 2.4E-004 D Calculated 2.4E404

IPHAM35-480BSOCM

IPHAM35-480BSEPW

MCC E-PHA-M35 UNAVAILBLEFOR
PERIOD OF UNSCHED. MAINTENANCE

C

LOCALFAULTOF MCC E-PHA-M35 -FAIL
TO CARRY POWER

1.3E-006 5.000

1.3E-007 5.000

H

24.000 H

METR 9.1E-006

Mssion 3.1E-006
TlnlC

IPHAM3523-CB-ST LOCALFAULTOF 480 V ClRC BREAKER E- 2.3E-007
PEIA-M3523 -FAILTO CARRY POWER

10.000 24.000 H Mission 5.5E-006
Time
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IPHAM3523-CBOCM 480 V CIRC BREAKER E-PHA-M3523
UNAVAILALBEDUE TO UNSCIIED MAINT

9.4E-006 5.000 9.300 H MTR 8.7F 005

IPHAM3523-CXOST CONTROL CIRCUITFAULTFOR CON-
TACTS IN 480 V FEEDER LINEFROM E-
PHAM-M35 -SPURIOU

7.1E-006 10.000 24.000 H Mission 1.7E-004
Tmle

IPHAM3523-CXXFI'

PHAM3529-CB-ST

CONTACfS IN480V FEEDER LINEFROM
PHA-M35 FAILTO RE-CLOSE DUE TO CON-
TROL CIRC F

LOCALFAULTOF 480VAC CKTBRKPHA-
M3529 -FAILTO CARRY POWER

2.3E-007

10.000

10.000

2.4E-004 D Calculated 2.4E-004

24.000 H Mission 5.5E-006
Time

IPHAM3529-CBOCM CKTBRKPHA-M3529 UNAVAILDUE TO
UNSCHED MAINTENANCE

9.4E-006 5.000 48.000 H MTR 4.5E-004

IPHAM3529-CXXFT

IPHAM3529-CXXST

IPHAM37-480BSOCM

CONTACTS IN FEEDER LINEFROM
PHAM35FAILTORECI.OSEDUETOCNTRL
CIRC FAULT

CNTRL CIRC FOR CONTACTS IN 480V
FEEDER LINEFRM PHA-M35 FAULTS (SPU-
RIOUS TRIP)

MCC E-PHA-M37 UNAVAILBLEFOR
: PERIOD OF UNSCHED. MAINTENANCE

10.000

10.000

1.3E-006 5.000

1.6E-O04 D Calculated 1.6E-004

H MTR 9.1E-006

2.4E-004 D Calculated 2.4E-004

IPHAM37-480BSEPW 'OCALFAULTOF MCC E-PHA-M37 -FAIL
TO CARRY POWER

1.3E-007 24.000 H Mission 3.1E-006
Time

1PHBM32-4808 SOCM MCC E-PHB-M32 UNAVAILBLEFOR
PERIOD OF UNSCHED. MAINTENANCE

1.3E-006 5.000 H MTR 9.1E-006

IPI IBM32-480BSEPW LOCALFAULTOF MCC E-PHB-M32 -FAIL
TO CARRY POWER

1.3E-007 24.000 H Mission 3.1E-006
Time
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IPHBM3208-CB-ST LOCALFAULTOF 480V CIRCUITBRK E-
PHB-M3208 (FAILTO CARRY POWER)

2.3E-007 10.000 24.000 H MissionTlnle'.5E-006

IPHBM3208-CBOCM

IPHBM3208-CXXST

480V CIRCUITBRKF=PHB-M3208 UNAVAIL 9.4E-006
DUE TO UNSCHED MAINTENANCE

480V CIRCUITBRK E-PHB-M3208 CON-
TROL CIRCUITFAULT(SPURIOUS TRIP)

10.000

9.300

1.3E-005

H MITR ~ 8.7E-005

D Calculated 1.3E-005

IPHBM3209-CB-ST LOCALFAULTOF 480V CIRC BREAKER E- 2.3E-007
PHB-M3209 -FAILTO CARRY POWER

> 10.000 24.000 H Mission
Time

5.5E406

IPHBM3209-CBOCM 480V CIRC BREAKER E-PHB-M3209
UNAVAILDUE TO UNSCHED MAINTE-
NANCE

9.4E-006 5.000 9.300 H MITR 8.7E405

IPHBM3209-CXOST

IPHBM3209-CXXIT

480V CIRC BREAKERE-PHB-M3209 CON-
TROL CIRCUITFAULTS -SPURIOUS TRIP

CONTACTS IN 480V FDR LINEFROM PHB-
M32 FAILTO RECLOSE DUE TO CNTRL
CIRC FAULT

7.1E-006 10.000

10.000

24.000

2.4E-004

H Mission
Time

1.7E-004

D Calculated 2.4E4)04

IPHBM3210-CXXST

IPHBM34-480BSOCM

CNTRL CIRC FOR CONTACTS IN 480V
FEEDER LINEFROM PHB-M32 FAULTS
(SPURIOUS TRIP),

MCC E-PHB-M34 UNAVAILABLEFOR
PERIOD OF UNSCHED. MAINTENANCE

1.3E-006 5.000 H MITR 9.1E-006

10.000 1.6E-004 D Calculated 1.6E-004

IPHBM34-480BSEPW

IPHBM3425-CB-ST

LOCALFAULTOF MCC E-PHB-M34 -FAIL
TO CARRY POWER

LOCALFAULTOF 480V CIRCUITBREAKER
E-PHB-M3425 - FAILTO CARRY POWER

1.3E-007

2.3E-007 10.000

24.000

24.000

H Mission
Tlnle

H Mission
1 lnle

3.1E4)06

5.5E-006
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1PHBM3425-CBOCM 480V CIRC BREAKER E-PHB-M3425
UNAVAILDUE TO UNSCHED MAINTE-
NANCE

9.4E-006 5.000 9.300 H MTTR 8.7E-005

1PHBM3425-CXOST

IPHBM3425-C)GOT

480V CIRC BREAKER CONTROL CIRCUIT
FAULTS-SPURIOUS TRIP

CONTACIS IN 480V FDR LINEFROM PHB-
M34 FAILTO RE-CLS OUTTO CNTRL CIRC
FAULT

7.IE-006 10.000 24.000 FI Mission 1.7E-004
Time

2.4E-004 D Calculated 2.4E-004

1PfIBM36-480BSOCM MCC E-PHB-M36 UNAVAILBLEFOR
PERIOD OF UNSCHED. MAINTENANCE

1.3E-006 5.000 H MTTR 9.1E-006

I PIIBM36-480BSEPW

1PHBM3626-CB-ST

LOCALFAULTOF MCC E-PHB-M36 -FAIL
TO CARRY POWER

LOCALFAULTOF 480VAC CKTBRKPHB-
M3626 -FAILTO CARRY POWER

1.3E-007

2.3E-007 10.000

24.000 H Mission 3.1E-006
Tllne

24.000 H Mission 5.5E-006
Tllne

IPFIBM3626-CBOCM

IPHBM3626-CXXFT

CKTBKRPHB-M3626 UNAVAILABLEDUE
TO UNSCHEDLD MAINTENANCE

CONTACTS INFDR LINEFRM PHB-M36
FAILTO RECLOSE DUE TO CNTRLCIRC
FAULT

9.4E-006 5.000 48.000 H MTR 4.5E-004

10.000 2.4E-004 D Calculated 2.4E-004

IPHBM3626-CXXST CNTRL CIRC FOR CONTACTS IN 480V FDR
~ LINEFRM PHB-M36 FAULTS (SPURIOUS

TRIP)

10.000 1.6E-004 D Calculated 1.6E-004

I PHBM3627-CB-ST

1PHBM3627-CBOCM

LOCALFAULTOF 480 V CIRCUIT
BREAKER E-PHB-M3627 - FAILTO CARRY
POWER

480 V CIRC BREAKER E-PFIB-M3627
UNAVAILDUE TO UNSCHEDULED MAIN-
TENANCE

9.4E-006 5.000 9.300 H MTIR 8.7E-005

2.3E-007 10.000 24.000 H Mission 5.5E-006
Time
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IPHBM3627-CXOST

IPHBM3627-CXXFI'80

V CIRC BRKR E-PHB-M3627 CNTRL
CIRC FAULTS -SPURIOUS TRIP-

CONTACTS It]480V FDR LINEFROM PFIB-
M36 FAILTO RECLOSE DUE TO CNTRL
CIRC FAULT

7.1E-006 10.000

10.000

24.000 H Mission 1.7E-004
Time

2.4E-004 D Calculated 2.4E-004

IPHBM38-480BSOCM

IPHBM38-480BSEPW

IPK-A-B--BX-CC

IPK-ABC--BX-CC

IPKAD21-125BSEPW

MCC E-PFIB-M38 UNAVAILBLEFOR
PERIOD OF UNSCHED. MAINTENANCE

LOCALFAULTOF MCC E-PHB-M38 -FAIL
TO CARRY POWER

COMMONCAUSE FAILUREOF 2-OUT-OF-2
CLASS IE BATI'ERIES (BATTS A &, B)

COMMONCAUSE FAILUREOF 3-OUT-OF-3
CLASS IE BATTERIES (BATTS A, B, & C)

LOCALFAULTOF 125V DC DIST PANEL E-
PKA-D2I (SHORT TERM)

1.3E-006 5.000

1.3F=007 .. 5.000

10.000

10.000

1.3E-007 5.000

9.1E406

3.6E-006 D Calculated 3.6E-006

H Mission
Time

2.6F 07

24.000 H Mission 3.IE-006
Time

3.6E-006 D Calculated 3.6E-006

IPKAD2102-CB-ST CIRCUITBREAKER PKA-D2102 FAILS-
SPURIOUS TRIP-

2.3E-007 10.000 20.000 H Mission
T11IIC

4.6E-006

IPKAD2109-CB-ST

IPKAD2121-CB-ST,

IPKAFI I--BAOCM

IPKAFI I--BX-PW

CIRCUITBREAKER PKA-D2109 FAILS TO
CARRY POWER

CIRCUITBREAKER PKA-D2121 FAILS-
SPURIOUS TRIP-

BATTERY 'A'E-PKA-FII) UNAVAILABLE
DUE TO UNSCHED MAINTENANCE

LOCALFAULTOF BATTERY 'A'E-PKA-
F I I) -FAILTO PROVIDE POWER

10.000

2.3E-007 10.000

2.0E-006 5.000

I OE-006

20.000 H Mission 4.6E-006
Time

H MTTR 4.0E-006

1138.000 H Test Period 5.7E-004

2.2E-003 D Calculated 2.2E-003
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" '; Event Name.'-.:-",'.''.',:.",!-'.'':,"'"

'. ~:.'.

I PKAFII--BX-RM FAILURETO RESTORE BATT 'A'E-PKA-
Fl I)AFTER 18 MONTHTESTOR UNSCHED
MAINT

10.000 2.6E-005 D Calculated 2.6E-005

IPKAHII--BXOCM BATTERYCHARGER 'A'E-PKA-H1 I)
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

9.2E-006 5.000 11.000 H M1TR I.OE-004

IPKAHII--BXCNO LOCALFAULTOF BATTERYCHARGER 'A'.1E-006
(F PKA-HlI) -NO OUTPUT

l3.000 24.000 H Mission 7.4E-005
Time

1PKAH15—BXOCM BACKUPBATTCHARGER 'AC'E-PKA-
H15) UNAVAILDUE TO UNSCHEDULED
MAINT.

9.2E-006 5.000 11.000 H M1TR I.OE-004

IPKAH15--BXCNO

IPKAM41-125BSEPW

I PKAM41-BAKUP-EE

BACK-UPBATI:CHARGER 'AC'E-PKA-
H15) FAILSTO OPERATE -NO OUTPUT

LOCALFAULTOF 125 V DC CONTROL
CENTER E-PKA-M41 -FAILTO CARRY
POWER

OPERATOR HAS NOT OR CANNOTUSE
BACKUPCHARGER 'AC'O POWER PKA-
M41 125V DC BUS

3.1E-006

1.3E-007

1.000 D Flag Event 1.000

13.000 24.000 H Mission 7.4E-005
Time

H Mission 2.6E-007
Time

IPKAM4102-CB-ST

IPKAM4102-CBOCM

:LOCALFAULTOF 125 VDCCIRC BREAKER
~ E-PKA-M4102-FAILTO CARRY POWER

125 VDC CIRC BREAKER E-PKA-M4102
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCEPOWER

2.3E-007

9.4E-006

10.000 H Mission 4.6E-007
Time

1.9E-005

IPKAM4102-CXDST 125 VDC CIRC BREAKER E-PKA-M4102
CONTROL CIRCUITFAULTS -SPURIOUS
TRIP

3.4E-007 10.000 2.000 H Mission
Tune

6.8E-007
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IPKAM4104-CB-ST

I
PKAM4105-CB-FI'OCAL

FAULTOF CIRC BREAKER E-PKA-
M4104 -FAILTO CARRY POWER

MANUALCIRCUITBREAKER E-PKA-
M4105 FAILS TO TRANSFER

2.3E-007 10.000 24.000 H Mission 5.5E-006
Time

3.0E-003 D Calculated 3.0E4)03

IPKAM4105-CB-ST

IPKAM4106-CB-ST

IPKAM4123-FU-OC

IPKAM4140-FU-OC

IPKANIOTS-CXXFT

LOCALFAULTOF MANUALCIRCUIT
BRKR E-PKA-M4105 (FAILTO CARRY
POWER

LOCALFAULTOF 125V DC CKTBRKPKA-
M4106 -FAILTO CARRY POWER

I OF 2 FUSES FAIL(PKA-M4123) BETWEEN
125 VDC CNTRI. CNTR ANDDIST PNL

FUSE BETWEEN BATI;CHARGER PKA-HlI
ANDN PUMP CNTRL CIRC FAILS (SPUR
OPEN)

XFMR SWITCH FAILS TO XFER CNTRL
CIRC FAULT

2.3E-007 10.000 24.000 H Mission 5DE@06
Tnne

2.3E-007

I.OE-006

10.000 24.000 H Mission 5.5E-006
Time

10.000 4.000 = H Mission 4.0E406
Time (2
fuses x 2
hours)

10.000 I.OE-003 D Calculated I.OE-003

I.OE-006 10.000 4320.000 H Test Period 2.2E4)03

IPKANIOTS-IB-FT XFRMRSWITCH FAILSTO XFER 2.9E-006 5.000 24.000 H Mission
Tllne

7.0E-005

IPKBD22-125BSEPW

IPKBD2202-CB-ST

HLOCALFAULTOF 125V DC DIST PANEL E- 1.3E-007 5.000 2.000
PKB-D22 POWER (SHORT TERM)

CIRCUITBREAKER PKB-D2202 FAILS - 2.3E-007 10.000 20.000 H
SPURIOUS TRIP-

Mission
Time

Mission
Time I
Detection
Period

2.6E-007

4.6E-006

I PK8D2209-CB-ST CIRCUITBKRPKB-D2209 FAILSTO CARRY
POWER -SPURIOUS TRIP-

10.000 2.2E-003 D Calculated 2.2E-003
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IPKBD2214-CB-ST CIRCUITBREAKER PKB-D2214 FAILS -SPU- 2.3E-007 10.000
RIOUS TRIP-

20.000 H Mission 4.6E-006
Time I
Detection
Period

IPKBD2221-CB-ST CIRCUITBREAKER PKB-D2221 FAILS -SPU- 2.3E-007 10.000
RIOUS TRIP-

20.000 H Mission 4.6E-006
Time I
Detection
Period

IPKBF12--BAOCM BARRY 'B'E-PKB-F12) UNAVAIL.DUE
TO UNSCHDLED MAINTENANCE

2.0E-006 5.000 H MTIR 4.0E-006

IPKBF12--BX-PW

1PKBF12—BX-RM

LOCALFAULTOF BAITERY'B'E-PKB-
F12) -FAILTO PROVIDE POWER-

FAILURETO RESIORE BATT 'B'E-PKB-
F12) AFfER 18 MO TESTING OR UNSCHED
MAINT

I.OE-006

10.000

1138.000 H Test Period 5.7E-004

2.6E-005 D Calculated 2.6E-005

IPKBH12--BXOCM BATTERYCHARGER 'B'E-PKB-H12)
UNAVAILDUE TO UNSCI IEDULEDMAIN-
TENANCE I

9.2E-006 5.000 11.000 H MTTR I.OE-004

1PKBH12--BXCNO LOCALFAULTOF BATI'ERYCHARGER 'B'
(E-PKB-H12) -NO OUTPUT-

3.1E-006 13.000 24.000 H Mission 7.4E-005
Time

IPKBH16--BXOCM ~ BACKUPBATI'HARGER 'BD'NAVAIL
DUE TO UNSCHED MAINTENANCE

9.2E-006 5.000 11.000 H MTIR I.OE-004

IPKBH16--BXCNO

IPKBM42-125BSEPW

LOCALFAULTOF BACKUP BATT
CHARGER 'BD'E-PKB-H16) -NO OUTPUT

LOCALFAULTOF 125V DC CNTLCNTR
PKB-M42 (SHORT TERM)

1.3E-007 5.000 H Mission
Time

2.6E-007

3.1E-006 13.000 24.000 H Mission 7.4E-005
Time
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IPKBM42-BAKUP-I:E

IPKBM4202-CB-ST

OPERATOR HAS NOT OR CAN'TUSE
BACKUPCHGR 'BD'O POWER PKB-M42
125V DC BUS

LOCALFAULTOF125 V DC CIRC BREAKER 2.3E-007
PKB-M4202 -FAILTO CARRY POWER

10.000

1.000 D Hag Event 1.000

H Mission'.6E~
Tlnle

IPKBM4202-CBOCM 125 V DC CIRC BREAKERE-PKB-M4202 9.4E-006
UNAVAILDUE TO UNSCHED MAINTE-
NANCE

H MITR 1.9E-005

IPKBM4202-CXDST

IPKBM4204-CB-ST

IPKBM4205-CB-FT

IPKBM4205-CB-ST

IPKBM4206-CB-ST

IPKBM4210-FU-OC

10.000

2.3E-007 10.000

5.000

2.3E-007 10.000

10.000

10.000

125 V DC CIRC BRKR'E-PKB-M4202 CNTRL 3.4E-007
CIRC FAULT-SPURIOUS TRIP-

LOCALFAULTOF 480 V CIRCUIT
BREAKER E-PHB-M3627- FAILTO CARRY
POWER

MANUALCIRCUITBREAKER E-PKB-
M4205 FAILS TO TRANSFER

LOCALFAULTOF MANUALCIRCUIT
BRKR E-PKB-M4205 (FAILTO CARRY
POWER

LOCALFAULTOF 125VDC MCC CKTBRK 2.3E-007
PKB-M4206 -FAILTO CARRY POWER

I OF 2 FUSES FAIL(PKB-M4210) BE&VEEN I.OE-006
CNTRL CNTR ANDDIST PNL (SHORT
TERM)

H Mission 6.8E-007
TInle

24.000 H Mssion SEE-006
Time

3.0E-003 D Calculated 3.0E-003

24.000 H Mission 55E4)06
Time

24.000 .H Mission 5.5E-006
Time

H Mission 4.0E-006
Time (2
fuses x 2
hours)

IPKCD23-125BSOCM . 125 V DC DIST. PANEL E-PKC-D23
UNAVAILBLEDUE TO UNSCHEDULED
MAINTENANCE

1.3E-006 5.000 H MTIR 2.6E406
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.;.EventName,;" -':.:,,=:-':...', -.-.'--", "Description '...- ", "- ':,-„, . =.-',
R t

'.F-
t
-, -'-.,-..:.Pactor::.;;":-i;. -".'',:„: -'.=. -..".:,::.Piobability.,-'.

IPKCD23-125BSEPW

IPKCFI 3--BAOCM

1PKCF13--BX-PW

IPKCF13--BX-RM

LOCALFAULTOF 125V DC DIST PANEL E-
PKC-D23 (SHORT TERM)

BATTERY 'C'E-PKC-F13) UNAVAILFOR
PERIOD OF UNSCHED MAINT

LOCALFAULTOF BATTERY 'C'E-PKC-
F13) -FAILTO PROVIDE POWER

FAILURETO RESTORE BATI'ERY 'C'E-
PKC-F13) AFI'ER UNSCHED MAINT

1.3E-007

2.0E-006

1.0E-006

H Mission 2.6E-007
Time

H MTTR 4.0E-006

1138.000 H Test Period 5.7E-004

10.000 2.6E-O05 D Calculated 2.6E-005

1PKCH13--BXOCM BATTERYCHARGER 'C'E-PKC-H13)
UNAVAILFOR PERIOD OF UNSCHED
MAINT

9.2E-006 5.000 11.000 H MTIR I.OE-004

IPKCH13--8XCNO LOCALFAULTOF BATI'ERYCHARGER 'C'.1E-006
(E-PKC-H13) -NO OUTPUT

13.000 24.000 H Mission 7.4E-005
Tnne

IPKCM43-125BSOCM

1PKCM43-125BSEPW

125 V DC CNTRLCNTR E-PKC-M43
UNAVAILBLEDUE TO UNSCHEDULED
MAINTENANCE

LOCALFAULTOF 125 V DC CONTROL
CENTER E-PKC-M43 (SHORT TERM)

1.3E-006 5.000

1.3E-007 5.000

H MTIR

H Mission
Time

2.6E-006

2.6E-007

IPKCM43-BAKUP-EE

1PKCM4302-CB-ST

OPERATOR HAS NOT OR CAN'TUSE
'ACKUPCHRGR 'AC'OPOVfER PKC-M43

125V DC BUS

LOCALFAULTOF 125 VDCCIRC BREAKER 2.3E-007
E-PKC-M4302 -FAILTO CARRY POWER

10.000

1.000 — D Hag Event 1.000

H Mission 4.6E-007
Tllne

1PKCM4302-CBOCM 125 VDC CIRC BREAKER E-PKC-M4302
UNAVAILFOR PERIOD OF UNSCHED
MAINT

9.4E-006 H MTIR 1.9E-005
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IPKCM4302-CXDST 125 VDC CIRC BREAKER I':PKC-M4302
CONTROL CIRCUITFAULTS -SPURIOUS
TRIP

3.4E-007 10.000 H Mission 6.8E-007
Tlnle

IPKCM4304-CB-ST

IPKCM4305-CB-FT

LOCALFAULTQF CIRC BREAKER I:-PKC-
M4304 -FAILTO CARRY POWER

MANUALCIRCUITBRKR E-PKC-M4305
FAILSTOTRANSFER

2.3E-007 10.000 24.000

3.0E-003

H

D

Missiori 5.5E-006
Time

'alculated 3.0E-003

IPKCM4305-CB-ST

IPKCM4311-CB-ST

IPKCM4320-CB-ST

IPKCN43 125IN-NO

IPKCN43-125INOCM

IPKDD24-125BSOCM

IPKDD24-125BSEPW

IPKDF14--BAOCM

IPKDF14--BX-PW

LOCALFAULTOF MANUALCIRCUIT
BRKR E-PKC-M4305 (FAILTO CARRY
POWER) k

INVERTERSUPPLY CB PKCM4311 FAILSTO
REMAINCLOSED

LOCALFAULTOF CIRC BREAKER E-PKC-
M4320 -FAILTO CARRY POWER

125VDC/480VAC INVERTER BE&VEEN
PKC-M43 ANDMOV UV-653 FAILS

125VDC/480VAC INVERTERTO UV-653
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

125V DC DIST. PANEL E-PKD-D24
UNAVAILABLEDUE TO UNSCHEDULED
MAINTENANCE

LOCALFAULTQF 125V DC DIST PANEL E-
PKD-D24 FAILTO CARRY POWER

BATTERY 'D'E-PKD-;I'14) UNAVAILFQR
PERIOD OF UNSCHED MAINTENANCE

LOCALFAULTOF BATTERY 'D'E-PKD-
F14) -FAILTO PROVIDE POWER

2.3E-007 10.000

2.3E-007 10.000

I.OE-004

3.01':004

1.3E-006 5.000

1.3E-007 5.000

2.0E-006

I.OE-006

2.3E-007 10.000 24.000 EI

16.000 H

H

24.000 H

H

H

H

1138.000 H

11.000 H .

Mission 5.5E-006
Time

Mission 3.7E-006
Time

Mission 4.6E-007
Tlnle

Mission 2.4E-003
Time

MITR 33E4)03

MTR 2.6E-006

Mission 2.6E-007
Time

MTIR 4.0E-006

Test Period 5.7E-004
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IPKDF14--BX-RM FAILTO RESTORE BATT 'D'E-PKD-F14)
AFTER 18 MON TESTING OR UNSCHED
MAINT

10.000 2.6E-005 D Calculated 2.6E-005

IPKDH14--BXOCM BATTERYCHARGER 'D'E-PKD-H14)
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

9.2E-006 5.000 11.000 H MTR I.OE-004

IPKDH14--BXCNO

IPKDM44-125BSOCM

IPKDM44-125BSEPW

I PKDM44-BAKUP-EE

IPKDM4402-CB-ST

I PKDM4402-CBOCM

I PKDM4402-CXDST

IPKDM4404-CB-ST

I

PKDM4405-CB-FI'OCAL

FAULTOF BATTERYCHARGER
'D'E-PKD-H14)- NO OUTPUT

, 125V DC CNTRL CKIR E-PKD-M44
UNAVAILALBEDUE TO UNSCHEDULED
MAINTENANCE

LOCALFAULTOF 125V DC CONTROL CEN-
TER E-PKD-M44 -FAILTO CARRY POWER

OPERATOR HAS NOT OR CANTUSE
BACKUPCHRGR 'BD'O PWR PKD-D24
125V DC BUS t

I

LOCALFAULTOF 125V DC CIRC BREAKER
E-PKD-M4402- FAILTO CARRY POWER

125. DC CIRC BREAKER E-PKD-M4402
UNAVAILABLEDUE TO UNSCHEDULED

. MAINTENANCE
E

125V DC CIRC BRK E-PKD-M4402 CON-
TROL CIRCUITFAULTS - SPURIOUS TRIP

LOCALFAULTOF CIRC BREAKERE-PKD-
M4404 -FAILSTO CARRY POWER

MANUALCIRCUITBRKR E-PKD-M4405
FAILSTO TRANSFER

3.1E-006 13.000 24.000 H Mission 7.4E-005
TlnlC

1.3E-006 5.000 H MTIR. 2.6E-006

1.3E-007 5.000 . 2.000
'

Mission 2.6E-007
Time

Hag Event 1.000

2.3E-007 10.000

9.4E-006 5.000

H Mission 4.6E407
Tlnlc

H MITR 1.9E-005

3.4E-007

2.3E-007

10.000

10.000 24.000

H Mission
TlnlC

H Mission
TllnC

6.8E-007

5.5E-006

3.0E-003 D Calculated 3.0E-003
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IPKDM4405-CB-ST

IPKDM4411-CB-ST

LOCALFAULTOF MANUALCIRCUIT
8RKR E-PKD-M4405 (FAILTO CARRY
POWER

INVERTER SUPPLY CB PKDM4411 FAILS
TO REMAINCLOSED -"

2.3E-007

2.3E-007

10.000 24.000 H Mission 5.5E406
Time

10.000 16.000 H Mission 3.7E406
Time

IPKDM4419-CB-ST

IPKDN44-1251 N-NO

IPKDN44-125INOCM

IPNA52-D25-CB-ST

IPNAD25-I20BSEPW

IPNANI I-125IN-NO

IPNANII-125INOCM

IPNANI ICB I-CB-ST

LOCALFAULTOF CIRC BREAKER E-PKD-
M4419 -FAILTO CARRY POWER

125VDC/480VAC INVERTER BEIWEEN
PKD-M44 ANDMOV UV-654 FAILS

125VDC/480VAC INVERTERTO UV-654
UNAVAILABLEDUE TO UNSCHED MAIN-
TENANCE

120V AC DIST PANELCKTBRKPNA52 CON-
TROL CIRC FAILS - SPURIOUS TRIP

LOCALFAULTOF 120V AC DIST PANEL
PNA-D25 -FAILTO CARRY POWER

LOCALFAULTOF 125VDC/120VAC
(PNANII) - FAILTO OPERATE

INVERTER (PNANII)UNAVAILDUE TO
UNSCHED MAINTENANCE

LOCALFAULTOF 125.V DC CKTBRKCB-I
ON INVERTER PNA-NII -FAILTO CARRY
POWER

2.3E-007 10.000 2.000 H Mssion 4.6E407
Tlmc

I.OE-004

3.0E-004 5.000 11.000 H MITR 3.3E403

2.3E-007

1.3E-007

10.000 24.000 H Mission 5.5E-006
TlnlC

5.000 24.000 H Mission 3.1 E406
Time

I.OE-004 3.000 24.000 H Mission 2.4E-003
Time

3.0E-004 5.000 11.000 H MITR 33E-003

2.3E-007 10.000 24.000 H Mission 5.5E-006
TImc

3.000 24.000 H Mission 2.4E-003
Tune

I PNANI ICB2-CB-ST

IPNAN I

ITS-CXXFI'OCAL

FAULTOF 125 V AC CKTBRKCB-2
ON INVERTER PNA-NII -FAILTO CARRY
POWER

STATICTRANS SWITCH PNANII CNTRL
CIRC FAULT-FAILTO TRANSFER

2.3E-007 10.000 24.000 H Mssion 5.5E-006
Ttmc

10.000 3.0E-003 D Calculated 3.0E-003
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I PNAN11TS-IB-FT STATICTRANS SWITCH PNAN I I (SOLID
STATE) FAILSTO TRANSFER GN LOP
FROM PKAM41

2.9E-006 13140.000 H Test Period 1.9E-002

IPNAV25-480VR-NO VOLTAGEREG (PNA-V25) BETWEEN 480V 7.2E-006
MCC PIIA-M35&, 120 V DIST PNL FAILS

50.000 24.000 H Mission
Time

1.7E-004

IPNAV25-480VROCM VOLTREG. (PNA-V25) UNAVAILDUE TO
UNSCHED MAINTENANCE

9.2E-006 48.000 H MTR 4.4E-004

IPNB52-D26-CB-ST 120V AC DISTPANELCKTBRKPNB52 CON- 2.3E-007
TROL CIRC FAILS -SPUMOUS TRIP

10.000 24.000 H Mission 5.5E-006
Time

1PNBD26-120BSEPW

IPNBN12-125IN-NO

IPNBN12-1251NOCM

IPNBN12CBI-CBRIT

1PNBN12CB2-CB-ST

I PN

BN12TS-'CXXFI'OCAL

FAULTOF 120V AC DIST PANEL E-
PNB-D26-FAILTO CARRY POWER

LOCALFAULTOF 125VDC/120VAC
INVERTER (PNBN12) - FAILTO OPERATE

INVERTER (PNBN12) UNAVAILDUE TO
UNSCHED MAINTENANCE

J

LOCALFAULTOF 125V DC CKTBRKCB-I
ON INVERTER PNB N12- FAILTO CARRY
POWER

LOCALFAULTOF 120V AC CKTBRKCB-2'N INVERTER PN B N12 - FAILTO CARRY
. POWER

STATICTRANSSWITCH PNBN12 CONTROL
CIRC FAULT-FAILTO'IRANSFER

1.3E-007

I.OE-004 3.000

24.000

24.000

H Mission 3.1E-006
Time

H Mission 2.4E-003
Time

3.0E-004 5.000 11.000 H M1TR 3.3E-003

2.3E-007 10.000 24.000 H Mission 53E-006
Time

2.3E-007 10.000 24.000 H Mission 5.5E-006
Tune

10.000 3.0E-003 D Calculated 3.0E-003

1PNBN12TS-IB-FT STATICTRANS SWITCH PN BN12 (SOLID
STA'K)FAILSTO TRNSFR ON LOP FROM
PKB-M42

2.9E-006 5.000 13140.000 H Test Period 1.9E-002
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IPN 8V26-480VR-NO VOLTAGEREGULATOR, PN 8-V26, 7.2E-006 50.000 48.000
BETWEEN 480 V MCC PHB-M36 k 120V
DIST PANEL FAILS

H Test Period 1.7E-004

I PN 8V26-480VROCM VOLTREG (PN8-V26) UNAVAILDUE TO 9.2E-006 5.000
UNSCHED MAINTENANCE

48.000 H MTIR'.4E404

IPNCD27-120-2PW

IPNCN13-INVT2PW

FAULTS OF 120V AC DIST PANELPNC-D27-
FAILTQ CA'RRY POPOVER

FAULTS OF 125V DC INVERTER PNCN13-
FAILTO CARRY POWER (INCLUDING
MAINT.)

10.000 8.6E-006 D Calculated 8.6E406

10.000 5.7E-003 D Calculated 5.7E403

IPNCV27-VREG-2PW

IPND28-120 —2PW

IPNDN14-INVT-2PW

VOLTREG (PNC-V27) TRANSFER SWITCH
OR CKTBRKFAULTS (INCLMAINT)

FAULTS OF 120V AC DISTPANELPND-D28-
FAILTO CARRY POWER

FAULTS OF 125VDC INVERTER PN D-N13-
FAILTO CARRY POWER (INCLUDES
MAINT)

10.000

10.000

10.000

2.3E-003 D Calculated 23E402

8.6E-006 D Calculated 8.6E406

5.7E-003 D Calculated 5.7E-003

IPNDV28-VREG-2PW VOLT. REG. (PND-V28), TRANSFER
SWITCH QR CKTBRKFLTS (INC MAINT)

10.000 23E-002 D Calculated 2.3E402

IPSRV-OPEN —2OP

1PZRSPRAYLIN-2OP

IPZRVENTS-CC-3OP

- IRC-OARCPSMN-2HR

PRIMARYSAFETY VALVESTICKS OPEN
FOLLOWINGA

LIFI'HARGING

PUMP DISCHARGE LINE/
VALVEFAILURES,

COMMONCAUSE FAILURETO OPEN 2-
OUT-QF-2 CQMBINATIQNSOF PZR VENT
VALVES

OPER FAILSTO SECURE ALLRCPS WITHIN
5 MINOF LOSS OF SEAL INJ ANDCLG

10.000

10.000

2.0E-002 D Calculated 2.0E-002

7.2E-004 D Calculated 7.2E-004

I.OE-003 D Calculated I.OE403

4.0E-002 D Calculated 4.0E-002
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,Event Name; -:-:-. -',;---:,.:,.:.".-. -.-:-. Description- =.,', - -;..-.,':-;.-,R =-,-.-=,".,'-,..-F-... -,- -,,:.-----.,--Factor,'-: ".;i-".-'„'-:.,:„.:.;-'..:=ProbabilIIy,'..",-

1RCA-F03--PXOPG

1RCA-V090-NV-RO

FLOW ORIFICE RCA-F03 FOR PZR VENT
BECOMES PLUGGED

MANUALVALVERCA-V090 FAILS TO
REMAINOPEN

8.3E-007

3.0E-008 84.000

8.000 H Mission 6.6E-006
Time

13140.000 H Test Period 2.0E-004

IRCAHV-103-CXXFO

IRCAHV-103-SV-FO

IRCAHV-106-CXXFO

IRCAHV-106-SV-FO

IRCBHV-105-CXXFO

IRCBHV-105-SV-FO

PZR VENTVALVEHV-106 FAILS TO OPEN-
CONTROL CIRCUITFAULT

PZR VENTVALVE(SOV) HV-106 FAILSTO
OPEN

PZR VENTVALVEHV-105 FAILS TO OPEN-
CONTROL CIRCUITFAULT

PZR VENTVALVE(SOV) HV-105 FAILSTO
OPEN

3.000

9.1E-007

9.1E-007 3.000

PZR VENTVALVEHV-103 FAILS TO OPEN-
CONTROL CIRCUITFAULT

PZR VENTVALVEHV-103 FAILSTO OPEN 9.1E-007

4.2E-003 D Calculated 4.2E-003

13140.000 H Test Period 5.4E-003

4.2E-003 D Calculated 4.2E-003

13140.000 H Test Period 5.4E-003

4.2E-003 D Calculated 4.2E-003

13140.000 H Test Period 5.4E-003

I RCBHV-108-CXXFO

IRCBHV-108-SV-FO

PZR VENTVALVEHV-108 FAIL'S TO OPEN-
CONTROL CIRCUITFAULT

PZR VENTVALVEHV-108 FAILS TO OPEN 9.1E-007

IRCBHV-109-CXXFO . PZR VENTVALVEHV-109 FAILS TO OPEN-

3.000 4.2E-003 D Calculated 4.2E-003

13140.000 H Test Period 5.4E-003

4.2E-003 D Calculated 4.2E-003

IRCBHV-109-SV-FO

I RCP-SUBCOOL-2OP

1RCPS EALLEAK-2OP

'ONTROL CIRCUITFAULT

PZR VENTVALVEHV-109 FAILS TO OPEN

RCS SUBCOOLING REQUIREMENTS FOR
RUNNING RCPS IS LOST ANDNOT
REGAINED

RCP SEAL RUPTURE GIVEN LOSS OF ALL
SEAL COOLING Ec SEAL INITO TIIE PUMP

9.1E-007

10.000

13140.000 H Test Period 5.4E-003

D Hag Event 1.000

8.0E-002 D Calculated 8.0E-002
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IRCS-DEP RES-2HR

IRCS-HIPRES-3EE

FAILUREOF THE OPERATOR TO INITIATE
RCS DEPRESSURIZATIQN

RCS PRESSURE REMAINSABOVE200 PSIA
(LPSI INJ PRESS) FOR ) 20 MINUTES

3.000 2.7E-OOI D Calculated 2.7E-OOI

1.000 D Flag Event 1.000

IRWT-CHGLINE-2OP RWT GRAVITYFEED FAILS DUE TO LINE
FAULTS

10.000 4.7E-002 D Calculated 4.7E-002

IRX-RUNBACK-20P

ISA-AFAS12--CC

ISA-MSIS---2SA

ISA-SIASENSR-3EE

ISAOAFIQA---HR

IS AOAF2OA---HR

IS AA-ALARMS-2OP

ISAA-LOADCHA-2AT

ISAA-LOADCSI-2AT

ISAA-LOADECA-2AT

REACTOR RUNBACKFAILSTO PREVENT
A PSV LIFT

COMMONCAUSE FAILUREOF AFAS-I
AND AFAS-2 (LEVELINDICATIONFAILS)

MAINSTEAM ISOLATIONSIGNALGENER-
ATED (DUE TQ MISC REACTOR TRIPS)

SIAS A &. B FAILTO ACTUATEDUE TO
COMMONCAUSEPRESS SENSING FAULTS

OPERATOR FAILS TO MANUALLYINI-
TIATEAFAS ON DIVERSE INDICATQN

OPERATOR FAILS TQ MANUALLYINI-
TIATEAFAS QN DIVERSE INDICATON

CAB COOLING ALARMSFAIL(PWR SUP-
PLY, LOW FLOW, HI TEMP)

LOADSEQR. A SIG. FAILS TO START CH A
PUMP DUE TO RELAY231 FAULT

LOADSEQR. A SIG. FAILS TO START CS A
PUMP (RELAYK223 I'AILTO DE-ENER)

LOADSEQR. A FAILS„TOSTART CIRC.
PUMP RELAYK227 FAULT(FAILTO DI':
ENER)

10.000 1.000 D Flag Event 1.000

10.000 5.0E-002 D Calculated 5.0E-002

D Flag Event 1.000

1.000 1.000 D Screening 1.000
Value

D Screening '.000
Value

10.000 1.0E-003 D Calculated 1.0E-003

10.000 2.6E-003 D Calculated 2.6E-003

10.000 2.6E-003 D Calculated 2.6E-003

10.000 2.6E-003 D Calculated 2.6E-003

17.000 8.0E-005 D Calculated ~ 8.0E-005
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Event Name

IS A A-LOA DELI-2AT

ISAA-LOADEiVA-2AT

1SAA-LOADHPI-2AT

Description

LOADSEQR. A SIGNALFAILS TO LOAD
VOLTREG (RELAY K232 FAULT)

LOADSEQR A FAILSTO START ELVAPUMP
DUE TO RELAYK225 FAULT(FAILTO DE-
ENER)

LOADSEQ A SIG FAILTO START HPSI A
PUMP RELAYK125 FAULT(FAILTO Di.'-
ENER)

Fail
Rate

Error
Factor

10.000

10.000

10.000

\

.':: Factor,':='
Factor ': „'>, '"

Piobability .-

s

2.6E-003 D Calculated 2.6E-003

2.6E-003 D Calculated 2.6E-003

2.6E-003 D Calculated 2.6E-003

1SAA-LOADLPI-2AT LOADSEQ A SIG FAILSTO START LPSI A
DUE TO RELAYK126 FAULT(FAILTO DE-
ENER)

10.000 2.6E-003 D Calculated 2.6E-003

ISAA-LOADSEQ-2AT LOADSEQR. A FAILS TO S LOADSIGNAL
UPON RECEIVING ESFAS SIGNAL

30.000 3 4E-006 D Calculated 3.4E4)06

ISAA-LOADSEQA-CM SEQR. AONCLU. LOP/LS, DGSS MODULES)
UNAVAILDUE TO UNSCHED MAINT

1.1 E-004 D Plant Spe- I.IE-004
cific

ISAA-LOADSPA-2AT LOADSEQR. A SIG. FAILSTO START ESS.
SP B PUMP DUE TO RELAYK223 FAULT
(FAILTO

10.000 2.6E-003 D Calculated 2.6E-003

IS AA2AB I--RX-FT

ISAA2AB2--RX-FT

ISAA2AB3—RX-FT

ISAA2AB4--RX-FT

IS AA2ACI—RX-FT

SIS MATRIXLOGICRELAY2AB-I FAILSTO 4.0E-007 10.000
TRANSFER

: SIS LOGICMATRIXRELAY2AB-2FAILSTO 4.0E-007 10.000
TRANSFER

SIS LOGICMATRIXRELAY2AB-3 FAILSTO 4.0E-007 10.000
TRANSFER

SIS LOGIC MATRIXRELAY2AB-4FAILSTO 4.0E-007 10.000
TRANSFER

SIS MATRIXLOGICRELAY2AC-1 FAILSTO 4.0E-007 10.000
TRANSFER

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 - H Test Period 1.5E-004

730.000 H Test Period 1.5E-004
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ISAA2AC2--RX-FT SIS LOGIC MATRIXRELAY2AC-2 FAILSTO 4.0E-007
TRANSFER

10.000 730.000 H Test Period IDE-004

ISA A2AC3--RX-Fl'ISLOGIC MATRIXRELAY2AC-3 FAILSTO 4.0E-007
TRANSFER

10.000 730.000 H Test Period IDE-004

ISA A2AC4--RX-FT SIS LOGICMATRIXRELAY2AC-4 FAILSTO 4.0E-007
TRANSFER

10.000 730.000 H Test Period 1.5E-004

IS AA2ADI--RX-FT

ISA A2AD2--RX-FT

IS AA2AD3--RX-FT

IS AA2AD4--RX-FT

ISA'A2BCI—RX-FT

ISAA2BC2—RX-FT

SIS MATRIXLOGICRELAY2AD-I FAILSTO 4.0E-007
TRANSFER

SIS LOGICMATRIXRELAY2AD-2FAILSTO 4.0E-007
TRANSFER

SIS LOGIC MATRIXRELAY2AD-3 FAILSTO 4.0E-007
TRANSFER

SIS LOGIC MATRIXRELAY2AD-4FAILSTO 4.0E-007
TRANSFER

SIS MATRIXLOGIC RELAY2BC-I FAILSTO 4.0E-007
TRANSFER

SIS LOGIC MATRIXRELAY2BC-2 FAILSTO 4.0E-007
TRANSFER

10.000

10.000

10.000

10.000

10.000

10.000

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

ISAA2BC3—RX-FT

ISAA2BC4—RX-FT

SIS LOGIC MATRIXRELAY2BC-3 FAILSTO
TRANSFER

SIS LOGIC MATRIXRELAY2BC-4 FAILSTO
TRANSFER

4.0E-007

4.0E-007

10.000

10.000 730.000 H Test Period IDE-004

730.000 H Test Period 1.5E-004

ISAA2BDI--RX-FT SIS MATRIXLOGIC RELAY2BD-I FAILSTO 4.0E-007 '0.000
TRANSFER

730.000 H Test Period 1.5E-004

ISAA2BD2--RX-Fl'ISLOGIC MATRIXRELAY2BD-2 FAILSTO 4.0E-007
TRANSFER

10.000 730.000 H Test Period 1.5E-004
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ISAA2BD3—RX-Ff

1SAA2BD4--RX-Ff

1SAA2CD1--RX-Fl'SAA2CD2--RX-Ff

SIS LOGIC MATRIXRELAY2BD-3 FAILSTO
TRANSFER

SIS LOGIC MATRIXRELAY2BD-4 FAILSTO
TRANSFER

4.0E-007

4.0E-007

SIS MATRIXLOGICRELAY2CD-1 FAILSTO 4.0E-007 ~

TRANSFER

SIS LOGIC MATRIXRELAY2CD-2 FAILSTO 4.0E-007
TRANSFER

10.000 730.000 H Test Period 1.5E-004

10.000 730.000 H Test Period 1.5E-004

10.000 730.000 H Test Period 1.5E-004

10.000 730.000 H Test Period 1.5E-004

1SAA2CD3—RX-Ff

1SAA2CD4—RX-Ff

SIS LOGICMATRIXRELAY2CD-3 FAILSTO
TRANSFER

SIS LOGICMATRIXRELAY2CD-4 FAILSTO
TRANSFER

4.0E-007 10.000
* 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

1SAA4AB1—RX-Ff

IS AA4AB2--RX-FI'

SAA4AB3—RX-Fl'

SAA4AB4--RX-FT

1SAA4ACI—RX-FI'

SAA4AC2—RX-Fl;

1SAA4AC3--RX-FT

CSS MAlRIXLOGIC RELAY4AB-I FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4AB-2 FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4AB-3 FAILS
TO TRANSFER

.'SS LOGIC MATRIXRELAY4AB-4 FAILS
TO TRANSFER

CSS MATRIXLOGIC RELAY4AC-I FAILS
TO'Hb&lSFER

CSS LOGIC MATRIXRELAY4AC-2 FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4AC-3 FAILS
TO TRANSFER

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.08-007 -10.000

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.58-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.58-004
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ISAA4AC4--RX-FT CSS LOGIC MATRIXRELAY4AC-4 FAILS
TO TRANSFER

4.0E-007 10.000 730.000 H Test Period IDE-004

ISAA4ADI--RX-FT

ISA A4AD2--RX-FT

IS AA4AD3--RX-FT

CSS MATRIXLOGIC RELAY4AD-I FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4AD-2 FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4AD-3 FAILS
TO TRANSFER

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000 730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period IDE@04

ISA A4AD4--RX-FT CSS LOGIC MATRIXRELAY4AD-4 FAILS
TO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E404

ISAA4BCI—RX-FT CSS MATRIXLOGIC RELAY4BC-I FAILS
TO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.58-004

ISAA4BC2—RX-FT CSS LOGIC MATRIXRELAY 4BC-2 FAILS
TO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E404

ISAA4BC3—RX-FT

ISAA4BC4—RX-Fl'

SAA4BDI—RX-FI'

SAA4BD2--RX-Ff

ISAA4BD3--RX-FT

ISAA4BD4—-RX-FT

CSS LOGIC MATRIXRELAY4BC-3 FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4BC-4 FAILS
TO TRANSFER

CSS MATRIXLOGIC RELAY4BD-I FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4BD-2 FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4BD-3 FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4BD-4 FAILS
TO TRANSFER

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000 730.000 H Test Period IDE@04

730.000 H Test Period I.SE-004

730.000 H Test Period IDE404

730.000 H Test Period 1.5E404

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004
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1SAA4CD I—RX-Fl'

SAA4CD2—RX-FT

IS

AA4CD3--RX-Fl'SAA4CD4--RX-Fl'

SAASABI--RX-FT

I
SAASAB2--RX-FI'S

AASAB3—RX-FI'

SAASAB4—RX-FT

IS AASACI—RX-FT

1SAASAC2—
RX-FI'SAASAC3

—RX-&T

ISAASAC4—

RX-Fl'SAASAD1--RX-FT

CSS MATRIXLOGIC RELAY4CD-1 FAILS
70 TRANSFER

CSS LOGIC MATIUXRELAY4CD-2 FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4CD-3 FAILS
TO TRANSFER

CSS LOGIC MATRIXRELAY4CD-4 FAILS
TO TRANSFER

RAS MATRIXLOGIC RELAY5AB-1 FAILS
TO TRANSFER

RAS LOGIC MATRIXRELAY5AB-2 FAILS
TO TRANSFER

RAS LOGIC MATRIXRELAY5AB-3 FAILS
TO TRANSFER

RAS LOGIC MATRIXRELAY5AB-4 FAILS
TO TRANSFER

RAS MATRIXLOGIC RELAY5AC-I FAILS
TO TRANSFER

.'AS LOGIC MATRIXRELAY5AC-2 FAILS
~ TO TRANSFER

RAS LOGIC MATRIXRELAYSAC-3 FAILS
TO TRANSFER

k

RAS LOGIC MATRIXRELAY5AC-4 FAILS
TO TRANSFER

RAS MATRIXLOGIC RELAYSAD-1 FAILS
TO 'IRANSFER

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.08-007

4.0E-007

10.000

10.000

4.0E-007 10.000

4.08-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.58-004

730.000 H Test Period 1.58-004

730.000 H Test Period 1.58-004

730.000 H Test Period 1.58-004

730.000 H Test Period 1.58-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.58-004
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IS AASAD2--RX-FT RAS LOGIC MATRIXRELAY5AD-2 FAILS
TO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E404

ISAASAD3--RX-FT

IS AASAD4--RX-FT

I SAAS BC I--RX-FT

ISAASBC2—RX-Fl'

ISAASBC3—RX-FT

ISAASBC4--RX-FT

RAS LOGIC MATRIXRELAY5AD-3 FAILS
TO TRANSFER

RAS LOGIC MATRIXRELAY5AD-4 FAILS
TO TRANSFER

RAS MATRIXLOGIC RELAY5BC-I FAILS
TO TRANSFER i

RAS LOGIC MATRIXRELAY5BC-2 FAILS
TO TRANSFER

RAS LOGIC MATRIXRELAY5BC-3 FAILS
TO TRANSFER

RAS LOGIC MATRIXRELAY5BC-4 FAILS
TO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E404

4.0E-007 10.000 730.000 H Test Period 1.5E404

4.0E-007 10.000 730.000 H Test Period IDE404

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E404

ISA ASBD I--RX-FT

J

ISAASBD2--RX-FT

RAS MATRIXLOGIC RELAY5BD-I FAILS
TO TRANSFER

RAS LOGIC MATRIXRELAY5BD-2 FAILS
TO TRANSFER

4.0E-007

4.0E-007

10.000

10.000

730.000 H Test Period IDE-004

730.000 H Test Period 1.5E-004

ISA ASBD3--RX-Fr

ISAASBD4--RX-Fi'AS

LOGIC MATRIXRELAY5BD-3 FAlLS
TO TRANSFER

RAS LOGIC MATRIXRELAY5BD-4 FAILS
TO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E404

4.0E-007 10.000 730.000 H Test Period 1.5E404

ISA ASCD I--RX-FT

IS AASCD2--RX-FT

RAS MATRIXLOGIC RELAY5CD-I FAILS
TO TRANSFER

RAS LOGIC MATRIXRELAY5CD-2 FAILS
TO TRANSFER

4.0E-007 10.000

4.08-007 10.000 730.000 H Test Period I.SE-004

730.000 H Test Period 1.5E-004
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1SAASCD3--RX-FT

ISAASCD4--RX-FT

RAS LOGIC MATRIXRELAYSCD-3 FAILS
TO TRANSFER

RAS LOGIC MATRIXRELAY5CD-4 FAILS
TO TRANSFER

4.0E-007

4.08-007

10.000

10.000

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

ISAA6ABI—RX-FT

1SAA6AB2—RX-FT

IS AA6AB3--RX-FT

AFAS-I MATRIXLOGIC RELAY6AB-1
FAILSTO IRANSFER

AFAS-I LOGIC MATRIXRELAY6AB-2
FAILSTO TRANSFER

AFAS-I LOGIC MATRIXRELAY6AB-3
FAILSTO TRANSFER

4.0E-007 10.000

4.0E-007 10.000

4.0E-007 10.000

730.000 ~ H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

ISAA6AB4—RX-FT

IS AA6ACI—RX-FT

ISAA6AC2--RX-Fl'

SAA6AC3--RX-FT

ISAA6AC4—
RX-Fl'SA

A6ADI—RX-Fl'

SAA6AD2--RX-FT

1SAA6AD3--RX-Fl'FAS-I

LOGIC MATRIXRELAY6AB-4
FAILSTO TRANSFER

1

AFAS-I MATRIXLOGIC RELAY6AC-I
FAILSTO TRANSFER

AFAS-I LOGIC MATRIXRELAY6AC-2
FAILSTO TRANSFER

AFAS-I LOGICMATRIXRELAY6AC-3
FAILSTO TRANSFER

: AFAS-I LOGIC MATRIXRELAY6AC-4
'AILSTO TRANSFER

AFAS-I MATRIXLOGIC RELAY6AD-I
FAILSTO TRANSFER

k

AFAS-I LOGIC MATRIXRELAY.6AD-2
FAILSTO TRANSFER

AFAS-1 LOGIC MATRIXRELAY.6AD-3
FAILSTO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period - 1.5E-004

4.0E-007

4.0E-007

10.000

10.000

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004.

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004
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ISA A6AD4--RX-FI'FAS-ILOGIC MATRIXRELAY6AD-4
FAILSTO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E-004

ISAA6BCI—RX-FT

ISAA6BC2—RX-FT

ISAA6BC3—RX-Fl'l

AS-I MATRIXLOGIC RELAY6BC-I
FAILSTQ TRANSFER

AFAS-I LOGIC MATRIXRELAY6BC-2
FAILSTQ TRANSFER.

AFAS-I LOGIC MATRIXRELAY6BC-3
FAILSTO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

ISA A6BC4 —RX-FT AFAS-I LOGIC MATRIXRELAY6BC-4
FAILSTO TRANSFER,

4.0E-007 10.000 730.000 H 'Inst Period 1.5E-004

ISAA6BDI—RX-FT

ISAA6BD2--RX-FT

ISAA6BD3--RX-FT

ISA A6BD4--RX-FT

ISA A6CDI--RX-FT

IS AA6CD2--RX-FT

IS AA6CD3--RX-FT

ISAA6CD4--RX-FT

AFAS-I MATRIXLOGIC RELAY6BD-I
FAILSTO TRANSFER

AFAS-I LOGIC MATRIXRELAY6BD-2
FAILSTO TRANSFER

AFAS-I LOGIC MATRIXRELAY6BD-3
FAILSTO TRANSFER

AFAS-I LOGIC MATRIXRELAY6BD-4
FAILSTO TRANSFER

AFAS-I MATRIXLOGIC RELAY6CD-I
FAILSTOTRANSFER

AFAS-I LOGIC MATRIXRELAY6CD-2
FAILS70 TRANSFER

AFAS-I LOGIC MATRIXRELAY6CD-3
FAILSTO TRANSFER .

AFAS-I LOGIC MATRIXRELAY6CD-4
FAILSTO TRANSFER

4.0E-007 10.000 730.000 H Test Period IDE-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period IDE-004

4.0E-007 10.000 730.000 H Test Period IDE-004

4 OE-007 10 000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period IDE-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004
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ISAA7ABI--RX-FT

ISAA7AB2--RX-FT

IS AA7A83--RX-FT

AFAS-2 MATRIXLOGIC RELAY7AB-I
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7AB-2
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7AB-3
FAILSTO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

Test Period 1.5E-0044.0E-007 10.000 730.000 H

IS AA7A8 4--RX-FT AFAS-2 LOGIC MATRIXRELAY7AB-4
FAILSTO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.5E-004

1SAA7ACI--RX-Ff AFAS-2 MATRIXLOGIC RELAY7AC-I
FAILSTO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.58-004

ISAA7AC2--RX-FT

ISAA7AC3—RX-Ff

ISAA7AC4—RX-Fl'

SAA7ADI—RX-FT

AFAS-2 LOGIC MATRIXRELAY7AC-2
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7AC-3
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7AC-4
FAILSTO TRANSFER

AFAS-2 MATRIXLOGIC RELAY.7AD-I
FAILSTO TRANSFER

4.0E-007 10.000

4.0E-007 10.000

730.000 H Test Period 1.58-004

730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

Test Period I.SE-0044.0E-007 10.000 730.000 H

ISAA7AD2--RX-FT

IS AA7AD3--RX-FT

ISAA7AD4--RX-FT

. AFAS-2 LOGIC MATRIXRELAY7AD-2
~ FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7AD-3
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY'7AD-4
FAILSTO TRANSFER

4.0E-007 - 10.000

4.0E-007 10.000

4.0E-007 10.000

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E-004

IS AA7BC I--RX-FT AFAS-2 MATRIXLOGIC RELAY7BC-I
FAILSTO TRANSFER

4.0E-007 10.000 730.000 H Test Period 1.58-004
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ISAA7BC2—RX-Fl AFAS-2 LOGIC MATRIXRELAY7BC-2
FAILSTO TRANSFER

4.0E-007 10.000 730.000 — H Test Period IDE-004

ISA A7BC3 —RX-Fl

ISAA7BC4—RX-Fl

AFAS-2 LOGIC MATRIXRELAY7BC-3
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7BC-4
FAILSTO TRANSFER

4.0E-007 10.000

4.0E-007 10.000

730.000 H Test Period 1.5E-004

730.000 H Test Period 1.5E~

ISAA7BDI--RX-FT

ISAA7BD2--RX-FI'

SAA7BD3--RX-Fl'SA

A7BD4--RX-FT

ISAA7CDI--RX-FT

ISA A7CD2--RX-FT

IS AA7CD3--RX-FT

ISAA7CD4--RX-FT

ISA AAF I IA3ARX-CC

1 SAAAF12A4ARX-CC

AFAS-2 MATRIXLOGIC RELAY7BD-I
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7BD-2
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7BD-3
FAILSTO TRANSFER.

AFAS-2 LOGIC MATRIXRELAY7BD-4
FAILSTO TRANSFER

AFAS-2 MATRIXLOGIC RELAY7CD-I
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7CD-2
FAILSTO TRANSFER

AFAS-2 LOGIC MATRIXRELAY7CD-3
FAILSTQ TRANSFER

AFAS-2 LOGIC MATRIXRELAY7CD-4
FAILSTO TRANSFER

COMMONCAUSE FAILUREAFAS-I
RELAYS IAAND 3A

COMMON CAUSE FAILUREAFAS-I
RELAYS 2A AND 4A

4.0E-007 10.000 730.000 H Test Period IDE-004

4.0E-007 10.000 730.000 H Test Period 1.5E-004

4.0E-007 10.000 730.000 ~ H Test Period IDE@04

4.0E-007 10.000 730.000 H Test Period IDE4104

4.0E-007 10.000 '30.000 H Test Period 1.5E4104

4.0E-007 10.000 730.000 H Test Period IM4104

4.0E-007 10.000 730.000 H Test Period IDE4104

4.0E-007 10.000 730.000 H Test Period 1.5E-004

17.000 8.6E407 D Calculated 8.6E407

17.000 8.6E-007 D Calculated 8.6E-007
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ISAAAFIIC13RX-CC

ISAAAFIIC24RX-CC

1SAAAFISSR1RXSFT

COMMONCAUSE FAILUREAFAS-1
INITIATIONRELAYS 1 AND3

COMMONCAUSE FAILUREAFAS-1
INITIATIONRELAYS 2 AND4

AFAS-I INITIATIONRELAY 1A FAILSTO
TRANSFER

17.000

17.000

8.6I!-007 D Calculated 8.6E-007

8.6E-007 D Calculated 8.6E-007

8.6E-006 D Demand 8.6E-006
Probability

ISAAAFISSR2RXSFT

ISAAAF1SSR3RXSFT

1SAAAFISSR4RXSFT

IS AAAF21A3ARX-CC

AFAS-I INITIATIONRELAY2A FAILS TO
TRANSFER

AFAS-1 INITIATIONRELAY3A FAILSTO
TRANSFER

AFAS-I INITIATIONRELAY4A FAILS TO
TRANSFER

COMMONCAUSE FAILUREAFAS-2
RELAYS 1A AND3A

3.000

8.6E-006 D Demand 8.6E-006
Probability

8.6E-006 D Demand 8.6E-006
Probability

8.6E-006 D Demand 8.6E-006
Probability

17.000 8.6E-007 D Calculated 8.6E-007

1SAAAF22A4ARX-CC

1SAAAF21C13RX-CC

COMMONCAUSE FAILUREAFAS-2
RELAYS 2A AND 4A

COMMONCAUSE FAILUREAFAS-2
INITIATIONRELAYS 1 AND3

17.000

17.000

8.6E-007 D Calculated 8.6E-007

8.6E-007 . D Calculated 8.6E-007

ISAAAF2IC24RX-CC ~ COMMONCAUSE FAILUREAFAS-2
'NITIATIONRELAYS2AND4

'7.000 8.6E-007 D Calculated 8.6E-007

I SAAAF2S SR IRXSFT

1SAAAF2SSR2RXSFT

1SAAAF2SSR3RXSFT

AFAS-2 INITIATIONRELAY IA FAILS TO
TRANSFER

AFAS-2 INITIATIONRELAY2A FAILS TO
TRANSFER

AFAS-2 INITIATIONRELAY3A FAILS TO
TRANSFER

8.6E-006

8.6E-006

&.6E-006

D Demand
Probability

D Demand
Probability

8.6E-006

8.6E-006

D Demand 8.6E-006
Probability
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ISAAAF2SSR4RXSFT

IS AAAFS IA—ICFT

AFAS-2 INITIATIONRELAY4A FAlLSTO
TRANSFER

RELAYAFAS-IC FAILS TO DE-ENERGIZE

ISAAAFS IA-K113FT AFAS-I TR A RELAYK113 FAILS TO DE-
ENERGIZE UPON AFAS

ISAAAFSIA-K211FT AFAS-I TR A RELAYK211 FAILS TO DE-

10.000

10.000

3.0E-004

3.0E-004

D Calculated 3.0E404

D Calculated 3.0E404

10.000 2.6E-003 D Calculated 2.6E-003

3.000 8.6E-006 D Demand 8.6E-006
Probability

ISAAAFS I
A-K402FI'S

AAAFS IA-K628FT

ISAAAFS IA-K728FT

ENERG. UPON AFAS "

AFAS-I TR A RELAYK402 FAILS TO DE-
ENERGIZE UPON AFAS

AFAS-I TR A RELAYK628 FAILS TO DE-
ENERGIZE UPON AFA'S

AFAS-I TR A RELAYK728 FAILS TO DE-
ENERGIZE UPON AFAS

10.000 3.0E-004 D Calculated 3.0E-004

10.000 3.0E-004 D Calculated 3.0E-004

10.000 3.0E-004 D Calculated 3.0E-004

ISAAAFS2A--2CFT

ISAA'AFS2A-Kl12FT

ISAAAFS2A-K413FT

RELAYAFAS-2C FAILS TO DI':ENERGIZE

AFAS-2 TR A RELAYK112 FAILS TO DE-
ENERG. UPON AFAS

-'FAS-2

TR A RELAYK413 FAILS TO DE-
ENERGIZE UPON AFAS

10.000

10.000

'10.000

3.0E-004 D Calculated . 3.0E-004

2.6E-003 D Calculated 2.6E-003

3.0E-004 D Calculated 3.0E-004

I
SAAAFS2A-K629FI'S

AAAFS2A-K729FT

IS AAAFSTRA--MCFT

ISA AC02A--TC-OP

AFAS-2 TR ARELAYK629 FAILS TO DE-
ENERGIZE UPON AFAS

AFAS-2 TR ARELAYK729 FAILSTO DE-
ENERGIZE UPON AFAS

RELAYAFAS-MC FAILS TO DE-ENERGIZE

CABINETC02A TEMP THERMOCOUPLE
FAILSTO INDICATEEll TEMP

10.000 3.0E-004 D Calculated 3.0E-004

10.000 3.0E-004 D Calculated 3.0E~

10.000 3.0E-004 D Calculated 3.0E404

10.000 5.5E-001 D Calculated 5.5E-001
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ISAAC02A-COOL-HL

IS AAC02A-FANI-OP

ISAAC02A-FAN2-OP

IS AACIS IA3ARX-CC

1SAACIS IB3BRX-CC

OPERATOR FAILS TO RESTORE FORCED
AIRCABINETCOOLING WITHIN30 MINS

BOP ESFAS CABINETC02A FAN I OR
EITHER OF 2 FUSES FAIL

BOP ESFAS CABINETC02A FAN 2 OR
EITHER OF 2 FUSES FAIL

COMMONCAUSE FAILURECIAS RELAYS
IAAND3A

COMMONCAUSE FAILURECIAS RELAYS
IB AND3B

I.OE-OOI D Calculated I.OE-OOI

10.000 2.9E-003 D Calculated 2.9E-003

10.000 3.8E-004 D Calculated

3.8E-004'7.000

8.6E-007 D Calculated 8.6E-007

17.000 8.6E-007 D Calculated 8.6F 007

ISAACIS2A4ARX-CC

ISAACIS2B4BRX-CC

ISAACISIC13RX-CC

ISAACISIC24RX-CC

ISAACISSSRI
RXSFI'S

AACISSSR2RXSFT

COMMONCAUSE FAILURECIAS RELAYS
2A AND4A

COMMONCAUSE FAILURECIAS RELAYS
2B AND4B

COMMONCAUSE FAILUREINITIATION
RELAYS I AND3

COMMONCAUSE FAILUREINITIATION
RELAYS 2 AND4

. CIAS INITIATIONRELAY IA FAILSTO
TRANSFER

CIAS INITIATIONRELAY2A FAILSTO
TRANSFER

17.000

17.000

17.000

17.000

8.6E-007 D Calculated 8.6E-007

8.6E-007 D Calculated 8.6E-007

8.6E-007 D Calculated 8.6E-007

8.6E-006

8.6E-006

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

8.6E-007 D Calculated 8.6E-007

I SAACISSSR3RXSFI'

SAACISSSR4RXSFT

CIAS INITIATIONRELAY3A FAILS TO
TRANSFER

CIAS INITIATIONRELAY4A FAILS TO
TRANSFER

8.6E-006

8.6E-006

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability
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ISAACSASA-K111FT

ISAACSASA-K304FT

ISAACSS IA3ARX-CC

ISAACSS2A4ARX-CC

ISAACSSIC13RX-CC

ISAACSSIC24RX-CC

ISAACSSSSR IRXSFT

ISAACSSSSR2RXSFT

ISAACSSSSR3RXSFT

ISAACSSSSR4RXSFT

ISA ALT203A-IB2FT

CSAS TRAINA RELAYA-KlI I FAILS TO
DE-ENERGIZE UPON CSAS

CSAS TRAINA RELAYA-K304FAILSTO
DE-ENERGIZE UPON CSAS

COMMON CAUSE FAILURECSS RELAYS
IAAND3A

COMMON CAUSE FAILURECSS RELAYS
2A AND4A

CSS INITIATIONRELAYS I AND 3 FAILTO
TRANSFER

CSS INITIATIONRELAYS 2 AND4 FAlLTO
TRANSFER

CSS INITIATIONRELAY I A FAILS TO
TRANSFER

CSS INITIATIONRELAY2A FAILS TO
TRANSFER

CSS INITIATIONRELAY3A FAILS TO
TRANSFER

CSS INITIATIONRELAY4A FAILS TO
TRANSFER

RWT LT-203A BISTABLEFAILS TO
TRANSFER

10.000 3.0E-004 D Calculated 3.0E-004

10.000 2.6E-003 D Calculated 2.6E-003

17.000 8.6E-007 D Calculated 8.6E-007

17.000 8.6E-007 D Calculated 8.6E407

17.000 8.6E-007 D Calculated 8.6E4XI7

8.6E-006

8.6E-006

8.6E-006

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

8.6E-006 D Demand
Probability

8.6E-006

I.IE-003 D Calculated I.IE403

17.000 8.6E-007 D Calculated 8.6E-007

ISA AI.T203A-IT2CM

ISAALT203A-ITLHO

5.000 2.0E-003 D Plant
Specific

2.0E-003

24.000 H Detection 6.1E-006
Period

RWT LEVELINSTRUMENTLT-203A
BYPASSED

RWTLEVELINSTRUMENTLT-203AFAILS- 5.1E-007 8.000
HIGH OUTPUT
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-'.;.'.Event Name',:,:-,'-"„:..'.'" ~"":-'-.":,:.,'::;-"i,,.'"."'„'"Description',,'.'" -,~,.".'.";.'-.-';;-',;;-.','.,'"'".';::;".,

1SAAPT102A-IB2FT

1SAAPI'102A-IT2CM

ISAAPI'102A-ITPHO

ISAAPT102A-ITPNO

ISAAPr352A-IB2FT

1SAAPH52A-IT2CM

RCS PI'-102A BISTABLEFAILS TO
TRANSFER

RCS PRESSURE INSTRUMENTPT-102A
BYPASSED

RCS PRESSURE INSTRUMENTPT-102A
FAILS - HIGH OUTPUT

RCS PRESSURE INFIRUMENTPI'-102A
FAILS - FAILURE

CONT. Pl'-352A BISTABLEFAILS TO
TRANSFER

CONT. PRESSURE INSTRUMENTPT-352A
BYPASSED C

5.7E-007 8.000

2.1E-006 8.000

7.7E-002 D Plant
Specitic

7.7E-002

24.000

24.000

H Detection 6.8E-006
Period

H Detection 2.SEALS
Period

1.1E-003 D Calculated 1.1E-003

1.4E-003 D Plant
Specific

1.4E-003

1.1E-003 D Calculated 1.1E-003

ISAAPT352A-ITPLO

1SAAPI352A-ITPNO

1SAARAS1A3ARX-CC

CONT. PRESSURE INSTRUMENTPI'-352A
FAILS - LOW OUTPUT

CONT. PRESSURE INSTRUMENTPT-352A
FAILS - NO OUTPUT

I

COMMONCAUSE FAILURERAS RELAYS
1A AND3A

2.7E-007 8.000

2.1E-006 . 8.000

24.000 H Detection 3.2E-006
Period

24.000 H Detection ~ 2.5E-005
Period

17.000 8.6E-007 D Calculated 8.6E-007

1SAARAS2A4ARX-CC:COMMONCAUSE FAILURERAS RELAYS
2A AND4A

17.000 8.6E-007 D Calculated 8.6E-007

ISAARASA-K312FT RAS TR ARELAYK312 FAILURETO DE-
ENERGIZE UPON RAS

10.000 2.6E-003 D Calculated 2.6E-003

1SAARASA-K405FT

1SAARASIC13RX-CC

RAS TRAINA RELAYK405 FAILS TO DE-
ENERG. UPON RAS

COMMONCAUSE FAILURERAS
INITIATIONRELAY 1 AND3

10.000

17.000

2.6E-003 D Calculated 2.6E-003

8.6E-007 D Calculated 8.6E-007
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ISAARASIC24RX-CC

ISAARASK104RX-DE

ISAARASK309RX-DE

IS AARASK405RX-DE

ISAARASSSR IRXSFT

ISAARASSSR2RXSIT

IS AARASSSR3RXSI T

ISAARASSSR4RXSIT

COMMONCAUSE FAILURERAS
INITIATIONRELAY2 AND 4

RELAYRAS A K104 DE-ENERGIZES TO
CAUSE SPURIOUS ACTUATION

RELAYRAS A-K309 SPURIOUSLY DI':
ENERGIZES TO CLOSE UV-664

RELAYRAS A K405 SPURIOUSLY DE-
- ENERGIZES TO CLOSE UV-660.

RAS INITIATIONRELAY IAFAILS TO
TRANSFER

RAS INITIATIONRELAY2A FAILS TO
TRANSFER

RAS INITIATIONRELAY3A FAILS TO
TRANSFER

RAS INITIATIONRELAY4A FAILS TO
TRANSFER

17.000 8.6E-007 D Calculated 8.6E-007

4.3E-006 91.000 16.000 H Mission 6.9E405
Time

4.3E-006 91.000 4.000 H Mission
Time

1.7E-005

8.6E-006 D Demand 8.6E4106
Probability

8.6E-006 D Demand 8.6E-006
Probability

8.6E-006 D Demand 8.6E-006
Probability

8.6E-006 D Demand 8.6E-006
Probability

91.000 3.4E-005 D Calculated 3.4E-005

ISAASIAS101 RX-DE

ISAASIAS108RX-DE

RELAYSIAS A KIOI DE-ENERGIZES TO
CAUSE SPURIOUS ACIUATION

SIAS RELAYA-K108 DE-ENERGIZES TO
CAUSE SPURIOUS ACTUATION

4.3E-006

4.3E-006

91.000 24.000 H Mission I.OE-004
Time

91.000 24.000 H Mission I.OE404
Time

ISAASIAS311RX-DE

ISAASIASA-K108FI'

SAASIASA-K301FT

RELAYSIAS A K311 DE-ENERGIZES TO
CAUSE SPURIOUS ACTUATION

SIAS TR A RELAYK108 FAILS TO DE-
ENERGIZE

SIAS TR A RELAYK301 FAILS TO DE-
ENERG UPON SIAS

4.3E-006 91.000 24.000 H Mission I.OE404
Time

10.000 2.6E-003 D Calculated 2.6E-003

10.000 3.0E-004 D Calculated 3.0E-004
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;"'vent Name',,;.', -;,
'':- '-'': -,'„.':, ':.. Desciijtion.-"':,"".'=".'~'=,:,."'';.",.

'

SAASIASA-K308FI'

SAASIASA-K401FI'

SAASIS IA3ARX-CC

ISAASIS IB3BRXXC

ISAASIS2A4ARX-CC

SIAS TR A RELAYK308 FAILSTO DE-
ENERG UPON SIAS

SIAS TRAINARELAYA-K401 FAILSTO DE-
ENERGIZE UPON SIAS

COMMONCAUSE FAILURESIS RELAYS IA
AND3A

COMMONCAUSE FAILURESIS RELAYS IB
AND3B

COMMONCAUSE FAILURESIS RELAYS2A
AND4A

10.000 3.0E-004 D Calculated 3.0E-004

17.000 8.6E-007 D Calculated 8.6E-007

17.000 8.6E-007 D Calculated 8.6E-007

17.000 8.6E-007 D Calculated 8.6E-007

10.000 3.0E-004 D Calculated 3.0E-004

ISAASIS2B4BRX<C

ISAASISICI3RX-CC

COMMONCAUSE FAILURESIS RELAYS2B
AND4B

COMMONCAUSE FAILURESIS INITIATION
RELAYS I AND3

17.000

17.000

8.6E-007 D Calculated 8.6E-007

8.6E-007 D Calculated 8.6E-007

1SAASISIC24RX-CC

ISAASISSSRI RXSFT

COMMONCAUSE FAILURESIS INITIATION
RELAYS 2 AND4

SIS INITIATIONRELAY IAFAILS TO
TRANSFER

8.6E-006 D Demand 8.6E-006
Probability

17.000 8.6E-007 D Calculated 8.6E-007

ISAASISSSR2RXSFT . SIS INITIATIONRELAY2A FAILS TO
TRANSFER

ISAASISSSR3RXSFT SIS INITIATIONRELAY3A FAILS TO
TRANSFER

8.6E-006

8.6E-006

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

ISAASISSSR4RXSFI'S

AATI 113A-IB2&T

SIS INITIATIONRELAY4A FAILS TO
TRANSFER 1

SG LT-1113A BISTABLEFAILS TO
TRANSFER

8.6E-006

I.IE-003

D Demand 8.6E-006
Probability

D Calculated I.IE-003
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IS AAT1113A-IT2CM

ISAAT1113A-ITLHO

SG I LEVELINSTRUMENTLT-1113A
BYPASSED

SG I LEVELINSTRUMENTLT-1113AFAILS - 5.1E-007
HIGH OUTPUT

8.000-

1.2E-001

24.000

D Plant
Specific

H Detcctioa
Period

1.2E-001

I
SAATI123A-IB2FI'S

AAT1123A-IT2CM

ISA AT I 123A-ITLHO

SG LT-1123A BISTABLEFAILSTO
TRANSFER

SG 2 LEVELINSTRUMENTLT-1123A
BYPASSED

SG 2 LEVELINSTRUMENTLT-1123A FAILS 5.1E-007
- HIGH OUTPUT

5.000 I.IE-003 D Calculated I.lE-003

1.2E-001 D Plant
Specific

1.2E-001

24.000 H Detection 6.1E-006
Period

I
SAATEST2CDRX-Tl'SA

ATEST4CDRX-Tl

ISAATEST6CDRX-Tl

ISAATEST7CDRX-Tl

I SAATESTCD-RX-TI'S

AB-ALARMS-2OP

ISAB-LOADAFB-2AT

IS AB-LOADCHB-2AT

ISAB-LOADCS2-2AT

LOGIC MATRIXCD INTEST

CSS LOGIC MATRIXCD INTEST

LOGIC MATRIXCD INTEST

AFAS-2 LOGIC MATRIXCD INTEST

LOGIC MATRIXCD INTEST

CAB COOLING ALARMSFAIL(PlVR
SUPPLY, LOIVFLOIV, IklTEMP)

LOADSEQUENCER BBIGNALFAILSTO........ - .....
START AFW 8 PUMP DUE TO RELAYK222
FAULT(FAIL

LOADSEQR. B SIG. FAILS TO START CH B
PUMP DUE TO RELAY231 FAULT

LOADSEQR. B FAILS TO START CSSB
PUMP DUE TO RELAYFAULT(FAILTO DE-
ENERG)

5.000 1.4E-003 D Calculated 1.4E-003

5.000 1.4E-003 D Calculated 1.4E-003

5.000 1.4E-003 D Calculated 1.4E-003

5.000 1.4E-003 D Calculated 1.4E-003

1.4E-003 D Calculated 1.4E-003

10.000 I.OE-003 D Calculated 1.0E-003

- . IOANO "" "2.6E-003 D Calculated -- 2.6E-003""

10.000 2.6E-003 D Calculated 2.6E-003

10.000 2.6E-003 D Calculated 2.6E-003
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~ '" " ' ' ""''c'-
ISAB-LOADECB-2AT LOADSEQR. 8 SIG. FAILS TO START

ESCHILB PUMP DUE TO RELAYK222
FAULT(FAILTO D

10.000 2.6E-003 D Calculated 2.6E-003

ISAB-LOADEL2-2AT

IS AB-LOADEIVB-2AT

LOADSEQ 8 SIGNALFAILSTO RELOAD
BATT. CHARGERS 8, D, AND BD ANDPNB-
D26 DUE TO

LOADSEQR 8 FAILSTO STRT EiVB PUMP
DUETO RELAYK225 FAULT(FAILTO DE-
ENER)

10.000

10.000

2.6E-003 D Calculated 2.6E-003

2.6E-003 D Calculated 2.6E-003

ISAB-LOADHP2-2AT

ISAB-LOADLP2-2AT

1SAB-LOADSEQ-2AT

1SAB-LOADSEQB-CM

LOADSEQR 8 SIG FAILTO START HPSI 8
PUMP RELAYK125F AULT(FAILTO DE-
ENER)

LOADSEQ 8 SIG FAILS TO START LPSI 8
DUE TO RELAYK126 FAULT(FAILTO DE-
ENER)

LOADSEQR. 8 FAILS TO SEND LOAD
SIGNALUPON RECEIVING ESFAS SIGNAL

SEQR 8 (INCLUDINGLOP/LS, DGSS .

MODULES) UNAVAILDUE TO UNSCHED
MAINT I

10.000 2.6E-003 D Calculated 2.6E-003

10.000 2.6E-003 D Calculated 2.6E-003

1.1E-004 D Calculated I.IE-004

30.000 3.4E-006 D Calculated 3.4E-006

ISAB-LOADSPB-2AT . LOADSEQR. 8 SIG. FAILSTO START ESS.'P 8 PUMP DUETO RELAYK223 FAULT
(FAILTO

10.000 2.6E-003 D Calculated 2.6E-003

ISABAFI183BRX-CC

ISABAF1284BRX-CC

COMMONCAUSE FAILUREAFAS-I
RELAYS IB AND38

COMMONCAUSE FAILUREAFAS-I
RELAYS 28 AND48

17.000 8.6E-007 D Calculated 8.6E-007

17.000 8.6E-007 D Calculated 8.6E-007

Rev.0 4fli92 6.2 Component Failure Data 6-241



0
PVNGS Data Base

ISABAFISSRIRXSFT

ISABAFISSR2RXSFf

ISABAFISSR3RXSFI'

SABAFISSR4RXSFI'

SABAF2183BRX-CC

ISABAF22849RX-CC

ISABAF2SSR IRXSFT

ISABAF2SSR2RXSFT

ISABAF2SSR3RXSFT

ISABAF2SSR4RXSIT

ISABAFS I9-K211FT

ISADAFS I8-K402FT

ISA8AFS I8-K628FT

AFAS-I INITIATIONRELAY 18 FAILSTO
TRANSFER

AFAS-I INITIATIONRELAY28 FAILSTO
TRANSFER

AFAS-I INITIATIONRELAY38 FAILSTO
TRANSFER

AFAS-I INITIATIONRELAY48 FAILS TO
TRANSFER

COMMONCAUSE FAILUREAFAS-2
RELAYS 18 AND38

COMMONCAUSE FAILUREAFAS-2
RELAYS 28 AND 48

'FAS-2INITIATIONRELAY 18 FAILSTO
TRANSFER

AFAS-2 INITIATIONRELAY28 FAILSTO
TRANSFER

AFAS-2 INITIATIQNRELAY38 FAlLSTO
TRANSFER

AFAS-2 INITIATIONRELAY48 FAILSTO
TRANSFER

AFAS-I TRAIN9 RELAY K-211 FAILSTO
DE-ENERG. UPON AFAS

AFAS-I TR 8 RELAYK402 FAILS TO DE-
ENERGIZE UPON AFAS

AFAS-I TR 8 RELAYK628 FAILS TO DE-
ENERGIZE UPON AFAS

3.000 8.6E-O06 D Demand
Probability

8.6E-006 D 'emand
Probability

8.6E-006,D Demand
Probability

8.6E-006 D Demand
Probability

8.6E-OOG

8.6E-006

8.6E-006

8.6E-006

17.000 8.6E-O07 D Calculated 8.6E407

17.000 8.6E-007 D Calculated 8.6E-007

10.000 3.0E-004 D Calculated 3 OE-004

10.000 3.0E-004 D Calculated 3.0E-004

8.6E406 D Demand 8.6E-006
Probability

8.6E-006 D Demand 8.6E-006
Probability

8.6E-006 D Demand 8.6E-006
Probability

8.6E-O06 D Demand 8.6E-006
Probability

10.000 2.6E-003 D Calculated 2.6E403
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' SABAFS IB-K728FT

ISABAFS2B-K112FT

ISABAFS2B-K413FT

IS ABAFS2B-K629FT

ISABAFS2B-K729FT

ISABC02B--TC-OP

AFAS-1 TR B RELAYK728 FAILSTO DE-
ENERGIZE UPON AFAS

AFAS-2 TRAINB RELAYK-112 FAILSTO
DE-ENERG. UPON AFAS

AFAS-2 TR B RELAYK413 FAILS TO DE-
ENERGIZE UPON AFAS

AFAS-2 TR B RELAYK629 FAILSTO DE-
ENERGIZE UPON AFAS

AFAS-2 TR B RELAYK729 FAILSTO DE-
ENERGIZE UPON AFAS

CABINETC02B TEMP THERMOCOUPLE
FAILSTO INDICATEHI TEMP

10.000 2.6E-003 D Calculated 2.6E-003

10.000 3.0E-004 D Calculated 3.0E-004

10.000 3.0E-004 D Calculated 3.0E-004

10.000 3.0E-004 D Calculated 3.0E-004

5.5E-001 D Calculated 5.5E-001

10.000 3.0E-004 D Calculated 3.0E-004

ISABC02B-COOL-HL

1SABC02B-FAN1-OP

1SABC02B-FAN2-OP

OPERATOR FAILSTO RESTORE FORCED
AIRCABINETCOOLING WITHIN30 MINS

BOP ESFAS CABINETC02B FAN 1 OR
EITHER OF 2 FUSES FAIL

BOP ESFAS CABINETC02B FAN 2 OR
EITHER OF 2 FUSES FAIL

10.000

10.000

1.0E-001 D Calculated 1.0E-001

2.9E-003 D Calculated 2.9E-003

3.8E-004 D Calculated 3.8E-004

ISABCISSSR1RXSFf . CIAS INITIATIONRELAY IB FAILSTO
~ TRANSFER
'I

ISABCISSSR2RXSFT CIAS INITIATIONRELAY2B FAILSTO
TRANSFER

8.6E-006

8.6E-006

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

I SABCISSSR3RXSFI'

SABCISSSR4RXSFf

CIAS INITIATIONRELAY3B FAILSTO
TRANSFER

CIAS INITIATIONRELAY4B FAILSTO
TRANSFER

3.000 8.6E-006

8.6E-006

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

Rev.0 4/7)92 6.2 ComPonent Failure Data 6-243



PVNGS Data Base

ISABCSASB-KI I IFT

ISABCSASB-K304FT

ISABCSS183BRX-CC

ISADCSS284BRX-CC

CSAS TRAIN8 RELAY8-K111 FAILSTO
DE-ENERGIZE UPON CSAS

CSAS TRAIN8 RELAY8-K304 FAILS TO
DE-ENERGIZE UPON CSAS

COMMONCAUSE EAILURECSS RELAYS
IB AND 38

COMMONCAUSE FAILURECSS RELAYS
28 AND48

10.000 3.0E-004 D Calculated 3.0E-004

10.000 2.6E-003 D Calculated 2.6E-003

17.000 8.6E-007 D Calculated 8.6E-007

17.000 8.6E-007 D Calculated 8.6E407

ISABCSSSSRIRXSFT

ISABCSSSSR2RXSFT

ISABCSSSSR3RXSFT

ISABCSSSSR4RXSFT

ISA 8LT2038-182FT

CSS INITIATIONRELAY 18 FAILSTO
TRANSFER

CSS INITIATIONRELAY28 FAILSTO
TRANSFER

CSS INITIATIONRELAY38 FAILSTO
TRANSFER

CSS INITIATIONRELAY48 FAILSTO
TRANSFER

RWT LT-2038 BISTABLEFAILS TO
TRANSFER

3.000

8.6E-006 D

8.6E-006 D

8.6E-006 D

8.6E406 D

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

8.6E-006

8.6E406

8.6E-006

8.6E-006

I.IE403 D Calculated 1.1 E403

ISA8LT2038-ITLHO

ISABPI'I028-182FT

RWT LEVELINSTRUMENTLT-2038 FAILS - 5.1E-007
HIGHOUTPUT

4

RCS Pl'-1028 BISTABLEFAILS TO
TRANSFER

24.000

I.IE-003

H Detection 6.1E406
Period

D Calculated 1.1 E403

IS ABPI'1028-ITPHO

ISABPI'1 028-ITPNO

RCS PRESSURE INSTRUMENTPT-1028
FAILS - HIGH OUTPUT

RCS PRESSURE INSTRUMENTPT-1028
FAILS - FAILURE

5.7E-007

2. IE-006 8.000

24.000

24.000

H Detection
Period

H Detection
Period

6.8E-006

2.5E-005
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ISABPI352B-IB2FT

ISABPI352B-ITPLO

IS ABPr352B-ITPNO

ISABRAS IB3BRX-CC

ISABRAS2B4BRX-CC

I SABRAS B-K312FT

ISABRASB-K405FT

ISABRASK104RX-DE

ISABRASK309RX-DE

1SABRASK405RX-DE

ISABRASSSRI RXSFT

ISABRASSSR2RXSFT

ISABRASSSR3RXSFT

CONT. Pl'-352B BISTABLEFAILS TO
TRANSFER

CONT. PRESSURE INSTRUMENTPT-352B
FAILS - LOW OUTPUT

CONT. PRESSURE INSTRUMENTPI'-352B
FAILS - NO OUTPUT

'COMMONCAUSE FAILURERAS RELAYS
IB AND 3B

COMMONCAUSE FAILURERAS RELAYS
2B AND4B

RAS TR B RELAYK312 FAILURETO DE-
ENERGIZE UPON RAS

RAS TRAINB RELAYK405 FAILS TO DE-
ENERG. UPON RAS

RELAYRAS B K104 DE-ENERGIZES TO
CAUSE SPURIOUS ACTUATION

RELAYRAS B-K309 SPURIOUSLY DE-
ENERGIZES TO CLOSE UV-66$

l

. RELAYRAS B K405 SPURIOUSLY DI."-

ENERGIZES TO CLOSE UV-659:

RAS INITIATIONRELAY IB FAILSTO
TRANSFER

RAS INITIATIONRELAY2B FAILSTO
TRANSFER

RAS INITIATIONRELAY3B FAILSTO
TRANSFER

2.7E-007

2.1E-006

4.3E-006

4.3E-006

I. IE-003 D Calculated 1.1 E-003

24.000

.24.000

H Detection 3.2E-006
Period

H Detection 2.5E-005
Period

17.000 8.6E-007 D Calculated 8.6E-007

17.000

10.000

8.6E-007 D Calculated 8.6E-007

2.6E-003 D Calculated 2.6E-003

10.000 2.6E-003 D Calculated 2.6E-003

91.000 H Mission 1.7E-005
Time

91.000 3.4E-005 D Calculated 3.4E-005

8.6E-006 D Demand 8.6E-006
'robability

8.6E-006 D Demand 8.6E-006
Probability

8.6E-006 D Demand 8.6E-006,
Probability

91.000 16.000 H Mission 6.9E-005
Time
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1SABRASSSR4RXSFT

ISABSIAS311RX-DE

RAS INITIATIONRELAY48 FAILSTO
TRANSFER

RELAYSIAS 8 K311 DE-ENERGIZES TO
CAUSE SPURIOUS ACfUATION

3.000 8.6E-006 D

4.3E-006 91.000 . 24.000 H

Demand
Probability

Mission
Tune

8.6E-006

I.OE404

ISABSIASB-KI08Ff

ISABSIASB-K301Ff

ISABSIASB-K401FT

ISABSISSSRI RXSFT

SIAS TR 8 RELAYK108 FAILS TO DE-
ENERG. UPON SIAS

'IAS

TRAIN8 RELAY-8-K301 FAILSTO DE-
ENERGiZE UPON SIAS

SIAS TR 8 RELAYK401 FAILS TO DE-
ENERG UPON SIAS

SIS INITIATIONRELAY 18 FAILS TO
TRANSFER

10.000 3.0E404 D Calculated 3.0E-004

8.6E-006 D Demand 8.6E-006
Probability

10.000 2.6E-003 D Calculated 2.6E403

10.000 3.0E-004 D Calculated 3.0E-004

ISABSISSSR2RXSFT

ISABSISSSR3RXSFf

I SABSISSSR4RXSFT

ISABTI1138-182Ff

ISABTl1138-ITLHO

SIS INITIATIONRELAY28 FAILS TO
TRANSFER

SIS INITIATIONRELAY38 FAILS TO
TRANSFER

SIS INITIATIONRELAY48 FAILS TO
TRANSFER

SG LT-11138 BISTABLEFAlLSTO
TRANSFER

SG LEVELINSTRUMENTLT-11138 FAILS-
HIGH OUTPUT

5.1E-007 8.000

8.6E-006

8.6E-006

8.6E-006

I.IE-003

24.000

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

D Calculated 1.1 E-003

H Detection 6.1E-006
Period

ISABTI
1238-182FI'SABTI

1238-ITLHO

SG LT-11238 BISTABLEFAILSTO
TRANSFER

SG2 LEVELINSTRUMENTLT-11238 FAILS- 5.1E-007
HIGH OUTPUT

1.1E-003 D Calculated I.IE-003

24.000 H Detection 6.1E406
Period
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1SACLT203C-I B2FT RWT LT-203C BISTABLEFAILS TO
TRANSFER

1.1E-003 D Calculated 1.1E-003

1SACL1203C-ITLHO RWT LEVELINSIRUMENTLT-203C FAILS - 5.1E-007 8.000
HIGHOUTPUT

24.000 H Detection
Period

6.1E-006

1SACFfl02C-IB2FT RCS Pf-102C BISTABLEFAILSTO
TRANSFER

1.1E-003 D Calculated 1.1E-003

ISACFf102C-ITPHO

ISACPf l02C-ITPNO

ISACPf352C-IB2FT

ISACPT352C-ITPLO

IS ACFf352C-ITPNO

ISACTI 113C-IB2FT

ISACfI 113C-ITLHO

1SACI'1123 C-IB2&T

1SACT1123C-ITLHO

ISADLT203D-IB2Ff

RCS PRESSURE INSTRUMENTPT-102C
FAILS - HIGHOUTPUT
"~

RCS PRESSURE INSTRUMENTPT-102C
FAILS - FAILURE

CONT. Ff-352C BISTABLEFAILSTO
TRANSFER

CONT. PRESSURE INSTRUMENTPT-352C
FAILS - LOWOVID
CONT. PRESSURE INSTRUMENTPT-352C
FAILS - NO OUTPUT

SG LT-1113C BISTABLEFAILSTO
TRANSFER

: SG LEVELINSTRUMENTLT-1113C FAILS-
'IGHOUTPUT

SG LT-1123C BISTABLEFAILSTO
TRANSFER

SG 2 LEVELINSTRUMENTLT-1123C FAILS-
HIGH OUTPUT

RWT LT-203D BISTABLEFAILS TO
TRANSFER

5.7E-007 8.000

2.1E-006 8.000

2.7E-007 8.000

2.1E-006 8.000

5.1E-007 - 8.000

5.1E-007 8.000

24.000

24.000

H Detection 6.8E-006
Period

H Dctcction 2.5E-005
Period

I.IE-003 D Calculated I.IE-003

24.000

24.000

H Detection 3.2E-006
Period

' Detection 2.5E-005
Period

1.1E-003 D Calculated 1.1E-003

24.000 H Detection 6.1E-006
, Period

1.1E-003 D Calculated 1.1E-003

24.000 H Detection 6.1E-006
Period

-I.IE-003 D Calculated 1.1E-003
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IS ADLT203D-ITLHO REVTLEVELINSTRUMENTLT-203D FAILS - 5.1E-007
HIGHOUTPUT

24.000 H Detection '.1E-006
Period

ISADFI'102D-IB2FT

IS ADPI'102D-ITPHO

RCS PT-102D BISTABLEFAILS TO
TRANSFER

RCS PRESSURE INSTRUMENTPT-102D
FAILS - HIGH OUTPUT

5.7E-007

I.IE-003

24.000

D Calculated I.IE-003

H Detection 6.8E406
Period

ISADFI 102D-ITPNO RCS PRESSURE INSTRUMENTPT-102D
FAILS - FAILURE

2.1E-006 24.000 H Detection
Period

2.5E-005

ISADPI352D-IB2FT CONT. PT-352D BISTABLEFAILS TO
TRANSFER

I.IE-003 D Calculated 1.1 E-003

ISADFI352D-ITPLO

ISA DPI'352D-ITPNO

ISADT1113D-JB2FT

ISA DT1113D-ITLHO

ISADT1123D-IB2FT

CONT. PRESSURE INSTRUMENTPT-352D
FAILS - LOIVOUTPUT

CONT. PRESSURE INSTRUMENTPT-352D
FAILS - NO OUTPUT:

2.7E-007

2.1E-006 8.000

SG I LEVELBISTABLEFAILSTO
TRANSFER

SG I LEVELINSTRUMENTLT-1113D FAILS- 5.1E-007
HIGH OUTPUT

SG LT-1123D BISTABLEFAILSTO
TRANSFER

24.000 H Detection 3.2E406
Period

24.000 H Detection 2.5E405
Period

I.IE-003 D. Calculated I.IE-003

24.000 H Detection 6.1E406
Period

I.IE-003 D Calculated I.IE403

IS ADT1123D-ITLHO

ISANLT203CC-2SA

ISANLT203CCIB-CC

. SG 2 LEVELINSTRUMENTLT-1123D FAILS 5.1E-007
- HIGH OUTPUT

SPURIOUS RAS ACT. DUE TO COMMON
CAUSE FAILUREOF LT-203 INST. OR
BISTABLES

COMMON CAUSE FAILUREOF LT-203
BISTABLES (RWT LEVEL)

24.000 H Detection 6.1E-006
Period „

17.000 2.0E-006 D Calculated 2.0E-006

17.000 6E-004 D. Calculated 6.0E-004
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1SANLT203HOITLCC COMMONCAUSE FAILUREOF LT-203 RWT
LEVELINSTRUMENTS

17.000 1.9E-004 D Calculated 1.9E-004

ISANFI 102CC-2SA SPUR SIAS A 8c B ACT DUE TO COMMON
CAUSE FAILUREOF PT102 INSTRMNTS OR
BISTBLS

17.000 1.21:-005 D Calculated 1.2E-005

1SANPTI02CCIB-CC COMMONCAUSE FAILUREOF PT-102
BISTABLES (PRESSURIZER)

17.000 4.6E-004 D Calculated 4.6E-004

1SANPl'102HOITPCC

ISA NFI'351 CC-2SA

ISANPT351CCI8-CC

COMMONCAUSE FAILUREOF PT-102 RCS
PRESSURE INSTRUMENTS (PRESSURIZER)

SPUR SIAS A 8c B ACT DUE TO COMMON
CAUSE FAILUREOF PT351 INFIRMNTSOR
BISTBLS

COMMONCAUSE FAILUREOF PT-351

BISTABLES

17.000

17.000

17.000

I.OE-004 D Calculated I.OE-004

1.2E-005 D Calculated 1.2E-005

6.0E-004 D Calculated 6.0E-004

1SANFI351LOITPCC

ISANPI352CCIB-CC

COMMONCAUSE FAILUREOF PT-351

CONT. PRESSURE INSTRUMENTS

COMMONCAUSE FAILUREOF PT-352
BISTABLES (CONTAINMENTPRESS)

17.000 2.6E-004 D Calculated 2.6E-004

17.000 6.0E-004 D Calculated 6.0E-004

ISANFH52LOITPCC

IS ANT1113CCIB-CC

ISANT1113HOITLCC

1SANT1123CCIB-CC

COMMONCAUSE FAILUREOF PT-352
'ONT. PRESSURE INSTRUMENTS

I

COMMONCAUSE FAILUREOF LT-1113
BISTABLES

COMMONCAUSE FAILUREOF LT-1113 SG
LEVELINSTRUMENTS

COMMONCAUSE FAILUREOF LT-1123
BISTABLES

17.000

17.000

17.000

17.000

2.6E-004 D Calculated 2.6E404

4.6E-004 D Calculated 4.6E-004

I.OE-004 D Calculated 1.0E-004

4.6E-004 D Calculated 4.6E-004
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IS ANT I 123 HOITLCC

IS BALT203A I RXSFT

COMMONCAUSE FAILUREOF LT-1123 SG 2
LEVELINSTRUMENTS

RWT LT-203A RELAY I FAILSTO
TRANSFER/DEENERGIZE

8.6E-006 D Demand 8.6E406
Probability

17.000 1.0E-004 D Calculated 1.0E-004

IS BALT203A2RXSFT

ISBALT203A3RXSFT

ISBAPI'102AIRXSFT

ISBAPTI02A2RXSFT

ISBAPI'102A3RXSFT

ISO APT352A I RXSFT

IS BAFf352A2RXSFT

ISBAPT352A3RXSFT

IS BAT1113A I RXSFT

ISBATI 113A2RXSFF

ISBAT1113A3RXSFT

RWT LT-203A RELAY2 FAILSTO
TRANSFER/DEENERGIZE

RWT LT-203A RELAY3 FAILSTO
TRANSFER/DEENERGIZE

RCS Pi'-102A RELAY I FAILSTO
TRANSFER/DEENERGIZE

RCS PI'-102A RELAY2 FAILSTO
TRANSFER/DEENERGIZE

RCS PI'-102A RELAY3 FAILSTO
TRANSFER/DEENERGIZE

CONT. PI'-352A RELAY I FAlLS TO
TRANSFER/DEENERGIZE

CONT. PT-352A RELAY2 FAILSTO
TRANSFER/DEEN ERGIZE

CONT. Pl'-352A RELAY3 FAILSTO
TRANSFER/DEENERGIZE

SG LT-1113A RELAY I FAILSTO TRANSFER/
DEENERGIZE

SG LT-1113A RELAY2 FAILSTOTRANSFER/
DEENERGIZE

SG LT-1113A RELAY3 FAILSTO TRANSFER/
DEENERGIZE

3.000

3.000

8.6E-006

8.6E-006

8.6E.006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

D Demand
Probability

D Demand
Probability

8.6E-006

8.6E406

D Demand 8.6E406
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E406
Probability

D Demand 8.6E406
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E-006
- Probability

D Demand 8.6E-006
Probability
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1SBAT1123A1RXSFT SG LT-1123A RELAY 1 FAILSTO
TRANSFER/DEENERGIZE

8.6E-006 D Demand 8.6E-006
Probability

IS BAT1123A2RXSFT

1SBAT1123A3RXSFT

1SBBLT203B1RXSFT

IS BBLT203B2RXSFT

IS BBL'1203B3RXS&T

ISBBPT102B1RXSFT

1SBBPI'102B2RXSFT

ISBBPT102B3RXSFT

ISBBPI352BI RXSFI

1SBBPT352B2RXSFT

IS
8BPI352B3RXSFI'SBBT1113B

IRXSFT

SG LT-1123A RELAY2 FAILS TO
TRANSFER/DEENERGIZE

SG LT-1123A RELAY3 FAILS TO
TRANSFER/DEENERGIZE

RWT LT-203B RELAY 1 FAILSTO
TRANSFER/DEEN ERG IZE

RWT LT203B RELAY2 FAILSTO
TRANSFER/DEENERGIZE

RWT LT-203B RELAY3 FAILSTO
TRANSFER/DEEN ERG IZE

RCS Pl'-102B RELAY I FAILSTO
TRANSFER/DEEN ERG IZE

RCS Pl'-102B RELAY2 FAILSTO TRANS-
FER/DEENERGIZE

RCS PI'-102B RELAY3 FAILSTO TRANS-
FER/DEENERGIZE

. CONT. PI'-352B RELAY 1 FAILSTO TRANS-
FER/DEENERGIZE

CONT. PI'-352B RELAY2 FAILSTO TRANS-
FER/DEENERGIZE

CONT. PI'-352B RELAY3 FAILSTO TRANS-
FER/DEENERGIZE

SG LT-1113B RELAY I FAILSTOTRANSFER/
DEENERGIZE

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6I':006

8.6E-006

8.6E-006

D

D

D

D

D

D

D

D

D

D

D

D

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability

Demand 8.6E-006
Probability
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ISBBT1113B2RXSFT

ISBBT1113B3RXSFI

SG LT-1113B RELAY2 FAILSTO TRANSFER/
DEENERGIZE

SG LT-1113B RELAY3 FAILSTO TRANSFER/
DEENERGIZE

8.6E-006

8.6E406

D Demand
Probability

D Demand
Probabdity

8.6E-006

8.6E-006

ISBBT1123BIRXSFT

IS B BTI I23B2RXSFT

ISBBTI123B3RXSFI'

SBCLT203C IRXSFT

ISBCLT203C2RXSFT

ISBCLT203C3RXSFT

ISBCPT102C IRXSFT

ISO CPT102C2RXSFT

I
SBCPT102C3RXSFI'SBCPT352C

IRXSFT

1SBCPT352C2RXSPT

SG LT-1123B RELAY I FAILSTO TRANSFER/
DEENERGIZE

SG LT-1123B RELAY2 FAILSTO TRANSFER/
DEENERGIZE

SG LT-1123B RELAY3'FAILS TO TRANSFER/
DEENERGIZE

RWT LT-203C RELAY I FAILSTO TRANS-
FER/DEENERGIZE

RiVTLT-203C RELAY2 FAILSTO TRANS-
FER/DEENERGIZE

RlVTLT-203C RELAY3 FAILSTO TRANS-
FER/DEENERGIZE

RCS PI'-102C RELAY I FAILSTO TRANS-
FER/DEENERG IZE

RCS Pl'-102C RELAY2 FAILS TO TRANS-
FER/DEENERGIZE

RCS Pl'-102C RELAY3 FAILS TO TRANS-
FER/DEENERGIZE

CONT. FI'-352C RELAY I FAILSTO TRANS-
FER/DEENERGIZE

CONT. PI'-352C RELAY2 FAILSTO TRANS-
FER/DEEN ERGIZE

3.000

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

D Demand 8.6E406
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E40G
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E406
Probability

D Demand 8.6E-006
Probability

D Demand 8.6E406
Probability

D Demand 8.6E406
Probability

D Demand 8.6E-006
Probability
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ISBCPT352C3RXSFT

ISBCT1113CI RXSFT

ISBCI'1113C2RXSFT

ISBCTI I 13C3RXSFI'

SBCT1123CIRXSFT

ISBCI'1123C2RXSFT

ISBCTI123C3RXSFT

ISBDLT203DIRXSFT

ISBDLT203D2RXSFT

ISBDLT203D3RXSFT

ISBDFI'102D IRXSFT

IS 8 DPI'I02D2RXSFT

ISB DPI'102D3RXSFT

CONT. Fi'-352C RELAY3 FAILSTO TRANS-
FER/DEENERGIZE

SG LT-1113C RELAY I FAILSTO TRANSFER/
DEENERGIZE

SG LT-.1113C RELAY2 FAILS TO TRANSFER/
DEENERG IZE

SG LT-1113C RELAY3 FAILSTO TRANSFER/
DEENERGIZE

SG LT-1123C RELAY I FAILSTO TRANSFER/
DEENERGIZE

SG LT-1123C RELAY2 FAILSTO TRANSFER/
DEENERGIZE

SG LT-1123C RELAY3 FAILSTOTRANSFER/
DEENERGIZE

RlVTLT-203D RELAY I FAILSTO TRANS-
FER/DEENERGIZE

RlVTLT-203D RELAY2 FAILSTO TRANS-
FER/DEENERGIZE

. RWT LT-203D RELAY3 FAILSTO TRANS-
FER/DEENERGIZE

RCS PI'-102D RELAY I FAILSTO TRANS-
FER/DEENERGIZE

RCS PI'-102D RELAY2 FAILSTO.TRANS-
FER/DEENERGIZE

RCS PT 102D RELAY3 FAILSTO TRANS-
FER/DEENERGIZE

3.000

8 6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8 6E-006

8.6E-006

8.6E-006

8.6E-006

D

D

D

D

D

D

D

~ D

D

D

D

D

D

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

Demand
Probability

8.6E-006

8.6E-006

8.6E-006

8.6E;006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006
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ISBDPT352DI RXSFT

IS BDPI352D2RXSFT

IS BDFI352D3RXSFT

ISBDTI 113DI RXSFT

ISBDT1113D2RXSFT

ISBDTI 113D3RXSFT

ISBDT1123D IRXSFT

ISBDT1123D2RXSPT

ISBDT1123D3RXSFI

1SCHV-IA--AV-RO

CONT. Pl'-352D RELAY I FAILSTO TRANS-
FER/DEENERGIZE

CONT. Fl-352D RELAY2 FAILSTO TRANS-
FER/DEENERGIZE

CONT. FI'-352D RELAY3 FAILSTO TRANS-
FER/DEENERGIZE

SG LT-1113D RELAY I FAILSTO TRANSFER/
DEENERGIZE

SG LT-1113D RELAY2 FAILSTO TRANSFER/
DEENERGIZE

SG LT-1113D RELAY3,FAILS TO TRANSFER/
DEENERGIZE

SG LT-1123D RELAY I FAILS TO TRANS-
FER/DEENERGIZE

SG LT-1123D RELAY2 FAILS TO TRANS-
FER/DEENERGIZE

SG LT-1123D RELAY3 FAILS TO TRANS-
FER/DEENERGIZE

BLOWDQWNAIR-QP VALVESC-HV-IA 2.3E-007
FAILSTO REMAINOPEN (LOCALFAULTS)

3.000

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

8.6E-006

D Demand
Probability

D Demand
Probability

D Demand
Probability

D Demand
Probability

D Demand
Probability

D Demand
Probability

D Demand
Probability

D Demand
Probability

D Demand
Probability

H Mission
Time

8.6E-006

8.6E406

8.6E-006

8.6E-006

8.6E406

8.6E-006

8.6E-006

8.6E406

8.6E-006

1.8E406

ISC IIV-IC—AV-FO BLOWDQWNAIR-OPERATED VALVEHV- 4.1E-007
IC FAILSTO OPEN .

13140.000 H Test Period 2.7E-003

ISCIIV-IC—MV9CM BLOWDOWNVALVEHV-IC UNAVAILDUE 2.8E-005
TO UNSCHEDULED MAINTAINANCE

116.000 H MITR 33E-003

ISCHY-IA--SV-RO BLOWDOWNVALVESC-HV-IA SOLENOID 9.0E-007
FAILSTO REMAINENERGIZED

8.000 H Mission 7.2E~
Time
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1SCHY-IC--SV-FO BLOIVDOWNVALVESC-HV- IC SOLENOID 9.1E-007
FAILSTO OPERATE

3.000, 13140.000 H Test Period 5.4E-003

ISCV4)01--NV-RO

ISCV402—NV-RO

MANUALVALVEV-001 FAILS TO REMAIN
OPEN

MANUALVALVEV 002 FAILSTO REMAIN
OPEN

3.0E-008

3.0E-008

84.000 8.000

84.000 8.000 H Mission
Tllnc

2.4E-007

H Mission 2.4E-007
Time

1SCV-109--NV-RO

IS CV-110--NV-RO

MANUALVALVEV-109 FAILS TO REMAIN
OPEN

MANAULVALVEV-110 FAILSTO REMAIN
OPEN

3.0E-008

3.0E-008

84.000

84.000

13140.000 H Test Period 2.0E-004

13140.000 H Test Period 2.0E-004

ISDCPROC-OP-2HR

ISG-I-MSSVS-20P

ISG-2-MSSVS-2OP

ISG-2ADVS-SG I-CC

OPERATORS FAILTO ALIGNLPSI PUMPS
FOR SHUTDO)VN COOLING

ALLMSSVS ON STEAM GENERATOR I
FAILTO OPEN (COMMONCAUSE)

ALLMSSVS ON STEAM GENERATOR 2
FAILTO OPEN (COMMONCAUSE)

2 OF 2 ADVS ON SGI FAILDUE TO COM-
MON CAUSE ANDADVS ON SG2 ARE
UNAFFECTED

10.000

30.000

1.5E-003 D Calculated 1.5E-003

6.1E-O06 D Calculated 6.1E-006

30.000 6.1E-O06 D Calculated 6.1F 006

12.000 7.3E-004 D Calculated 73E-004

ISG-2ADVS-SG2-CC

ISG-2MSIV-AV2FC

1

ISG-4ADVS---CC

. 2 OF 2 ADVS ON SG2 FAILDUE TO COM-
MON CAUSE ANDADVS ON SGI ARE
UNAFFECTED

FAILUREOF I OR MORE MSIV'S ON EACH
STEAM GENERATOR TO CLOSE ON A SLB

COMMONCAUSE FAILUREOF ALL4
ADVS

12.000

30.000

73E-004 D Calculated 7.3E-004

7.4E-O04 - D Calculated 7.4E-004

6.5E-005 D Calculated 6.5E-005
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.;:.- '- EventName'-'"'-

C ~

ISG-BAD-ISO--HR OP ISOLATES BADSG DURING A SGTR
EVEN THOUGH COOLING VIAOTHER SG
HAS FAILED

3.000 1.6E-001 D Calculated 1.6E-001

ISGA72D2102CBDST LOCALFAULTOF CIRCUITBRKR 72-
D2102"(SPURIOUS OPEN)

2.3E-007 10.000 26.000 H Mlssior 6.0E406
Time/
Detection
Period

ISGA72D2114CBDST LOCALFAULTOFCIRCUITBRKR72-D2114 2.3E-007
"(SPURIOUS OPEN)

10.000 26.000 H Mission 6.0E-006
Time/
Detection
Period

ISGAFIV0179-AV9CM

ISGAHV0184-AV-FO

HV-179 UNAVAILABLEFQR PERIOD QF
UNSCHEDULED MAINTENANCE

LOCALFAULTOF ADVHV-184 (AIR OPER-
ATED VALVE)

ISGAHV0179-AV-FO LOCALFAULTOF ADVHV-179 4.1E-007 5.000

2.8E-005 3.000

4.1E-007

21.000 H MTIR 5.9E-004

2190.000 H Test Period 4.5E-004

2190.000 H Test Period 4.5E-004

ISGAHV0184-AV9CM HV-184 UNAVAILABLEFOR PERIOD OF
UNSCHEDULED MAINTENANCE

2.8E-005 3.000 21.000 H MTIR 5.9E404

ISGAHY0179ASV-FC LOCALFAULTSOLENOID VALVEHY-179A
(FAILTO OPERATE)

9. IE-007 3.000 2190.000 H Test Period 9.0E-004

ISGAIIY0179CIMCNO

ISGAHY0179RSV-FC

ISGAHY0184ASV-FC

ISGAHY0184CIMCNO

LOCALFAULTOF VP CONTROL UNITHY-
179C

LOCALFAULTOF SOLENOID VALVEHY-
179R (FAILTO OPERATE)

LOCALFAULTSOLENOID VALVEHY-
184A(FAILTO OPERATE)

LOCALFAULTOF I/P CONTROL UNITHY-
184C

I.IE-006 33.000 2190.000 H Test Period 1.2E-003

9.1E-007 3.000 2190.000 H Test Period 9.0MN4

9.1E-007 3.000 2190.000 H Test Period 9.0E-004

I.IE-006 33.000, 2190.000 H Test Period 1.2E-003
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ISGAHY0184RSV-FC LOCALFAULTOF SOLENOID VALVEHY-
184R (FAILTO OPERATE)

9.1E-007 3.000 2190.000 H Test Period 9.0E-004

1SGAHY79AR-CX7FC CONTROL CIRCUlTFAULTSOLENOID SET 5.2E-006
A (HY-179)

10.000 2190.000 H Test Period 1.5E-003

ISGAHY84AR-CX7FC CONTROL CIRCUITFAULTSOLENOID SET 5.2E-006
A (HY-184)

10.000 2190.000 H Test Period 1.5E-003

ISGAPCV0303PV-RO REGULATOR PCV-303 FAILS CLOSED 4.2E-006 10.000 2190.000 H Test Period 4.6E-003

ISGAPCV0310PV-RO

ISGAPCV0317PV-RO

ISGAPCV0323PV-RO

ISGAPSL0306DVPNO

ISGAPSL0313IWPNO

ISGAPSV0302RV-RC

REGULATOR PCV-310 FAILS TO REMAIN
OPEN

REGULATOR PCV-317 FAILS CLOSED
4

REGULATOR PCV-323 FAILS CLOSED

LOCALFAULTPRESSURE SWITCH PSL-306
FAILS (NO OUTPUT)

LOCALFAULTPRESSURE SWITCH PSL-313
"FAILS(NO OUTPUT)

SRV PSV-302 FAILS OPEN

4.2E-006 10.000 2190.000 H Test Period 4.6E-003

4.2E-006 10.000 2190.000 H Test Period 4.6E-003

1.4E-006 14.000 2190.000 H Test Period 1.5E-003

1.4E-006 14.000 2190.000 H Test Period 1.5E-003

4.0E-006 5.000 10.500 H Mission 4.2E-005
Time

4.2E-006 10.000 2190.000 H Test Period 4.6E-003

ISGAPSV0305RV-RC SRV PSV-305 FAILS OPEN (PREMATURE)

ISGAPSV0309RV-RC; SRV PSV-309 FAILS OPEN

4.0E-006 5.000

4.0E-006 5.000

2190.000

10.500

H

H

Test Period 4.4E-003

Mission 4.2E-005
Tllne

ISGAPSV0312RV-RC

ISGAPSV0316RV-RC

1SGAPSV0319RV-RC

SRV PSV-312 FAILS OPEN (PREMATURE)

SRV PSV-316 FAILS OPEN

SRV PSV-319 FAILS OPEN (PREMATURE)

4.0E-006 5.000

4.0E-006 5.000

4.0E-006 5.000

2190.000
4

10.500

2190.000

H

H

H

Test Period 4.4E-003

Mission 4.2E405
Tllne

Test Period 4.4E-003
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ISGAPSV0322RV-RC SRV PSV-322 FAILS OPEN 4.0E-006 5.000 10.500 H Mission 4.2E405
Tllne

ISGAPI'0306-ITPNO LOCALFAULTPRESSURE TRANSMITI'ER
Pl-306

2.1E-006

ISGAPSV0325RV-RC SRV PSV-325 FAILS OPEN (PREMATURE) 4.0E-006 5.000 2190.000 H Test Period 4.4E-003

2190.000 H Test Period 2.3E-003

ISGAPI'0313-ITPNO

ISGAPV0306ASV-FO

ISGAPV0306BSV-FO

ISGAPV0313ASV-FO

ISGAPV0313BSV-FO

ISGAUV0134-CX-FO

LOCALFAULTPRESSURE TRANSMITI'ER
Pl-313

SOLENOID VALVEPg-306A FAILSTO OPEN

SOLENOID VALVEPV-306B FAILSTOOPEN

SOLENOID VALVEPV-313A FAILSTO OPEN

SOLENOID VALVEPV-313B FAILSTOOPEN

MOV UV-134 FAILSTO OPEN CONTROL
CIRCUITFAULT

2.1E-006 8.000

9.1E-007

9.1E-007 3.000

9.1E-007 3.000

9.IE-007

2.2E-006 10.000 730.000 H Test Period 3.3E-003

2190.000 H Test Period 23E-003
r

2190.000 H Test Period 9.0E404

2190.000 H Test Period 9.0E-004

2190.000 H Test Period 9.0E-004

2190.000 H Test Period 9.0E404

ISGAUV0134-MV-FO

ISGAUV0134-MV-RO

ISGAUV0134-MV9CM

ISGAUV0134ACXXFO

ISGAUV0134ASV-FO

MOVUV-134 LOCALFAULTFAILS TO
OPEN

STEAM SUPPLY MQVUV-134 FAILS TQ
REMAINOPEN

MOV UV-134 UNAVAILABLEDUE TO
ACTUATORMAINTENANCE

SOV UV-134A FAILSTO OPEN CONTROL
CIRCUITFAULT — r

~ .

SOV UV-134A LOCAL'FAULTFAILS TO
OPEN

2.3E-007

2.8E-005 3.000

24.000 H Mission
Time

21.000 ~ H NITR

5.5E-006

5.9E-004

10.000 1.2E-003 D Calculated 1.2E403

9.1E-007- 3.000 1488.000 H Test Period 6.1E-004

3.000 3.9E-003 D Calculated 3.9E403

ISGAUV0138-CX-FO MOV UV-138 FAILSTO OPEN CONTROL
CIRCUITFAULT

2.2E-006 730.000 H Test Period 33E-003
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ISGAUV0138-MV-FO MOV UV-138 LOCALFAULTFAILS TO
OPEN

1SGAUV0138-MV-RO STEAM SUPPLY MOVUV-138 FAILS TO
REMAINOPEN

1SGAUV0138-MV9CM MOVUV-138 UNAVAILABLEDUE TO
ACfUATORMAINTENANCE

ISGAUV0172-AV-RO UV-172 FAILSTO REMAINOPEN

2.3E-007 9.000

2.8E-005 3.000

2.3E-007 9.000

24.000 H

21.000 H

24.000

3.9E-003 D Calculated 3.9E-003

Mission 5.5E-006
Tlnle

5.9E-004

Mission 5.5E-006
Time

1SGAUV0175-AV-RO AOV UV-175 FAILS TO REMAINOPEN 2.3E-007 9.000 24.000 H Mission 5.5E-006
Time

ISGAUV172P-AV-RO

ISGAUV175P-AV-RO

AOV PILOT VALVEFAILSTO REMAIN 2.3E-007 9.000
OPEN - LOCALFAULTS

AOVPILOI'ALVEFAILSTO REMAIN 2.3E-007 9.000
OPEN - LOCALFAULTS

24.000

24.000

H

Mission
Tlnle

5.5E-006

Mission 5.5E-006
Time

1SGAUY0172-CXXRO SOLENOID VALVECIRCUITFAULTS - SPU-
RIOUS TRIP

10.000 2 4E-005 D Calculated 2.4E-005

1SGAUY0172-SV-RO

ISGAUY0175-CXXRO

ISGAUY0175-SV-RO

SOLENOID VALVEFAILS TO REMAIN,
OPEN - LOCALFAULTS

. SOLENOID VALVEUY-175 CIRCUITFAULT
- SPURIOUS TRIP

SOLENOID VALVEFAILS TO REMAIN
OPEN - LOCALFAULTS

9.0E-.007 3.000

10.000

9.0E-007 3.000

24.000 H

2.4E-005 D

24.000 H

Mission 2.2E-005
Time

Calculated 2.4E-005

Mission 2.2E-005
Time

1SGAV043--CV-FO

1SGAV044--CV-FO

CHECK VALVEV043 FAILS TO OPEN

CHECK VALVEV044 FAILS TO OPEN

3.0E-008 3.000

3.0E-008 3.000

730.000

730.000

H

H

Test Period 1.1E-005

Test Period 1.1E-005
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ISGB72D2202CBDST LOCALFAULTOFCIRCUITBRKR72-D2202 2 3E-007 10 000 26 000 H Mission
Time/
Detection
Period:

6.0E-006

ISGB72D2214CBDST LOCALFAULTOF CIRCUITBRKR 72-D2214 2.3E-007 10.000 26.000 H
(SPURIOUS OPEN)

Mission
Time/
Detection
Period

6.0E4)06

ISGB IIV0178-AV-FO LOCALFAULTOF ADVHV-178 4.1E-007 5.000 2190.000 H Test Period 4.5E404

ISG8HV0178-AV9CM

ISGBHV0185-AV-FO

ISG8H V0185-AV9CM

ISGBHY0178ASV-FC

ISGBHY0178CIMCNO

HV-178 UNAVAILABLEFQR PERIOD QF
UNSCHEDULED MAINTENANCE

LOCALFAULTOF ADVHV-185

HV-184 UNAVAILABLEFQR PERIOD QF
UNSCHEDULED MAINTENANCE

LOCALFAULTSOLENOID VALVEIIY-178A
(FAILTO OPERATE)

LOCALFAULTOF I/P CONTROL UNITHY-
178C

2.8E-005

4.1E-007 5.000

2.8E-005 3.000

9.1E-007„3.000

I.IE-006 33.000

21.000 H MTIR .5.9E-004

2190.000 H Test Period 9.0E404

2190.000 H Test Period 1.2E403

2190.000 H Test Period 43E404

21.000 H MTIR 5.9E404

ISGBHY0178RSV-FC LOCALFAULTSOLENOID VALVEHY-178R 9.1E-007
(FAILTO OPERATE)

2190.000 H Test Period 9.0E-004

ISGBHY0185ASV-FC

ISGBHY0185CIMCNO

ISG8HY0185RSV-FC

LOCALFAULTOF SOLENOID VALVEHY-
185A (FAILTO OPERATE)

LOCALFAULTOF I/P CONTROL UNITHY-
185

I

LOCALFAULTOF SOLENOID VALVEHY-
185R (FAILTO OPERATE)

9.1E-007 3.000 2190.000 H Test Period 9.0E-004

I.IE-006 33.000 2190.000 H Test Period 1.2E-003

9.1E-007 3.000 2190.000 H Test Period 9.0E-004
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,', ': . ":Event Name'=':.'.:.'-"..".'„'.:.,","-",-'.;'.,"-.:,.'-'.:-, .'.,';,".Desc'ription'-;;=",":.- ..:",':„.",.::,:;:."-':-=':,:

ISGBHY78AR-CX7FC

ISGBHY85AR-CX7FC

CONTROL CIRCUITFAULTSOLENOID SET 5.2E-006
A (IIY-178)

CONTROL CIRCUITFAULTSOLENOID SET 5.2E-006
A (HY-185)

10.000

10.000

2190.000 II

2190.000 H

Test Period 1.5E-003

Test Period 1.5E-003

ISGBUV0130-AV-RO UV-130 FAILSTO REMAINOPEN 2.3E-007 9.000 24.000 H Mission 5.5E-006
Time

ISGBUV0135-AV-RO AOV UV-135 FAILS TO REMAINOPEN 2.3E-007 9.000 24.000 H Mission
Time

5.5E-006

ISGBUV130P-AV-RO

ISGBUV135P-AV-RO

AOV PILOT VALVEFAILSTO REMAIN 2.3E-007
OPEN - LOCALFAULTS

AOVPILOT VALVEFAILSTO REMAIN 2.3E-007
OPEN - LOCALFAULTS

24.000 H

24.000 H

Mssion 5.5E-006
Time

Mission 5.5E-006
Time

ISGBUY0130-CXXRO

ISGBUY0130-SV-RO

SOLENOID VALVECIRCUITFAULTS - SPU-
RIOUS TRIP

SOLENOID VALVEFAILS TO REMAIN
OPEN - LOCALFAULTS

9.0I':007 3.000 24.000 H

10.000 2.4E-005 D Calculated 2.4E-005

Mission 2.2E-005
Time

1SGB UY0135-CXXRO

1SGBUY0135-SV-RO

1SGC72D2305CBDST

10.000

9.0E-007 3.000

10.000

SOLENOID VALVECIRCUITFAULTS - SPU-
RIOUS TRIP

. SOLENOID VALVEFAILS TO REMAIN
~ OPEN - LOCALFAULTS

LOCALFAULTOF CIRCUITBRKR72-D2305 2.3E-007
(SPURIOUS OPEN)

2.4E-005 D

24.000 H

26.000 H

Calculated 2.4E-005

Mission 2.2E-005
Time

Mission 6.0E-006
Time/
Detection
Period

ISGC72D2306CBDST LOCALFAULTOFCIRCUITBRKR72-D2306 2.3E-007
(SPURIOUS OPEN

10.000 26.000 H Mission
Time/
Detection
Period

6.0E-006
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ISGCFIY0179BSV-FC LOCALFAULTOF SOLENOID VALVEIIY-
179B (FAILTO OPERATE)

9.1E-007 3.000 2190.000 H Test Period 9.0E404

ISGCHY0179SSV-FC

ISGCHY0184BSV-FC

ISGCHY0184SSV-FC

ISGCHY79BS-CX7FC

LOCALFAULTOF SOLENOID VALVEHY-
179S (FAILTO OPERATE)

LOCALFAULTOF SOLENOID VALVEHY-
184B (FAILTO OPERATE)

LOCALFAULTOF SOLENOID VALVEHY-
184S (FAILTO OPERATE)

CONTROL CIRCUITFAULTSOLENOID SET
B (HY-179)

9.1E-007 3.000

9.1E-007 3.000

5.2E-006 10.000

9.1E-007 3.000 2190.000 H Test Period 9.0E404

2190.000 H Test Period 9.0E404

2190.000 H Test Period 9.0E404

2190.000 H Test Period 1.5E403

ISG CIA'84BS-CX7FC CONTROL CIRCUITFAULTSOLENOID SET 5.2E-006
B (HY-184)

10.000 2190.000 H Test Period IDE-003

ISGD72D2405CBDST LOCALFAULTOF CIRCUITBRKR 72-D2405 2.3E-007
(SPURIOUS OPEN)

10.000 26.000 H Mission
Time/
Detection
Period

6.0E-006

ISGD72D2406CBDST LOCALFAULTOF CIRCUITBRKR 72-D2406 2.3E-007 10.000
(SPURIOUS OPEN)

26.000 H Mission
Tjme/
Detection
Period

6.0E-006

ISGDHY0178BSV-FC

ISGDI IY0178SSV-FC

ISGDHY0185BSV-I'C

ISGDHY0185SSV-FC

LOCALFAULTSOLENOID VALVEHY-
178B(FAILS TO CLOSE)

LOCALFAULTQF SOLENOID VALVEHY-
178S(FAIL TO OPERATE)

LOCALFAULTOF SOLENOID VALVEHY-
185B (FAILTO OPERATE)

LOCALFAULTOF SOLENOID VALVEHY-
185S(FAIL TO OPERATE)

9.1E-007 3.000

9.1E-007 3.000

9.1E-007 3.000

9.1E-007 3.000

2190.000 H Test Period 9.0E-004

2190.000 H Test Period 9.0E404

2190.000 H Test Period 9.0E-004

2190.000 H Test Period 9.0E404
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Event Name'=":::.-:,',';-:...'"::.:->; =.:"- ..'escription

ISGDIIY78BS-CX7FC

1SGDHY85BS-CX7FC

CONTROL CIRCUITFAULTSOLENOID SET 5.2E-006
B (HY-178)

CONTROL CIRCUITFAULTSOLENOID SET 5.2E-006
B (HY-185)

10.000

10.000

2190.000 H

2190.000 H

Test Period 1.5E-003

Test Period 1.5E-003

ISGEH V-41-MV-RO BLOiVDOiVNVALVEHV-41 FAILSTO
REMAINOPEN

2.3E-007 9.000 H Mission
Time

1.8E-006

ISGEHV-43-CXSFO

ISGEHV-43-MV-FO

ISGEV334—CV-FO

ISGEV337--N V-RO

ISGEV339—CV-FO

ISGEV342 —NV-RO

ISGEV346--CV-FO

ISGEV348--CV-FO

14.000

CHECK VALVEV334 FAILSTO OPEN

MANUALVALVEV337 FAILSTO REMAIN
OPEN

CHECK VALVEV339 FAILSTO OPEN

MANUALVALVEV342 FAILSTO REMAIN
OPEN

CHECK VALVEV346 FAILS TO OPEN

CHECK VALVEV348 FAILS TO OPEN

3.0E-008 3.000

3.0E-008 84.000

3.0E-008 3.000

3.0E-008 84.000

3.0E-008 3.000

3.0E-008

BLOIVDOWNVALVEHV-43 FAILSTO OPEN 1.0E-006
-CONTROL CIRCUIT FAULTS-

BLOiVDOiVNVALVEHV-43 FAILSTO OPEN 2.9E-006 13140.000 H

13140.000 H

13140.000 H

Test Period 1.9E-002

Test Period 2.0E-004

Test Period 2.0E-004

13140.000 H

13140.000 H

Test Period 2.0E-004

Test Period 2.0E-004

13140.000 H

13140.000 H

Test Period 2.0E-004

Test Period 2.0E-004

13140.000 H Test Period 6.6E-003

ISGEV354--NV-RO MANUALVALVEV354 FAILS TO REMAIN
OPEN

ISGEV350—CV-FO 'HECK VALVEV350 FAILSTO OPEN 3.0E-008 3.000

3.0E-008 84.000

13140.000 H

13140.000 H

Test Period 2.0E-004

Test Period 2.0E-004

1SGEV357--CV-FO

ISGEV358—CV-FO

ISGEV360—CV-FO

CHECK VALVEV357 FAILS TO OPEN

CHECK VALVEV358 FAILS TO OPEN

CHECK VALVEV360 FAILS TO OPEN

3.0E-008 3.000

3.0E-008 3.000

3.0E-008 3.000

13140.000 H

13140.000 H

13140.000 H

Test Period 2.0E-004

Test Period 2.0E-004

Test Period 2.0E-004
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ISGEV363--NV-RO MANUALVALVEV3G3 FAILS TO REMAIN 3.0E-008 84.000 13140.000 H Test Period 2.0E-004
OPEN

1SGEV642--CV-FO CHECK VALVEAF-642 FAILSTO OPEN 3.0E-008 3.000 24.000 H Mission
Time

7.2E-007

ISGEV652—CV-FO CHECK VALVEAF-652 FAILS TO OPEN 3.0E-008 3.000 24.000 H Mission 7.2E-007
Time

ISGEV653--CV-FO CHECK VALVE653 FAILS TO OPEN 3.0E-008 3.000 24.000 H Mission
Tune

7.2E407

ISGEV693--CV-FO CHECK VALVEAF-693 FAILS TO OPEN 3.0E-008 3.000 24.000 H Mission
Tllne

7.2E-007

ISGEV885--NV-RO START-UP LINEMANISOL VALVEV885/
V886 FAILS TO REM/IN OPEN

3.0E-008 84.000 1488.000 H Test Period 2.2E-005

ISGEV887--CV-FO

ISGEV889--NV-RM

ISGEV889—NV-RO

ISGEV9G3--NV-RO

START-UP SPRING LOADEDCHECK V887
FAILSTO OPEN

MANUALVALVEV889 NOT RESTORED
AFTER MAINTENANCE

MANUALVALVEV889 FAILS TO REMAIN
OPEN

MANUALVALVEV963 FAILS TO REMAIN
OPEN

3.0E-008 3.000 1488.000 H Test Period 2.2E405

3.0E-008 84.000

3.0E-008 84.000

1488.000 H Test Period 2.2E405

13140.000 H Test Period 2.0E-004

11.000 7.5E-005 D Calculated 75E405

ISGEV964--NV-RO

ISGEV965--NV-RO

ISGEV966--NV-RO

MANUALVALVEV964 FAILS TO REMAIN
OPEN

MANUALVALVEV965 FAlLS TO REMAIN
OPEN

MANUALVALVEV966 FAILS TO REMAIN
OPEN

3.0E-008 84.000

3.0E-008 84.000

3.0E-008 84.000 13140.000 H Test Period 2.0E-004

13140.000 H Test Period 2.0E-004

13140.000 H Test Period 2.0E-004
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.; Event Name::,-:,: ..': '": "'.--:- .. "',: '.„":,-..Description:...,'-..-.. -"-= . ".,'..=;-.R."t=..-,'..-'..

1SGN-BYPASSMV2HR OPERATOR FAILS TO OPEN DOWNCOMER
BYPASS MOV HV-1143/1145

ISGN-F02A-FXAPG FILTER SGN-F02A PLUGGED 6.8E-006 10.000 2.000 H Mission
Time

1.4E-005

6.7E-002 D Calculated 6.7E-002

ISGN-F03A-FXAPG FILTER SGN-F03A PLUGGED 6.8E-006 10.000 Mission
Tllne

1.4E-005

ISGNFV1113-AV-FO AOV FV-1113 FAILSTO OPEN 3.0E-003 D Calculated 3.0E-003

ISGNFV1113-AV-RO AOV FV-1113 FAILSTO REMAINOPEN 2.3E-007 9.000 24.000 H Mission
Time

5.5E-006

1SGNFV1123-AV-FO FV-1123 FAILSTO OPEN

1SGNFV1123-AV-RO FV-1123 FAILSTO REMAINOPEN 2.3E-007

5.000

9.000 24.000 H Mission
Time

5.5E-006

3.0E-003 D Calculated 3.0E-003

1SGNHV1143-CXSFO MOVHV-1143 CONTROL CIRCUITFAULT 1.0E-006

(FAILS TO OPEN)
13140.000 EI Test Period 6.6E-003

1SGNHV1143-MV-FO DOWNCOMER BYPASS MOV HV-1143
FAILSTO OPEN

2.9E-006 14.000 13140.000 H Test Period 1.9E-002

ISGNHV1145-CXSFO MOVHV-1145 CONTROL CIRCUITFAULT I.OE-006
(FAILSTO OPEN)

13140.000 H Test Period 6.6E403

ISGNHV1145-MV-FO, DOWNCOMER BYPASS MOV HV-1145
'AILSTOOPEN

2.9E-006 14.000 13140.000 H Test Period 1.9E-002

ISGNPSL1128IWPNO PRESSURE SWITCH 1128 FAILS TO TRANS- 1.4E-006
FER/NO OUTPUT

14.000 13140.000 H Test Period 9.2E-003

1SGNPV1128-SV-FO SOV PV-1128 FAILSTO OPEN 9.1E-007 3.000 13140.000 H Test Period 5.4E-003

ISGNV002—CV-FO AFWTRAINN SG I DISCHARGE CHECK 3.0I:-008
VALVESG-002 FAILSTO OPEN

13140.000 H Test Period 2.0E-004
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PVNGS Data Base

ISGN V008--CV-FO

ISGNV435--NV-RO

TRAINN SG 2 DISCHARGE CHECK VALVE
V008 FAILSTO OPEN

MANUALVALVEV435 FAILS TO REMAIN
OPEN

3.0E-008 .3.000

3.0E-00$ . 84.000 24.000 H Mission
Tlmc

7.2E-007

13140.000 H Test Period 2.0E404

ISGNV437--NV-RO

ISGNV440--CV-RO

MANUALVALVEV437 FAILS 1Q REMAIN
OPEN

CHECK VALVEV440 FAILS TO REMAIN
OPEN

3.0E-008 84.000

2.3E-007'.000

24.000 H

24.000 H

Mission
Time

Mission
TlnlC

7.2E407

55E-006

ISGNV441--CV-FO CHECK VALVEV441 FAILS TO OPEN
4

3.0E-008 3.000 24.000 H Mission
Time,

7.2E-007

ISGNV959--CV-RO CHECK VALVEV959 FAILS TO REMAIN
OPEN

2.3E-007 9.000 24.000 H Mission
Time

5.5E406

ISGNX02-ACUM-2OP

ISGPCV1130-PV-RO-

FAILURETO SUPPLY N2 FROM DEDI-
CATED ACCUMULATOR,SGN-X02 (LONG
TERM)

PRESSURE CONTROL VALVEPCV-1130
FAILSTO REMAINOPEN

4.2E-006 10.000

1.000 D Screening
Value

1.000

13140.000 H Test Period 2.8E-002

ISGPCV1147-P V-RO PRESSURE REGULATINGVALVEPC1147

FAILSTO REMAINOPEN
4.2E-006 10.000 24.000 H Mission,

TallC

I.OE404

ISGPSV1131-RV-RC

ISGPS V1147-RV-RC

SAFETY RELIEF VALVEPSV-1131 FAILSTO
REMAINCLOSED

RELIEF VALVEPSV 1147 FAILSTO REMAIN
CLOSED

4.0E-006 5.000 24.000 H

4.0E-006 5.000 . 24.000 H Mission
Time

Mission
Tlmc

9.6E405

9.6E405

ISGUV-SOOP-AV-FO,

ISG UV-500Q-AV-FO

BLOWDOWNVALVESG-UV-500P FAILS1Q
OPEN

BLOWDOWN ISO VALVEUV-500Q FAILS
TO OPEN

9.0E-004 D Calculated 9.0E-004

9.0E-004 D Calculated 9.0E404
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'vent Name,-„':,",,:.'"... j ';::;;.;,;"'.'..;:,;„,:,".," ",.;,':.Description' ''': '" ',', >"

*

1 SG UY-500P-SV-FO

ISGUY-500Q-SV-FO

BLOWDOWNVALVESG-U V-500P SOLE-
NOID VALVEFAILS

BLOWDOWNVALVESG-UV-500Q SOLE-
NOID VALVEFAILS

3.000 1.3E-005 D Calculated 1.3E-005

1.3E-005 D Calculated 13E-005

ISGV-289--N V-RO MANUALVALVESG-V289 FAILS TO
REMAINOPEN

3.0E-008 84.000 H Mission
Tune

2.4E-007

ISI-BAC-RMCOOLHL

IS!-HPSI4-6MV-CC

ISI-HPS18-8MV-CC

ISI-P01 —-CXXFS

OPERATOR FAILS TO PROVIDE BACKUP
ROOM COOLING TO SI PUMP ROOMS

COMMONCAUSE FAILUREOF 4-OUT-OF-6
HPSI INJECfION MOVS IN AVAILABLE
LINES

COMMONCAUSE FAILUREOF8-OUT-OF-8
HPSI INJECI'ION MOVS IN 4 AVAILABLE
LINES

LPSI PUMP FAILS TO RESTART AFTER
CONTROL CIRCUITTRIP

30.000

30.000

2.0E-001 D Calculated 2.0E-001

2.6E-005 D Calculated 2.6E-005

2.6E-005 D Calculated 2.6E-005

1.3E-003 D Calculated 1.3E-003

ISI-POI —-MPRFS

ISI-P03-111-MP2HR

ISI-P03-20MMP2HR

IS I-SDCBRKR--2HL

lSIA-LPSIA-MV-CC

LPSI PUMP FAILSTO RESTART AFTER TRIP

OPERATOR FAILS TO SHUT OFF CONT.
SPRAY TR A PUMP WITHIN I HR OF SIAS

~ OPERATOR FAILSTO SHUT OFF CONT.
SPRAY TR A PUMP WITHIN20 MINS OF
SIAS

OPERATOR FAILSTO CLOSE MOVUV-653!
654 CIRCUITBREAKERS

COMMONCAUSE FAILUREOF 2-OUT-OF-2
LPSI TRAINA INJ. MOV'S

2.7E-001 D Calculated 2.7E-001

10.000 3.0E-004 D Calculated 3.0E-004

30.000 9.9E-006 D Calculated 9.9E-006

3.0E-003 D Calculated 3.0E-003

10.000 2.2E-003 D Calculated 2.2E-003
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ISIA3-SDCILQK-OP

ISIA5-SDCILOK-OP

RCS PRES INTERLOCKPERMISSIVE FAILS
(PRES TRANSMITTERPT-103 &, BISTA-
BLES)

RCS PRES INTERLOCKPERMISSIVE FAILS
(PRES TRANSMITTERPT-105 & BISTA-
BLES)

10.000

10.000

2.7E-002 D Calculated 2.7E-002

2.7E-002 D Calculated 2.7E-002

ISIAB-CSS-MP-CC

ISIAB-CSS-MV-CC

ISIAB-HPSI-MP-CC

ISIAB-LPSI-MP-CC

ISIAB-LPSI-MV-CC

ISIAB-LPSI3MV-CC

ISIACSSA-TEST-TI

IS IAEOI--HX-PG

ISIAEOI--HX9CM

COMMONCAUSE FAILUREOF TRAINA &
B CONTAINMENTSPRAY PUMPS

COMMONCAUSE FAILUREOF TRAINA &
B CONTAINMENTSPRAY INJECTION
MOV'S I,

COMMONCAUSE FAILUREOF 2-OUT-OF-2
HPS I PUMPS

COMMONCAUSE FAILUREOF 2-OUT-OF-2
LPSI PUMPS

COMMONCAUSE FAILUREOF 4-OUT-OF-4
LPSI INJECTION MOQ'S

COMMONCAUSE FAILUREOF 3-OUT-Ol'-3
LPSI INJ MOVS FOR INTACTRCS LOOP S.I.

CONTAINMENTSPRAY TRAINA UNAVAIL-
ABLEDUE TO TEST,

LOCALFAULTCAUSING BLOCKAGEOF
FLOW INTRAINA SDHX (SIA-EOI)

SDHX SIA-EOI UNAVAiLABLEDUE TO
UNSCIIEDULEDMAINTENANCE

30.000 3.0E405 D Calculated 3.0E-005

30.000 1.4E-004 D Calculated 1.4E404

30.000 1.4E-004 D Calculated 1.4E-004

30.000 3.9E-005 D Calculated 3.9E405

30.000 3.9E-005 D Calculated 3.9E-005

9.1E-004 D Calculated 9.1E-004

10.000 6.5E-005 D Calculated 65E405

2.8E-005 3.000 21.000 H MITR 5.9E-004

30.000 3.7E-004 D Calculated 3.7E-004

1SIAF0390-PXOPG TRAINAHQTLEGINJECTIONFLOWORI- 8.3E-007 3.000
FICE PLUGS

22.000 H Mission 1.8E-005
Time
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'-Event Na'me",.'. '' --'':::': ".,-",': .,-,"','; -'Description ';:."- "'."-,i,,-';,':,'..:.'.,"'„'"'"',

IS IAFO0019-PXOPG LPSI TRAINA MINIMUMFLOW LINE
FLOW ORIFICE FO-19 PLUGGED

8.3E-007 16.000 H Mission 1.3E-005
Tlmc

ISIAFO0021-PXOPG

IS IAFO43--PXOPG

CONT. SPRAYTRAINA MIN.FLOW RECIRC 8.3E-007
LINEFLOW ORIFICE FO-21 PLUGGED

LOOP IB HPSI HDR I FLOW OROFICE F043 8.3E-007
PLUGS

2190.000

24.000 H

Test Period 9.1E-004

Mission 2.0E-005
Tlnle

IS IAFO47—PXOPG

ISIAFO49--PXOPG

ISIAFO717-PXOPG

IS IAFO727-PXOPG

LOOP 2B HPSI HDR I FLOW OROFICE F047
PLUGS

LOOP 2A HPSI HDR I FLOW OROFICE F049
PLUGS

LOOP 2A HPSI HDR I FLOW OROFICE
F0717 PLUGS

LOOP 2B HPSI HDR I FLOW OROFICE
F0727 PLUGS

8.3E-007

8.3E-007

8.3E-007 3.000

8.3E-007 3.000

24.000

24.000

24.000

24.000

H

H

Mission 2.0E-005
Time

Mission 2.0E-005
Tlnlc

Mission 2.0E405
Time

Mission 2.0E-005
Time

1SIAFO747-PXOPG

ISIAHPSI3-3MV-CC

LOOP 1B HPSI HDR I FLOW OROFICE
F0747 PLUGS

COMMONCAUSE FAILUREOF 3 OUT OF 3
INJECT MOVS INTHE HPSI TRAINA
HEADER

8.3E-007 3.000

30.000

24.000

7.4E-007

H

D

Mission
Time

Calculated

2.0E-005

7.4E-007

ISIAHV0306-CX6RO ~ LPSI TR. AFLOW CONTROL MOVHV-306
CNTLCIRC FAULTS -SPURIOUS CLOSE

6.0E-007 10.000 16.000 H Mission 9.6E-006
Time

ISIAHV0306-MV-RO

ISIAHV0604-CB-ST

ISIAHV0604-CX8FO

LPSI TR. A FLOW CONTROL MOVHV-306
LOCALFAULT-FAILTO REMAINOPEN

TRAINA HOT LEG MOVHV-604 CIRCUIT
BREAKERSPURIOUS TRIP

TRAINA HLIMOV HV-604 CONTROL CIR-
CUITFAULT-FAILTO OPEN

2.3E-007

2.3E-007 .

1.3E-006

2190.000 H

10.000 2.000 H

10.000 13140.000 H

Test Period 2.5E-004

Mission 4.6E-007
TlnlC

Test Period 8.5E-003
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-'."~,:"'vent Nanlc -'.

1SIAHV0604-MV-FO LOCALFAULTTRAINA HOT LEG MOVIIV- 2.9E-006
604 FAILS TO OPEN

10.000 13140.000 H Test Period 1.9E-002

IS IAHV0604-MV-RO

IS IAHV0604-MV9CM

IS IAHV0683-CX6RO

ISIAHV0683-MV-RO

LOCALFAULTTRAINAHOT LEG MOV
HV604 FAILSTO REMAINOPEN

MOV FIV-604 UNAVAILABLEDUE TO
UNSCHEDULED MAINTAINANCE

LPSI TR. A PUMP SUCTION MOV HV-683
CNTLCIRC FAULTS -SPURIOUS CLOSE

LPSI TR. A PUMP SUCTION MOV HV-683
LOCALFAULT-FAILTO REMAINOPEN

2.3E-007

3.000

6.0E-007 10.000

2.3E-007 9.000

5.9E-004

16.000

D Plant Spe- 5.9E404
citic

H Mission 9.6E-006
Tllne

2190.000 H Test Period 2.5E-004

22.000 H Mission 5.1E4J06
Tlnle

ISIAHV0683-MV9CM

ISIAHV0691-MV-RC

LPSI TR. A PUMP SUCTION MOV HV-683
UNAVAILFOR PERIOD OF UNSCHED
MAINT

SDC LOOP A WARM-UPBYPASS MOTOR
OPER VALVEFAILSTO REMAINCLOSED

2.8E-005

1.0E-007 84.000

21.000 H MITR 5.9E-004

13140.000 H Test Period 6.6E-004

ISIAHV0698-CX6FC

IS IAHV0698-MV-FC

ISIAHV0698-MV-RC

ISIAHV0698-MV-RO

I

SIALPSI-TEST-Tl'OCAL

FAULTTR A COLD LEG INJ ORI-
FICE BYPASS VALVEFAILS TO CLOSE
(CNTRL CKT FAU

LOCALFAULTTR A COLD LEG INJ ORI-
FICE BYPASS VALVEFAILS TO CLOSE

LOCALFAULTTR A COLD LEG INJ ORI-
FICE BYPASS VALVEFAILS TO REMAIN
CLOSED

HPSI TR. A FLOW CONTROL MOV HV-698
FAILSTO REMAINOPEN

LPSI TRAINA INTEST

1.4E-006 3.000

2.9E-006 14.000

I.OE-007 84.000

2.3E-007 9.000

13140.000 H Test Period 9.2E-003

13140.000 H Test Period 1.9E-002

22.000 H Mission 2.2E-006
Time

13140.000 H Test Period 1.5E403

9.1E-004 D Calculated 9.1E404
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ISIAPOI--CB-IT LPSI TRAINA PUMP (SIA-P01) CIRCUIT
BREAKER FAULT-FAILTO CLOSE

1.2E-006 5.000 2190.000 H Test Period 1.3E-003

1SIAPOI--CBOCM LPSI TRAINA PUMP (SIA-P01) CIRCUIT
BREAKER OUT FOR UNSCHED. MAINTE-
NANCE

9.4E-006 9.300 H MTR 8.7E-005

ISIAPOI--CX6FS

ISIAPOI—-MP-FR

ISIAPOI—MP-FS

ISIAPOI—-MP6CM

ISIAPOI-BAC-2OP

LPSI TRAINA PUMP (SIA-POI) CONTROL
CIRCUITFAULT-FAILTO START

LPSI TRAINAPUMP (SIA-POI) FAILTO
RUN AFTER START

LPSI TRAINA PUMP (SIA-POI) FAILTO
START (LOCALFAULT)

LPSI TR. A PUMP SIA-POI UNAVAILABLE
FOR PERIOD OF UNSCHED MAINTE-
NANCE

LPSI PUMP A FAILSTO RUN 24IiRS GIVEN
NO ESS HVACBUTIVITHB/U ROOM COOL-
ING

1.6E-006 3.000

2.1E-005

I.OE-006 2.000

10.000

2190.000 H Test Period 1.8E-003

16.000 H Mission 3.4E-004
Time

2190.000 H Test Period 1.1 E-003

1.0E-OOI D Calculated I.OE-001

1.3E-003 D Plant Spe- 1.3E-003
cific

IS IAPOI-NOBAC20P LPSI PUMP A FAILSTO RUN 24HRS GIVEN
NO ESS OR BACKUPROOM COOLING

10.000 1.000 D Screening 1.000
Value

ISIAP02--CB-Fl'LOCALFAULT-HPSITR. A PUMP CIRCUIT 1.2E-006
: BREAKER FAILS TO CLOSE

2190.000 H Test Period 1.3E-003

ISIAP02--CBOCM HPSI TR. A PUMP CIRCUITBREAKER OUT 9.4E-006
FOR UNSCHEDULED MAINT.

9.300 H MITR 8.7E-005

ISIAPO2--CX6FS HPSI TR. APUMP CONTROL CIRCUIT
FAULT-FAILSTO START

1.6E-006 3.000 2190.000 H Test Period 1.8E-003

1SIAP02--MP-FR HPSI TR. AMOTOR-DRIVENPUMP SIAP02 2.1E-005
FAILSIRUN

16.000 H Mission 3.4E-004
Tlnle
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. „F - .,-,-..."-,. Iactor, -;„-i:-.;.:.„',":,'.,-'robabiIIty ';

IS IAUV0617-CX7FO

ISIAUV0617-MV-FO

IS IAUV0617-MV9CM

IS IAUV0627-CB-ST

1SIAUV0627-CX7FO

ISIAUV0627-MV-FO

ISIAUV0627-MV9CM

1SIAUV0635-CB-ST

ISIAUV0635-CX6FO

IS IAUV0635-MV-FO

IS IAUV0635-MV9CM

1SI AUV0644-MV-RO

HPSI 2A HDR INJ. MOV UV-617 CONTROL
CIRCUITFAULT-FAILTO OPEN

LOCALFAULTHPSI 2A HDR INJECTION
MOV UV-617 FAILSTO OPEN

HPSI 2A HDR INJ. MOVUV-617 OUT FOR
UNSCHEDULED MAINT.

HPSI 2B HDR INJ. MOV UV-627 CIRCUIT
BREAKER SPURIOUS OPEN

HPSI 2B HDR INJ. MOV UV-627 CONTROL
CIRCUITFAULT-FAILTO OPEN"

LOCALFAULTHPSI 2B HDR INJECTION
MOV UV-627 FAILS TO OPEN

HPSI 2B HDR INJ. MOV UV-627 OUT FOR
UNSCHEDULED MAINT.

LPSI IAHDR INJ. MOV UV-635 CIRCUIT
BREAKER SPURIOUS OPEN

LPSI IA HDR INJ. MOV UV-635 CONTROL
CIRCUITFAULT-FAILTO OPEN.

. LPSI IA HDR INJ. MOV UV-635 LOCAL
FAULT-FAILTO OPEN

LPSI IAHDR INJ. MOVUV-635 UNAVAIL
ABLEDURING UNSCHED MAINTENANCE

SIT IB ISOLATIONVALVEISIAUV0644
FAILSTO REMAINOPEN

1.0E-006 3.000

2.9E-006 14.000

2.3E-007 10.000

1.0E-006 3.000

2.9E-006 14.000

2.8E-005 3.000

2.3E-007 10.000

I 4E-006 3.000

2.9E-006 14.000

2.8E-005 3.000

2.3E-007

2.8E-005 3.000

1488.000 H

1488.000 H

21.000 H

H

1488.000 H

1488.000 EI

21.000 H

H

1488.000 H

2190.000 H

21.000 H

13140.000 H

Test Period 7.4E-004

Test Period 2.2E-003

5.9E-004

Mission
Time

4.6E-007

Test Period 7.4E-004

Test Period 2.2E-003

5.9E-004

Test Period 3.2E-003

hfITR 5.9E-004

Test Period 1.5E-003

Mission 4.6E-007
Time

Test Period 1.0E-003

1SIAUV0645-CB-ST LPSI IB HDR INJ. MOV UV-645 CIRCUIT
BREAKER SPURIOUS OPEN

2.3E-007 10.000 H Mission
Time

4.6E-007
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ISIAUV0645-CX6FO

ISIAUV0645-MV-FO

ISIAUV0645-MV9CM

ISIAUV0647-CB-ST

IS IAUV0647-CX7FO

ISIAUV0647-MV-FO

ISIAUV0647-MV9CM

ISIAUV0651-CB-ST

LPSI 18 HDR INJ. MOVUV-645 CONTROL
CIRCUITFAULT-FAILTO OPEN

LPSI 18 HDR INJ. MOVUV-645 LOCAL
FAULT-FAILTO OPEN

LPSI 18 HDR INJ. MQV UV-645 UNAVAIL-
ABLEDURING UNSCHED MAINTENANCE

HPSI 18 HDR INJ. MOV UV-647 CIRCUIT
BREAKER SPURIOUS OPEN

HPSI 18 HDR INJ. MOV UV-647 CONTROL
CIRCUIT FAULT-FAI(5 TO OPEN

t
LOCALFAULTHPSI 18 HDR INJECTION
MOV UV-647 FAILS TO OPEN

HPSI 18 HDRINJ. MOV UV647OUTFOR
UNSCHEDULED MANT.

480V AC CIRCUITBREAKER M3507A
FAULT/FAILTO CARRY POWER

1.4E-006

2.8E-005 3.000

2.3E-007 10.000

1.0E-006 3.000

2.9E-006 14.000

2.8E-005

2.3E-007 10.000

2.9E-006 14.000

1488.000 H Test Period I.OE-003

2190.000 H Test Period 3.2E-003

21.000 H M1TR 5.9E4)04

1488.000 H Test Period 2.2E4)03

21.000 H M1TR 5.9E4)04

16.000 H Mission 3.7E-006
Time

H Mission 4.6E407
Tnnc

1488.000 H Test Period 7.4E-004

ISIAUV0651-CX4FO RCS ISOLATIONMOTOR OPER VALVE 1.9E-006 3.000
UV651 CONTROL CIRCUITFAULT(FAILTO
OPEN)

13140.000 H Test Period 13E402

ISIAUV0651-MV-FO

ISIAUV06518CB-ST

ISIAUV0655-CB-ST

ISIAUV0655-CX4FO

RCS ISOLATIONMOTOR OPER VALVE
UV651 LOCALFAULT(FAILTO OPEN)

480V AC BACKUPCB'M3503 FAULT/FAIL
TO CARRY POWER

480V AC CIRCUITBREAKER E-PHA-M3504
FAILSTO CARRY POPOVER

UV655 CONTROL CIRCUITFAULT

2.9E-006 14.000

2.3E-007 10.000

1.9E-006 3.000

2.3E-007 10.000

13140.000 H Test Period 1.9E-002

16.000 H Mission 3.7E-006
Time

16.000 H MIssIon 3.7E-006
Time

13140.000 H Test Period 1.3E-002
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1SIAUV0655-MV-FO

IS IAUV0655-MV9CM

CONTAINMENTISOLATIONMOV UV655
LOCALFAULT(FAILTO OPEN)

MOVUV655 UNAVAILDUE TO UNSCHED-
ULEDMAINTENANCE

2.8E-005 3.000 21.000 EI MTTR 5.9E-004

2.9E-006 14.000 13140.000 H Test Period 1.9E-002

1SIAUV0660-CXORO TR A COMMONS.I. MINFLOW LINESOV
UV%60 CNTLCIRC FAULT-SPURIOUS
CLOSE

7.6E-006 10.000 16.000 H Mission
Time

1.2E-004

ISI AUV0660-SV-RO TR A COMMONS.l. MINFLOW LINEUV-
660 LOCALFAULT-FAILTO REMAIN
OPEN

9.0E-007 3.000 2190.000 H Test Period 9.9E-004

ISIAUV0660-SV9CM TR A COMMONS.I. MINIFLOW LINESOV
UV-660 UNAVAILDURING UNSCHED
MAINT

2.8E-005 21.000 EI MTIR 5.9E-004

1SIAUY0660-SV9CM TR A COMMONS.l. MINIFLOW LINESOV 2.8E-005 3.000
UV460 UNAVAILDURING UNSCHED

21.000 H M%FR 5.9E-004

ISIAUV0664-CX7RO

ISIAUV0664-MV-RO

MAINT

CS A MIN.FLOW RECIRC MOVUY-664
CONTROL CIRCUITSPURIOUS CLOSE

CS AMI.FLOW RECIRC MOVUV-664

1.0E-006 10.000

2.3E-007 9.000

16.000 H Mission
Time

1.6E-005

2190.000 H Test Period 2.5E-004
~ LOCALFAULT-FAILTO REMAINOPEN

IS IAUV0664-MV9CM 'S A MIN.FLOW RECIRC MOVUV-664 2.8E-005 21.000 H MT'.9E-004

ISIAUV0669-CX7RO

UNAVAILDUE TO UNSCHED. MAINTE-
NANCE

LPSI TRAINA MINIMUMFLOW MOVUV-
669 ACTUATIONFAULT-SPURIOUS
CLOSE

1.0E-006 10.000 16.000 H Mission
Tlllle

1.6E-005
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ISIAUV0669-MV-RO LPSI TRAINA MINIMUMFLOW MOV UV-
669 LOCALFAULT-FAILTO REMAIN
OPEN

2.3E-007 9.000 2190.000 H Test Period 2.5E-004

ISIAUV0669-MV9CM LPSI TRAINA MINIMUMFLOW MOVUV-
669 UNAVAILABLEDURING UNSCHED
MAINT

2.8E-005 3.000 21.000 H MTTR'.9E-004

ISIAV201--CV-I0

1SIAV201--CV-RO

IS IAV404—CV-FO

ISIAV404—CV-RO

ISIAV434—CV-FO

ISIAV434—CV-RO

LPSI TR. A PUMP SUCTION CHECK VALVE
V-201 FAILTO OPEN

LPSI TR. APUMP SUCTION CHECK VALVE
V-201 FAILTO REMAINOPEN

HPSI PUMP ADISCHARGE CHECK VALVE
V404 FAILSTO OPEN,"

HPSI PUMP A DISCHARGE CHECK VALVE
V404 FAILSTO REMAINOPEN

5

LPSI TRAINA PUMP DISCHARGE CHECK
VALVEV-434 FAILS TO OPEN

LPSI TRAINA PUMP DISCHARGE CHECK
VALVEV-434 FAILTO REMAINOPEN

3.0E-008 3.000

2.3E-007 9.000

3.0E-008 3.000

2.3E-007

3.0E-008 3.000

2.3E-007

2190.000 H Test Period 3.3E-005

16.000 H Mission 3.7E-006
Tlnle

13140.000 H Test Period 2.0E-004

16.000 H Mission 3.7E-006
Time

2190.000 H Test Period 3.3E-005

16.000 H Mission 3.7E-006
Time

ISIAV435—NV-RM

IS IAV435--NV-RO

ISIAV451—CV-FO

ISIAV470--NV-RM

1SIAV470--NV-RO

LPSI PUMP I DISCH. MAN.ISOL VLVV435
FAILTO RESTORE AFTER MAINTENANCE

LPSI PUMP I DISCH. MAN.ISOL. VALVE
V435 FAILSTO REMAINOPEN

LPSI TRAINA MINIMUMFLOW LINE
CHECK VALVEV-451 FAILSTO OPEN

PUMP A SUCTION MANISOL VLVV470
FAILTO RESTORE AFn.R MAINT

'HPSI PUMP A SUCTION MAN.ISOL.
VALVEV470 FAILTO REMAINOPEN

10.000 3.3E-004 D Calculated 3.3E-004

3.0E-008 3.000 2190.000 H Test Period 3.3E-005

10.000 9.9E-006 D Calculated 9.9E-006

3.0I!-008 84.000 2190.000 H Test Period 3.3E-005

3.0E-008 84.000 2190.000 H Test Period 3.3E-005
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ISIAV476--NV-RM

1SIAV476--NV-RO

ISIAV486—CV-FO

1SIAV522—CV-FO

IS IAV522--CV-RO

ISIAV523—CV-FO

ISIAV523—CV-RO

ISIAV957-'-NV-RM

IS IAV957—NV-RO

IS IB-LPSIB-MV-CC

ISI84-ILOKOVR-HL

IS IB4-SDCILOK-OP

PUMP A DISCH. MAN.ISOL VLVV476
FAILTO RESTORE. AFTER MAINT

HPSI PUMP A DISCH. MAN.ISOL, VALVE
V476 FAILSTO REMAINOPEN

CS A MIN.FLOW RECIRC CHECK VALVE
V-486 FAILTO OPEN

TRAINA HOT LEG INJ CHECK VALVE
V522 FAILSTO OPEN

TRAINAHOT LEG INJ CHECK VALVE
V522 FAILSTO REMAINOPEN

I

TRAINA HOT LEG INJ CHECK VALVE
V523 FAILSTO OPEN

TRAINA HOT LEG INJ CHECK VALVE
V523 FAILSTO REMAINOPEN

TRAINA HOT LEG ISOLATIONMANUAL
VALVEV957 FAILS TO RES'I'ORE AFTER
MAINT,

TRAINA HOT LEG ISOLATIONMANUAL
VALVEV957 FAILS TO OPEN ~

'OMMONCAUSE FAILUREOF 2-OUT-OF-
~ 2 LPSI TRAINB INJ. MOV'S - ~

OPERATOR FAILSTO OVERRIDE INTER-
LOCKPERMISSIVE LOCALLY:

RCS PRES INTERLOCKPERMISSIVE
FAILS (PRES TRANSMITI'ERPT-104 4
BISTABLES)

10.000 2.0E-003 D

3.0E-008 84.000, 13140.000 H

3.0E-008 3.000 ~ 2190.000 H

3.0E-008 3.000

2.3E-007 9.000

13140.000 H

22.000 H

3.0E-008 3.000 13140.000 H

3.0E-008 84.000 13140.000 H

30.000 9.9E-006 D

D

10.000 2.7E-002 D

23E-007 9.000 22.000 H

10.000 4.0E-005 D

Calculated 2.0E-003

Test Period 2.0E-004

Test Period 3.3E-005

Test Period 2.0E-004

Mission 5.1E-006
Time

Test Period 2.0E-004

Mission 5.1E-006
Time,

Calculated 4.0E-005

l
Test Period 2.0E-004

Calculated 9.9E-006

Screening 1.000
Value

Calculated 2.7E-002
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IS IB6-SDCILOK-OP

ISIBCSSB-TEST-TI'

SI8EOI--HX-PG

ISIBEOI—HX9CM

IS IBF0391-PXQPG

RCS PRES INTERLOCKPERMISSIVE
FAILS (PRES TRANSMITI'ERPT-106 8c

BISTABLES)

CONTAINMENTSPRAY TRAINB
UNAVAILABLEDUE TO TEST

LOCALFAULTCAUSING BLOCKAGEOF
FLOW INTRAINB SDHX (SIB-EOI)

4

SDHX SIB-EOI UNAVAILABLEDURING
UNSCHEDULED MAINTENANCE

4

TRAINB HOT LEG INJECTION FLOW ORI-
FICE PLUGS

9.1E-004 D Calculated 9.1E-004

10.000 6.5E405 D Calculated 6'-005

2.8E-005 3.000 21.000 H MTIR 5.9E4104

8.3E-007 3.000 22.000 H Mission 1.8E-005
Time

10.000 2.7E-002 D Calculated 2.7E-002

ISIBFQ0020-PXOPG

ISIBF00022-PXOPG

IS IB F044--PXOPG

ISIBFO48—PXOPG

ISIBF050--PXOPG

ISIBFO716-PXOPG

ISIBF0726-PXOPG

IS IB F0746-PXQPG

LPSI TRAINB MINIMUMFLOW LINE
FLOW ORIFICE FO-20 PLUGGED

'I

CONT. SPRAY TRAINB MIN.FLOW
RECIRC LINEFLOW ORIFICE FO-21

PLUGGED

LOOP I B HPSI HDR 2 FLOW OROFICE
F044 PLUGS

LOOP 2B HPSI HDR 2 FLOW QRQFICE
F048 PLUGS

LOOP 2A HPSI HDR 2 FLOW OROFICE
F050 PLUGS

LOOP 2A HPSI HDR 2 FLOW ORQFICE
F0716 PLUGS

LOOP 2B EIPSI HDR 2 FLOW QROFICE
F0726 PLUGS

LOOP IB HPSI HDR 2 FLOW OROFICE
F0746 PLUGS

8.3E-007 3.000

8.3E-007 3.000

8.3E-007 3.000

8.3E-007 3.000

8.3F 007 3.000

8.3E-007 3.000

8.3E-007 3.000

8.3E-007 3.000

16.000 H Mission 1.3E4XJ5
Time

24.000 H Mission 2.0E-005
Time

24.000 H Mission 2.0E-005
Tlnlc

24.000 H Mission 2.0E-005
Tllnc

24.000 H Mission 2.0E-005
Time

24.000 H Mission 2.0E-005
Time

24.000 H Mission 2.0E-005
Time

2190.000 H Test Period 9.1E-004
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. " Event Name- '*.'' '.;z.,'-.':.-"'.".

ISI BHPS 13-3MV-CC COMMONCAUSE FAILUREOF 3 OUT OF 3

INJECI'OVS INTHE HPSI TRAINB
HEADER

30.000 7.4E-007 D Calculated 7.4E-007

ISIBHV0307-CX6RO

ISIBHV0307-MV-RO

LPSI TR. B FLOW CONTROL MOVHV-307
CNTLCIRC FAULTS -SPURIOUS CLOSE

LPSI TR. B FLOW CONTROL MOV HV-307
LOCALFAULT-FAILTO REMAINOPEN

6.0E-007 10.000

2.3E-007 9.000

16.000

2190.000

H

H

Mission 9.6E-006
Time

Test Period 2.5E-004

ISI BHV0609-CB-ST TRAINB HOT LEG MOV HV-609 CIRCUIT
BREAKER SPURIOUS TRIP

2.3E-007 10.000 H Mission 4.6E-007

Time

ISIBHV0609-CX8FO TRAINB HLIMOVHV-609 CONTROL CIR- 1.3E-006 10.000 13140.000 H Test Period 8.5E-003

IS IBHV0609-MV-FO

ISIBHV0609-MV-RO

ISIBHV0609-MV9CM

CUIT FAULT-FAILTO OPEN

LOCALFAULTTRAN B HOT LEG MOV
HV-609 FAILS.TO OPEN

LOCALFAULTTRAINB HOT LEG MOV
HV609 FAILSTO REMAINOPEN

MOVHV-609 UNAVAILABLEDUE TO
UNSCHEDULED MANTAN~CE

2.9E-006 14.000

2.3E-007 9.000 22.000 H

5.9E-004 D

13140.000 H

Mission 5.1E-006
Time

Plant Spe-
cific

5.9E-004

Test Period 1.9E-002

ISIBHV0690-MV-RC SDC LOOP B WARM-UPBYPASS MOVHV- I.OE-007 84.000 13140.000 H Test Period 6.6E-004

ISIBHV0692-CX6RO

ISIBHV0692-MV-RO

ISIBHV0692-MV9CM

690 FAILSTO REMAINCLOSED

'PSI TRAINB PUMP SUCTION MOVHV-
692 CNTL CIRCUIT FAULTS -SPURIOUS
CLOSE

LPSI TR. B PUMP SUCTION MOVHV-692
LOCALFAULT-FAILTO REMAINOPEN

LPSI TR. B PUMP SUCTION MOVHV-692
UNAVAILABLEDUE TO UNSCHED MAINT

6.0E-007 10.000

2.3E-007

2.8E-005 3.000

16.000 H

2190.000 H

21.000 H

Mission 9.6E-006
Time

Test Period 2.5E-004

5.9E-004
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ISI8 I IV0699-CX6FC LOCALFAULTTR 8 COLD LEG INJ ORI-
FICE BYPASS VALVEFAILSTO CLOSE
(CNTRL CKT FAU

1.4E-006 3.000 13140.000 H Test Period 9.2E-003

IS I BI IV0699-MV-FC LOCALFAULTTR 8 COLD LEG INJ ORI-
FICE BYPASS VALVEFAILS TO CLOSE

2.9E-006 14.000 13140.000 H Test Period 1.9E4)02

ISIBFIV0699-MV-RC LOCALFAULTTR 8 COLD LEG INJ ORI-
FICE BYPASS VALVEFAILS TO REMAIN
CLOSED

I.OE-007 84.000 22.000 H Mission 2.2F 006
Time

ISIBFIV0699-MV-RO

ISIBLPSI-TEST%I'

SIBPOI--CB-FT

ISIBPOI—-CBOCM

IS I 8POI —-CX6FS

IS I 8POI--MP-FR

ISI 8POI--MP-FS

ISI8POI--MP6CM

HPSI TR. 8 FLOIVCONTROL MOV HV-699
FAILSTO REMAINOPEN

LPSI TRAIN8 INTEST

LPSI 'I'RAIN8 PUMP'(SIB-POI) CIRCUIT
BREAKERLOCALFAULT-FAILTOCLOSE

LPSI TRAIN8 PUMP (SIB-POI) CIRCUIT
BREAKER OUT FOR UNSCHED. MAINTE-
NANCE

LPSI TRAIN8 PUMP (SIB-POI) CONTROL
CIRCUITFAULT-FAILTO START

LPSI TRAIN8 PUMP (SIB-POI) FAILTO
RUN AFTER START (I6 HRS)

LPSI TRAIN8 PUMP (SIB-POI) -FAILTO
START (LOCALFAULT)

LPSI TR. 8 PUMP SIB-POI UNAVAILABLE
FOR PERIOD OF UNSCIIED MAINTE-
NANCE

2.3E-007 9.000

5.000

1.2E-006 5.000

9.4E-006

1.6E-006 5.000

2.1E-005

I.OE-006

13140.000 H Test Period 1.5E-003

9.300 H MITR 8.7E-005

2190.000 H Test Period 1.8E-003

16.000 H Mission 3.4E-004
Time

2190.000 H Test Period I.IE-003

1.3E-003 D Plant Spc- 1.3E-003
cific

9.1E-004 D Calculated 9.1E-004

2190.000 H Test Period 1.3E-003

ISIBPOI-8 AC-2OP LPSI PUMP 8 FAILSTO RUN 24HRS GIVEN
NO ESS OR BACKUP ROOM COOLING

10.000 I.OE-001 D Calculated I.OE-001
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Factor",„, ':.'".',-::;,,;-::,-„';:.$';. Probability,.';

ISI BPOI-NOBAC2OP

IS I BP02--CB-FT

ISIBP02--CBOCM

ISIBP02--CX6FS

1SI 8P02--MP-FR

ISIBP02--MP-FS

I SIBP02--MP6CM

LPSI PUMP B FAILSTO RUN 24HRS GIVEN
NO ESS HVACBUTWITHB/U ROOM CLG

LOCALFAULT-HPSI TR. B PUMP CIRCUIT
BREAKER FAILSTO CLOSE

HPSI TR. B PUMP CIRCUITBREAKER OUT
FOR UNSCHEDULED MAINT.

HPSI TR. B PUMP CONTROL CIRCUIT
FAULT-FAILS TO START

HPSI TR. B MOTOR-DRIVENPUMP (SIB-
P02) FAILSTO RUN

HPSI TR. B MOTOR-DRIVENPUMP (SIB-
P02) FAILS TO START

HPSI TR. B MOTOR-DRIVENPUMP OUT
FOR UNSCHEDULED MAINT.

10.000 1.000

1.2E-006 5.000

9.4E-006

1.6E-006 3.000

2.1E-005 2.000

1.0E-006

D Screening 1.000
Value

2190.000 II Test Period 1.3E-003

8.7E-005H MTIR9.300

2190.000 H Test Period 1.8E-003

16.000 H Mission 3.4E-004
Time

2190.000 H Test Period I.IE-003

1.3E-003 D Plant Spe-
cific

1.3E403

ISIBP02-BAC-2OP HPSI B PUMP FAILSTO RUN 24 HRS
GIVENNO ESS HVACBUTWITHBACKUP
ROOM COOLING

10.000 1.7E-002 D Calculated 1.7E-002

ISIBP02-NOBAC20P HPSI B PUMP FAILSTO RUN 24HRS GIVEN
NO ESS OR BACKUP ROOM COOLING

10.000 5.3E-002 D Calculated 5.3E-002

ISIBP03 —-CBOCM 'ONT. SPRAY TRAINB PUMP CIRCUIT
BREAKER UNAVAIL.DUE TO UNSCHED.
MAINTENANCE

9.4E-006 9.300 H MTTR 8.7E-005

ISIBP03--MP2QP

IS I 8P03-BAC-2OP

PUMP OVERHEATDUE TO RUN ON
RECIRC. LINEFOR MORE THAN I HR

CS B PUMP FAILSTO RUN 24HRS GIVEN
NO ESS HVACBUTWITHBACKUP ROOM
COOLING

1.0E-001 D Calculated 1.0E-001

10.000 1.0E-001 D Calculated I.OE401
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ISIBP03-NOBAC2QP

ISI8 PSV016GRV-RC

ISIBPSV48-RV-RC

IS IBUV0614-MV-RO

ISIBUV0615-CB-ST

ISIBUV0615-CXGFO

ISIBUV0615-MV-FO

ISIBUV0615-MV9CM

ISIBUV0616-CB-ST

ISIBUV0616-CX7FO

ISIBUV0616-MV-FO

IS IBUV0616-MV9CM

ISIBUV0624-MV-RO

CS B PUMP FAILS TQ RUN 24HRS GIVEN
NO ESS OR BACKUP ROOM COOLING

TRAINB HOTLEG RELIEF VALVEPSV-166
FAILS TO REMAINCLOSED

HPSI TR. B PRESS. RELIEF VALVEPSV409
FAILSTO REMAINCLOSED

SIT 2A ISOLATIONVALVEISIBUV0614
FAILSTO REMAINOPEN

C!

LPSI 2A HDR INJ. MOV UV-615 CIRCUIT
BREAKER SPURIOUS OPEN

LPSI 2A HDR INJ. MOV UV-615 CONTROL
CIRCUITFAULT-FAILTO OPEN

LPSI 2A HDR INJ. MOV UV-615 LOCAL
FAULT-FAILTO OPEN

LPSI 2A HDR INJ. MOV UV-G15 UNAVAIL-
ABLEDURING UNSCHED MAINTENANCE

HPSI 2A HDR INJ. MOV UV-61G CIRCUIT
BREAKER SPURIOUS OPEN

HPSI 2A HDR INJ. MOV UV-61G CONTROL
CIRCUITFAULT-FAILTO OPEN

LOCALFAULTHPSI 2A HDR INJECTION
MOVUV-616 FAILSTO OPEN

HPSI 2A HDR INJ. MOV UV-61G OUT FOR
UNSCHEDULED MAINT.

SIT 2B ISOLATIONVALVE1SIBUV0624
FAILSTO REMAINOPEN

10.000

4.0E-006 5.000

4.0F 006 5.000

2.3E-007

1.4E-006 3.000

2.9E-006 14.000

2.8E-005 3.000

2.3E-007 10.000

1.0E-006

2.9E-006 14.000

2.8E-005 3.000

2.3E-007

2.3E-007 10.000 H Mission 4.6E-007
Tlnle

1488.000 H Test Period 1.0E-003

2190.000 H Test Period 3.2E-003

21.000 H MTTR 5.9E-004

H Mission 4.6E-007
TNle

1488.000 H Test Period 7.4E-004

1488.000 H Test Period 2.2E403

21.000 H MITR 5.9E-004

13140.000 H Test Period 1.5E-003

1.000 D Screening 1.000
Value

22.000 H Mission 8.8E-005
Tllne

16.000 H Mission 6.4E-005
Time

13140.000 H Test Period 1.5E-003
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;"'.Event Name-.",':;.;:„"",.":.'':."-.:."'.:,'-",.:.'':.';:"„'„"', DcscrIIiti'on ': -: -"..-'."",).':":.:;:',.:,

IS I 8UV0625-CB-ST

ISIBUV0625-CX6FO

ISIBUV0625-MV-FO

1SIBUV0625-MV9CM

LPSI 2B HDR INJ. MOY UV-625 CIRCUIT
BREAKER SPURIOUS OPEN

LPSI 2B HDR INJ. MOVUV-625 CONTROL
CIRCUITFAULT-FAILTO OPEN

LPSI 2B HDR INJ. MOVUY425 LOCAL
FAULT-FAILTO OPEN

LPSI 2B HDR INJ. MOVUV-625 UNAVAII
ABLEDURINGUNSCHED MAINTENANCE

2.3E-007

1.4E-006

10.000 H Mission 4.6E-007
TIme

1488.000 H Test Period 1.0E-003

2.8E-005 21.000 H MTIR 5.9E-004

2.9E-006 14.000 2190.000 H Test Period 3.2E-003

1SIBUV0626-CB-ST HPSI 2B HDR INJ. MOVUV-626 CIRCUIT
BREAKER SPURIOUS OPEN

2.3E-007 10.000 2.000 H Mission 4.6E-007
Time

1SIBUV0626-CX7FO

ISl BUV0626-MV-FO

HPSI 2B HDR INJ. MOVUV-626 CONTROL
CIRCUITFAULT-FAILTO OPEN

LOCALFAULTHPSI 2B HDR INJECTION
MOVUV-626 FAILSTO OPEN =

I.OE-006

2.9E-006 14.000

1488.000 H Test Period 7.4E-004

1488.000 H Test Period 2.2E-003

I SI BUV0626-MV9CM

IS I BUV0646-CB-ST

HPSI 2B HDR INJ. MOVUV-626OUT FOR
UNSCHEDULED MAINT.

HPSI IB HDR INJ. MOVUV-646 CIRCUIT
BREAKER SPURIOUS OPEN

2.8E-005 3.000 21.000 H MTIR

H Mission
TIIne

2.3E-007 10.000 2.000

5.9E-004

4.6E-007

ISl BUV0646-CX7FO

ISIBUV0646-MV-FO

HPSI IB HDR INJ. MOV UV-646 CONTROL
CIRCUITFAULT-FAILSTO OPEN

LOCALFAULTHPSI IB HDR INJECTION

1.0E-006

2.9E-006 14.000

1488.000 H Test Period 7.4E-004

1488.000 H Test Period 2.2E-003

ISIBUV0646-MV9CM

MOVUV-646 FAILSTO OPEN

HPSI IB HDR INJ. MOV UV-646 OUT FOR
UNSCHEDULED MAINT.

2.8E-005 3.000 21.000 H MTTR 5.9E-004

ISIBUV0652-CB-ST 480V AC CIRCUITBREAKER E-PHB-
M3604A FAILSTO CARRY POWER

2.3E-007 10.000 16.000 H Mission 3.7E-006
Time
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;;-';::<':;.'; I!vent Namc:-" „

ISI8UV0652-CX4FO

ISIBUV0652-MV-FO

IS IBUV0652BCB-ST

MOTOR OPER VALVEUV652 CONTROL
CIRCUITFAULT

MOVUV652 LOCALFAULT(FAILTO
OPEN)

480V AC CB M3604 FAILSTO CARRY
POWER

1.9E-006

2.9E-006 14.000

2.3E-007 10.000

13140.000 H Test Period 1.3E-002

16.000 H Mission
Time

3.7E-006

13140.000 H Test Period 1.9E-002

IS I 8UV0656-CB-ST 480V ACCIRCUITBREAKERE-PHB-M3605 23E-007 10.000 16.000 H Mission 3.7E-006
Tllne

ISIBUV0656-CX4FO

ISIBUV0656-MV-FO

ISIBUV0656-MV9CM

IS IBUV0659-CXORO

ISlBUV0659$V-RO

MOTOR OPER VALVEUV656 CONTROL
CIRCUITFAULTS

MOTOR OPER VALVEUV656 LOCAL
FAULT(FAILTQ OPEN)

MOTOR OPER VALVEUV656 UNAVAIL
DUE TO UNSCHED MAINT

TR B COMMON S.I. MINFLOW LINEUV-
659 CNTLCIRC FAULT-SPURIOUS CLOSE

TR B COMMON S.I. MINFLOW LINEUV-
659 LOCALFAULT:FAILTO REMAIN
OPEN

1.9E-006

2.9E-006 14.000

2.8E-005

7.6E-006 10.000

9.0E-007 3.000

13140.000 H Test Period 1.3E-002

13140.000 H Test Period 1.9E-002

21.000 H MTTR 5.9E-004

16.000 H Mission 1.2E-004
Time

2190.000 H Test Period 9.9E-004

ISIBUV0659-SV9CM

ISIBUV0665-CX7RO

TR B COMMONS.I. MINFLOW LINESOV
UV-659 UNAVAILDURING UNSCHED
MAINTENANCE

CS B MIN.FLOW RECIRC MOVUV-665
CONTROL CIRC FAULT- SPURIOUS
CLOSE

2.81':005

I.OE-006 10.000

21.000 H M1TR 5.9E-004

16.000 H Mission 1.6E-005
Time

ISIBUV0665-MV-RO CS B MIN.FLOW RECIRC MOV UV-665
LOCALFAULT-FAILTO REMAINOPEN

2.3E-007 9.000 2190.000 H Test Period 2.5E-004
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ISIBUV0665-MV9CM CS B MINFLOW RECI RC MOVUV-665

UNAVAILDUE TO UNSCIIED MAINT.
2.8E-005 3.000 21.000 H hfITR 5.9E-004

IS IBU V0668-CX7RO

IS IB UV0668-MV-RO

LPSI TRAINB MINIMUMFLOW MOV UV-
668 ACTUATIONFAULT-SPURIOUS
CLOSE

LPSI TRAINB MINIMUMFLOW MOVUV-
668 LOCALFAULT-FAILTO REMAIN
OPEN

I.OE-006 10.000

2.3E-007

16.000 H Mission 1.6E-005
Time

2190.000 H Test Period 2.5E-004

IS l B UV0668-MV9CM LPSI TRAINB MINIMUMFLOiV MOVUV-
668 UNAVAILABLEDURING UNSCHED
MAINT

2.8E-005 3.000 21.000 H MITR 5.9E-004

IS IBV200 —CV-FO LPSI TR. B PUMP SUCTION CHECK VALVE 3.0E-008 2190.000 H Test Period 3.3E-005

ISIBV200—CV-RO

ISIBV402—NV-RM

V-200 FAILTO OPEN

LPSI TR. B PUMP SUCTION CHECK VALVE
V-200 FAILTO REMAINOPEN-

PUMP B SUCTION MANISOL VLVV402
FAILTO RESIORE AFTER MAINT

2.3E-007 9.000

10.000

16.000 H Mission 3.7E-006
Time

9.9E-006 D Calculated 9.9E-006

ISIBV402—NV-RO HPSI PUMP B SUCTION MAN.ISOL.
VALVEV402 FAILTO REMAIN'OPEN

3.0E-008 84.000 2190.000 H Test Period 3.3E-005

ISI8V405—CV-FO

ISIBV405—CV-RO

ISI8V446--CV-FO

1SIBV446—CV-RO

. HPSI PUMP B DISCHARGE CHECK VALVE
V405 FAILSTO OPEN

HPSI PUMP B DISCHARGE CHECK VALVE
V405 FAILSTO REMAIN

OPEN'PSI

TRAINB PUMP DISCHARGE CHECK
VALVEV-446 FAILS TO OPEN '.

LPSI TRAINB PUMP DISCHARGE CHECK
VALVEV-446 FAILTO REMAINOPEN

3.0E-008

2.3E-007 9.000

3.0E-008

2.3E-007

13140.000 H Test Period 2.0E-004

16.000 H Mission 3.7E-006
Time

2190.000 H Test Period 3.3E-005

16.000 H Mission 3.7E-006
Time
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I 8V447—NV-RM

ISIBV447—NV-RO

LPSI PUMP 2 DISCH. MAN.ISOL VLVV447
FAILTORESTORE AFTER MAINTENANCE

LPSI PUMP 2 DISCH. MAN.ISQL. VALVE
V447 FAILSTO REMAINOPEN

3.0E-008 84.000 2190.000 H Test Period 3.3E-005

10.000 3.3E-004 D Calculated 3.3E-004

ISIBV448—CV-FO

ISI0 V478--NV-RM

IS I 8V478 —NV-RO

ISIBV487—CV-FQ

ISI8V532—CV-FO

ISIBV532—CV-RO

ISIBV533—CV-FO

LPSI TRAINB MINIMUMFLOW LlNE
CHECK VALVEV-448 FAILS TO OPEN

PUMP B DISCH. MAN.ISOL. VLVV478
FAILTO RESTORE AFTER MAINT

HPSI PUMP B DISCH. MAN. ISQL. VALVE
V478 FAILSTO REMAINOPEN

CS B MIN.FLOW RECIRC CHECK VALVE
V-487 FAILTO OPEN.

TRAINA IIOTLEG INJ CHECK VALVE
V532 FAILSTO OPEN

TRAINA HOT LEG INJ CHECK VALVE
V532 FAILSTO REMAINOPEN

TRAINB HOT LEG INJ CHECK VALVE
V533 FAILSTO OPEN

3.0E-008 3.000

10.000

3.0E-008 84.000

3.0E-008 3.000

3.0E-008

2.3F 007

3.0E-008 3.000

2190.000 H Test Period 3.3E-005

2.0E-004 D Calculated 2.0E-004

13140.000 H Test Period 2.0E-004

2190.000 H Test Period 3.3E-005

13140.000 H Test Period 2.0E-004

22.000 H Mission 5.1E-006
Tulle

13140.000 H Test Period 2.0E-004

ISIBV533—CV-RO

ISIBV958—NV-RM

ISIBV958—NV-RO

ISICHV0321-CB-ST

TRAINA HOT LEG INJ CHECK VALVE
V533 FAILS TO REMAINOPEN

TRAINB HOT LEG ISOLATIONMANUAL
VALVEV958 FAILS TO RESTORE AFI'ER
MAINT

TRAINB HOT LEG ISOLATIONMANUAL
VALVEV958 FAILS TO OPEN

\

TRAINA HOT LEG MOV HV-321 CIRCUIT
BREAKER SPURIOUS TRIP

2.3E-007

10.000

3.0E-008 84.000 13140.000 H Test Period 2.0E-004

2.3E-007 10.000 2.000 H Mission 4.6E-007
Tune

22.000 H Mission 5.1E-006
Time

4.0E-005 D Calculated 4.0E-005
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SICHV0321-CXOFO

ISICHV0321-MV-FO

ISICH V0321-MV-RO

ISICHV0321-MV9CM

I

SICUV0653-CB-FI'SICUV0653-CX4FO

TRAINA HLIMOVHV-321 CONTROL CIR-
CUITFAULT-FAILTO OPEN

LOCALFAULTTRAINA HOT LEG MOV
HV-321 FAILS TO OPEN

LOCALFAULTTRAINA HOT LEG MOV
HV321 FAILSTO REMAINOPEN

MOVHV-321 UNAVAILABLEDUE TO
UNSCHEDULED MAINTAINANCE

MOVUV-653 480V AC CIRCUITBREAKER
E-PKC-B43 FAILS TO CLOSE

RCS ISOLATIONMOTOR OPER VALVE
SIC-UV653 CONTROL CIRCUITFAULT

2.9E-006

2.3I':007

1.2E-006

1.9E-006

14.000

10.000

1.3E-002 D

13140.000 H

22.000 H

16.000 H

13140.000 H

5.9E-004 D

Calculated 1.3E-002

Test Period 1.9E-002

Mission 5.IE-006
Tllne

Plant Spe- 5.9E-004
cific

Mission 1.9E-005
Tlllle

Test Period 1.3E-002

ISICUV0653-MV-FO RCS ISOLATIONMOTOR OPER VALVE
SIC-UV653 LOCALFAULT(FAILTO OPEN

14.000 13140.000 H Test Period 1.9E-002

ISIDHV0331-CB-ST

IS IDHV0331-CXOFO

TRAINB HOT LEG MOVHV-331 CIRCUIT
BREAKER SPURIOUS TRIP

TRAINB HLIMOV HV-331 CONTROL CIR-
CUIT FAULT-FAILTO OPEN

2.3I'=007 10.000 2.000 H

1.3E-002 D

Mission 4.6E-007
Time

Calculated 1.3E-002

ISIDHV0331-MV-FO

ISIDHV0331-MV-RO

LOCALFAULTTRAINB HOT LEG MOV
'V-331 FAILSTO OPEN

LOCALFAULTTRAINB HOT LEG MOV
HV331 FAILS TO REMAINOPEN

2.9E-006 14.000

23E-007 22.000 H

13140.000 H Test Period 1.9E-002

Mission 5.1E-006
Tllne

IS l DHV0331-MV9CM

ISIDUV0654-CB-Fl

MOVHV-331 UNAVAILABLEDUE TO
UNSCHEDULED MAINTAINANCE

480V AC CIRCUITBREAKER E-PKD-B44
FAILTO CLOSE

1.2E-006

5.9E-004

16.000

D

H

Plant Spe- 5.9E-004
cific

Mission 1.9E-005
Time
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ISIDUV0654-CX4FO

IS l DU V0654-MV-FO

IS IEV113--CV-FO

MOTOR OPER VALVEUV654 CONTROL
CIRCUITFAULT

MOTOR OPER VALVEUV654 LOCAL
FAULT(FAILTO OPEN)

CHECK VALVEV113 IN EIPSI 2A HEADER
FAILSTO OPEN

1.9E-006

2.9E-006 14.000

3.0E-008 3.000

13140.000 H Test Period 1.3E-002

13140.000 H Test Period 1.9E-002

13140.000 H Test Period 2.0E-004

ISIEV113--CV-RO

IS IEV114--CV-FC

CHECK VALVEV113 IN HPSI 2A HEADER
FAILSTO REMAINOPEN

CHECK VALVEV114 IN LPSI 2A HEADER
FAILSTO CLOSE

2.3E-007 9.000 16.000 H Mission 3.7E-006
Time

10.000 3.0E-003 D Calculated 3.0I':003

ISIEV114--CV-FO

ISIEV114--CV-RC

1SIEV114--CV-RO

ISIEV123--CV-FO

LPSI 2B HEADER CHECK VALVEV-114
FAILSTO OPEN

CHECK VLVV114 IN LPSI 2A HDR WAS
SHUT BUTDEVELOPED INTERNAL
LEAKAGE

LPSI 2B HEADER CHECK VALVEV-114
FAILTO REMAINOPEN

CHECK VALVEV123 IN HPSI 2B HEADER
FAILSTO OPEN

3.0E-008

4 OE-009 15.000

3.0E-008, 3.000

2.3E-007 9.000

13140.000 H Test Period 2.0E-004

13140.000 H Test Period 2.6E-005

16.000 H Mission 3.7E-006
Tlnlc

13140.000 H Test Period 2.0E-004

ISIEV123--CV-RO

ISIEV124--CV-FC

ISIEV124--CV-FO

IS IEV124--CV-RC

CHECK VALVEV123 IN HPSI 2B HEADER
FAILSTO REMAINOPEN

CFIECK VALVEV124 IN LPSI 2B HEADER
FAILS TO CLOSE

LPSI 2B HEADER CHECK VALVEV-124
FAILSTO OPEN

CHECK VLYV124 IN LPSI 2B HDR WAS
SHUT BUT DEVELOPED INTERNAL
LEAKAGE

2.3E-007

3.0E-008

4.0E-009

10.000

15.000

16.000 H . Mission 3.7E406
Tlnle

3.0E-003 D Calculated 3.0E-003

13140.000 H Test Period 2.0E-004

13140.000 H Test Period 2.6E-005
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ISIEV124--CV-RO

1S IEV134--CV-FO

IS IEV134--CV-RO

ISIEV143--CV-FO

ISIEV143--CV-RO

ISIEV144--CV-FC

IS IEV144--CV-FO

1SIEV144--CV-RC

ISIEV144--CV-RO

LPSI 2B HEADER CHECK VALVEV-124
FAILTO REMAINOPEN

LPSI IA HEADER CHECK VALVEV-134
FAILSTO OPEN

LPSI IAHEADER CHECK VALVEV-134
FAILTO REMAINOPEN

CHECK VALVEV143 IN HPSI 1B HEADER
FAILSTO OPEN

CHECK VALVEV143 IN HPSI IB HEADER „

FAILSTO REMAINOPEN

CHECK VALVEV144 INLPSI IB HEADER
FAILSTO CLOSE

LPSI IB HEADER CHECK VALVEV-144
FAILSTO OPEN

CHECK VLVV144 INLPSI 1B HDR WAS
SHUT BUTDEVELOPED INTERNAL
LEAKAGE

LPSI IB HEADER CHECK VALVEV-144
FAILTO REMAINOPEN

2.3E-007

3.0E-008

2.3E-007 9.000

3.0E-008 3.000

2.3E-007 9.000

10.000

3.0E-008

4.0E-009 15.000

2.3E-007 9.000

16.000 H

13140.000 H

16.000 H

13140.000 H

16.000 H

3.0E-003

13140.000 H

16.000

13140.000 H

Mission 3.7E-006
Tlnle

Test Period 2.0E-004

Mission 3.7E-006
Tlnle

Test Period 2.0E-004

Mission 3.7E-006
Tlnle

Calculated 3.0E-003

Test Period 2.0E-004

Test Period 2.6E-005

Mission 3.7E-006
Time

1SIEV215—CV-FO

IS IEV215--CV-RC

: SIT 2A CV ISIEV215 FAILSTO OPEN

CHECK VALVEV215 INSIT 2A LINEFAILS
TO REMAINCLOSED

3.0E-008

4.0E-009 15.000

13140.000 H

13140.000 H

Test Period 2.0E-004

Test Period 2.6E-005

ISIEV217--CV-FO

1s IEV217--CV-FO

SAFETY INJECfION HEADER 2A CHECK
VALVEV217 FAILS TO OPEN

SAFETY INJECTION EKADER2A CHECK
VALVEV217 FAILSTO OPEN

3.0E-008 3.000

3.0E-008 3.000

13140.000 H

13140.000 H

Test Period 2.0E-004

Test Period 2.0E-004
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ISIEV217--CV-RO „

ISIEV225--CV-FO

ISIEV225--CV-RC

ISIEV227--CV-FO

ISIEV227--CV-RO

ISIEV237--CV-FO

IS IEV237--CV-RO

ISIEV245--CV-FO

ISIEV245--CV-RC

ISIEV247—CV-FO

ISIEV247--CV-FO

ISIEV247--CV-RO

IS IEV540--CV-FO

IS IEV540--CV-RO

SAFETY INJECTION HEADER 2A CHECK
VALVEV217 FAILS TO REMAINOPEN

SIT 2B CV ISIEV225 FAILSTO OPEN

CHECK VALVEV225 INSIT 2B LINEFAILS
TO REMAINCLOSED

SAFETY INJECTION HEADER2B CHECK
VALVEV227 FAILS TO OPEN

SAFETY INJECTION HEADER 2B CHECK
VALVEV227 FAILS TO REMAINOPEN

1

SAFEIY INJECI'ION HEADER IA CHECK
VALVEV237 FAILS TO OPEN

SAFETY INJECTION HEADER IA CHECK
VALVEV237 FAILS TO REMAINOPEN

I
SIT IB CV ISIEV245 FAILS TO OPEN

t I

CHECK VALVEV245 INSIT IB LINEFAILS
TO REMAINCLOSED

SAFETY INJECTION HEADER IB CFIECK
VALVEV247 FAILS TO OPEN

SAFETY INJEC11ON HEADER IB CHECK
VALVEV247 FAILSTO OPEN

SAFETY INJECTION HEADER IB CHECK
VALVEV247 FAILS TO REMAINOPEN

SAFEIY INJECTION HEADER 2A CHECK
VALVEV540 FAILS TO OPEN

SAFETY INJECTION IIEADER2A CHECK
VALVEV540 FAIL'S TO REMAIN OPEN

2.3E-007 9.000

3.0E-008 3.000

4.0E-009 15.000

3.0E-008, 3.000

2.3E-007

3.0E-008 3.000

23E-007 9.000

3.0E-008 3.000

4.0E-009 9.000

3.0E-008 3.000

3.0E-008

2.3E-007 9.000

3.0E-008

2.3E-007 9.000

16.000 H

13140.000 H

16.000 H

13140.000 H

16.000 H

13140.000 H

13140.000 H

13140.000 H

13140.000 H

16.000 H

13140.000 H

16.000 H

13140.000 H

13140.000 H

Mission 3.7E-006
Time

Test Period 2.0E-004

Test Period 2.6E-005

Test Period 2.0E-004

Mission 3.7E-006
Time

Test Period 2.0E-004

Mission 3.7E-006
Time

Test Period 2.0E-004

Test Period 2.6E405

Test Period — 2.0E-004

Test Period 2,0E-004

Mission 3.7E406
Time

Test Period 2.0E404

Mission 3.7E-006
Time
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1SIEV541--CV-FO

ISIEV541--CV-RO

IS IEV542—CV-FO

1SIEV542--CV-RO

ISIEV543--CV-FO

SAFETY INJECfiON HEADER 28 CfKCK
VALVEV541 FAILS TO OPEN

SAFETY INJECTION HEADER2B CHECK
VALVEV541 FAILSTO REMAINOPEN

SAFEfY INJECfiON HEADER IA CHECK
VALVEV542 FAILSTO OPEN

SAFETY INJECTION HEADER IA CHECK
VALVEV542 FAILS TO REMAINOPEN

SAFETY INJECTION HEADER 1B CHECK
VALVEV543 FAILSTO OPEN

3.0E-008

2.3E-007 9.000

3.0E-008

2.3E-007 9.000

3.0E-008

13140.000 H Test Period 2.0E-004

16.000 H Mission
Time

3.7E-006

13140.000 H Test Period 2.0E-004

16.000 H Mission 3.7E-006
Time

13140.000 H Test Period 2.0E-004

ISIEV543--CV-RO

1SI LII B LINE-30K

1SI L12ALINE-30K

1SILI2BLINE-3OK

SAFETY INJECTION HEADER IB CHECK
VALVEV543 FAILS TO REMAINOPEN

LPSI 1B INJECTION HEADER IS AVAIL-
ABLE

LPSI 2A INJECfION HEADER IS AVAIL-
ABLE

LPSI 2B INJECTION HEADER IS AVAII
ABLE

2.3E-007 9.000

1.000

16.000 H Mission 3.7E-006
TlAle

D Hag Event 1.000

D Hag Event 1.000

D Flag Event 1.000

ISIS DCSUCfVAI CC

ISISITIBLINE-3OK

IS IS IT2ALINE-3OK

SDC SUCfION LINEMOV'S FAILCOM-
'ON CAUSE (BOTH LINES FAIL)

INJECTION LINEFROM SIT IB IS AVAIL-
ABLE

INJECflON LINEFROM SIT 2A IS AVAIL-
ABLE

30.000

1.000

4.7E-004 D Calculated 4.7E-004

D Hag Event 1.000

D Hag Event 1.000

1SISIT2BLINE-3OK INJECfION LINEFROM SIT 2B IS AVAII
ABLE

1.000 1.000 D Hag Event 1.000
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IS ITCC-204-CV-CC

ISPA4MANVS-NV-RM

COMMON CAUSE FAILUREOF 2/4 SIT
CHECK VALVES

FAILTORESTQRE I OF4ESPTRA MAN
VALVESAFTER UNSCIIED MAINTON I
OF 2DG COOL

4.7E-006 D Calculated 4.7E4)06

10.000 I.SE-004 D Calculated 1.5E-004

IS PA4MAN VS-NV-RO ESS. SPRAY POND TR A MANVALVE
FTRO (I OF 4 VALVESSERVING CRITDG
COMPS)

3.0E-008 84.000 2920.000 H Test Period 4.4E-005

ISPAB-POI-MP-CC

ISPAHCV045-NV-RM

COMMON CAUSE FAILUREOF SPA-POI

AND SPB-POI

FAILURETO RESIQRE HCV-45 AFTER
UNSCHED. MAINTENANCE

30.000 6.1E-005 D Calculated 6.1E-005

10.000 3.7E-005 D Calculated 3.7E4)05

ISPAHCV045-NV-RO LOCALFAULTMANUALVALVEHCV-45
FAILURETO REMAINOPEN

3.0E-008 84.000 730.000 H Test Period I.IE-005

ISPAHCV047-NV-RM

IS PAHCV047-NV-RO

IS PAHV049A-CX6RO

ISPAHV049A-MV-RO

FAILURETO RESTORE HCV-47 AFTER
UNSCIIED. MAINTENANCE

LOCALFAULTMANUALVALVEHCV-47
~ FAILURETO REMAINOPEN

MQVHV-49A CONTROL CIRC. FAULT
(SPURIOUS CLOSURE)

MOVHV-49ALOCAL'FAULT(FAILURETO
REMAINOPEN)

3.0E-008 84.000 730.000 H Test Period I.IE-005

6.0I':007 10.000 730.000 H Test Period 2.2E-004

2.3E-007 9.000 730.000 H Test Period 8.4E-005

10.000 3.7E-005 D Calculated 3.7E-005

IS PAHV049A-MV9CM

ISPAP01--CB-FT

MOVHV-49AUNAVAILDURING
UNSCHED. MAINTENANCE

TRAINA SPRAY POND PUMP SPA-POI

CIRC. BKR. FAULT(FAILTO CLOSE)

2.8E-005 3.000

1.2E-006 5.000

21.000 H MTIR 5.9E-004

730.000 H Test Period 4.4E-004
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ISPAP01 —-CBOCM TRAINA SPRAY POND PUMP SPA-P01 CIR- 9 4E-006 5.000
CUIT BREAKER OUT FOR UNSCHED.
MIANT.

H MTR 8.7E-005

ISPAP01 —-CXSFS

ISPAPOI —-MP-FR

1SPAPOI--MP-FS

TRAINA SPRAY POND PUMP SPA-P01
CONTROL CIRCUITFAULTS

TRAINA SPRAY POND PUMP SPA-P01
FAILSTO RUN (24 HRS)

TRAINA SPRAY POND PUMP SPA-POI
FAILSTO START

3.0E-006 3.000

2.1E-005 2.000

1.0E-006 2.000

730.000 H Test Period I.IE-003

24.000 H Mission 5.0E-004
Time

730.000 H Test Period 3.7E-004

1SPAP01 —-MP6CM

ISPAV041--CV-FO

1SPAV041--CV-RO

TRAINA SPRAY POND PUMP SPA-P01
UNAVAILDURING UNSCHED. MAINT.

CHECK VALVEV-041 FIALSTO OPEN

CHECK VALVEV-041 FAILSTO REMAIN
OPEN

3.0E-008 3.000

2.3E-007 9.000

1.3E-003

730.000

24.000

D Plant Spe- 1.3E-003
cific

H Test Period I.IE-005

H Mission 5.5E-006
Time

IS PB4MANVS-NV-RM FAILTO RESTORE I OF 4 ESP TR B MAN
VALVESAFTER UNSCHED MAINTONI
OF 2DG COOL

10.000 1.5E-004, D Calculated 1.5E-004

IS PB4MANVS-NV-RO ESS. SPRAY POND TR B MANVALVEFTRO 3.0E-008
(I OF 4 VALVESSERVING CRIT DG
COMPS)

84.000 2920.000 H Test Period 4.4E-005

ISPBHCV046-NV-RM ~ FAILURETO REFIORE HCV-46 AFTER
UNSCHED MAINTENANCE

1SPBHCV046-NV-RO LOCALFAULTHCV-46 FAILURETO

10.000 3.7E-005 D Calculated 3.7E-005

3.0E-008 84.000 730.000 H Test Period I.IE-005

1SPBHCV048-NV-RM

REMAINOPEN

FAILURETO RESTORE HCV-48 AFTER
UNSCHED MAINTENANCE

10.000 3.7E-005 D Calculated 3.7E-005

ISPBHCV048-NV-RO LOCALFAULTHCV-48 FAILURETO
REMAINOPEN

3.0E-008 84.000 730.000 H Test Period I.IE-005
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ISPBHVOSOA-CX6RO

ISPBHVOSOA-MV-RO MOV HV-50ALOCALFAULT(FAILURETO
REMAINOPEN)

2.3E-007

MOVHV-50ACONTROL CIRC. FAULT(SPU- 6.0E-007
RIOUS CLOSURE)

10.000 730.000 H Test Period 2.2E-004

730.000 H Test Period 8.4E-005

ISPBHV050A-MV9CM

ISPBPOI--CB-FT

ISPB POI--CBOCM

ISPBPOI--CX5FS

ISPBPOI —-MP-FR

ISPBPOI--MP-FS

IS PBPOI —-MP6CM

ISPBV012—CV-FO

ISPB V012—CV-RO

ISPUR-SIAS--3EE

MOVHV-50A UNAVAIL.DURING
UNSCHED. MAINTENANCE

TRAINB SPRAY POND PUMP SPB-POI
CIRC. BKR. FAULT(FAULTTO CLOSE

TRAINB SPRAY POND PUMP SPB-POI
CIRC. BKR. OUT FOR'.UNSCHED. MAINT.

TRAINB SPRAY POND PUMP SPB-POI CON-
TROL CIRCUITFAULTS

I
TR B SPRAY POND PUMP SPB-POI FAILURE
TO RUN GIVEN START

TRAINB SPRAY POND PUMP SPB-POI
FAILSTO START

TRAINB SPRAY POND PUMP SPB-POI
UNAVAIL.DURING UNSCHED. MAINT.

CHECK VALVEV-012 FAILS TO OPEN

CKECK VALVEV-012 I'AILURETO REMAIN
OPEN

SPUR. ACT. QF SIAS McB DUE TO ESF
SiVGR HVAC INDUCEDFAILUREQF TiVO
CLASS 120V

2.8E-005 3.000

1.2E-006 5.000

9.4E-006 5.000

3.0E-006

2.1E-005 2.000

I.OE-006 2.000

3.0E-008

2.3E-007 9.000

1.000

21.000

4

H MITR 5.9E-004

9.300 H MITR 8.7E-005

730.000 H Test Period 1.1 E-003

24.000 H Mission 5.0E404
Time

730.000 H Test Period 3.7E~

13E-003

730.000

24.000

D Plant Spe- 1.3E-003
cific

H Test Period I.IE-005

H Mission 5.5E-006
Time

D Hag Event 1.000

730.000 H Test Period 4.4E-004
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Event Name Descriptiori
- -'ail ": '.:„:;.Error.':::"-',:;..'= .':-'''', . -'-,"',.';.,Factor-,."'.:".;;"-'":""-' -' ':",;

Fact'oi;,'.. 'i -",:.':,'.=,:--.-:,'-";"::Piobabilily.'.'..

ISPUR-SIAS-AB3EE

ISPURMRVHUP-2OP

1TBV-QOPEN—2OP

ITBV-SYSTEM-2OP

ITCPCOOL-A--2OP

ITCPCOOL-B--2OP

1TCPCOOL-C--2OP

SPURIOUS ACTOF TR A Ec 8 SIAS UPON
LOSS OF TWO CLASS 120VAC BUSES DUE
TO ESF SWG

MAINAVPUMPS SPURIOUS TRIP FOL-
LOWINGREACTOR TRIP

TURBINEBYPASS VALVESFAILTO QUICK
OPEN ON ATURBINETRIP

TBVS FAILTO OPEN - MECHANICAL2
CONTROL SYSTEM FAULS

FAILUREOF TURBINE COOLING WATER
SPECIFIC TO COMPRESSOR A

FAILUREOF TURBINE COOLING WATER
SPECIFIC TO COMPRESSOR B "

FAILUREOF TURBINE COOLING WATER
SPECIFIC TO COMPRESSOR C

'

Hag Event 1.000

1.0E-001 D Calculated 1.0E-001

3.5E-003 D Calculated 3.5E-003

10.000 1.0E-004 D Calculated 1.0E-004

10.000 1.0E-004 D Calculated 1.0E-004

10.000 1.0E-004 D Calculated 1.0E-004

10.000 2.0E-002 D Calculated 2.0F 002

IWC-2-2FIR-ARHCC

IWC-2-2FIR-MP-CC

COMMONCAUSE FAILURETO RUN OF 2/2
NORMALLYOPERATING WC CHILLERS.

COMMONCAUSE FAILURETO RUN OF 2/2
NORMALLYOPERATING WC CHILLER
PUMPS.

17.000

30.000

2.2E-005 D Calculated 2.2E-005

2.2E-005 D Calculated 2.2E-005

IWC-2-2FTS-ARHCC COMMONCAUSE FAILTO START OF 2/2
STANDBYWC CHILLERS.

17.000 4.6E-004 D Calculated 4.6E-004

1 WC-2-2FTS-MP-CC

IWC-EOlA—ARHFR

COMMONCAUSE FAILURETO START OF 2/
2 STANDBYWC CHILLERPUMPS

WC CHILLEREOlA FAILSTO RUN.24
HOURS

30.000 4.6E-004 D Calculated 4.6E-004

6.0E-005 25.000 24.000 H Mission 1.4E-003
Time
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IWC-EOIB--ARFIFR WC CHILLEREOI B FAILSTO RUN 24 HRS 6.0E-005 25.000 24.000 H Mission 1.4E-003
Time

IWC-EOIC--ARHFR WC CHILLEREOI C FAILSTO RUN 24 HRS 6.0E-005 25.000 24.000 H Mission. 1.4E-003
Time

IWC-EOIC--ARHFS

IWC-EOIC--CXXFS

IWC-E02--AR7CM

IWC-E02--ARHFR

WC CHILLEREOI C FAILSTO START DUE
TO CONT CKT FAULT

WC CHILLERE02 UNAVAILABLEDUE TO
UNSCHEDULEDMAINT

WC CHILLERE02 FAILSTO RUN 24 FIOURS

1.3E-004

6.0E-005 25.000

WC SCHILLER EOI C FAILSTO START I.OE-006 5.000

116.000 H NITR 1.5E-002

24.000 H Mission 1.4E-003
Time

8760.000 H Test Period 4.4E-003

2.7E-002 D Calculated 2.7E-002

IWC-E02--ARHFS

IWC-E02--CXXFS

IWC-EOIC--AR7CM

IWC-FSL137-IWFNO

IWC-FSL517-IWFNO

WC CHILLERE02 FAILSTO START

WC CHILLERE02 FAlLSTO START DUETO
CONTROL CIRCUITFAULT

CHILLEREOI C UNAVAILABLEDUE TO
CORRECTIVE MAINTENANCE

WC FLOW SWITCFI FS-137 FAILS (NO OUT-
PUT)

WC FLOW SWITCFI FS-517 FAILS (NO OUT-
PUT)

I.OE-006 5.000

1.3E-004

1.6E-006 5.000

1.6E-006

116.000 H MTIR 1.5E-002

8760.000 H Test Period 7.0E403

24.000 H Mission 3.8E-005
Time

8760.000 H Test Period 4.4E403

2.7E-002 D Calculated 2.7E-002

IWC-FSL617-IWFNO WC FLOW SWITCH FS-617 FAILS (NO OUT- 1.6E-006
PUQ

24.000 H Mission 3.8E-005
Tlnle

IWC-FSL717-IWFNO

IWC-POI A--MP-FR

WC FLOW SWITCH FL-717 FAILS (NO OUT- 1.6E-006

P~
WC CHILLERPUMP POIA FAILSTO RUN 24 2.1E-005
HRS

8760.000 H Test Period 7.0E403

24.000 H, Mission 5.0E4XI4
Time
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WC-PO I B--MP-FR

IWC-POI C--CB-ST

WC CHILLERPUMP POI B FAILSTO RUN 24 2.1E-005
'RS

WC CHILLERPUMP POI C CIRCUIT 2.3E-007
BREAKERSPURIOUS TRIP (NO CR INDICA-
TION)

24.000 H Mission S.OE-004

Time

10.000 8760.000 H Test Period 1.0E-003

IWC-P01C--CXXFS

IWC-POI C—MP-FR

IWC-POl C—MP-FS

IWC-POI C—MP7CM

IWC-P02--CB-ST

IWC-P02—CXXFS

WC CHILLERPUMP POI C FAILSTO START

WC CHILLERPUMP POIC UNAVAILABLE
DUE TO CORRECTIVE MAINT:

WC CHILLERPUMP P02 CKT BRKR SPURI-
OUS TRIP (NO CR INDICATION)

WC CHILLERPUMP P02 FAILS TO START
DUE TO CONTROL CIRCUlTFAULTS

1.0E-006

1.3E-004

2.3E-007

WC CHILLERPUMP POI C FAILS TO START
DUE TO CONTROL CKT FAULT

WC CHILLERPUMP POI C FAILSTO RUN 24 2.1E-005
HRS

10.000

24.000 H Mission S.OE-004

Tune

8760.000 H Test Period 4.4E-003

116.000 H MTR I.SE-002

8760.000 H Test Period 1.0E-003

2.0E-002 D Calculated 2.0E-002

2.0E-002 D Calculated 2.0E-002

IWC-P02--MP-FR WC CHILLERPUMP P02 FAILS TO RUN 24
HOURS

2.1E-OOS 24.000 H Mission S.OE-004

Time

1 WC-P02--MP-FS

IWC-P02--MP7CM

IWC-SV070-CXXRO

'C CHILLERPUMP P02 UNAVAILABLE
DUETO UNSCHEDULED MAINTENANCE

NORMALCHILLEDWATER SUPPLY VALVE
UV-70 SOV CNTRL CIRCUITSPURIOUS
CLOSE

1.3E-004

. WC CHILLERPUMP P02 FAILSTO START 1.0E-006

10.000

8760.000 H Test Period 4.4E-003

116.000 H MITR 1.5E-002

I.IE-004 D Calculated I.IE-004

IWC-SV070-SV-RO NORMALCHILLEDWATERSUPPLY VALVE 9.0E-007
UV-70 SOV CONTROLLER FAILSTO
REMAINOPEN

10.000 24.000 H Mission
Time

2.2E-OOS
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IWC-UV070-AV-RO NORMALCHILLEDWATER SUPPLY VALVE 2.3E-007
UV-70 FAILSTO REMAINOPEN

10.000 24.000 H Mission
Time

5.5E-006

IWC-UV070-AV9CM NORMALCHILLEDWATERSUPPLY VALVE 2.8E-005
UV-70 UNAVAILDUE TO UNSCHED MAINT

25.000 H MITR ~ 7.0E-004

IWC-V002—NV-RO EC CHILLERPUMP P02 INLETISOLATION
VALVEV-002 FAILSTO REMAINOPEN

3.0E-008 84.000 24.000 H Mission 7.2E-007
TlnlC

IWC-V015—NV-RO

IWC-V016—NV-RO

IWC-V025—CV-RO

IWC-V029—CV-RO

IWC-V030--CV-FO

IWC-V088—NV-RO

IWC-V089--NV-RO

WC CHILLERPO1 C INLETISOLATION
VALVEV-015 FAILSTO REMAINOPEN

WC CHILLERPUPMP-. POI B INLETISOLA-
TION VALVEV016 FAILSTO REMAINOPEN

WC CHILLERINLETEOI A INLETCHECK
VALVEFAILSTO REMAINOPEN

WC CHILLERPUMP POI B INLETCHECK
VALVEV029 FAILS TO REMAINOPEN

WC CHILLERE02 ISOLATION INLET
CHECK VALVEV-030'FAILS TO OPEN

WC CHILLEREOIA ISOLATIONVALVEV-88
FAILSTO REMAINOPEN

WC CHILLERE01B ISOLATIONVALVE
V089 FAILSTO REMAINOPEN

3.0E-008 84.000

2.3E-007 9.000

2.3E-007

3.0E-008 3.000

3.0E-008 84.000

3.0E-008 84.000

3.0E-008 84.000 8760.000 H Test Period 13E404

24.000 H

24.000 H

24.000 H

Mission
TNle

Mission
Time

Mission
Time

7.2E407

5.5E405

5.5E-006

24.000 H Mission 7.2E~
Time

24.000 H Mission
TlnlC

7.2E-007

8760.000 H Test Period 1.3E-004

IWC-V090—NV-RO NORMALCHILLEDWATER ISOL VALVEV- 3.0E-008
090 FAILS TQ REMAINOPEN

84.000 8760.000 H Test Period 13E-004

IWC-V114--NV-RO

IWC-VI I5--NV-RO

WC CHILLEREOI A ISOLATIONVALVEV-
114 FAILSTO REMAINOPEN

WC CHILLEREOI B ISOLATIONVALVEV-
115 FAILS TO REMAINOPEN

3.0E-008 84.000 24.000 H

3.0E-008 84.000 24.000 H Mission
TlnlC

Mission
Tlmc

7.2E-007

7.2E407
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IWC-V116--NV-RO

IWC-V152—CV-RO

WC CHILLERE02 MANUALISOLATION
VALVEV-116 FAILS TO REMAINOPEN

NORMALCHILLEDWATER RETURN C V
(V152) FAILS TO REMAINOPEN

3.0E-008

2.3E-007

84.000 8760.000 H

24.000 EI

Test Period 1.3E-004

Mission 5.5E-006
Time

IWC-V581—NV-RO WC CHILLERPUMP P02 INLETISOLATION 3.0E-008
VALVEV-581 FAILSTO REMAINOPEN

84.000 8760.000 H Test Period 1.3E-004

IWC-V582—CV-FO

1WC-V583—NV-RO

WC CHILLERE02 ISOLATIONINLET
CHECK VALVEV-582 RAILS TO OPEN

WC CHILLERE02 MANUALISOLATION
VALVEV-583 FAILSTO REMAINOPEN

3.0E-008 3.000 8760.000 H

3.0E-008 84.000 8760.000 H

Test Period 1.3E-004

Test Period 1.3E-004

1WC-V584—NV-RO

1ZAACO4E2-RX-FT

1ZABCO4E2-RX-FT

4CRHVC-LDSHD-LHL

NORMALCHILLEDWATER ISO VALVEV-
584 FAILS TO REMAINOPEN

CONTROL CIRCUITRELAYFAILURE

CONTROL CIRCUITRELAYFAILURE

OPERATOR FAILSTO TERMINATESPUR
LOADSHED BEFORE CLASS BATE'. DEPLF
TION

3.0E-008

4.0E-007

4.0E-007

84.000 - 8760.000 H

10.000 13140.000 H

10.000 13140.000 H

I.OE-001 D

Test Period 1.3E-004

Test Period 2.6E-003

Test Period 2.6E-003

Calculated 1.0E-001

4DCEQ-AC-COOLEHL

4DCEQ-BD-COOLEHL

4NKND41-125BSEPW

4NKND42-125BSEPW

OPERATOR FAILS TO TAKEACTIONTO
. PREVENT TEMP RISE IN DC EQUIP RMS A

~ &C

OPERATOR FAILSTO TAKEACTIONTO
PREVENT TEMP RISE IN DC EQUIP RMS B
&.D

LOCALFAULTOF DC DIST PANEL E-NKN-
D41-FAILTOCARRY POWER "

LOCALFAULTOF DC DIST PANEL E-NKN-
D42-FAILTO CARRY POWER

10.000

10.000

1.3E-007 5.000

1.3E-007 5.000

1.0E-003 D

1.0E-003 D

24.000 H

24.000 H

Calculated 1.0E-003

Calculated 1.0E-003

Mission 3.1E-006
Time

Mission 3.1E-006
Time
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'*,'NKNM45-125BSEPW

125V DC CONTROL CENI'ER E-NKN-M45-
FAILSTO PROVIDE POWER

1.3E-007 5.000 24.000 H Mission . 3.1E-006
Tlnlc

4NKNM45-2HLOP-HR

'l

4NKNM4509-CB-ST

4NKNM4509-FU-OC

OPER FAILSTO ALIGNSWING CHGR" (E-
NKN-H21)TO DC CNTRL CNTR E-NKN-M45

LOCALFAULTOF CIRC BREAKERE-NKN-
M4509 -FAILTTO CARRY POWER

FAULTIN FUSE E-NKN-M4509 BETWEEN
125V DC CONTROL CNTR ANDDIST PN L

2.3E-007. 10.000

I.OE-006 10.000

24.000

24.000

H Mission 55E-006
Time

H Mission 2.4E405
. Time

2.9E-002 D Calculated 2.9E4)02

4NKNM4510-CB-ST

4NKNM4510-FU-OC

LOCALFAULTOF CIRC BREAKER E-NKN-
M4510 -FAILTO CARRY POWER

FAULTIN FUSE E-NKN-M4510 BETWEEN
125 V DC CONTROL CNTR ANDDIST PN L

2.3E-007 10.000

1.0E-006 10.000

24.000

24.000

H Mission 5.58-006
Time

H Mission 2.4E-005
Tlnle

4PKA41-2HROP —HR

4PKAD21-125BSEPW

4PKAM41-125BSEPW

4PKAM4123-FU-OC

4PK842-2HROP-HR

OPFRATOR FAILS TO ALIGNBACKUP
CHARGER TO E-PKA;M41 IN2 HRS

LOCALFAULTOF 125V DC DIST PANEL E-
PKA-D21 (LONG TERM)

LOCALFAULTOF 125V DC CONTROL CEN-
TER E-PKA-M41 (LONG TERM)

I OF 2 FUSES FAIL(PKA-M4123) BETWEEN
CNTL CNTR Sc DIST PANEL (LONG TERM)

OPERATOR FAILS TO ALIGNBACKUP
CHARGER TO E-PKB-M42 IN 2 HRS

10.000

1.3E-007

1.3E-007 5.000

I.OE-006 10.000

10.000

1.0E-002 D Calculated 1.0E402

H Mission 2.9E406
Time

H Mission 2.9E406
Trme

H Mission 4.4E-005
Time (2
fuses x 22
hours)

1.0E-002 D Calculated 1.0E-002

4PKBD22-125BSEPW LOCALFAULTOF 125V DC DIST PANEL E- 1.3E-007 5.000
PKB-D22 (LONG TERM)

22.000 H Mission 2.9E-006
Time
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4PKBM42-125BSEPW LOCALFAULTOF 125V DC CNTLCNTR
PKB-M42 -FAILTO CARRY POWER (LONG
TERM)

1.3E-007 5.000 22.000 H Mission 2.9E-006
Time

4PKBM4210-FU-OC I OF 2 FUSES FAIL(PKB-M4210) BETWEEN 1.0E-006

CNTL CNTR Ec DIST PANEL (LONG TERM)
10.000 44.000 H Mission

Time (2
fuses x 24
hours)

4.4E-005

4PKC43-2HROP-HR OPERATOR FAILS 10 ALIGHBACKUP
CHARGER TO 4-PKC-M43 IN 2 HRS

10.000 I.OE-002 D Calculated 1.0E-002

4PKCD23-125BSEPW

4PKCM43-125BSEPW

4PKCM4320-CB-ST

LOCALFAULTOF 125V DC DIST PANEL E-
PKC-D23 (LONG TERM)

LOCALFAULTOF 125 V DC CONTROL
CENTER E-PKC-M43 (LONG TERM)

LOCALFAULTOF CIRC BREAKER E-PKC-
M4320 -FAILTO CARRY POWER (LONG
TERM)

1.3E-007 5.000

1.3E-007 5.000

10.000

22.000 H Mission 2.9E-006
Tlnle

22.000 H Mission
Tlnle

2.9E-006

5.1E-006 D Calculated 5.1E-006

4PKD44-2EIROP-HR

4PKDD24-125BSEPW

OPERATOR FAILSTO ALIGNBACKUP
CHARGER 'BD'TO E-PKD-M44 IN2 HRS

LOCALFAULTOF 125V DC DIST PANEL E- 1.3E-007
PKD-D24 (LONG TERM)

10.000

22.000 EI Mission 2.9E-006
Time

I.OE-002 D Calculated 1.0E-002

4PKDM44-125BSEPW .'OCALFAULTOF 125V DC CONTROL CEN- 1.3E-007 5.000
TER E-PKD-M44 (LONG TERM),

22.000 H Mission 2.9E-006
Time

4PKDM4419-CB-ST LOCALFAULTOF CIRC BREAKERE-PKD-
M4419 -FAILTO CARRY POWER (LONG
TERM)

10.000 5.1E-006 D Calculated 5.1E-006

4SI-LPSRPUMP-2HR.

4SIAHS0672-CX7FO

OPERATOR FAILS TO RESTART LPSI
PUMPS AFI'ER RAS SIGNALIS RECEIVED

MOV UV-672 CONTROL CICUITFAULTS 1.0E-006 3.000

I.OE-001 D Calculated 1.0E-001

1488.000 H Test Period 7.4E-004
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4SIAHS0678-CX6RO

4SIAHS0684-CX6RO

4SIAHS0687-CX6RQ

MOV HV-678 CONTROL CIRC. FAULT(SPU- 6.0E-007
RIOUS CLOSURE)

MOV IIV-684CONTROL CIRC. FAULT(SPU- 6.0E-007
RIOUS CLOSURE)

MOV HV-687 CONTROL CIRC. FAULT(SPU- 6.0E-007.,
RIOUS CLOSURE)

10.000 24.000 H

10.000 24.000 H

10.000 24.000 H

Mission 1.4E-005
Time

Mission 1.4E-005
Time

Mission 1.4E405
Time

4SIAEIV0306-CX6FC

4SIAEIV0306-MV-FC

4SIAIIV0306-MV9CM

4SIAHV0657-CX8FO

4SIAHV0657-MV-FO

CONTROL CIRC FAULTLPSR TRAINA
FLOW CONTROL MOV HV-306 -FAILS TO
CLOSE

LOCALFAULTLPSR TRAINA FLOW CON-
TROL MOVHV-306 -FAILS TO CLOSE

UNSCHEDULED MAINTENANCEON LPSR
TRAINA FLOW CONTROL MOV HV-306

CONTROL CIRCUITFAULTSDCHX/LPSR A
CROSS-CONNECT MOV HV-657 -FAILSTO
OPEN

SDCHX/LPSR A CROSS-CONNECT MOV
HV-657 FAILSTQ OPEN (LOCALFAULT)

1.4E-006

2.9E-006 14.000 2190.000 H

2.8E-005 3.000 21.000 H

1.3E-006 10.000 2190.000 H

2.9E-006 14.000 2190.000 H

3.000 2190.000 H Test Period I.SE-003

Test Period 3.2E-003

5.9E-004

Test Period 1.4E-003

Test Period 3.2E4)03

4SIAHV0678-MV-RO

4SIAHV0684-MV-RO

4SIAHV0685-CX8FO

MOV HV-678 LOCALFAULT(FAILURETQ
REMAINOPEN)

MOV HV-684 LOCALFAULT(FAILURETO
REMAINOPEN)

CONTROL CIRC FAULTLPSR/SDHX A
CROSS- CONNECT MOVHV-685 -FAILS TO
OPEN

2.3E-007

2.3E-007 9.000

1.3E-006 10.000

2190.000 H

2190.000 H

2190.000 H

Test Period 2.5E4)04

Test Period 2.5E404

Test Period 1.4E-003

4SIAIIV0685-MV-FO- LOCALFAULTLPSR/SDHX A CROSS- CON- 2.9E-006
NECT MOV FIV-685 -FAILS TO OPEN

14.000 2190.000 H Test Period 3.2E-003
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E

1
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4SIAHV0685-MV9CM UNSCHEDULED MAINT.ON LPSR/SDHX A 2.8E-005
CROSS-CONNECI'OV HV-685

21.000 H M1TR 5.9E-004

4SIAHV0686-CX8FO CONTROL CIRC FAULTSDHX/LPSR A
CROSS- CONNECT MOV HV-686 -FAILSTO
OPEN

1.3E-006 10.000 2I90.000 H Test Period 1.4E-003

4SIAIIV0686-MV-FO LOCALFAULTSDHX/LPSR A CROSS -CON- 2.9I:-006
NECT MOV HV-686 -FAILS TO OPEN

14.000 2190.000 H Test Period 3.2E-003

4SIAHV0686-MV9CM UNSCHEDULED MAINT.ON SDHX/LPSR A 2.8E-005
CROSS-CONNECT MOV EIV-686

21.000 H MITR 5.9E-004

4SIAHV0687-MV-RO MOV HV-687 LOCALFAULT(FAILURETO
REMAINOPEN)

2.3E-007 9.000 2190.000 H Test Period 2.5E-004

4SIAHV0687-MV9CM MOVHV-687 UNAVAIL.DURING
UNSCHED. MAINTENANCE

2.8E-005 3.000 21.000 H MTIR 5.9E-004

4SIAP02--CB-ST HPSR TRAINA PUMP ELECTRIC POWER 2.3E-007
CIRCUITBRKRFAILSTO REMAINCLOSED

10.000 8.000 H Mission 1.8E-006
Tlnle

4SIAP02—-MP-FR HPSR TR. A MOTOR-DRIVENPUMP SIAP02 2.1E-005
FAILSTO RUN DURING RECIRC

H Mission
Tlnle

1.7E-004

4SIAP03--CB-FT

4SIAP03—CX6FS

4SIAP03--MP-FR

4SIAP03--MP-FS

CONT. SPRAY TRAINA PUMP CIRCUIT
BKR. FAULT-FAILTO CLOSE

CONT. SPRAY TRAINA PUMP CONTROL
CIRCUITFAULT-FAILSTO START

CONT. SPRAY TRAINA PUMP (SIA-P03)
FAILSTO RUN GIVEN STARK (RECIRC)

CONT. SPRAY TRAINA PUMP (SIA-P03)
FAILSTO START (RECIRC.)

1.2E-006 5.000

1.6E-006

2.1E-005 2.000

1.0E-006 2.000

2190.000 H Test Period 1.3E-003

2190.000 H Test Period 1.8E-003

24.000 H Mission 5.0E-004
Time

2190.000 H Test Period 1.1 E-003
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4SIAP03--MP6CM CONT. SPRAY TRAINA PUMP (SIA-P03)
UNAVAIL.DUE TO UNSCHED. MAINTE-
NANCE

1.3E-003 H Plant Spe-
cific

13E-003

4SIAPSV417-RV-RC

4SIAUV0651-MV-RO

HPSR TR. A PRESS. RELIEF VALVEPSV-417 4.0E-006 5.000
FAILSTO REMAINCLOSED

RCS ISOLATIONMOTOR OPER VALVESIA- 2.3E-007 9.000
UV651 FAILSTO REMAINOPEN

16.000

H Mission 3.2E405
1 nne

H Mission 3.7E-006
Time

4SIAUV0655-MV-RO MOV UV655 FAILS TO REMAINOPEN 2.3E-007 9.000 16.000 H Mission 3.7E-006
Time

4SIAUV0672-MV-FO MOV UV-672 LOCALFAULT(FAILURETO
OPEN)

2.9E-006 14.000 1488.000 H Test Period 2.2E403

4SIAUV0672-MV9CM MOV UV-672 UNAVAIL.DURING
UNSCHED. MAINTENANCE

2.8E-005 3.000 21.000 H MITR 5.9E404

4SIAV105--NV-RM CONT. SPRAY PUMP A SUCTION MANUAL
VALVEV-105 FAILTO RESTORE AFTER
MAINT

10.000 9.9E-006 D Calculated 9.9E-006

4SIAV105--NV-RO

4SIAV157--CV-FO

4SIAV157--CV-RO

CONT. SPRAY TRAINA PUMP SUCTION
MANUALVALVEV-105 FAILS TO REMAIN
OPEN

CONT. SPRAY TRAINA PUMP SUCTION
CHECK VALVEV-157 FAILS TO OPEN

CONT. SPRAY TRAINA PUMP SUCTION
CHECK VALVEV-157, FAILSTO REMAIN
OPEN

3.0E-008

3.0E-008

2.3E-007

84.000 2190.000 H Test Period 33E-005

2190.000 '
Test Period 3.3E-005

24.000 H Mission 5.5E-006
Time

4SIAV164--CV-FO

4SIAV404--CV-RO

CONT. SPRAY TRAINA HEADER CHECK 3.0E-008
VALVEV-164 FAILSTO OPEN

HPSR PUMP A DISCHARGE CHECK VALVE 2.3E-007
V404 FAILSTO REMAINOPEN

13140.000 H Test Period 2.0E-004

H Mission 1.8E406
Time
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Event Name:".".',.''',~.;-, ":" -'.'- -',

.',,'--'escription.",,.'SIAV485

—CV-FO

4SIAV485--CV-RO

CONT. SPRAY TRAINA PUMP DISCHARGE 3.0E-008
CHECK VALVEV-485 FAILSTO OPEN

CONT. SPRAY TRAINA PUMP DISCI&RGE 2.3E-007
CHECK VALVEV-485 FAlLSTO REMAIN
OPEN

2190.000 H Test Period 33E-005

24.000 H Mission 5.5E-006
Time

4SIBHS0671-CX7FO

4SI BHS0679-CX6RO

MOV UV-671 CONTROL CICUITFAULTS

MOV HV-679 CONTROL CIRC. FAULT(SPU-
RIOUS CLOSURE)

1.0E-006

6.0E-007 10.000 24.000 H Mission 1.4E-005
Time

1488.000 H Test Period 7.4E-004

4SIBHS0689-CX6RO

4SIBHS0695-CX6RO

MOV HV-689 CONTROL CIRC. FAULT(SPU- 6.0E-007
RIOUS CLOSURE)

MOV HV-695 CONTROL CIRC. FAULT(SPU- 6.0E-007
RIOUS CLOSURE)

10.000

10.000

24.000

24.000

H Mission 1.4E-005
Time

H Mission 1.4E-005
Time

4SI0HV0307-CX6FC

4SI 8HV0307-MV-FC

CONTROL CIRC FAULTLPSR TRAINB
FLOW CONTROL MOV IIV-307 -FAILS TO
CLOSE

LOCALFAULTLPSR TRAINB FLOW CON-
TROL MOV HV-307 FAILS TO CLOSE

1.4E-006

2.9E-006 14.000

2190.000 H Test Period 1.5E-003

2190.000 H Test Period 3.2E-003

4SI 8HV0307-MV9CM UNSCHEDULED MAINT.ON LPSR TRAINB 2.8E-005
FLOW CONTROL MOV HV-307

21.000 H MTR 5.9E-004

4SIBHV0658-CX8FO CONTROL CIRCUITFAULTSDCHX/LPSR B 1.3E-006
CROSS-CONNECI'OV HV-658 -FAILSTO
OPEN

10.000 2208.000 H Test Period 1.4E-003

4SI BIIV0658-MV-FO

4SIB HV0679-MV-RO

SDCHX/LPSR B CROSS-CONNECT MOV
HV-658 FAILS TO OPEN (LOCALFAULT)

MOVHV-679 LOCALFAULT(FAILURETO
REMAINOPEN)

2.9E-006 14.000

2.3E-007

2208.000 H Test Period 3.2E-003

2190.000 H Test Period 2.5E-004
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55 5'-'Sv55 &5'~~;~A 555 Y V .QA v

Event Name

4SI 8 IIV0689-MV-RO

4SIBHV0694-CX8FO

MOV HV-689 LOCALFAULT(FAILURETO
REMAINOPEN)

CONTROL CIRC FAULTLPSR/SDHX 8
CROSS- CONNECT MOVHV-694 -FAILS TO
OPEN

2.3E-007 2190.000 H Test Period 2.5E-004

1.3E-006 = 10.000 2190.000 H Test Period 1.4E-003

4SIBHV0694-MV-FO

4SIBHV0694-MV9CM

LOCALFAULTLPSR/SDHX 8 CROSS- CON- 2.9E-006
NECT MOVHV-694 -FAILS TO OPEN

UNSCHEDULED MAINT.ON LPSR/SDHX 8 2.8E-005
CROSS-CONNECT MOV HV-694

14.000 2190.000 H Test Period 3.2E-003

21.000 H MTIR 5.9E-004

4SI8HV0695-MV-RO

4SIBHV0695-MV9CM

MOV HV-695 LOCALFAULT(FAILURETO
REMAINOPEN)

MOVHV-695 UNAVAIL.DURING
UNSCHED. MAINTENANCE

2.3E-007

2.8E-005 3.000

2190.000 H Test Period 2.5E-004

21.000 H NITR 5.9E-004

4SIBHV0696-CX8FO

4SIBHV0696-MV-FO

CONSOL CIRC FAULTSDHX/LPSR 8
CROSS- CONNECT MOV HV-696 -FAILS TO
OPEN

LOCALFAULTSDHX/LPSR 8 CROSS- CON- 2.9E-006 14.000 2190.000 H Test Period 32E403

1.3E-006 10.000 2190.000 H Test Period 1.4E-003

NECT MQVHV-696 -FAILS TO OPEN

4SIBHV0696-MV9CM UNSCHEDULED MAINT.ON SDHX/LPSR 8
CROSS-CONNECI'QV HV-696

2.8E-005 21.000 H NITR 5.9E4)04

4SI BP02—-CB-ST

4SIBP02--MP-FR

4SIBP03 —
-CB-FI'PSR

TRAIN8 PUMP ELECTRIC POWER
CIRCUITBRKRFAILSTO REMAINCLOSED

t

HPSR TR. 8 MOTOR-DRIVENPUMP SIBP02
FAILSTO RUN DURING RECIRC

CONT. SPRAY TRAIN8 PUMP CIRCUIT
BKR. FAULT-FAILTO CLOSE

2.3E-007 10.000

2.1E-005

1.2E-006

H Mission 1.8E-006
Tinle

H Mission
Tlimc

1.7E-004

2190.000 H Test Period 13E-003

Rcv.0 4/7/92 6.2 Component Failure Data 6-306



PVNGS Data Base

me:..'";.".'.",,.':,:.."-:.;::,::;..-.::-."'.',.:::.'=,":.D criptlon, '.; ".-,.:.'.":,-:...'.'".
R

't-'",;. -'--

F t
.- Factor .:.,- l,',-'''. '':- = „.: "','.;.',P ob@IIIIX'-'.

4SIBP03 —-CX6FS

4SI8P03 —-MP-FR

4SIBP03--MP-FS

CONT. SPRAY TRAIN8 PUMP CONTROL
CIRCUITFAULT-FAILS TO START

CONT. SPRAY TRAIN8 PUMP (SIB-P03)
FAILSTO RUN GIVEN START (RECIRC)

CONT. SPRAY TRAIN8 PUMP (SIB-P03)
FAILSTO START (RECIRC.)

2.1E-005

I.OE-006

24.000 II Mission 5.0E-004
Tlnle

2190.000 H Test Period 1.1 E-003

1.6E-006 3.000 2190.000 H Test Period 1.8E-003

4SI BP03--MP6CM

4SIBPSV48-RV-RC

CONT. SPRAY TRAIN8 PUMP (SIB-P03)
UNAVAIL.DUE TO UNSCIIED. MAINTE-
NANCE

HPSR TR. 8 PRESS. RELIEF VALVEPSV-409 4.0E-006
FAILSTO REMAINCLOSED

0.001 D Plant Spe- 1.3E-003
cific

H Mssion 3.2E-005
Time

4SIBUV0652-MV-RO

4SIBUV0656-MV-RO

MOTOR OPER VALVEUV652 FAILTO
REMAINOPEN

MOTOR OPER VALVEUV656 FAILSTO
REMAINOPEN

2.3E-007 9.000

2.3E-007

16.000

'6 000

H Mission 3.7E-006
Tlnle

H Mission 3.7E-006
Tllne

4SIBUV0671-MV-FO MOV UV-671 LOCALFAULT(FAILURETO
OPEN)

2.9E-006 14.000 1488.000 H Test Period 2.2E-003

4SI 8UV0671-MV9CM MOV UV-671 UNAVAIL.DURING
UNSCHED. MAINTENANCE

2.8E-005 3.000 21.000 H MTTR 5.9E-004

4SI 8V104—NV-RM CONT. SPRAY PUMP 8 SUCTION MANUAL
VALVEV-104 FAILTO RESTORE AFTER
MAINT.

10.000 9.9E-006 D Calculated 9.9E-006

4SI BV104--NV-RO CONT. SPRAY TRAIN8 PUMP SUCTION
MANUALVALVEV-104 FAILS TO REMAIN
OPEN

3.0E-008 84.000 2190.000 H Test Ferial 3.3E-005

4SI 8V158—CV-FO CONT. SPRAY TRAIN8 PUMP SUCTION
CHECK VALVEV-158 FAILS TO OPEN

3.0E-008 3.000 2190.000 H Test Period 3.3E405
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4SI BV158--CV-RO

4SI8V165--CV-FO

CONT. SPRAY TRAINB PUMP SUCTION
CHECK VALVEV-158 FAILS TO REMAIN
OPEN

CONT. SPRAY TRAINB HEADER CHECK
VALVEV-165 FAILSTO OPEN

2.3E-007

3.0E-008 3.000

24.000 H Mission 5.5E-006
Time

13140.000 H Test Period 2.0E-004

4SI8V405--CV-RO HPSR PUMP B DISCHARGE CHECK VALVE 2.3E-007
V405 FAILSTO REMAINOPEN

H Mission
Tlmc

1.8E-006

4SIB V484--CV-FO CONT. SPRAY TRAINB PUMP DISCHARGE 3;OE-008
CHECK VALVEV-484 FAILS TO OPEN

2190.000 H Test Period 33E405

4SI8V484-CV-RO

4SICUV0653-MV-RO

CONT. SPRAY TRAINB PUMP DISCHARGE
CHECK VALVEV-484 FAILS TO REMAIN
OPEN

RCS ISOLATIONMOTOR OPER VALVE
UV653 FAILSTO REIVIAINOPEN

2.3E-007 9.000

2.3E-007 9.000 16.000 H Mission
TlnlC

3.7E-006

24.000,H Mission 5.5E-006
Tlmc

4SIDUV0654-MV-RO MOTOR OPER VALVEUV654 FAILSTO
REMAINOPEN

2.3E-007 16.000 H Mission
Time

3.7E-006

4SIEV113--CV-RO

4SIEV123--CV-RO

4SIEV143--CV-RO

4SIEV217—CV-RO

4SIEV227--CV-RO

CHECK VALVEV113 IN HPSR 2A HEADER
FAILSTO REMAINOPEN

CHECK VALVEV1231N HPSR 2B HEADER
FAILSTO REMAINOPEN

CHECK VALVEV143 IN HPSR IB HEADER
FAILS TO REMAINOPEN

SAFETY INJECTION HEADER IA CHECK
VALVEV217 FAILSTO REMAINOPEN

SAFETY INJECl'ION HEADER 2B CHECK
VALVEV227 FAILSTO REMAINOPEN

2.3E-007

2.3E-007 9.000

2.3E-007 9.000

2.3E-007

2.3E-007 9.000

H Mission 1.8E-006
Time

H Mission
Time

1.8E-006

H Mission 1.8E-006
TlnlC

H Mission
Time

I.SE-006

H Mission I.8E~
Time

Rcv. 0 4/7/92
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4SI EV247--CV-RO S.I. HEADER 1B CHECK VALVEV247 FAILS 2.3E-007
TO„REMAINOPEN

9.000 8.000 H Mission 1.8E-006
Time

4SIEV540--CV-RO

4SIEV541--CV-RO

r

4SIEV543--CV-RO

4SR-ABSUMP-MV-CC

4SRAOFO4--FX-PG

4SRAUV0673-CB-ST

4SRAUV0673-CX6FO

4SRAUV0673-CX6RO

4SRAUV0673-MV-FO

4SRAUV0673-MV-RO

4SRAUV0674-CB-ST

SAFETY INJECTION HEADER 2A CHECK
VALVEVS40 FAILSTO REMAINOPEN

SAFEIY INJECTION HEADER 2B CHECK
VALVEV541 FAILSTO REMAINOPEN

S.l. HEADER IB CHECK VALVEV543 FAILS
TO REMAINOPEN,

COMMONCAUSE FAILURETO,OPEN OF AT
LEASTONESUMP SUCTION MOVINEACH
TRAIN

TRAINA SUMP SUCTION SCREEN (SRA-
F04) PLUGS

TRAINA SUMP SUCTION MOV.UV-673 CIR-
CUIT BREAKER SPURIOUS TRIP

TRAINA SUMP SUCTION MOVUV-673
CONTROL CIRCUITFAULT-FAILTO OPEN

TRAINA SUh9'SUCTION MOV,, UV-673
CONTROL CIRC FAULT-SPURIOUS CLOSE

'URING RECIRC
r

TRAINA SUh9'UCTION MOV UV-673
LOCALFAULT-FAILTO OPEN;

TR. A SUMP SUCTION UV-673
LOCAL'AULT

-FAILTO REMAINOPEN DURING
RECIRC.

TRAINASUMP SUCTION MOVUV-674 CIR-
CUIT BREAKER SPURIOUS TRIP

'C

2.3E-007 H Mission ...1.8E-006
TllnC „

2.3E-007 9.000 H Mission
TnllC

1.8E-006

2.3E-007 9.000 8.000 H Mission
TlnlC

1.8E-006

r

30.000 3.9E-005 D Calculated 3.9E-005

3.0E-005 10.000 8.000

2.3E-007 10.000 2.000

H Mission . 2.4E-004
TlnlC

H Mission 4.6E-007
TllnC

4.1E-003 D Calculated 4.l E-003

6.0E-007 10.000 Mission
Time

4.8E-006

2.9E-006 14.000 '190.000 H Test Period 3.2E-003

2.3E-007 10.000 2.000 H Mission
Time

4.6E-007

2.3E-007 9.000 " 8.000 H Mission 1.8E-006
TlnlC
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4SRAUV0674-CX6FO

4SRAUV0674CX6RO

TRAINA SUMP SUCTION MOV UV-674.
CONTROL CIRCUlTFAULT-FAILTO OPEN

'RAINA SUMP SUCTION MOV UV-674
CONTROL CIRC FAULT-SPURIOUS CLOSE
DURING RECIRC

6.0E-007 10.000 H Mission
Time

4.8E-006

4.1F 003 D Calculated 4.1E-003

4SRAUV0674-MV-FG . TRAINA SUMP SUCTION MOV UV-674 2.9E-006 14.000 2190.000 '
Test Period 3.2E-003

4SRAUV0674-MV-RO

4SRAUV0674-MV9CM

4SRAV205—CV-FO

I «, »

4SRAV205--CV-RO

4SRBOFO4--FX-PG

LOCALFAULT-FAILTO OPEN

TR. ASUiiP SUCTION UV-674 LOCAL
FAULT-FAILTO REMAINOPEN DURING
RECIRC .

TRAINA SUMP SUCI'ION MOV UV-674
UNAVAILABLEDURING UNSCHED. MAIN-
TENANCE "

TRAINA SUMP SUCTION CHECK VALVE
CV-205 FAILSTO OPEN

TRAINA SUMP SUCTION CHECK VALVE
CV-205 FAILTO REMAINOPEN

TRAINB SUMP SUCTION SCREEN (SRB-
F04) PLUGS

.2.3E-007 9.000

2.8E-005 3.000

3.0E-008 3.000

2.3E-007 9.000

3.0E-005 10.000

H Mssion 1.8E-006
Time

21.000 - H MITR 5.9E-004

H Mission
Time

H Mission
Time

1.8E-006

2.4E404

13140.000 H Test Period 2.0E-004

4SRBUV0675-CB-ST

4SRBUV0675-CX61'0

TRAINB SUMP SUCTION MOVUV-675 CIR- 2.3E-007
CUITBREAKER SPURIOUS TRIP

TRAINB SUMP SUCTION MOVUV-675

10.000 H Mission
Time

4.6E407

4.1E-003 D Calculated 4.1E-003

w "~ )
4SRBUV0675-CX6RO

'CONTROL CIRCUITFAULT-FAILTO OPEN
4

TRAINB SUMP SUCI1ON MOVUV-675
CONSOL CIRC FAULT-SPURIOUS CLOSE
DURING RECIRC

)»

6.0E-007 10.000 H Mission 4.8E406
Time

4SRBUV0675-MV-FO TRAINB SUMP SUCTION MOVUV-675
LOCALFAULT-FAILTO OPEN

2.9E-006 14.000 2190.000 H Test Period 3.2E-003

Rcv.0 4/7/92
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.C

4SRBUV0675-MV-RO

4SRBUV0676-CB-ST

4SRBUV0676-CX6FO

TR. B SUMP SUCTION UV-675 LOCAL 2.3E-007
FAULT-FAILTO REMAINOPEN DURING
RECIRC

TRAINB SUMP SUCTION MOVUV-676 CIR- 2.3E-007
CUIT BREAKER SPURIOUS TRIP

TRAINB SUMP SUCTION MOV UV-676
CONTROL CIRCUITFAULT-FAILTO OPEN

10.000

4.1E-003 D

Mission
Tlnle

Mission
Time

Calculated

1.8E-006

4.6E-007

4.IE-003

4SRBUV0676-CX6RO

~
\

4SRBUV0676-MV-FO

4SRBUV0676-MV-RO

C lit
4SRBUV0676-MV9CM

4SRBV206-:CV-FO

4SRBV206--CV-RO

4SRELISO--PXLEL

4SREL181--PXLEL

ANANX02-SU-XMSPW

Rcv.0 4/7/92

TRAINB SUMP SUCTION MOV UV-676 6.0E-007
CONTROL CIRC FAULT-SPURIOUS CLOSE
DURING RECIRC

TRAINB SUMP.SU~ON UV-676 LOCAL . 2.9E-006
FAULT-FAILT6 OPEA

TR. B SUMP SIJCTION UV-676 LOCAL 2.3E-007
FAULT-FAIL„TOREMAIN,OPEN DURING

, +CIRC

TRAINB SUMP SUCTION MOVUV-676 2.8E-005
. UNAVAILABLEDURING UNSCHED MAIN-—
"HNANCE

TRAINB SUMP SUCTION CHECK VALVE 3.0E-008
CV-206 FAILSTO OPEN

; TRAINB SUMP SUCTION CFIECK VALVE, 2.3E-007
CV-206 FAILTO,REMAIN,OPEN

PIPE RUP1'URE INTRAINB SUMP SUCTION 8.5E-010
i,lNE

r ~

PIPE RUPTURE INTRAINA SUMP SUC- 8.5E-010
TION LINE

STARTUP TRANSFORMER ¹2 (A-E-NAN- 1.7E-006
X02) FAILS

6.2 Component Failure Data

10.000

14.000

30.000

30.000

H

2190.000

H

21.000 H

H

13140.000 H

13140.000 H

24.000 H

13j 40.000 H

Mission
Tlnle

4.8E-006

Test Period 3.2E-003

Mission
Time

1.8E-006

5.9E-004

Mission
Tlnle

Test Period

1.8E-006

5.6E-006

Test Period 5.6E-006

Mission 4.1E-005
Time
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Event Name Description:::. ':.".,:.,"-'..'; -'"... '::":,,,;:,;;:R.

ANANX03-SU-XMSPW STARTUP TRANSFORMER II3 (A-I."-NAN-
X03) FAILS

1.7E-006 5.000 24.000 H Mission 4.1E-005
Time

I~

LOOP——-2PW LOSS OF OFFSITE POWER TO 525 KV
PVNGS SWITCHYARD(AFTER PLANT
TRIP)

~ - ~ '\

10.000 2.7E-004 D Calculated 2.7E404

LOOP-RECOVR1-2PW OFFSITE POWER (VIASWITCHYARD)
NON-RECOVERY WITHIN 1 HOUR

3.000, 2.5E-001 D Calculated 2.5E-OOI

LOOP-RECOVR3-2PiU

J'0 /
SPUR-RAS-DCR-3EE

SYFAULTSXM2-2PW

NON-RECOVERY QF QFFSITEPOWER (VIA
@/ITCHYARD)WITHIN3 HOURS OF SBO

SPURIOUS RAS ACT. (BOTH TRAINS) DUE
TO LOSS OF PNA AND PNC OR PNB AND
PND

525 KVPVNGS SWITCHYARDFAILS TO
PROVIDE POWER TO S.U. TRANSFORMER

0.000

1.000 D Hag Event 1.000

I=
~

4.4E-005 D Calculated 4.4E4)05

6.2E-002 D Calculated 6.2E-002

SYFAULTSXM3-2PW 525 KVPVNGS SWITCHYARDFAILS TO
PROVIDE POWER TO S.U. TRANSFORMER
N3

0.000 4.4E-005, D Calculated 4.4E405

Rev. 0 - 4/782 6.2,Component Failure Data ~ ~ R
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