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Focus For 1997

&&RRSESEIIll

~ Improve Industrial Safety

~ Eliminate Backlogs

~ Improve Outage Performance

Improve Regulatory Performance

~ Improve Budgetary Performance



Operating Report

HRE SERSEIIll

Accomplishments

~ Conduct ofOperations Strengthened

~ Equipment Reliabilityhas Improved

~ Plant Material Condition has been Upgraded

~ Implemented a Plan ofThe Day and Rolling Work

Schedule

~ Standardized Several Key Processes with Turkey Point



Operating Report

W&R HRSEEIIll

Challenges

~ Maintenance ofDesign Basis (FSAR) through
Procedures

~ Procedure Quality and Upgrade Progress

~ Increasing the Number ofLicensed Operators
Available on Shift

~ Vnit2 Refueling and Unit 1 Steam Generator
Replacement Outages

e Improving Communications withEmployees

~ Strengthening Budget Controls



Operating Report
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Operating Report
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RADIATIONEXPOSURE

459.9

412.8

~ 350
Isl

2 300

1995



Operating Report

%% R RSREiIIHII

PERSONNEL CONTAMINATIONS
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Operating Report

RHERSEEEIBlll
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Operating Report

&%R RSREiISll
COM3iNEDUNITAMRPCE

EQUiVPLENTAVAiLA3tUlY
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Operating Report
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UNIT 1 EQUIVALENTAVAILABILITY
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Operating Report

HREEEREiI Ijll

UNIT2 EQUIVALENTAVAILABILITY
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Operations

LL5EEiS) Imll

Accomplishments

~ No Automatic Trips

~ Control ofMaintenance Activities

~ Reliable Equipment Performance

~ Operators Attentive to InstnIInentation

~ Armunciators kept as "Blackboard"

~ Operator WorkArounds Resolved

~ 3 Way ConUnunications

0 Improved Conduct ofOperations Procedure

~ Monthly Shift Supervisors Meetings

~ Weekly Senior Management Requal Meetings

~ Shift Turnovers Improved



Operations

mmaaaraaII<
Challenges

~ Ensuring Adequate Depth in Staff

~ Operation Consistent withUSFAR

~ Work Control Processes

~ Clearance Procedure

~ Equipment Status Tracking

Post Maintenance Test



Operations

aa a aaaaaIIjs

0 Commence AI&OClass January 6

~ Commence three instant SRO's in January to be

licensed in October 1997

~ Upgrade Qve NPO's Rom ANPO to NPO prior to
outage

~ Use license class (Group thirteen) personnel during
outage

~ Begin license class of6fteen in June, which will
license in October 1998

~ Group thirteen licensed in October to support Unit
1 outage

~ Start SRO upgrade class after Unit 1 outage



Operations

HRS>IISll

Tra1I11ng

~ SOER 96-1 Operations Management Training on

. Control Room Supervision, Operational Decision
Making, and Team work

~ BOS Training

~ Supervisory Assessment ofCrew Performance
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Operator Work Arounds

120

100

60

60

O

~ OPEN

TARGEt'0

20

8,

'5

Aug-95 Oct-95 Dec-95 Feb-96 Apr-96 Jun-96 Aug-96 Oct-96 Dec-96

Tim e (Month)

18



Operations

WWR RRSENIOII
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Operations

%% 0 REEEII 5ll

Radioactive Waste Reduction Project
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Maintenance

QS S EREESI8I0

Accomplishments

~ Reduction in Backlogs

~ Improved Equipment Performance

~ Resolution ofLong Standing Equipment Issues

Challenges

~Maintaining Equipment Performance

~ Successful Refueling Outages

~Procedures and Processes

~Workforce Issues

~Labor Relations

~Employee Training

Conduct ofMaintenance

~Personnel Safety



Maintenance

&%R RSSSIISll .

POWER BLOCKTROUBLE 8 BREAKDOWNBACKLOG
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Non-Outage PWOs
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Maintenance

KEE SERiSIRII

Control Room instruments Out of Service
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Maintenance

%% 0%$ 5>RI Sll

QF Nornal Annurciators
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Maintenance

%% E$$5iSI5ll

Personnel Safety PWOs
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Maintenance
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PWO Aging Curve D~AclUSI
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Maintenance
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Work ItNow Team
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Maintenance

L85$5111$ III
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Maintenance

W&HHERSI ~ Ill

Coatings Status
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Maintenance

HR0 EESEEIIII

Weekly Scaffolding Progress Report

Week of 12/03/96
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Engineering

WHHHRRIIIII!
Final Safety Analysis Report Procedure Consistency Review

~ Background

~ Unit I Boron DilutionEvent - I/22/96

~ Connnitment to NRC Violation Corrective Action

~ Review PSAR and Procedures for Consistency

e Program

~ FSAR Project Team Formed - August 1996

~ 11 Senior Level Members

~ Established Pre-Screening Process

~ Condition Report (CR) for operability/reportability

concerns

~ Plant Manager Action Item (PlVLK)for

inconsistencies which are not operability issue

~ PSAR Change Package (FCP) for editorial changes

~ Procedure Change Request (P CR) for procedure

FSAR ties



~ Conclusion (Unit 1 Review Only)

~ 798 Findings Identi6ed

~ No Significant Safety Issues Identified

~ No Plant Modi6cation Required.

e MajorityofFindings are Editorial in Nature
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Engineering

SE5EESEESSO

ST. LUCIEUl%T I FSAR REVIEWFINDINGS BY
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Engineering

RHR ESESi15lll

Maintenance Rule

~ Systems/Structure/Components inA(1)

~ Ul PORVs

~ Ul 8c U2 RCP Seals

~ Ul 'C'FW Train for Reliability

~ Ul and U2 4.16 KvAC Switchgear

~ Ul KU2 Emergency Diesel Generators

~ Ul B Emergency Diesel Generator
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Unit 1 and 2 EDG Governors Were Placed In A(1) Due
To Repetitive Maintenance Preventable Failures

~ Corrective Actions
~ Maintenance procedure forperiodic overhaul

developed
~ Implemented on both units during refueling

outages

(Vendor overhaul ofactuators)

~ Monitoring
~ No failures ofEDG governor actuators due to

aglllg
~ EDG exhibits stable load while operating

~ Results

~ No EDG governor aging failures in 1996 since
overhauls
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W&R RRREESIll
Unit 18 EDG Was PlacedInA(1) Due To Excessive

Unavailability.

~ Corrective Actions

~ PCM replaced voltage regulator compression terminal

blocks ~

~ PCM to replace relay sockets t~ PCM to relocate cooling system reliefvalves

~ PCM to add manual isolation valve to air start system

~ Overhauled governor actuators to improve reliability

~ Replaced radiators to improve thermal performance .

~ Monitoring

~ -Trend the OOS hours for the lB EDG until 12/31/96

~ Results

~ 18 EDG unavailability within limits during 3rd Qtr '9
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Engineering

%% E ERSISIIII
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%% E RSSSIIIll
PSL Generation Enhancements

~ Condenser Tube Cleaning

~ This system maintains condenser tube cleanliness at a.

higher average level and affords increased generation

Average generation improvement: 14.4 M'W/unit

~ Status: Completed

~ Debris Filter System

~ This system prevents seashells and other debris Gom
clogging condenser tube inlets and has eliminated
generation loss due to downpowers for waterbox .

cleaning

Average generation improvement: 9.9 MW/unit

Based on the average generation losses over the
previous two cycles

~ Status: Completed

0
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%% S EAGRE>IEI

P SL Generation Enhancements

~ Leading Edge Plow Meter

~ This system willprevent generation loss due to

reduced reactor power caused by fouling ofcurrent

Qow meters

Expected average generation improvement: 18MWe

(Unit 2)

Status: Expect to achieve following 1997 Unit 2

Refueling Outage



Engineering

&WR HQRSEII80
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25
O

20

15

co 10

«L

15

1995 Ppr-96 Jun-96 Pug-96

Goal=5

42



Engineering

%% 0 $$5i>IIII
Ternoorarv Svsteln Alteration

TSA

1-96-28

ISSUE
DATE
10/29/96

COMPONENT AFFECTED

FIS-13-12B removed for
calibration

er

FINALACI'ION
TO CLOSE TSA
Reinstall instrument

CLOSURE
DATE
12/6/96

OWNER

Newhouse

Mo e

2-96-24 4/15/96 HVS-4A
PCM 12/15/96

PCM 96174 12/29/96 Korte

2-9&41

1-95-58

11/15/96 Revise LIA9006 setpoint
PCM 12/20/96

0

po'1/7/95Fire detector computer Splice cable

12/31/96

3/31/97

Pawley

Anthony

1-96-40

2-96-04

9/6/96 LT-07-12

I/23/96 Gov Vlv3 position indic lights

CLEANPROBE

INSTALLNEW
CABLE

Outage

Outage

Pawley

Pawley

1-96-34 7/31/96 Turbine zero speed proximity
probe

REPLACE SNO Pawley

2-96-38 8/29/96 02 bearing seismic probe REPLACE SNO Pawley
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Services
. Procedure Upgrade

RLS $551$ IIII

Challenges

~ Timely Technical Reviews

~ Managing Backlog - Procedure Maintenance vs.
Procedure Upgrade

Incorporating Technology

Performance Trends

~ Procedures withTemporary Changes

44



Services ~
Procedure Upgrade

&WR HERSIISII

~ Axnunciator Procedures Upgrade Program

— Unit 1 A and B Panels Written
— Unit 2 A and B Panels in Process

~ Evaluating and Benchmarking Upgrade Process in

Industry
— On-line Procedures

— First Time Procedure Use

— Level ofUsage



Services
= Procedure Upgrade

RR S EEEIIIIll
~ Centralized Procedures Development Group (One

Supervisor and Five Operations, Five Maintenance)

Low Number ofProcedures with Temporary

Changes

~ Matching Writer withWorker forDevelopment

Time

~ Upgraded Unit 1 Procedures

— Turbine Start-Up

— Reactor Start-Up

— Turbine-Shut Down

— Reactor Shut Down

— Reactor Coolant System Cooldown

— Reactor Coolant System Heat Up



Services
Procedure Upgrade

RE S ESRIEIHll

PROCEDURES WITH TEMPORARY CHANGES
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Services
Training Department

WHE RSQSEIIII

Strengths

~ Implemented Real Time Training Coaches

~ Conducted Basics ofSupervision (BOS) Class for Plant

Supervisors

~ Developing a Method to Determine/Display Training
Effectiveness

~ Enhanced Management Observations ofTraining Classes

~ Developed a Group to Review Changes and Perform
Internal Audits

~ Departmental Training Plans

~ Dynamic Learning Activi LA Hands-on Training

48



Services
Training Department

WHQ QERSNIlfl!

MANAGEMENTOBSERVATIONS (NP-914)
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Services
Corrective Action Group

WHRRSREEIII
Challenges

~ Establish Increasing Standards for Corrective Actions as

the Organization Matures

4 Identify Training Needs

~ Improve Root Cause Capabilities On-Site

~ Establish a Hierarchy to Effectively Manage Backlog

~ Reduce Uxnecessary Burden to Engineering on Short

Term Operability Review



Services
Corrective Action Group

%% 8 ESEESI III

Eauioment Events

~ Repeat Event Equipment Component Categories for the
Last Two Quarters Have Been:

~ Charging Pumps

~ CEA Controls

~ AuxiliaryFeedwater MOV

~ Radiation Monitoring

~ RCP Seals



Services
Corrective Action Group

ERSSEiESIIll

Performance Trends

~ Self-Identified Condition Reports - Improved

~ Condition Reports Initiated By Department - Improved

~ Condition Reports Initiated By Quarter - Improved
J
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Services
Corrective Action Group

WHHQEkESIHII

Self IdentiTied Condition Reports
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Services
Corrective Action Group

WKR ESEEEI8II

1996 YTD CONDlTlON REPORTS GENERATED BY QUARTER
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Services
Corrective Action Group

%% Q RERERIRIII

1996 YTD CONDITION REPORTS BY INITIATINGDEPARTMENT

SERV
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Services
=Securi Department

WHRRSSEIEEII
Tamverine Event Actions

Standdown Meetings Held with Plant Person.el Informing
Them ofthe Tampering Event

Random Security Patrol Frequency Increased in VitalAreas
ofthe Plant

Historical Review Performed to IdentifyAny Potential
Additional Instances ofTampering

VitalArea Access/Reduced the Number ofPersonnel with
Access

~ Inspections for Tampering Have Been Incorporated into
Plant Material Inspection Activities

System Engineering %alkdowns Include Inspections for
Tampering

e

Remote Shutdown Rooms Have Been Locked with "Break
Away" Locks

Security Surveillance Equipment Installed Throughout the
Plant



Services
--Securi Department

QLSERSESIIII

Strong Overational Assessxnent

~ Valve Line-Up VeriQcation

'I

~ Surveillance ofStand-By Equipment

~ Site-Wide Inspections

~ Standardized Response by Procedure
Development
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Licensing

W%%RSSERI5ll
1996 NRC Inspection Status

Over 8000 NRC Inspection Hours, as ofNovember 30,
1996

Violation Status

~ 25 Cited Violations, 14 Pending and Apparent
Violations

~ 22 Non-Cited Violations, 2 Pending proposed Non-
Cited Violations

National Violation Trend shows an increasing number of
violations cited when compared to 1995

Systeinatic Assessment ofLicensee Performance (SALP)

Current 14-month interval ends March, 1997

— Previous SALP covered 24-month interval (l/94 - l/96)

Operations - 2; Maintenance -2; Engineering - 1; Plant

Support - 1
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Licensing

%% R ESRRIEIHII

Current and Upcoming Inspection through March 1997

— Architect - Engineer Safety System Functional
Inspection (ongoing)

— Radioactive Material Transportation

Occupational Radiation Exposure

— Physical Security Program

— Maintenance Rule Team Inspection Follow-up

Steam Generator Integrated. Inspection

— Engineering (Title 10 CFR 50.59)
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&%R HEERSIIll

NRC Inspections
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Licensing

RHS EERI(Illl
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Business Systems

aR ESSEEEIBIII

1996 Proi ected Year End O&MVariance $ 18.200.000.

~ What went wrong?

Cash flow loaded too early in the year.

> Masked spending problem

— Lack ofcontractor controls

> UrjLIm.owinglyover spent contracted
services budget

— Outage extensions

> PSL 2 outage extended into 1996

> PSL 1 outage scope too large for budget



Business Systems
C

RLEEEQESEIHII

Strong expenditure controls established

— Approvals and. accountability raised to the
appropriate level

— Performance against current year end forecast
strictly monitored and controlled

— Aggressive inventory reduction begun

> 1996 Year end inventory value $ 3 8M

> 1997 Year end inventory value $34M
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Business Systems

%% S SRE>>I5I!

'97 POCUS

Preoarine for 1 cent/Kwh in 1998

0 Cost Controls

~ Improved system to be in place in January

o Closely control outage costs

~ Reduce outage durations

o Unit2 - 42Days

~ Unit1 - 70Days

64



Business Systems

QLRERESEIIII

~ "ONE CENT in '98" campaign

~ Employee awareness

~ Informal "Socials"

~ Awards for cost improvement ideas

~ Awareness items

~ "1 cent" Shirt

~ Hard hat stickers

~ Distribute Industry and PPL Corgorate

Information

~ Monthlymanagement brieQngs

~ 'On the Line'rticles

~ Site Television articles
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Outage Management

ES 5SiEi)Elll

1997 Outages

April-Unit2

~ Scheduled Duration - 42 Days

~ October' Unit 1

~ Scheduled Duration - 70 Days
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Outage Management

LRS ERIESIIll
Unit 2 Outage Scooe

~ 16 major Modifications

~ GL-95-07 Pressure Locking

~ Pressurizer Code Safety

~ Incore Quick Lock 0
~ 28 MinorModifications

~ 1030 Corrective Work Orders

~ 623 Preventative Work Orders

~ Main Generator Rotor Out Inspection

~ MSIVOverhaul

~ SG 100~/o ECT

0
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Outage Management

&%%QSSESIHO

Unit 1 Outage Scooe

~ 18 Major Modifications

~ Steam Generator Replacement

~ Pressurizer Heater Sleeve

~ RWT Bottom Repair

~ Incorc Quick Lock

~ RCP N-9000 Seal

~ Control Rod Drive Upgrade

~ 14 MinorModiQcations

~ 437 Corrective Work Orders

~ 33 Preventative Work Orders
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Outage Management ~
%% E RSSIEIIll

Challenges

Outage Planxm.g Horizon

~ Outage Budget Controls

~ Outage Scope Control

~ Process to Ensure Parts and Materials Inventories

Meet Schedule Requirements

Standardization ofWork Processes

0
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STEAM GENERATOR
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Steam Generator
Replacement Project

WHHHEEEEISII

Millions
ofDollars

~ Steam Generator Fabrication
I

~ Engineering and Implementation

$ 49

$ 75

~ Old Steam Generator Disposal $ 12

. Project Management

Total Budget $ 182
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Steam Generator t
-Replacement Project

HRS EEESIIIll
Cash Plow
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Steam Generator
Replacement Project

HR0 ESS>iIIll
Proiect Milestones

~ SGT Onsite January 2, 1997

~ RSG Delivery May 10, 1997

0 Project Readiness complete August 20, 1997

~ September 1 to October 20, 1997 Ready to Go Window

~ Outage Start October 20, 1997

~ 70 Day Outage w/36 Day SGR Critical P pth

~ Unit online December 29, 1997

~ Last Old Steam Generator Offsite January 28, 1998



Steam Generator
Replacement Project

HRSSEESEII0
Outage Milestones

~ SOT Critical Path begins. Final Cutfkemove Construction
Hatch. November 4, 1997

~ Temporary LiftingDevice (TLD)Erected in Contaixnnent.
November 14, 1997

~ First Steam Generator (1A) Removed Rom Containment.
November 17, 1997

~ Last Steam Generator (18) Set in Place. November 25, 1997

~ Construction Hatch Reinstalled to Support Loading Fuel.
December 8, 1997

~ SOT Critical Path Ends. RCS Pipe Welded Ec Manways tInstalled. December 10, 1997



Steam Generator
Replacement Project

HRE EESEilBlll
Challenges

e Barbell Burial Cost

~ RCS Pipe Movement

~ Outage Date Shift

~ 50.59 Acceptance

Contingencies

~ Storage Onsite

~ Use restraining or PC/M withNew Elbow

~ Ready to Go Window (September 1 - October 20)

~ Plan Developed



Steam Generator t
-Replacement Project

WWHHRRI>Illl

Surrmxary

~ Dedicated Team

~ Industry Experience

~ Proven Technologies

~ Self Assessment Program
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060 EC96

¹
1

YEAR Description
1980 SURRY 2

U.S. STEAM GENE REPLACEMENT

W 3560

'I

BREAKER-TO-B ER DURATION

Span 19I39I59 79199j124I149 174I199I224I249I274 99I324I349I374VENDOR¹

S/Gj'0

12

13

14

1981 SURRY 1

1982 TURKEYPOINT 3

1983 TURKEYPOINT4

1984 POINT BEACH 1

1984 ROBINSON

1989 DC COOK 2

1989 INDIANPOINT3

1991 PALISADES

1992 MILLSTONE2

1993 NORTH ANNA1

1994 V.C. SUMMER

1995 NORTH ANNA2

1996 CATAWBA

295

291

220

210

349

330

140

180

228

96

97

69

'I 13

W

CE

CE

W

W

W

W

15

16

17

1996

1996

1997

POINT BEACH 2
(in progress)
SALEM
(in progress)

ST. LUCIE 1

82'00

70

W

W

CE



uality Assurance

Overall Assessment

RH0 RSS>SIIll

~ Cautiously optimistic that observed signs ofimprovement
willcontinue

~ Improved consistency in unit operation

~ Major initiative in procedure improvement

~ Improvements noted in Critical Maintenance
Management activities

~ Opporhxnities for improvement

~ Welding program
~ Preventative maintenance program

~ Evaluation ofreportability for plant events

Ouality Assurance Audits
' Welding Program Audit - Pour administrative findings

in Welding Program Administration, Instrument
Calibration, Procurement, Welding Control Measures

~ QA/QC joint audit team
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uali Assurance 0
RE E ERIEIENII

Ouality Report (OR'l Has Been Implemented at P SL

~ Process replicated Gom PTN

~ Improvement in real-time feedback on plant
performance - resulting in prompt corrective actions

~ Excessive fouling of2A CCW Heat Exchanger due

to silt may not be considered in heat exchanger
performance curves

~ Reportability of 1AB DC Bus Breaker Prompted by
QA

~ Identified Problems withVT2 Inspection Process

Facilitated Team Review ofWork Packages for Quality and

Customer Usabilitv

~ 5 Journeymen (Customers), 2 QC Inspectors, 2 Work

Planning Supervisors Rom PTN, 3 Managers

~ Results Were a Better Understanding of
Problems/Solutions for Work Processes Relating to
Efficiency ofMaintenance



uali Assurance

HRR ESRIEIIll

Sigru6cant Contributor to Condition Report Process

~ Quality Department - largest per-capita initiator
ofCRs

~ Meaningful feedback to plant management

~ Repetitive maintenance caused by
incomplete work

~ Problems with items stored in warehouse

TSA process defj.ciencies

~ Valve con6guration control problem
'I
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uali Assurance

W%R QERSIIIII

OA Process Imorovements

~ More timely issuance ofQA Findings

~ New format for quarterly trend report tailored
to end users

~ Standardization ofprocedure review process
with PTN

~ Elimination of8QM

~ Quality Department trending ofCRs
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