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OVERVIEW 

EXECUTIVE SUMMARY OF THE DRESDEN 
INDIVIDUAL PLANT EXAMINATION 

The Dresden Individual Plant Examination (IPE) conducted by Commonwealth Edison and 
the Individual Plant Evaluation Partnership (IPEP) demonstrates that no severe accident 
issue requiring remedial action exists. The IPE results are well within the safety goals 
established by the Nuclear Regulatory Commission (NRC). The IPE concludes that 
Dresden Station functions well within accepted safety limits due to safety margins 
incorporated in the original design and to the effectiveness of the emergency procedures. 

The following paragraphs present more detailed information on the features and results 
of the IPE. 

FEATURES OF THE DRESDEN IPE 

The Dresden IPE is a Probabilistic Risk Assessment (PAA) study which has been 
integrated with an Accident Management Program. During each step of the study, there 
was a systematic search for insights to identify plant characteristics that are good "as-is," 
as well as to identify potential enhancements for improving plant safety relative to severe 
accidents and, in the future, for developing a Severe Accident Management Program. 
The study employed realistic, best-estimate analyses and realistic treatment of operator 
actions. 

The Dresden IPE incorporated a number of significant innovative features such as the 
following: · 

• The development of plant response trees (PRTs). These improvements on traditional 
event trees, which trace a sequence of events and subsequent actions, permitfedan · 
evaluation of the total plant response to a severe accident. Because this 
methodology considers the total plant response, the interface between the core 
damage analysis and the containment analysis is fully integrated. · 

• The full integration of the Dresden Emergency Operating Procedures (DEOPs) and 
the abnormal operating procedures. The accident progression reflected .a realistic 
operator response and its impact on the accident consequences. Alternative recovery 
strategies, already included in the DEOPs, were considered as well as the total 
capabilities of the plant, rather than just the capabilities of the dedicated safety 
systems. 

• The development of realistic success criteria for systems and operators based on 
many transient calculations which utilized the MAAP computer code. These computer 
analyses defined the minimum system functional requirements and the time windows 
for successful operator action . 

-- 726302SU.1 ES/011893 . ES-1 



• • Experiments were conducted using Dresden-specific geometries to investigate lower 
vessel head cooling. 

• The introduction of a Success with Accident Management (SAM) endstate to track 
and collect -sequences that would progress to core damage well after the traditional 
24 hour evaluation time of PAAs. In traditional PAAs, these sequences would be 
grouped with all of the other "success" sequences which are in a safe, stable state 
before 24 hours. However, Commonwealth Edison did not want to lose information 
to be gained from these sequences in regard to the development of an Accident 
Management program. 

The Dresden IPE represents the plant as of the data cut-off date of January 1991. 
Changes in plant design or operation since that time which may affect the risk profile will 
be evaluated as part of the periodic review and update of the Dresden PAA-_ the "living 
PAA" process. 

DRESDEN IPE RESULTS 

Two basic measures of severe accident risks were employed for these studies: 

• The frequency of damage to the reactor core in any given year (or core damage 
frequency, referred to as CDF). CDF is expressed as "chances" of core damage per 
year of reactor operation. 

• The frequency in any given year of releases of radioactive material from the plant 
which could result in health risks to the population surrounding the plant. Although 
such offsite risks are more difficult to express, two measures can be used: 
(1) frequency of controlled, semi-controlled or uncontrolled releases (CAF, SCA.f and 
UAF, respectively) and (2) frequency of each type of release greater than a qertain 
magnitude using 1OCFA100 licensing criteria as a reference point, called the 
frequency of releases exceeding 1OCFA100 (FAE100). -· 

The IPE study produced the following statistics which provide a better appreciation of the 
high level of safety provided by the station design and operating practices: 

• The CDF is 1.85 x 10-5 per year or once in 54,050 years of operation ..... . 

• The CAF is 3.50 x 1 o-a per year or once in 28,000,000 years of operation. 

• The SCAF is 1.56 x 10-5 per year or once in 64, 100 years of operation. 

• The UAF is 8.21 x 10-7 per year or once in 1,218,000 years of operation. 

• The FAE100 is 1.65 x 10-5 per year or once in 60,700 years of operation. 
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The following summarizes important characteristics of the Dresden IPE analysis: 

• Of the total CDF, 95% is due to four initiating events. 
The Loss of DC Power initiator contributes 60%. 
The Single Unit Loss of Offsite Power initiator contributes 20%. 
The Medium Loss of Coolant Accident (LOCA) initiator contributes 8%. 
The Dual Unit Loss of Offsite Power initiator contributes 7%. 

• Thirteen accident sequences have individual contributions to the total CDF 
exceeding 1 %. 

A single sequence initiated by a Loss of DC Power and in which suppression pool 
cooling (SPC) fails to function contributes 44% of the CDF. 
A single sequence initiated by a Loss of DC Power and in which SPC fails due 
to human error contributes 9% of the CDF. 
The contribution of each of the remaining 11 sequences varies between 1 % and 
3% of the total CDF. 

• Failure of the SPC function contributes to over 82% of the CDF. 
SPC failure is dominated by hardware failures during conditions of degraded DC - · 
power. 

• Containment failure is associated with 89% of the total CDF. 
Sequences accounting for 11 % of the CDF result in an intact containment. 
Sequences accounting for 84% of the CDF result in a high temperature structural -
failure subsequent to having vented the containment. 
Sequences accounting for 3% of the CDF result in rapid high pressure structural. 
failure. 
Sequences accounting for 2% of the CDF result in late high temperature/pressure. 
structural failure. 

Plant procedure enhancements were identified and are being implemented which· will 
reduce the contribution to CDF due to SPC failure. These same enhancements will 
reduce the likelihood of containment failure by reducing the CDF. 

NEW EXPERIMENTAL STUDIES 

An experimental study was commissioned as part of the IPE to provide new insights to 
the response of the Dresden reactor and containment under severe accident conditions. 
The experimental program dealt with the potential for external cooling of the reactor 
vessel by water accumulated in containment. During an accident, water injected into the 
Dresden containment, either from the accident condition or from the drywell sprays, could 
eventually accumulate in the containment and fill the reactor pedestal volume directly 
underneath the vessel. If the water can make direct contact with the vessel wall, 
substantial heat removal would result through the vessel, the core would remain in the 
vessel, and the accident progression would be terminated. Two experiments were 
performed: the first considered the Dresden plant geometry, complete with simulated 
lower RPV head and support skirt, and, the second considered the same configuration 
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with vent holes introduced into the support skirt. The first experiment showed that 
accumulation of steam in the skirt inhibited contact between water and·the vessel, leading 
to relatively poor heat transfer. In the second experiment, the introduction of vent holes 
in the skirt allowed for good contact and heat transfer. 

ENHANCEMENTS 

The Commonwealth Edison IPE/AM program has identified over 21 O Dresden-related 
insights. IPE insights deal with plant procedures, hardware, training, information, and 
test/maintenance. Accident management insights address issues involving Accident 
Management strategies, organization, training, computational tools, and information 
systems. Most insights are fairly minor in significance. However, CECo has initiated 
action to implement the recommendations of two of the IPE insights, as discussed below. 

A review of the IPE results against NUMARC Severe Accident Issue Closure Guidelines 
(NUMARC 91-04, January 1992), indicated the need to investigate improvements to 
reduce one class of sequences--sequences involving loss of containment heat removal 
causing a subsequent loss of coolant inventory makeup. These improvements are called 
for on the basis of the fraction of total core damage frequency represented by these 
sequences. It was determined that the greatest improvement in plant risk could be 
realized by implementing IPE insights recommending a procedure enhancement related 
to alignment of low pressure coolant injection (LPCI) or core spray (CS) pump suction to 
the condensate storage tank (CST) when suppression pool cooling cannot be established . 
This enhancement would allow injection to the reactor vessel to be maintained when it 
would otherwise be lost due to insufficient net positive suction head for the low pressure 
emergency core cooling system (ECCS) pumps as the suppression pool water is heated. 
Intermittent operation of LPCI or CS to control level in the reactor pressure vessel based 
upon the volume of water available in the CST would provide core cooling well .IJ~yond 
24 hours. CECo has initiated actions to implement this procedure modification. _T::_h_is will 
bring Dresden into agreement with the NUMARC guidelines addressing the most:·likely 
accident class. 

In accordance with the recommendations provided by the NUMARC Closure Guidelines, 
accident manageme9t guidance will be developed for one other class of sequences: those 
involving a loss of all onsite AC power (station blackout (SBO) sequences). IPE insights 
related to these sequences recommended a procedure change which would maintain the. 
operation of the isolation condenser during extended SBO sequences. The frequency of 
the SBO class of sequences fell just below the cutoff of the Closure Guidelines for 
requiring action. However, since these sequences can potentially lead to significant 
fission product releases, CECo believes it is prudent to implement a procedure change 
which will further reduce the frequency of these sequences and has initiated action to 
implement this procedure change, also. 

CONCLUSIONS 

• The IPE took several major steps toward injecting more realism into the evaluation for 
severe accidents at Dresden Station. These included the following: 
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• Integration of Level 1 and Level 2 analyses using plant response trees 

• Use of best-estimate success criteria 

• Implementation of .the control room operator DEOPs into the accident evaluation 

The realistic modeling employed shows that Dresden Station is a very good plant with 
reliable systems. The DEOPs are effective in responding to severe accidents, and they 
contribute to Dresden Station's low core damage frequency (1.85x10-5 per year). Dresden 
Station was found to have no serious weaknesses or vulnerabilities. 

The NUMARC Closure Guidelines indicated the need to address the class of accident 
sequences in which suppression pool cooling failures ultimately lead to the inability to 
supply coolant to the vessel. A procedure change was identified to enhance the ability 
to maintain the reactor water vessel inventory. With these changes implemented, 
Dresden Station core damage frequency is reduced by 80% to 3.8x10-6 'per year and this 
accident class is brought intb compliance with the NUMARC Guidelines. 

Although not required for compliance with the NUMARC Guidelines, a procedure 
modification was identified to reduce the contribution to CDF by station blackout 
sequences. This procedure change will allow the isolation condenser to continue to 
operate under extended station blackout conditions . 

The Commonwealth Edison engineering staff has been intimately involved in the IPE 
process and has acted as both originator of IPE analyses and reviewer of all IPE 
analyses. As a result of the Integrated IPE/AM Program, the CECo PRA staff has 

. developed a unique understanding of the behavior of the plant under accident conditions 
and of the total plant capabilities to respond to accidents. 

The principal purpose of the Dresden IPE was to develop an understanding of the 
response of the plant to severe accidents. It accomplished this purpose .. A second 
purpose of the Dresden IPE was to serve as the basis for an Accident Management 
program. The insights developed during performance of the Dresden IPE will form the 
basis for future development and implementation of the Dresden Accident Management 
program. The final results of the study support the idea that the best improvement for 
plant safety is a good Accident Management program. 
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1.0 SUMMARY OF THE DRESDEN IPE 

This section provides a summary of the Dresden Individual Plant Examination (IPE); all 
of the information presented in this section can be found in greater detail in subsequent 
sections of this document. 

1.1 Philosophy and Conformance with GL 88-20 

The Dresden IPE has been performed to identify and resolve severe accident issues 
germane to Dresden Station. To assure that this purpose was accomplished, CECo 
performed a full-scope Level II Probabilistic Risk Assessment (PRA), into which Accident 
Management (AM) considerations were fully integrated. · 

Commonwealth Edison Company (CECo) conducted the Dresden Level II PRA to be in 
full compliance with the requirements of NRC Generic Letter 88-20 and its Supplement 1. 
CECo's approach to the IPE has been to perform realistic evaluations of Dresden 
Station's capability with emphasis on the prevention of severe accidents and on the need 
to effectively respond to accident sequence progression in the event of a severe accident. 
CECo's evaluations were carried out in a manner that supported senior management 
decision-making processes, relative to potential enhancement of plant design and/or 
operation, aimed at reduction of risk from seve.re accidents. 

Integrated throughout the IPE was the development of insights and information that either 
suggested plant improvements, or which evolved into the framework of an accident 
management program for Dresden Station. In performing the IPE, standard PRA systems 
analysis practices such as those outlined in the PRA Procedures Guide 
(NUREG/CR-2300) were used. The Dresden IPE employs the large event tree/support 
state method. An innovative approach to integrating the traditional systems analysis and 
containment analysis portions of the PRA was used that involves the development -Of 
combined, fully integrated, event trees referred to as Plant Response Trees (PRTs). The 
methods employed were presented to the NRC during a series of technical exchange 
meetings which took place during 1991. 

The focus of the investigation was on realistic assessment of the plant response to 
potential ·accident sequences, so that insights feeding CECo's accident management 
program represented CECo's best understanding of the plant response. The Dresden IPE 
specifically models the Dresden Emergency Operating Procedures (EOPs), which are 
based on the generic Boiling Water Reactor Owners Group (BWROG) symptom-based 
guidance. The success criteria used to determine whether or not plant systems achieve -
their intended safety function was realistically determined for each important type of 
accident sequence rather than relying on the Dresden FSAR (Final Safety Analysis 
Report) success criteria. 

These success criteria considered both equipment capability and timing of the accident 
progression. Well-known, detailed approaches for common cause failure and human 
error that supported the conduct of realistic studies were adopted for the Dresden IPE. 
Special attention was also given to the treatment of dual-unit site issues. 
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1.2 Project Organization 

Commonwealth Edison Company engaged the Individual Plant Evaluation Partnership 
(IPEP) to support the analysis efforts on the Dresden IPE and the IPE's for CECo's other 
nuclear generating stations. The IPEP companies are Westinghouse, Fauske and 
Associates, Inc. and TENERA. CECo created an organization. for the performance of 
these projects which effectively utilizes its personnel resources and provides CECo with 
complete control and involvement in the analysis of each plant,· The CECo personnel 
assigned to conduct the IPE program collectively have extensive experience in plant 
operations and systems engineering, as well as PRA experience. Many of the methods 
used in the Dresden IPE were originated by CECo. IPEP personnel performed the basic 
modeling and analysis, while CECo personnel performed success criteria analysis using 
MAAP and conducted detailed reviews of the models, assumptions, and results. · 

Interactions between CECo personnel and the IPEP analysts were conducted on a 
continual basis and intensively at each intermediate step to resolve CECo comments and 
incorporate plant-specific knowledge. Figure 1.2-1 shows the overall organizational 
structure for the CECo IPE program. Insights developed during the performance of the 
PRA were evaluated by a "Tiger Team" of experienced IPEP and CECo personnel. Key 
insights and key results from each stage of the study were also reviewed by an IPEP 
Senior Management Support Team (SMST). The SMST consisted of a senior manager 
from each IPEP company who was not involved in the day-to-day conduct of the IPE. 
In addition, CECo senior management actively reviewed all results and insights as well 
as the I PE program team's recommendation to decide which of the insights and/or 
recommendations to pursue. As noted in the initial CECo response to the Nuclear 
Regulatory Commission (NRC) on Generic Letter 88-20, no separate "independent 
review" of the Dresden IPE was performed. It is CE Co's view that the quality of the study 
is assured by the employment of knowledgeable, experienced analysts both at IPEP and 
at CECo, as well as the many levels of review within the CECo program. 

1.3 Methodology 

This section summarizes the overall PRA methodology used for the Dresden IPE/AM 
Program. 

1.3.1 Overall Model 

The IPE was conducted using standard analysis practices, such as those outlined in 
NUREG/CR-2300, "PRA Procedures Guide - A Guide to the Performance of Probabilistic 
Risk Assessments for Nuclear Power Plants" and NUREG/CR-2815, "Probabilistic Safety 
Analysis Procedures Guide." However, innovative techniques were developed for several 
areas of the analysis. The traditional systems analysis and containment analysis portions 
of the PRA were fully integrated by plant response trees that depict the combinations of 
interactions that can impact the plant behavior from the initiating event to an end state 
characterized by retention of fission products within the containment boundary or release 
to the environment. The MAAP computer code was utilized to characterize success 
criteria, timing and containment response. 
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The models developed in the IPE represent with minor exception the as-built, as-operated 
Dresden Station, as of a data cut-off date in January 1991. Extreme care has been taken 
to ensure that only formal procedures, which the operators are trained to use, have been 
credited. 

The key tasks in the overall IPE model are described below: 

• Plant familiarization was accomplished by-the analysts"through· .. a review of the 
Dresden Updated Final Safety Analysis Report (UFSAR), design drawings, design 
descriptions, training materials, normal and emergency procedures, technical 
specifications, test procedures, location and layout drawings, and plant walkdowns. 

• Plant specific information was collected from a variety of logs, reports, and 
operator interviews for the period from January 1, 1984 to December 31, 1990 to 
examine plant specific component failure, testing and maintenance data, as well 
as initiating events which have led to reactor trips. Generic data from IEEE-500, 
NUREG-2815, Revision 1, and other sources were used to supplement the plant 
specific information. For common cause failure, the Multiple Greek Letter (MGL) 
method was used to generate failure probabilities. 

• The accident initiators were identified from the collection and analysis of plant trip· 
data. This was supplemented by the use of other industry sources, such as 
NUREG/CR-3862, where Dresden plant specific data was insufficient due to low 
or non-existent frequency of occurrences. Some of the loss of coolant accident 
initiating event information was derived from WASH-1400. Special initiators for 
Dresden Station were identified through analyses of selected systems, such as DC 
power. Loss of offsite power and plant centered losses were derived from generic 
data in NUREG-1032, NSAC-147 and NSAC-166 which are applicable to the dual 
unit Dresden Station. 

• Internal flooding was treated as a special initiator. Separate analyses were 
performed to determine whether there are areas in Dresden Station that are 
susceptible to flooding or spray from pipe breaks and whether there is sensitive 
equipment in those areas that could cause plant shutdown or result in a failed 
safety system. 

• A detailed analysis of the various front-line safety systems and supporting systems 
was conducted for each of the identified initiators and for the interactions between 
the two Dresden units. 

• Plant Response Trees (PRTs) and support system event trees were used to 
develop the Dresden accident sequence model. A plant response tree was 
developed for each initiator; a support system event tree model was developed for 
each major class of initiating events. The support system event tree model was 
developed as a dual unit model, where appropriate, because the two Dresden units 
share important support systems. The MAAP computer code was used to develop 
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realistic accident sequence models, including success criteria and operator actions, 
so that the accident sequences represent the best estimate plant response. 

The Dresden systems represented in the PRTs were modeled with fault trees. The 
development of the fault trees was done starting from the success criteria for the 
system specified in the PRTs. The relationship between the two units was 
carefully examined and, where appropriate, modeled. The systems modeled 
include safety systems, support systems, containment systems and miscellaneous 
systems, as dictated by the PRTs. 

Extensive phenomenological evaluations were made to study accident progression 
and the possible containment failure mechanisms. These evaluations serve as the 
primary means by which phenomenological issues were addressed. A combination 
of these evaluations and MAAP analyses were used to assess the importance of 
the phenomenological issues and the significance of uncertainty. For some issues, 
Dresden specific experiments were developed and performed to support the 
phenomenological evaluations. 

Source terms were developed by analyzing the dominant accident sequences that 
led to containment failure, using the MAAP code. Source terms were binned into 
release categories based on type, timing, and magnitude of release .. 

1.3.2 Initiating Events 

The Dresden-specific initiating events considered in the IPE are as follows: 

• Large Loss of Coolant Accident (LOCA) 
• Medium Loss of Coolant Accident (LOCA) 
• Small Loss of Coolant Accident (LOCA) 
• Interfacing Systems LOCA (ISLOCA) 
• Inadvertent Opening of a (Main Steam), Relief Valve (IORV) , · · 
• Anticipated Transients 
• Single Unit Loss of Offsite Power (LOSP) 
• Dual Unit LOSP (DLOSP) 
• Loss of the 125VDC from one Unit (LODC) 

In addition, two events were treated as consequential failures in the accident sequence~ 
analysis and thus, no frequencies were calculated: 

• Loss of all AC Power (Station Blackout (SBO)) 
• Anticipated Transient Without Scram (ATWS) 

The LOCA frequencies were taken from WASH-1400 for this analysis. The interfacing 
system LOCA frequency was determined by a Dresden specific calculation considering 
all likely flow paths. The frequency of an inadvertent opening of a relief valve was 
determined from plant-specific and industry data on such events. 
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Transient events were identified through BWR operating experience. The steps taken to 
create a database of transient initiating events and make them specifically applicable to 
Dresden Station include the following: 

• The trip history was reviewed to identify events that have occurred at Dresden 
Station. · 

. 
• Data from NUREG/CR-3862 was used to supplement· historical Dresden 

anticipated transient data. 

• The results of plant systems analyses were utilized to identify potential initiating 
events. 

The general transient frequency is the sum of anticipated transient frequencies for 
Dresden Station. The NUREG/CR-3862 anticipated transient categories relevant to 
Dresden Station are grouped as one initiating event, with the exception of LOSP, and loss 
of 125VDC power in one unit which were considered as special initiators. · 

The frequency for loss of 125VDC power in one unit was determined by fault tree analysis 
techniques. Loss of 125VDC in one unit affects both units due to the cross-connected 
design. Loss of the unit's own 125VDC bus was selected as the bus lost since this bus 
would provide the worst plant response . 

The loss of heating, ventilation, and air conditioning (HVAC} systems and the loss of 
instrument air were not included as initiating events, based upon Dresden Station specific 
analyses. 

The frequencies for single unit LOSP and dual unit LOSP were calculated separately. 
The methodology and site specific values developed in NUREG-1032 for grid related 
losses, weather related losses, and extreme weather related losses were used to 
calculate the LOSP frequencies. . The values for Plant Centered Loss (PCL) were 
calculated from generic data presented in NSAC-147 and NSAC-166 for LOSP at dual 
unit sites. The generic PCL frequencies for dual unit and single unit at a dual unit site 
were used in the Dresden specific analysis. 

1.3.3 Systems· Analysis 

To develop an understanding of the contribution of system performance to accident 
sequences and to quantify the Plant Response Trees, a comprehensive analysis of all key 
plant systems (from a risk perspective) was performed. This included a plant 
familiarization activity, a search for dependencies between plant systems, and detailed 
fault tree analysis for each key system. 

To ensure the IPE accurately represents how the plant's systems contribute to the overall 
risk profile, a thorough understanding of key frontline and support systems is essential. 
Prior to the development of the fault trees, a comprehensive evaluation was performed 
for each system, which included collection, evaluation, and documentation of information. 
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Included in this documentation are the important dependencies, instrumentation and 
control requirements, and the results of a review of equipment maintenance and 
surveillance practices. A plant walkdown was used to verify that the plant configuration 
modeled in the IPE is consistent with the manner in which the individual systems are 
installed and operated. The results of an operating experience review are also 
documented, to be sure that plant specific operating experience is reflected. in the model 
development and in the quantification of system and component performance parameters. 

Because Dresden Station is a dual unit site, a careful examination of the documentation 
for both unit's systems was performed. Any key differences were identified and 
documented. Shared systems or shared components were identified, including the type 
of sharing (total or partial) and any preferential alignments. Any unit-to-unit cross-ties, 
along with the normal alignment and emergency alignment capabilities, were identified. 
Plant procedures, operator training manuals, and plant administrative policies were 
reviewed concerning such shared and cross-tied systems to be sure accurate modeling 
was performed in the IPE and that the full plant capabilities were understood from an 
accident management perspective. 

Any configuration or uses of a system which could be important in accident management 
were identified and documented. Examples of this type of information include the 
identification of other systems that could fulfill the same function, instrumentation that 
might be beneficial in restoring certain systems, equipment access pathways and location, 
etc . 

The systems modeled in the Dresden IPE are: 

• Isolation Condenser System 
• Feedwater and Condensate System 
• High Pressure Coolant Injection System 
• Automatic Depressurization System 
• Low Pressure Coolant Injection System including containment cooling service 

water, suppression pool cooling and containment sprays 
• Core Spray System 
• Turbine Building Closed Cooling Water System 
• Common Actuation including components actuating HPCI, LPCI and CS 
• Containment Vents including two Torus and two Drywall vent.paths 
• Service Water System 
• Electric Power System including AC, DC and diesel generators 

Fault trees were used to model the performance of plant systems in the Dresden IPE. 
These fault tree models depict the various combinations of hardware faults, human errors, 
test and maintenance unavailabilities, and other events that can lead to a failure to 
perform a given safety function. The definition of success for each fault tree is 
determined by the success criteria established for each PRT heading involving system 
performance . 

--726302SU .11 /011893 1-7 



• 

.-__ • 

Fault trees were developed for both frontline, containment, miscellaneous and support 
systems. Their analysis is conditional on both the initiating event (and its effects), and 
the availability of support systems that impact system operation. 

1.3.4 Support System Modeling 

The "support state methodology" was used to model the key support systems and their 
impact on the safety systems that are· required to respond to the modeled initiating 
events. The concept of a support state model allowed the major support systems to be 
modeled outside of the accident sequence plant response trees. Dresden Station 
contains two units which share major support systems. Shared systems were modeled 
to ensure that the influence on both units is captured. 

A support system is defined as a system that is depended upon for the successful 
operation of frontline systems, safety systems, miscellaneous systems or other support 
systems. The support systems were identified by reviewing the Dresden Station Updated 
Final Safety Analysis Report (UFSAR), system descriptions, and piping and 
instrumentation diagrams. 

The second step in the development of the support state model was a review of the 
system dependency matrices. The dependency matrices were developed to identify the 
interrelationships among the various systems modeled in the IPE and focus the 
investigation on key dependencies between initiating events, support systems, and 
frontline systems for major system components. The dependencies considered in the 
development of these matrices considered partial dependence as well as complete 
dependence. 

The third step in developing the support state model was to identify the key support 
systems. The key support systems are those systems which interact with the other 
frontline and support systems. The criteria for identifying key support systems include 
whether the system supports multiple frontline systems and whether the frontline systems 
would not function without the support system (further discussion of the selection of key 
support systems is provided in Section 4). Based on the review of system descriptions 
and the system dependency matrices, the following key support systems were selected 
for modeling in the support system event trees: 

• Electrical Power - DC 
• Electrical Power - AC 
• Common Actuation System - CAS 
• Service Water - SW 
• Turbine Building Closed Cooling Water - TBCCW 

, 

The AC and DC electric power systems provide the motive or control power for a majority 
of the safety-related pumps and valves. The CAS provides the actuation signals for the 
safety systems on an ECCS signal. The SW system provides the ultimate heat sink for 
the cooling of major heat loads and the TBCCW system provides the cooling for the feed 
and condensate system pumps and other turbine building auxiliaries. 
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. Following the identification of the key support systems, the fourth step in the support state 
modeling process was to identify the possible operating states for each key support 
system, and from these develop the support system event trees. This step was 
completed by identifying the possible operational states for each key support system 
individually. Having identified the various operational states associated with each support 
system, the states were combined to form a support system event tree (SSET) model. 
Several support system event trees were developed based on the differing impact of the 
initiator on the response of the plant. 

Vector impact analysis to reduce the number of support states that had to be evaluated 
was not performed for Dresden because the computer code that was used for event tree 
quantification is capable of quantifying all support model and plant response tree 
sequences. Each plant response tree was then quantified for each support model 
sequence. 

1.3.5 Plant Response Trees 

Plant Response Trees (PRTs) are used to logically model the accident progression of 
each initiating event through successful mitigation or core damage and containment 
disposition. The plant response trees were used to define the possible outcomes of each 
initiating event as determined by the availability of plant systems and the success of 
essential operator actions. These outcomes, or 'end states', were then used as part of 
the IPE process to assess the design and operation of Dresden Station . 

The plant response tree approach developed for the Dresden IPE differs somewhat from 
the traditional PRA event tree approach (NUREG/CR-2300). The traditional approach 
consists of two nearly independent analyses, the Level 1 or "front end" analysis and the 
Level 2 or "back end" analysis. The Level 1 analysis considers the plant systems and 
models the event progression from initiating event through core damage, while the 
Level 2 analysis considers the containment safety systems and models the event 
progression from core damage states through final containment disposition. As a result, 
separate event trees were developed for each of these analyses. For the Dresden IPE, 
the PRT concept was developed to model the plant response from initiating event through 
the entire accident progression including the containment response. This logic involves 
a complete integration of the traditional Level 1 and Level 2 PRA analyses thereby 
permitting synergistic modeling of the plant. 

Additionally, the traditional PAA approach considers only high level operator actions (e.g., 
initiation of suppression pool cooling) while the PRTs incorporate a direct causal 
relationship between accident progression and symptom-based operator actions from the 
Dresden Emergency Operating Procedures. Also, traditional PRA methods incorporate 
very conservative definitions of system success which results in a higher likelihood of 
system failure and, ultimately, in unnecessarily pessimistic overall results. The PRTs 
incorporate realistic analyses to define success of a system or operator action; thus 
resulting in a true "best estimate" understanding of risk. In this respect, potential 
weaknesses are not masked by conservatisms in the analysis. 
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• A final important facet of this integrated PAT approach is the ability to excerpt meaningful 
accident management insights from an evaluation of the various PAT accident 
sequences. The coupling of the plant systems, operator actions and containment 
systems allows a more direct examination of the factors which influence risk. As a result, 
insights regarding these 'risks' can be developed which aid in the management of a 
severe accident, in the unlikely event that one occurs. 

The plant response tree consists of an initiating event, nodes, accident sequence paths 
and an end state for each path. An initiating event was defined as an event which 
causes plant trip and places some demand on plant safety systems. The nodes are the 
decision points on the tree and are shown across the top of the tree. These nodes 
represent success or failure of a plant system or operator action and are ordered to 
consider the time phasing and hierarchy of cause and effect. The paths, or sequences, 
are simply the representations of credible combinations of successes and failures of the 
plant systems and/or operator actions. Ultimately, the product of the PAT is the 
frequency of these paths. The end states define the unique set of plant system 
conditions following the initiating event. 

The development of a PAT consists of a number of major, distinct steps. These steps 
are discussed below: 

STEP 1 

• Define Critical Safety Functions 

•• 

Preventive actions are required to maintain the plant in a safe, stable condition following 
an initiating event. These actions can be defined in terms of critical safety functions. 
Critical safety functions which prevent core damage are defined first; additional safety 
functions are defined as needed (i.e., post-core damage) to prevent containment failure 
and minimize fission product releases. 

The critical safety functions required to prevent core damage are as follows: 

• Reactivity Control 
• Reactor Coolant System Inventory Control 
• Decay Heat Removal, which consists of: 

Coolant Inventory Makeup, and 
Coolant Heat Removal 

The critical safety function to prevent containment failure and to minimize fission product 
releases, if .core damage results, is: 

• Containment Integrity, which consists of: 
Contaipment Heat Removal functions 
Containment Isolation 
Radioactivity Scrubbing 
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STEP 2 

Develop Core Damage Prevention Models 

These models identify the requisite com bi nations of systems and operator actions 
required to bring the plant to a safe, stable condition and prevent core damage. The 
resulting accident sequences accurately represent the combination of plant systems and 
operator actions needed to prevent core damag!3. Only operator actions defined in the 
Dresden EOPs are modeled. 

STEP 3 

Integrate Containment Systems 

Containment systems which satisfy the containment critical safety function are included 
in the PRT in order to determine the containment disposition as well as to consider 
possible dependencies with other 'front end' systems. The integration of the plant 
systems, operator actions AND containment systems allows treatment of the plant 
synergistically, as a complete "system". 

STEP 4 

Endstate Definition 

Each initiating event is tracked through its own PRT, evaluating the success or failure of 
each plant system, operator action and containment system. Each accident path, or 
sequence, eventually results in a unique 'end state' depending upon the initiating event 
and the combinations of success/failure of the nodes addressed. These PRT outcomes, 
or 'end states', are then categorized by assigning an identifier. For those paths which· 
end in a long-term safe stable state, the end state is designated SCS, meaning success. 
Those paths which end in a safe, stable state for 24 hours; but in which additional actions 
or functions are necessary to maintain this state in the long term are designated SAM, 
(Success with Accident Management). Finally, those sequences ending in core damage 
are designated by 5-character identifiers to characterize fission product releases. 

STEP 5 

Definition of Accident Sequence and Success Criteria 

Determining the sequence success states is one of the most important tasks in 
developing the PRT structure. The objective is to determine the combinations of plant 
systems, operator actions and containment systems that are realistically expected to 
activate chronologically to prevent core damage and/or maintain containment integrity. 

To determine PRT nodal success criteria, detailed information regarding plant functions, 
plant systems, plant operation, emergency operating procedures, abnormal operating 
procedures, engineered safeguards features, technical specification, etc. is necessary. 
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Best estimate thermal hydraulic analyses, using the MAAP computer code, were used to 
determine success criteria for the aforementioned critical safety functions. These 
analyses also establish the time available to accomplish the operator actions to prevent 
core damage and/or containment failure. 

STEP 6 

Accident Management 

The final step in the development of a PAT is the definition of potential accident 
management enhancements which could mitigate the accident. 

As part of the Dresden IPE Program, an additional PAT endstate designation (SAM, for 
Success with Accident Management) was defined in order to highlight those accident 
sequences which require accident management activities to achieve an ultimate safe, 
stable state in the period after the initial 24 hours. Traditionally, in PRAs, if core damage 
had not occurred during the first 24 hours, the endstate was considered a success. In 
the Dresden IPE, end states in which core damage could occur after 24 hours unless 
something is done, are categorized separately and assigned the designator "SAM." 
Consistent with traditional PAA philosophy, the PAT accident sequences designated as 
SAM are not core damage sequences. However, accident management activities are. 
required to ensure that the plant attains a long term safe, stable state . 

1.3.6 Containment Analysis 

Dresden employs a BWR-3 Mark I containment design. The primary containment 
consists of a drywell, a pressure suppression pool chamber (torus), and interconnecting 
vent pipes (downcomer pipes). The primary containment surrounds the reactor pressure 
vessel (RPV) and the recirculation cooling system and provides the first barrier to offsite 
radioactivity releases. Any leakage from the primary containment system will go directly 
to the secondary containment system (Reactor Building). The wetwell or drywell may be 
vented through either the Standby Gas Treatment (SBGT) system or directly to the 31 o 
foot chimney through the 10-inch "hardened" vent. 

The drywell design free volume is 158,236 ft3 with a gas space height of 102 feet. The 
_drywell is a steel pressure vessel with a 66' diameter spherical lower portion and a 37'. 
diameter cylindrical upper portion. This vessel is enclosed in reinforced concrete for 
shielding purposes with a two-inch gap between the steel shell and concrete to allow for 
thermal expansion of the steel shell. The internal design pressures of this structure are 
62 psig and -2 psig at 281°F. The ambient drywell atmosphere temperature ranges from 
135°F to 150°F. 

There are eight circular vent pipes which form a connection between the drywell and 
suppression pool (wetwell) to control drywell pressurization under accident conditions. 
The pipes are enclosed in sleeves and are provided with expansion joints (bellows) to 
accommodate differential motion between the drywell and the wetwell. These pipes, in 
turn, are connected to a toroidal vent header contained in the airspace of the wetwell. 
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Projecting downward from the header assembly are 96 downcomer pipes which terminate 
roughly 4 feet below the surface of the suppression pool water line. 

Other than the suppression pool, several other systems exist to control primary 
containment pressure. The Dresden design ir:nplements the following systems to aid the 
suppression pool in containment heat removal: · 

1. Low Pressure Coolant Injection (LPCI) can be lined up to discharge to either the 
drywall or wetwell spray headers. These pumps can alternately be used in 
conjunction with the LPCI heat exchangers to provide suppression pool cooling. 

2. Operators are instructed to restart the drywall coolers in certain circumstances to 
assist in primary containment pressure control. 

3. Drywall or wetwell venting is also performed as a means of primary containment 
pressure control. 

A Dresden containment (Mark I) fragility curve was produced. Several observations and 
conclusions are evident: 

1. Low pressure failures are dominated by the drywell head closure, which follows 
directly from the high degree of uncertainty associated with this location . 

2. The mean failure pressure of the Dresden containment is shown to be 
approximately 105 psig for temperatures below 300°F. 

3. If containment fails at relatively high pressures, it is likely to be at one of the eight 
vent line bellows because they have the lowest mean failure pressure of the 
containment structural components. 

The containment studies reviewed in conjunction with constructing the Dresden fragility 
curve (see Section 4.3) generally considered containment pressure loadings applied at 
relatively low temperatures (i.e., up to the design limit of 281°F). Beyond 281°F, the high . 
pressure performance of the containment is expected to degrade due to reductions in 
material strength and seal properties. Thus, a figure was constructed to show the 
temperature effects on the ultimate pressure capacity .of the containment... ... 

Source term analyses are performed following accident sequence quantification and 
designation of PRT endstates. The purpose of the source term analysis is to quantify 
the radionuclide release characteristics for core damage accident sequences. The source 
term analysis includes the specification of containment failure timing and fission product 
release magnitude. Source term analysis was performed with the CE Co Dresden-specific 
version of MAAP 3.08 Revision 7.03. 

Since assumptions regarding key severe accident phenomena may dictate the analysis 
outcome, due consideration of phenomenological uncertainties is a cornerstone of the 
CECo IPE approach to the containment and source term analysis. The CECo IPE 
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methodology addresses the phenomenological issues in two ways, 1) plant-specific 
phenomenological evaluations, and 2) MAAP sensitivity studies. This approach provides . 
a bounding assessment of source term release timing and magnitude. 

Phenomenological Evaluations 

Dresden-specific phenomenological evaluation summaries are a principal means of 
addressing the impact of phenomenological uncertainties on plant .. response. These 
summaries address a wide range of phenomenological issues and provide an in-depth 
review of plant-specific features which influence the uncertainty, or act to mitigate, the 
consequences of such phenomena. The phenomenological evaluation summaries 
investigate both the likelihood of occurrence and the probable consequences of key 
severe accident phenomena. · 

Sensitivity Studies 

The purpose of the sensitivity studies is to determine which remaining phenomenological 
uncertainties have a significant impact on the likelihood or timing of containment failure 
and the magnitude of the source term release. In performing Dresden MAAP 
calculations, a limited number of model parameters are investigated with respect to the 
influences of modeling uncertainties on the radionuclide source terms. In particular, 
uncertainties in the various physical processes were considered as ·documented in the 
IDCOR/NRC issue resolution process. The various phenomena and the uncertainties are 
described in several NRC and EPRI documents (e.g., NUREG-1335, EPRI TR-100167} 
and in the IPE Generic Letter 88-20 (including supplements). 

1.4 Supporting Analysis 

The following sections describe several analyses that support the quantification of the 
fault trees and the plant response trees. These supporting analyses include the 
generation of plant specific and generic component data,. the generation of human error. 
probabilities, the generation of plant specific common cause failure probabilities, the 
identification of any internal flooding initiating events, and the analysis of equipment 
survivability under the expected accident conditions. 

1.4.1 Data Analysis 

The purpose of the data analysis task was to collect data and obtain realistic estimates 
of the failure rates and unavailabilities of basic components of the IPE. Random failure 
rates (including failure probabilities per demand), unavailabilities due to maintenance, and 
common cause failure rates were the basic quantities that were evaluated extensively in 
the data analysis task. 

At the onset of the data collection task, important key components were identified as 
"likely to dominate" or "have an important impact on" core damage frequencies, based 
on knowledge ofprevious PRAs. The list of key components for the Dresden IPE defined 
the scope of the intensive phase of the plant-specific data collection effort. The key 
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component approach permitted resources to be focused on the most important failures 
and unavailabilities. Failure and unavailability data for non-key components was obtained 
from generic data sources. 

The failure and component unavailability data collected for the Dresden IPE spanned the 
period of January 1, 1984 through 1990. The most recent 7 year period (i.e., 1984 
through 1990) gives failure rate and unavailability results that come the closest to the 
current true state of unreliability of the key components., Plant-specific data was collected 
from the operating records of both units and was combined to form one data base. No 
significant differences between the components of Unit 2 and Unit 3 were identified; 
therefore, no basis was found for pursuing the hypothesis that the unreliability of Unit 2 
components could be different from the unreliability of Unit 3 components. 

Failure rates were calculated as point-estimate values. An hourly failure rate is defined 
as the number of failures that occur during a particular period of component operation 
divided by the operating hours of the component. This type of point estimate was used 
to calculate the failure rates of pumps and diesel generators failing to run. The demand 
failure rate is the number of failures during a particular period of time divided by the 
number of component demands that occurred during the same period. This type of point 
estimate was used to calculate the failure rates of components failing to start, and 
motor-operated valves failing to open or close. 

The boundaries of each component were also considered in the screening of failures and 
maintenance events. For example, circuit breakers and handswitches were included 
within the boundaries of pumps, and failures of the subcomponents were counted as 
failures of the pump. 

NUREG/CR-2815 was the primary source of generic failure rate data. NUREG/CR-2815 
was the first source consulted and was used except in cases where it did not provide data 
for the particular failure mode needed or where some other source was determined to 
provide more relevant data. NUREG/CR-4550 was the primary source of generic 
maintenance unavailability data. Generic data were obtained from other industry sources 
for use in this task, including IEEE Std. 500-1984 and WASH-1400. 

Testing was found to affect the unavailability of only a few systems analyzed (Isolation 
Condenser and Anticipated Transient Without Scram systems). These unavailabilities 
were calculated from the. test frequencies and their average durations based on 
Dresden-specific experience and documentation. 

1.4.2 Success Criteria 

For the Dresden IPE/AM project, a large number of plant specific analyses were 
performed to define the 'success criteria' for the Dresden model. These analyses were 
performed using computer codes and hand calculations . 
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In order to develop the success criteria, the following definitions of success related to core 
cooling (prevention of core damage) and containment integrity (prevention of containment . 
failure) were used. 

Core Cooling Success 

Core cooling is defined as being successful if the hottest fuel temperature never exceeds 
4040°F. This temperature corresponds to the melting temperature of the U-Zr-0 eutectic 
formed during core degradation. 

Containment Integrity Success 

If the containment pressure exceeds the allowable pressure at the given drywell shell 
temperature, containment failure is assumed, and release of fission products from the 
containment, beyond that associated with normal leakage, is initiated. 

Using the broad definitions of successful core cooling and containment integrity, the 
success criteria for systems, components and operator actions were developed. These 
success criteria can be grouped into support systems, PRT systems, operator actions and 
equipment survivability. 

Support System Event Tree Model Development 

Analyses performed previously by CECo were used to show that the failure of the reactor 
building HVAG system does not lead to the failure of equipment modeled in the PRTs and 
therefore, does not need to be included in the Support System Event Tree. · 

Systems Analysis and Plant Resp~nse Tree Development 

Extensive analyses were performed to support the development of the PRTs. These 
analyses determined which systems and combinations of systems are required to prevent 
core damage and containment failure, and the specific success criteria for the different 
systems in each sequence on the PRTs. The analyses also were used to determine the 
·mission times to be used in the systems analyses. Extensive analyses were also. 
performed to determine the definition of the Loss-of-Coolant break ranges. 

Human Reliability Analysis 

The MAAP code was used to develop realistic times available to complete operator 
actions modeled in the PRTs, based on the Dresden EOPs. This timing information was 
then used in the HRA analyses. 

Equipment Survivability Analyses 

Analyses were performed to predict the reactor building response following an interfacing 
system LOCA outside containment, specifically the rupture of low pressure LPCI piping. 
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COMPACT was used for the reactor building analysis and MAAP was used to predict 
containment and RCS responses for the equipment survivability evaluations. 

1.4.3 Human Reliability Analysis 

The Human Reliability Analysis (HRA) for the Dresden IPE consists of two phases. The 
Phase 1 HRA effort developed and quantified the Human Error Probabilities (HEPs) for 
plant operator actions modeled in the PRTs and fault trees, and included cognitive errors 
in the diagnosis process and recovery errors in the checking process. The Phase 2 HRA 
was an expert judgement method in which the Phase 1 results were verified I validated 
by discussing operator actions with Dresden training personnel and by observing a set 
of selective operator actions at the Dresden simulator. Both the Phase 1 and the 
Phase 2 HRA are complementary to each other and reinforce the final HRA results. 

The Techniques for Human Error Rate Prediction (THERP) method was chosen for the 
Phase 1 HRA. The THERP method is not a "model" in the usual sense of a hypothetical 
analogy. In the Phase 1 HRA, it was treated as a form of Boolean modeling which 
represents operator behavior by simple equations dealing with plant equipment 
parameters, human redundancy, training, stress levels, etc. It is a relatively simple 
method to identify and quantify human error probabilities, and to evaluate the degradation 
of a man-machine system likely to be caused by human errors alone, by operational 
procedures and plant practices, or by other human characteristics that influence plant 
operator's behavior . 

The implementation of the THERP method is similar to the application of fault tree 
methodology; first, it breaks an operator action into subtasks similar to various events in 
a fault tree, the subtasks are then assembled together through the use of ANDed or 
ORed operations similar to "AND" or "OR" Boolean operations in a fault tree application. 

The subtask analysis was the first step in the Phase 1 HRA methodology. This step was 
performed after the Plant Response Trees (PRTs) were fully developed. In the subtask 
analysis, all operator actions identified by PRT analysts were broken down into specific 
operator steps per Dresden procedures or job performance measures; those steps which 
are absolutely necessary for the operator actions to be successful were included in the 
HRA model. All operator actions identified by fault tree analysts pertaining to system 
alignment were also broken down into operator steps in the same fashion ..... 

The quantification of subtasks was the next step in the Phase 1 HRA methodology. This 
step was achieved by mathematical presentation and conversion of all independent, 
conditional and joint operator steps into HEPs. In the conversion process, HRA analysts 
determined five probabilistic parameters (error of commission, omission, and detection; 
recovery, and failure to use procedures, if applicable). Performance shaping factors 
(PSFs) were used to modify the nominal HEPs; the nominal HEPs were taken from 
NUREG/CR-1278 (Swain Handbook) . 

The Phase 2 HRA was an expert judgement method in which the Phase 1 results were 
verified or validated by discussing selected operator actions with Dresden training 
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instructors and by observing a set of selected operator actions at the Dresden simulator . 
In addition to the verification/validation of the Phase 1 results, several potentially viable 
recovery factors associated with slack time were extensively studied. The Phase II HRA 
results were incorporated into the IPE quantification process. 

1.4.4 Common Cause Analysis 

"Common cause" describes multiple failures of functionally identical components due to 
a single, shared cause. Common cause analysis (CCA) evaluates the effects of these 
dependencies that may affect the ability of a system to prevent or mitigate a severe 
accident. 

The Dresden CCA modeled common cause failures at the basic event level, employing 
the Multiple Greek Letter (MGL) method as defined in NUREG/CR-4780, "Procedures for 
Treating Common Cause Failure in Safety and Reliability Studies." 

The evaluation of Dresden failure data indicated that there had been no common cause 
events at the Dresden site applicable to current maintenance and operating practices. 
As a result, to more realistically model current experience at Dresden, a Dresden-specific 
evaluation of common cause failure events was performed. Dresden-specific common 
cause parameters were developed for components that had data available, including the 
following: 

• Circuit Breakers 
• Check Valves · 
• Service Water Pumps 
• · Diesel Generators 
• Motor-operated Valves 
• · Relief Valves 
• HPCI Room Coolers 
• Fans 

A generic common cause failure database was developed from EPRI NP-3967, 
"Classification and Analysis of Reactor Operating Experience Involving Dependent 
Events", supplemented with events from the September 1990 EPRI draft ·report, 
"A Database of Common Cause Events for Risk and Reliability. Evaluations'.' .... 

A four-memberexpert judgement panel reviewed data from the generic common cause 
failure database for applicability to CECo plants. The expert panel came to a consensus 
opinion on each generic common cause event's applicability to Dresden, based upon 
current Dresden system configuration, and maintenance and operating practices. Events 
involving known common cause mechanisms addressed by specific programs in place at 
Dresden were discarded from the database as were common cause events that occurred 
due to specific system configurations not present at Dresden. Events involving common 
cause mechanisms that have been addressed in general by maintenance or operating 
practices at Dresden were assigned a lesser probability of occurrence based on 
judgement of the panel. 
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An average common cause component group was quantified from a composite of all the 
common cause failures for all components in the database. Use of the parameters 
calculated for this average common cause group was extended to components that have 
no history of common cause failure, but were judged by the analyst to have some 
potential for common cause failure. The common cause contribution for the following 
components was calculated using the average MGL values: 

• Relays, including contacts and coils 
• Switches, including temperature, level, and pressure switches 
• Dampers 
• Explosive valves 
• Solenoid-operated valves 
• Diesel-driven pumps 
• Strainers and filters 
• Stop check valves 
• Timing relays 

In general, the components included in this list were judged to be less complex than the 
components in the database and thought to have less potential for common cause failure 
mechanisms. Therefore, assignment of the average common cause parameters is judg,ed 
to be realistic. 

1.4.5 Internal Flooding Analysis 

The internal flooding analysis was performed to identify potential sources of flooding and 
spraying from pipe breaks internal to Dresden Station, and the event sequences 
associated with these sources that could potentially lead to core damage. Pipe, tank, and 
valve ruptures, etc., could lead to flooding and/or spraying of plant equipment, resulting 
in failures that could trip the reactor and impair the operation of equipment needed to 
safely shutdown the plant. The impact of the potential flooding/spraying was assessed 
to assure that all potential core damage sequences of high probability would be identified. 

Much of the information needed for the analysis was taken from the Safe Shutdown 
Report (SSR) prepared in response to the requirements of 1 OCFR Part 50, Appendix R. 
The fire zones developed for the SSR were found to be acceptable for use as flooding 
zones. The list of equipment necessary for safe shutdown..developedJor. the SSR was 
used for the internal flooding analysis as well. 

Additional information was collected during plant walkdowns. This included investigation 
of the potential flooding and spraying sources, the equipment that would be affected by 
these sources, the potential for flooding propagation between areas, and flood mitigation 
features in the various areas. The walkdowns encompassed those areas judged to be 
of possible significance in terms of core damage potential in a flooding zone screening 
process . 
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Flooding events such as pipe, valve, and tank breaks or ruptures are sufficiently 
infrequent to be unimportant as trip initiators alone. ,Qnly if the same flooding event also 
degrades safe shutdown capability will the potential for core damage become significant. 

The information gathered was used to analyze the flooding zones with the potential to 
result in equipment failures that could lead to core damage. Many zones were found to 
have drainage adequate to mitigate the effects of any flooding that could affect the zone. 
The potential for flood propagation to other zones and the potential for water spray to 
result in equipment failure was investigated. Shielding and distance from potential spray 
sources was also considered in the evaluation, as well as the qualification of equipment 
for operation in adverse environments. All of the flooding zones except for the Unit 2 
and 3 Turbine Building Condensate Pump Rooms were eliminated from consideration 
during the qualitative analysis. The frequency for flooding occurring in the Condensate 
Pump rooms is approximately 1.2E-02 per year. This event would be similar to a loss of 
feedwater transient which is already considered in the evaluation of transient events. This 
contribution to the transient initiator is probabilistically insignificant in comparison with the 
transient initiator frequency. 

1.4.6 Equipment Survivability 

As part of the Dresden IPE, equipment important for prevention of core damage and/or 
containment failure was evaluated for survivability during the range of accident conditions . 
postulated in the IPE. To accomplish this task, the Dresden equipment survivability study 
was divided into three phases: 

Phase I: 
Phase II: 
Phase Ill: 

Support State and Fault Tree Assumptions 
IPE Conditions 
Accident Management/Core Damage Conditions. 

For Phase I of the study, the assumptions regarding support equipment in the support 
state and fault tree models were reviewed. Analyses were then completed; as necessary, 
to verify the assumptions. All support state and fault tree assumptions were confirmed 
by this analysis. 

Phase II of the study involved a review of all Plant Response Trees (PRTs) for a 
determination of the components (including instrumentation) importanLin, achieving 
'successful' end states. The limiting conditions, with respect to the PRTs, were then 
identified for each piece of equipment and a survivability evaluation was completed. The 
results of the phase II investigation show that all components that are modeled in the 
PRTs would be available for the appropriate accident sequences. 

Phase Ill of the study will consider the equipment identified for accident management 
purposes. This will include the equipment needed for post-24 hour accident management 
to maintain the plant in a safe, stable state (i.e, a SAM endstate); the equipment needed 
for containment accident management following a core damage event; and any other 
equipment which is identified for the overall CECo accident management program. The 

726302SU.11/01__18~9_3 __ . __ _ 1-20 



• 

• 

•• 

Phase Ill effort is beyond the scope of the IPE and will be included in the implementation 
portion of the CECo accident management program for Dresden Station. 

1.4.7 Source Term Analysis 

Any sequence of events that causes core damage may result in a release of radioactivity 
to the environment in excess of design-basis limits. Such radioactivity releases are 
possible whether. or not the containment building remains intact, because no structure is 
perfectly leak-tight. The amount of radioactivity that may be released from the 
containment building if core damage occurs is sequence-dependent and strongly 
influenced by the size and complexity of the flow paths out of the building. The amounts 
of radioactivity released from containment, reported as various isotopes, constitute the 
so-called source term for an accident sequence. 

The purpose of a source term analysis is to quantitatively estimate the masses of the 
various fission products that are released from the containment structure for the PAT end
states (or sequences) that result in core damage. Performing actual source term 
calculations for each sequence is an impossibility, however, given the large number of 
sequences defined by the PRTs. Thus, the scope of the source term analysis was limited 
to a consideration of the 100 highest-frequency sequences. The number of fission 
product release calculations performed was further reduced by binning the 100 highest
frequency sequences according to each unique combination of their 3rd and 4th PDS 
designator letters. Since these two PDS designator letters describe functional failures, 
accident progression, and fission product release path after core damage in great detail, 
differences between the containment behavior and fission product releases for sequences 
within a bin should be enveloped by the precision of the analysis for these sequence 
characteristics. 

A total of seven source term bins were identified from the 100 highest-frequency 
sequences. A large majority of these sequences belong to two bins; these sequences 
are characterized by containment failure predicted to occur between 25 and 48 hours 
after the start of the sequence. For one of the remaining source term bins, drywell sprays 
and suppression pool cooling operate and prevent containment failure within 48 hours. 
For the other remaining source term bins, containment failure was predicted to occur 
within 24 hours of the start of the sequence. Several sequences within this latter group 
were considered which had low frequencies and potentially large consequences: a station 
blackout without AC power recovery, an ATWS with wetwell venting and wetwell failure, 
and an ATWS with drywall failure. 

1.5 IPE Results 

This section provides a discussion and explanation of the Dresden I PE accident sequence 
results. First, traditional results based on the mission time of 24 hours are reported: 
overall core damage frequency, with a subsequent breakdown of core damage frequency 
by initiating event, Plant Damage State, containment status, equipment/operator failures, 

726302SU .11/011893 1-21 



• 

• 

• 

and sequences. Then, an innovative aspect of the Dresden IPE/AM program is reported: 
the frequency of occurrence of so-cal.led Accident Management (AM) sequence endstates. 

In the Dresden IPE/AM Program, two types of AM sequences have been defined. 
"Success with Accident Management" or "SAM" endstates have been defined for 
sequences with no core damage within 24 hours, but requiring accident management 
actions after 24 hours to assure continued long-term core cooling. "Containment success 
with Accident Management" or "CAM" endstates have been defined for sequences with 
core damage and no containment failure within 24 hours, but requiring accident 
management actions after 24 hours to assure continued long-term containment integrity. 
The method used for classifying sequences in the Dresden IPE/AM project is shown in 
Table 1.5-1. 

1.5.1 Summary of Results 

. The core damage frequency for Dresden Station is 1.85E-05/yr. Of this total, the 
frequency of core damage and containment success is 2.1 E-06/yr. The remainder of the 
core damage frequency would result in fission product releases due to venting the 
containment or containment failure (or both), that exceed normal containment leakage. 

The core damage frequency (CDF) and the initiating event frequency are shown in 
Table 1.5.1-1 by initiating event. As can be seen from this table, over 94.5% of the CDF 
comes from four initiating events with one single initiator contributing 60.2%. ··The other 
initiating events contribute about 5% of the total core damage frequency. The top 
contributor to core damage frequency is Loss of DC Power at 60.2% followed by Single 
Unit Loss of Offsite Power at 19.9%. 

The core damage frequency by "plant damage state" is shown in Table 1.5.1-2. As can 
be seen from this table, a large number of the plant damage states involve a failure of 
the Suppression Pool Cooling (SPC) function. In fact, over 81 % of the top 94.5% 
contribution to the CDF involve plant damage states with a loss of the SPC function. This 
is primarily attributed to loss of DC Power combined with either SPC hardware failures 
or failure of the operator to establish SPC. 

The plant damage states shown in Table 1.5.1-2 also provide an indication of the 
capability of the plant to contain radioactive fission products within the plant boundaries. 
For core damage sequences, 11.2% of the CDF is represented by sequences in which 
the containment is intact and not vented. These sequence plant damage states are 
represented by the letters B, M, or G in the fourth position. The vented-and-failed states 
(representing controlled releases through one of the vent paths prior to containment 
failure) compose 82.3% of the CDF and are those states having L, 0, or P in the fourth 
position of the endstate designator. These two sequence groups combined represent 
94.0% of the CDF. 

Containment failures are represented by plant damage states in which the containment 
fails after having been previously vented or in which the containment fails directly due to 
high pressure. Sequences represented by "O" are vented-and-failed sequences 
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TABLE 1.5-1 

SEQUENCE CLASSIFICATION METHOD 

SEQUENCE CLASSIFIED AS: SEQUENCE TIME 

0 to 24 HR > 24 HR 

SUCCESS CD NO CD 
Vent NO Vent 
CF NIA CF 

SUCCESS WITH ACCIDENT CD NO CD 
MANAGEMENT(SAM) Vent NO Vent 

CF NIA CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
VENTED AND INTACT Vent YES Vent 

CF NO CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
VENTED AND INTACT Vent YES Vent 
(POSSIBLE CAM) CF NO CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
NOT VENTED AND INTACT Vent NO Vent 
(POSSIBLE CAM) CF NO CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
VENTED AND FAILS Vent YES Vent 

CF YES CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
NOT VENTED AND FAILS Vent NO Vent 

CF YES CF 

CD = Core Damage 
Vent = Wetwell vent operated in accordance with the EOPs within 24 hours 
CF =Containment Failure 
NIA = Not Applicable 
* = Not Estimated 
CAM = Containment success with Accident Management 

NO 
NO 
NIA 

YES 
NO 
NIA 

YES 
YES 
NO 

YES 
YES 
YES 

YES 
NO 
YES 

YES 
YES 
YES 

YES 
NO 
YES 

APPROXIMATE SOURCE TERM 
MAGNITUDE 

AT 24 HR AT 48 HR 

Noble Gas 0 Noble Gas 0 
Volatile 0 Volatile 0 

Noble Gas 0 Noble Gas • 
Volatile 0 Volatile • 

Noble Gas -25% Noble Gas -100% 
Volatile -0.01% Volatile -0.01% 

Noble Gas -25% Noble Gas -100% 
Volatile -0.01% Volatile -10% 

Noble Gas 0 Noble Gas -100% 
Volatile 0 Volatile -10% 

Noble Gas -100% Noble Gas -100% 
Volatile -10% Volatile -10% 

Noble Gas -100% Noble Gas -100% 
Volatile --:10% Volatile -10% 

• 

Note: A sequence is designated as "core damage" if core damage is predicted to occur within 24 hours, in accordance with the traditional approach. 
Similarly, a sequence is designated as "containment intact" if containment failure is not predicted to occur within 24 hours, in accord~nce with the traditional 
approach. 
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• TABLE 1.5.1-1 
CORE DAMAGE FREQUENCY BY INITIATING EVENT 

INITIATING INITIATING EVENT CORE DAMAGE PERCENT 
EVENT FREQUENCY (!YR) FREQUENCY (/YR) CONTRIBUTION 

Loss of DC Power 8.70E-04 1.12E-05 60.2 

Single Unit LOSP1 9.62E-02 3.69E-06 19.9 

Medium LOCA2 8.00E-04 1.38E-06 7.5 

Dual Unit LOSP1 1.63E-02 1.24E-06 6.9 

ATWS3 2.28E-04 5.34E-07 2.9 

General Transient 7.4 2.68E-07 1.4 

IORV4 7.10E-02 1.79E-07 1.0 

Large LOCA 3.00E-04 3.66E-08 0.2 

• Small LOCA 3.00E-03 6.23E-09 <0.1 

ISLOCA5 1.14E-07 4.34E-10 <<0.1 

TOTAL 1.85E-05 100 

1. LOSP = Loss of Offsite Power 
2. LOCA = Loss of Coolant Accident 
3. ATWS = Anticipated Transient Without Scram 
4. IORV = Inadvertent Open Relief Valve 
5. ISLOCA = Interfacing System LOCA 

• 
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• TABLE 1.5.1-2 
CORE DAMAGE FREQUENCY BY PLANT DAMAGE-STATE 

PERCENT 
STATE DESCRIPTION FREQUENCY CONTRIB 

DLCO Loss of DC Power with late core damage 1.06E-05 57.2 
(6-24 hours) and SPC fails 

LLCQ Loss of Offsite Power (single or dual 3.27E-06 17.7 
unit) with late core damage (6-24 
hours) and SPC fails 

MLCO Medium LOCA with late core damage 7.56E-07 4.1 
(6-24 hours) and SPC fails 

MEAS Medium LOCA with early core damage 6.20E-07 3.3 
(0-2 hours), high pressure makeup fails 
and operator fails to depressurize 

BLAB Station Blackout with late core damage 6.02E-07 3.3 
(6-24 hours), operator fails to recover 
offsite power and keep IC online with 
or without low pressure makeup failure 

LIAS Loss of Offsite Power (single or dual 4.45E-07 2.4 

• unit) with core damage at 2-6 hours, 
failure to makeup to IC, loss of high 
pressure makeup, operator fails to 
depressurize and recover offsite power. 

TEEQ ATWS with early core damage (0-2 4.14E-07 2.2 
hours) with failure to trip recirc 
pumps or failure to inject SLC 

DIBO Loss of DC Power with core damage at 3.07E-07 1.7 
2-6 hours LPCI and CS fails 

BLAY Station Blackout with late core damage 2.81E-07 1.5 
(6-24 hours), operator fails to 
recover offsite power and keep IC 
on line 

TLCO Transient event with late core damage 2.16E-07 1.2 
(6-24 hours), IC or makeup to IC 
failure, FW failure, and SPC failure 

ILCO Inadvertent open relief valve with core 1.77E-07 .1.:Q 
damage late (6-24 hours), and SPC fails 

TOTAL 1.77E-05 95.5% 
of total CDF 

• 
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contributing 84.2% to the CDF. Late high temperature/pressure containment failures ("X" 
or "Y") contribute 1.5%. Rapid containment failures compose 2.9% of the CDF and are 
represented by N, Q, R, S, T, U, or V endstate designators in the fourth position. 

Table 1.5.1-3 identifies the key contributors, both hardware failures and operator errors 
for each of the top 23 core damage sequences. These 23 sequences contribute 
approximately 79% to the CDF. 

The core damage frequency of 1.85E-o5· for Dresden is dominated (44.2% of CDF) by 
sequence #1, loss of DC initiating event and subsequent loss of suppression pool cooling, 
leading to late (6-24 hours) core damage. The loss of DC initiator contributes 60.2% of 
the CDF. The single-unit loss of offsite power initiator contributes 19.9% of the CDF, the 
Medium LOCA contributes 7.5% and the dual-unit loss of offsite power contributes 
another 6.9%. The loss of DC and loss of offsite power initiators combined contribute 
87% of the CDF. The medium LOCA initiator contributes another 7.5% and these top 4 
initiators contribute 94.5% of the CDF. The top 1.9 accident sequences are composed 
of these 4 top initiators. The top 13 sequences have individual contributions greater than 
1 % of the CDF and from sequences numbered #14 and higher the contributions are less 
than 1 % and the distribution of sequence frequencies becomes nearly flat. 

These results show a significant contribution to CDF from support systems, specifically 
DC and AC power. Also, there is a significant contribution to CDF from suppression pool 
cooling failure. There is a minor contribution from operator aqtions such as failure to 
initiate suppression pool cooling, makeup to the isolation condenser, or depressurize . 

Most of the CDF occurs late (6-24 hours) which would allow for recovery actions not 
included in the model. Containment rapid high-pressure failure contribution is small (11 
of the top 100 sequences, all composed of ATWS sequences); however, containment 
venting and subsequent failure occurs in 70 of the top 100 sequences. In 19 of the top 
100 sequences, the containment is intact without venting. 

1.5.2 AM Endstates 

SAM Endstates - The SAM endstates occur with a cumulative frequency of 7.39E-07. 
The 15 accident sequences with highest frequency of a SAM endstate represent 91 % of 
the total SAM frequency; these 15 are presented in Table 1.5.2-1. 

E3ased on a review of the dominant sequences with a SAM endstate; a set of possible 
accident management strategies to bring the plant to a long term safe, stable state can 
be developed. Since a relatively lorig time is available for accident management activities 
for the SAM endstates, the possible accident management activities include both repair 
of unavailable equipment and the implementation of alternate methods of achieving a 
safe, stable state. The information developed from the review of the SAM sequences 
represents input to the Accident Management Program for Dresden Station, for 
sequences which otherwise would progress to core damage at a time beyond 24 hours 
after the initiating event. 
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• TABLE 1.5.1-3 
KEY CONTRIBUTORS TO DOMINANT ACCIDENT SEQUENCES 

SEQUENCE EVENT NODE DESCRIPTION OF KEY CONTRIBUTORS 

LDC SPC One train unavailable due to loss of AC and other train fails due to 
MOV failures. 

2 LDC OSPC Operator omission of procedure steps to initiate SPC or failure to 
acknowledge alarm. 

3 MLOCA OSPC Operator omission of procedure steps to initiate SPC or failure to 
acknowledge alarm. 

4 LOSP DGB Failure of DG 2/3 to start or run, or maintenance unavailability. 
24 Failure of Bus 24 due to operator failure to align to Bus 24-1. 
OMUP Operator fails to provide makeup to IC by failing to start clean 

de mineralized water· pump or by selecting wrong-switch for pumps 
or valves. 

ROP1 No credit is taken for recovering offsite power if some source of 
onsite power is available. 

SPC SPC is failed because Susses 23 and 24 are unavailable to run 
the CCSW pumps. 

5 MLOCA OAD Operator failure misreading reactor vessel water level or omission 
of step in depressurization procedure. 

• HP2 Failure of HPCI pump to start or run. 

6 LOSP DGB Failure of DG 2/3 to start or run, or maintenance unavailability. 
24 Failure of Bus 24 due to operator failure to align to Bus 24-1. 
MUP Failure of MOV 2-4399-74, diesel driven pump, and electric pump. 
ROP1 No credit is taken for recovering offsite power if some source of 

onsite power is .available. 
SPC SPC is failed because Susses 23 and 24 are unavailable to run 

the CCSW pumps . 

• 
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• TABLE 1.5.1-3 (Continued) 
KEY CONTRIBUTORS TO DOMINANT ACCIDENT SEQUENCES 

SEQUENCE EVENT NODE DESCRIPTION OF KEY CONTRIBUTORS 

7 DLOSP DGB Failure of DG 2/3 to start or run, or maintenance unavailability. 
DG2 Common cause failure to start or run of DG2. 
DG3 Common cause failure to start or run of DG3. 
SBO Station blackout occurs· in Unit 2 and Unit 3. 
ROP1 Failure to recover offsite power within 4 hours to prevent core 

damage. 
OIC2 No credit is taken for the operator to prevent loss of DC failure of 

IC due to no current procedure. 

8 LOSP DGB Failure of DG 2/3 to start or run, or maintenance unavailability. 
OMUP Operator fails to provide makeup to IC by failing to start clean 

demineralized water pump or by selecting wrong switch for pumps 
or valves. 

ROP1 No credit is taken for recovering offsite power if some source of 
onsite power is available. 

SPC One train unavailable due to loss of AC and other train fails due to 
MOV failures. 

9 LDC HP1 Failure of HPCI pump to start or run, or maintenance unavailability. 
SPC . One train unavailable due to loss of AC and other train fails due to 

MOV failures . 

• 10 MLOCA HP1 Failure of HPCI pump to start or run, or maintenance unavailability. 
OAD Operator failure misreading reactor vessel water level or omission 

of step in depressurization procedure. 

11 MLOCA SPC Common cause failure of system due to plugging or common 
cause MOV failures. 

12 LDC SPC One train unavailable due to loss of AC and other train fails due to 
MOV failures. 

svw Failure of SBGT system fan to run or maintenance unavailability. 
SVD Failure of SBGT system ·fan to run or maintenance unavailability. 

• 
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• TABLE 1.5.1-3 (Continued) 
KEY CONTRIBUTORS TO DOMINANT ACCIDENT SEQUENCES 

SEQUENCE EVENT NODE DESCRIPTION OF KEY CONTRIBUTORS 

13 LOSP OMUP Operator fails to provide makeup to IC by failing to start clean 
demineralized water pump or by selecting wrong switch for pumps 
or valves. 

HP1 Failure of HPCI pump to start or run, or maintenance unavailability. 
OAD Operator failure dependent upon previous OMUP failure. 
ROP1 No credit is taken for recovering offsite power if some source of 

onsite power is available. 

14 DLOSP DGB Failure of DG 2/3 to start or run, or maintenance unavailability. 
DG2 Common cause failure to start or run of DG2. 
DG3 Common cause failure to start or run of DG3. 
SBO Station blackout occurs in Unit 2 and Unit 3. 
ROP1 Failure to recover offsite power within· 4 hours· to prevent core 

damage. 
OIC2 No credit is taken for the operator to prevent loss of DC failure of 

IC due to no current procedure. 
ROP2 Failure to recover offsite power within 6 hours (given offsite power 

was not recovered by 4 hours) to prevent containment failure. 

15 LOSP DGB Failure of DG 2/3 to start or run, or maintenance unavailability. 
DG2 Common cause failure to start or run of DG2. 

• 241 Failure of Bus 24-1 due to failure of operator tb crosstie to Bus 34-
1. 

SBO Station blackout occurs in Unit 2. 
ROP1 Failure to recover offsite power within 4 hours to prevent core 

damage. 
OIC2 No credit is taken for the operator to prevent loss of DC failure of 

IC due to no current procedure. 

16 LDC 241 Failure of Bus 24-1 due to failure of feeder breaker from Bus 24. 
LP Failure of LP due to loss of Susses 23-1 and 24-1. 
cs Failure of CS due to loss of Susses 23-1 and 24-1. 

• 
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• TABLE 1.5.1-3 (Continued) 
KEY CONTRIBUTORS TO DOMINANT ACCIDENT SEQUENCES 

SEQUENCE EVENT NODE DESCRIPTION OF KEY CONTRIBUTORS 

17 LOSP OMUP Operator fails to provide makeup to IC by failing to start clean 
demineralized water pump or by selecting wrong switch for pumps 
or valves. 

ROP1 No credit is taken for recovering offsite power if some source of 
onsite power is available. 

SPC Common cause failure of system due to plugging or common 
cause MOV failures. 

18 LOSP DGB Failure of DG 2/3 to start or run, or maintenance unavailability. 
24 Failure of Bus 24 due to operator failure to align to Bus 24-1 . 
ICH1 IC failure due to failure of return MOV 2-1301-3. 
ROP1 No credit is taken for recovering offsite power if some source of 

onsite power is available. 
SPC SPC is failed because Susses 23 and 24 are unavailable to run 

the CCSW pumps. 

19 LOSP 23 Failure of Bus 23 due to operator failure to align to Bus 23-1. 
24 Failure of Bus 24 (given operator failed to align Bus 23) due to 

operator failure to align to Bus 24-1. 
OMUP Operator fails to provide makeup to IC by failing to start clean 

demineralized water pump or by selecting wrong switch for pumps 

• or valves . 
ROP1 No credit is taken for recovering offsite power if some source of 

onsite power is available. 
SPC SPC is failed because busses 23 and 24 are unavailable to run the 

CCSW pumps. 

20 IORV FW Operator fails to control level causing pump trip. 
OSPC Operator omission of procedure steps to initiate SPC or failure to 

acknowledge alarm . 

• 
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• TABLE 1.5.1-3 (Continued) 
KEY CONTRIBUTORS TO DOMINANT ACCIDENT SEQUENCES 

SEQUENCE EVENT NODE DESCRIPTION OF KEY CONTRIBUTORS 

21 LDC HP1 Failure of HPCI pump to start or run, or maintenance unavailability. 
OAD Operator failure misreading reactor vessel water level or omission 

of step in depressurization procedure. 

22 LOSP 23 Failure of Bus 23 due to operator failure to align to Bus 23-1. 
24 Failure of Bus 24 (given operator failed to align Bus 23) due to 

operator failure to align to Bus 24-1. 
MUP Failure of MOV 2-4399-74, diesel driven pump, and electric pump. 
ROP1 No credit is taken for recovering offsite power if some source of 

onsite power is available. 
SPC · SPC is failed because Susses 23 and 24 are unavailable to run 

the CCSW pumps. 

23 ATWS MC Main condenser unavailable. 
RCFM Control rod mechanical failure. 
AT ATWS system actuation of recirc pump trip fails. 

• 

• 
726302SU.11/011893 1-31 



• 

• 

• 

TABLE 1.5.2-1 
KEY CONTRIBUTORS TO "SAM" ACCIDENT SEQUENCES 

SEQUENCE EVENT 

ATWS 

2 ATWS 

3 ATWS 

4 ATWS 

5 ATWS 

6 ATWS 

7 ATWS 

8 ATWS 

9 ATWS 

10 ATWS 

11 ATWS 

12 ATWS 

13 ATWS 

14 ATWS 

15 ATWS 

726302SU .11/011893 

NODE 

OMUP 

OMUP 

OMUP 

OSL1,0SL2 

OMUP 

MUP 

ICH2 

OMUP 

MUP 

ICH2 

MUP 

ICH2 

OMUP 

MUP 

ICH2 

1-32 

DESCRIPTION OF KEY CONTRIBUTORS 

Operator omits DEOP or action step or selects 
wrong equipment switch. 

Operator omits DEOP or action step or selects 
wrong equipment switch. 

Operator omits DEOP or action step or selects 
wrong equipment switch. 

Operator omits DEOP or action step or selects 
wrong equipment.switch ... 

Operator omits DEOP or action step or selects 
wrong equipment switch. 

Makeup to the IC fails due to MOV 2-4399-7 4 failure 
or maintenance unavailability. 

Isolation condenser cooling fails due to MOV 
2-1301-3 failure or maintenance unavailability. 

Operator omits DEOP or action step or selects 
wrong equipment switch . 

Makeup to the IC fails due to MOV 2-4399-74 failure 
or maintenance unavailability. 

Isolation condenser cooling fails due to MOV 
2-1301-3 failure or maintenance unavailability. 

Makeup to the IC fails due to MOV 2-4399-7 4 failure 
or maintenance unavailability, 

Isolation condenser cooling fails due to MOV 
2-1301-3 failure or maintenance unavailability. 

Operator omits DEOP or action step or selects . 
wrong equipment switch. 

Makeup to the IC fails due to MOV 2-4399-74 failure 
or maintenance unavailability. 

Isolation condenser cooling fails due to MOV 
2-1301-3 failure or maintenance unavailability . 



•• 

• 

• 

In identifying the possible accident management activities which could be used for each 
SAM accident sequence, an important facet of the IPE study became apparent: the failed 
equipment PRT nodes do not include any recovery of the equipment during the first 24 
hours (except AC power recovery for the loss of all AC power sequences). The fault 
trees for each of the failed equipment nodes for the dominant SAM sequences were 
reviewed to determine the dominant failure modes.for the equipment. The two dominant 
equipment failure modes for the equipment failures leading to a SAM endstate are failure 
of the makeup (MUP) MOV which can be recovered and failure of. the IC MOV (ICH2) 
which cannot be recovered. It is likely that the MUP MOV malfunctions would be 
recovered well before the 24 hour time frame. Thus, it can be concluded that if the IPE 
model had included recovery of failed equipment, those SAM accident sequences which 
result in MUP MOV failures would have been labeled success with a high frequency. 
Since the SAM sequences involving ICH2 MOV failures are not recoverable, the SAM 
frequencies for those sequences would not change significantly if recovery were modeled 
in the IPE. Thus, the primary accident management activities should focus on recovery 
of failed equipment. 

The IPE analyses of human errors includes the modeling of recovery from errors of 
commission as well as recovery from errors of omission. However, the recovery from 
human errors only credits personnel in the control room. The results of analysis of the 
human error rate indicate that the human errors which dominate the SAM accident 
sequences are errors of omission. The majority of these errors are recoverable at 
considerable times after the error has been made. · 

CAM Endstates - These sequences have end state designators with "AB" as the third and 
fourth characters. Within the top 100 core damage sequences, there are 18 sequences 
in this category.1 

These sequences were investigated to determine whether the . containment was 
pressurizing, heating up, or whether conditions were stable .. The type "AB" sequences, 
in which SPC and injection to the core debris bed continue, resultin containment failure 
at a much later time. These sequences have a significant potential for avoiding 
containment failure through use of containment sprays to periodically cool the 
containment atmosphere, in conjunction with suppression pool cooling. If SPC fails at 
some time after 24 hours, several alternate sources of water to the core debris remain: 
the condensate storage tank, Standby Coolant Supply, and cross-connect to the 
unaffected unit's LPCI system. Repair of the affected unit's ,LPCI and CCSW systems 
can also return SPC and LPCI capability. 

Six of the CAM sequences are Station Blackout (SBO) sequences in which offsite power 
is not recovered in time to prevent core melt, but is recovered in time to supply 
containment systems and to reduce containment failure likelihood. Likewise, SPC and 

The analysis of "CO" type sequences indicates that containment structural failure due to high 
temperature would occur at about 27-28 hours into the event Although potentially CAM 
sequences, the "CO" sequences are considered in this study to be containment failure 
sequences. 
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·injection to the core debris bed need to be maintained and used in conjunction with 
containment sprays to prevent containment failure. 

1.6 IPE Evaluations 

1.6.1 IPE Insight Development 

In the broadest sense, insights are those observations regarding the station configuration 
or practices which may affect the risk profile of the plant. Insights can suggest changes 
to enhance the capability of the plant and the plant operators to respond to an initiating 
event to either prevent core damage or to mitigate the consequences of core damage. 
Insights can also include those "good features" which have been identified during the IPE 
process. The IPE insights described in this section address the· capability ofthe existing 
plant (January 1991) to respond to an initiating event. IPE insights are distinguished 
from Accident Management Insights which deal with enhancements to the capability of 
the plant emergency response organization to respond to a core damage accident 
situation, given that it has occurred. 

In order to focus the IPE analysts on the identification of IPE insights, it was necessary 
to develop structured guidance. The development of the guidance began with the 
definition of the aspects of the plant which can impact the severe accident risk profile 
including: plant design features, testing and maintenance activities, the EOPs and DGAs, 
training, and plant status information. These broad features were then correlated to the 
IPE work products to define the types of IPE insights which could be obtained from each 
task of the IPE analyses. This detailed correlation of possible plant features versus IPE 
work products was used to define a set of questions for each IPE task which would focus 
and stimulate the IPE analysts to identify insights as the tasks were being performed. 
Therefore, at each step of the risk assessment,. analysts were systematically required to 
answer questions to stimulate the identification of insights. In addition to changes to 
Dresden Station to improve the accident risk profile, the IPE insights also include good 
features of Dresden Station which contribute to its present risk profile. 

The IPE insights identified in the current study are, in many cases, significantly different 
from those identified in previous PAA studies. The primary difference is in completeness 
of the search for insights and the comprehensive coverage of all of the aspects of the 
IPE. The Dresden IPE insight development methodology prescribes the identification of 
insights by each analyst as the work is ongoing, instead of the process employed in· 
previous PAA studies, which was backward looking from the IPE results. 

Another aspect of the IPE insights identified during this study is the overall approach of 
using best estimate analyses for the accident progression and mapping the plant 
procedures to the accident progression to determine those operator actions which can 
impact the accident progression. This has resulted in a comprehensive review of the · 
plant procedures for their impact on the progression of accidents, including core damage 
accidents. As a result of this review, a significant number of insights were developed 
relating to enhancements to the procedures, primarily to improve clarity and the likelihood 
that appropriate operator actions will be taken in response to plant parameters. 
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IPE Insight Evaluation 

For each of the over 130 IPE insights developed during the IPE, a process of evaluation 
was followed. The first step of the process was a distillation of the insights by a "Tiger 
Team", composed of individuals from CECo and the IPE Partnership. The first step of 
the distillation consisted of verifying the technical accuracy of each of the insights. The 
Tiger Team then grouped all of the insights related to the same subject together for 
further evaluation. Groupings were performed for the following subject areas: 

• 125VDC Power 
• Containment Flooding 
• ISLOCA 
• NRG Strategies 
• Loss of Offsite Power . 
• Plant Procedures 
• Containment Performance 

At that point the insights within a group were evaluated for their effect on the risk profile 
of the plant. The insights with the greatest impact on the risk profile were identified. Of 
particular interest are those insights which provide a major benefit to risk reduction and 
can be implemented with minor impact to plant hardware or procedures. 

A further grouping of insights was performed to facilitate the disposition of plant 
enhancements by CECo management. This grouping consisted of the following types of 
enhancements: Generic Procedure Enhancements (11 % of insights), Plant Specific 
Procedure Enhancements (42%), Hardware Enhancements (27%), Training (6%), 
Information (11 %) and Test & Maintenance (3%). 

All of the insight evaluation information was then presented to . the Senior Edison 
Management Review Team (SEMRT) for final evaluation and disposition. As part of their 
evaluation process, the SEMRT utilized the NUMARC Severe Accident Closure 
Guidelines (NUMARC 91-04). 

1.6.2 Evaluation Against NUMARC Severe Accident Issue Closure 
Guidelines 

The results of the Dresden IPE have been evaluated against the NUMARC Severe 
Accident Closure Guidelines. The guidelines were used to assess the proposed 
enhancements developed via insights related to severe accidents. 

The first step in using the Severe Accident Closure Guidelines was to group the core 
damage sequences; the groupings used were those of Table B-1 of that document. 

The grouping was carried out for all core damage sequences down to the quantification 
frequency cutoff of 1 E-15 for a given sequence. The following groups contain some 
contribution to the total core damage frequency: 
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IA Accident sequences involving loss of coolant inventory makeup in which the 
reactor pressure remains high. 

IB Accident sequences involving a loss of all AC power and loss of coolant inventory 
makeup (i.e., station blackout). 

ID Accident sequences involving a loss of coolant inventory makeup in which reactor 
pressure has been successfully reduced. 

II Accident sequences involving loss of containment heat removal leading to 
containment failure and subsequent loss of coolant inventory makeup. 

1118 Accident sequences initiated or resulting in small or medium LOCAs for which the 
reactor cannot be depressurized and inadequate coolant inventory· makeup is 
available. 

lllC Accident sequences initiated or resulting in medium or large LOCAs for which the 
reactor cannot be depressurized and inadequate coolant ~nventory makeup is 
available. 

IV ·Accident sequences involving an ATWS leading to containment failure due to high 
pressure and subsequent loss of inventory makeup . 

v Unisolated LOCA outside containment leading to loss of effective coolant inventory 
makeup. 

The sequence numbers of the top 100 sequences included in each group are listed in 
Table 1.6.2-1 with the resulting mean group core damage frequency and percent 
contribution to the total core damage frequency. The group core damage frequency and 
contribution is based upon all sequences. 

The core damage frequency and percent contribution to the total core damage frequency 
for each group were then evaluated against Tables 1 and 2 of the Severe Accident 
Closure Guidelines. Table 2 was used for the containment bypass sequences (group V 
only), and Table 1 was used for all other groups. The comparison shows that only the 
IA and 11 groupings are of interest with respect to the Severe Accident Closure Guidelines. 

The IA group falls into the category in Table 1 that suggests the licensee ensure that 
Severe Accident Management Guidance (SAMG) is in place with emphasis on 
prevention/mitigation of core damage or vessel failure, and containment failure. 

The II group falls into the category in Table 1 that suggests the licensee perform the 
following: 

1. Find a cost effective plant administrative, procedural or hardware modification with 
emphasis on eliminating or reducing the likelihood of the source of the accident 
sequence initiator; or 
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SEQUENCE 
GROUP 

IA 

IB 

ID 

IV 

II 

1118 

lllC 

v 

TABLE 1.6.2-1 
NUMARC SEVERE ACCIDENT CLOSURE GUIDELINES 

SEQUENCE GROUPING INFORMATION 

TOTAL GROUP 
SEQUENCE CORE DAMAGE % CONTRIBUTION 
NUMBERS1 FREQUENCY TO TOTAL .CDF 

13,21,41, 42,46,57, 5.5E-07 3% 
60,65, 76, 93 

7, 14, 15,32,62, 68, 8.6E-07 5% 
88,99 

16,26,34, 55, 64 3.7E-07 2% 

23,29,47, 52, 53,56, 4.4E-07 2% 
58,61, 71, 90, 100 

1' 2, 4, .6, 8, 9, 12, 1.4E-05 74% 
17, 18, 19, 20, 22,24, 
25,27,28, 30,31,33, 
35,36,37, 38,39,40, 
43,44,45, 48,49,50, 
51,54, 59, 63,66,67, 
69, 70, 72, 74, 75, 77, 
78, 79,80, 81,82,83, 
84, 85, 87, 89, 91, 92, 
94,95, 96, 97,98 

5, 10 6.1 E-07 3% 

3,11,73,86 7.5E-07 4% 

(None in top 100 4.3E-10 <<1% 
sequences) 

Refers to the sequence position in the ranking of core damage sequences in descending magnitude 
of core damage frequency. 
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2 . If unable to satisfy above response, treat in EOPs or other plant procedure with 
emphasis on prevention of core damage; or 

3. If unable to satisfy above responses, ensure SAMG is in place with emphasis on 
prevention/mitigation of core damage or vessel failure, and containment failure. 

These suggested actions were considered by the SEMRT in their review of potential plant 
enhancements. 

1.6.3 Conclusions of IPE Enhancement Evaluations 

The utilization of the NUMARC Severe Accident Closure Guidelines identified the need 
for the implementation of one or more plant enhancements at Dresden Station related to 
sequences in which suppression pool cooling has failed. · 

The Tiger Team evaluation of the risk significance of the different insights- showed that 
the greatest improvement in plant risk could be realized by implementing a procedure 
enhancement related to alignment of LPCI or Core Spray pump suction to the condensate 
storage tank when suppression pool cooling cannot be established. This enhancement 
allows injection to the reactor vessel to be maintained when it would otherwise be lost 
due to insufficient net positive suction head for the low pressure ECCS pumps as the 
suppression pool water is heated. Intermittent operation of LPCI or CS to control level 
in the reactor pressure vessel based upon the volume of water available in the CST 
would provide core cooling well beyond 24 hours. The procedure enhancement relating 
to this plant condition has a significant impact on the sequence class requiring action by 
the Closure Guidelines. Commonwealth Edison has decided that this procedure change 
should be implemented at Dresden station. CECo has initiated actions to determine the 
details of implementing the change. 

The frequency of the class of sequences relating to station blackout conditions fell just 
below the cutoff of the Closure Guidelines for requiring enhancements or accident 
management guidance. However, since SBO sequences can potentially lead to 
significant fission product releases, CECo believes it is prudent to consider a procedural 
enhancement to further reduce the frequency of SBO sequences. Modifying plant 
procedures for loss of all AC power to instruct the plant operators to manually open the 
circuit breakers to the isolation condenser's 250VDC motor-operated valves prior to 
depletion of the 125VDC batteries, would allow·for·continued operation of·the ICs, even 
under extended SBO conditions. 

No other specific enhancements are required to satisfy the NUMARC Severe Accident 
Closure Guidelines. CECo is evaluating the significant insights. The generic procedure 
insights are being forwarded to the BWR Owners Group for review and possible 
implementation. The plant specific procedure insights other than those related to meeting 
the Closure Guidelines are being considered. Changes in plant design or operation, 
including insight implementation, which may affect the risk profile will be evaluated as part 
of the periodic review and update of the Dresden PRA . 
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1. 7 Accident Management 

Commonwealth Edison has integrated the definition of an Accident Management (AM) 
Program with the performance of the IPE. The CECo AM elements are similar to those 
proposed by the NRC. The five elements of the CECo AM program are: 

• Organization and Decision Making, 
• Accident Management Guidance (Strategies), 

· • Calculational Tools, 
• Training, and 
• Plant Status Information. 

Differences from the NRC approach include the expansion of the plant instrumentation 
area to include vital plant information needs for AM; the expansion of. AM guidance to 
include the interface with the site emergency plan, and the consideration of predictive and 
decision-making tools within the calculational tool element.· 

CECo believes that the management of severe accidents with potential or actual core 
damage, where the situation is beyond the realm of the EOPs, should be the 
responsibility of the emergency response organization, outside the Control Room. The 
CECo AM program is being developed with this philosophy. 

The methodology used by CECo is a forward-looking process incorporated in each phase 
of the IPE work. The CECo approach encompasses the key aspects of the EPRI and 
NRC methodologies and employs a simultaneous "top-down" and "bottom-up" method. 
The top-down evaluation has logically defined the elements of an intuitive AM program 
framework, as described above, and identified where the various aspects of the IPE effort 
·could support enhancement of these elements. The bottom-up approach examined the 
technical analysis at each of the major steps of the IPE for observations that could fall 
into one or more of the five AM framework elements. 

The search for AM insights covers all aspects of the IPE analysis, not just the dominant 
accident sequences. Potential and possibly subtle strategies and insights are best 
identified and documented while related information is actively under evaluation by the 
IPE analysts. Improved understanding of the plant capability to respond to accidents and 
the operator response to accident symptoms is one of the most important benefits to be 
obtained from the Dresden IPE, and the decision to develop and evaluate AM insights at 
the onset of the IPE for Dresden Station has maximized this benefit. 

A detailed matrix of the above AM program elements and IPE work products was used 
to define a set of questions for each IPE task which would focus and stimulate the IPE 
analysts to identify applicable AM insights as the IPE tasks were being performed. As 
was the case for IPE insights for plant enhancements to prevent core damage, each of 
the individual AM insights was evaluated by a "Tiger Team," composed of individuals from 
CECo and the IPE Partnership. The individual insights identified by the bottom-up 
approach were evaluated on their technical merit. Insights were combined, where 
appropriate, and a qualitative assessment was then performed. 

726302SU.11/011893 --- 1-39 



• 

• 

A number of individual AM insights for Dresden Station were identified by the IPE 
analysts and evaluated by the Dresden Tiger Team. The distribution of insights over the 
elements of the AM framework was concentrated in accident management strategies and 
information, as expected: 

Organization 1 % 
AM Guidance 39% 
AM Tools · 19% 
AM Training 1 % 
AM Information 40% 

A series of experiments performed as part of the Dresden IPE/AM program verified that 
submerging the bottom portion of the reactor vessel can prevent vessel failure after 
relocation of the damaged core to the lower head, given that·the RPV·support skirt is 
modified to allow the egress of steam. This would eliminate the subsequent postulated 
containment challenges related to ex-vessel phenomena such as direct containment 
heating, ex-vessel steam explosions, and core-concrete interactions. AM insights have 
identified the need for providing alternate means of achieving containment sprays to 
control fission product release fractions, especially under station blackout conditions. 
Finally the IPE analyses have indicated the importance of being able to monitor and 
understand the progression of the core damage accident. As a result of these insights 
and work performed by NUMARC, additional computational aids and tools will be 
developed for the emergency response organizations. This will necessitate 
supplementing the current organizations with additional personnel to perform these 
functions and training in the use of these AM tools. · 

1.8 Conclusions 

The Dresden IPE/AM project is believed to be one of the most comprehensive PRAs ever 
undertaken. It has provided a new level of understanding of the plant and its behavior 
under a variety of potential accidents. 

The realistic modeling employed in the Dresden IPE shows that Dresden Station is a very 
good plant with reliable systems. The Dresden EOPs are effective in responding to 
severe accidents, and they contribute to Dresden Station's low core damage frequency. 
Dresden Station was found to have no serious weaknesses or vulnerabilities. 

The core damage frequency was calculated to be 1.85E-05/yr. Dresden Station is 
somewhat sensitive to one particular initiating event, "Loss of DC Power in One Unit." 
Of the total core damage frequency, 95% is spread over four initiating events; the Loss 
of 125VDC Power in One Unit contributes 60% toward this total. The next three types 
of events are Single Unit Loss of Offsite Power (20%), Medium LOCA (8%), and Dual 
Unit Loss of Offsite Power (7%). 

The frequency of the most likely sequence, a Loss of DC Power in One Unit with 
subsequent failure of suppression pool cooling, is 8.2E-06/yr; this constitutes about 44% 
to the total core damage frequency. The next most likely sequence is identical except 
that the suppression pool cooling failure is due to operator error; this sequence 
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contributes about 9% to the core damage frequency (1.7E-06/yr). The next five most 
likely sequences (two medium LOCAs, a dual-unit loss of offsite power leading to station 
blackout, and two single-unit losses of offsite power) each contribute 2% to 3% of the 
total. 

A review of the results using Fussell-Vesely importance measures indicates that the most 
significant hardware contributor is the equipment used for suppression pool cooling 
especially under degraded support conditions such as loss of 125VDG power, and the 
most significant operator contributor is the operator action to align the LPCI system for 
suppression pool cooling. The enhancement with the greatest potential for reducing core 
damage frequency relates to recovering from failure of the ability to cool the suppression 
pool. 

A review of the IPE results against NU MARC Severe Accident Issue ·Closure Guidelines 
(NUMARC 91-04, January 1992), shows the need to investigate improvements to reduce 
one class of 'sequences--sequences involving loss of containment heat removal with a 
subsequent loss of coolant inventory makeup. These improvements are called for on the 
basis of the fraction of total core damage frequency represented by these sequences. 
An enhancement to procedures relating to realignment of emergency core cooling system 
(ECCS) pump suction successfully reduces the contribution from this class of sequences • (loss of containment heat removal). With these changes implemented, Dresden Station 
has a core damage frequency of 3.8E-06/yr. 

In accordance the recommendations provided by the NUMARC Closure Guidelines, 
accident management guidance will be developed for one other class of sequences: those 
involving a loss of all onsite AC power (station blackout sequences). ATWS sequences 
also deserve specific attention, although their frequency is well below the NUMARC 
Closure Guidelines, due to the associated source term and because the IPE/AM insights 
indicate that this source term could potentially be reduced by appropriate use of drywell 
sprays. 

The use of realistic analyses, in conjunction with modeling the EOPs, has shown that 
some accident sequences do not achieve core damage until well after 24 hours. Rather 
than assuming that these sequences were successes, as has been .done in past PRAs, 
these sequences were separately identified and were categorized as resulting in the 
success with accident management (SAM) endstate. The SAM sequences have a 
predicted frequency of occurrence of 7.4E-07/yr. It was found that simple ·actions for 
each of these sequences could restore the plant to a long-term safe, stable state. 

The frequency of uncontrolled release caused by high pressure and/or high temperature 
was calculated to be 8.2E-07/yr. This frequency consisted of ATWS and station blackout 
events where venting would be unavailable or ineffective. Source terms. in these 
sequences are much larger than those due to other types of accident sequences. A 
significant portion of the total core damage frequency is due to sequences in which the 
containment is vented during the event and, though vented, fails later due to high 
temperature (1.6E-05/yr). Another group of sequences involve venting the containment 
with the containment remaining intact; these contribute 3.SE-08/yr. In yet other 
sequences, LPCI injection or drywall sprays are used in combination with suppression 
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pool cooling to prevent containment failure and limit source terms to containment leakage . 
The interfacing systems LOCA sequence frequency of 4.3E-1 O/yr at Dresden makes 
ISLOCA a negligible contributor to source term and plant risk. For an inerted 
containment, the likelihood of plant operation with a failure to isolate is extremely remote. 

The Dresden IPE demonstrated that MAAP is a very useful tool for plant analysis. It was 
found to be of value for system success criteria and for event timing, as well as for 
calculation of fission product releases. 

The Commonwealth Edison engineering staff has been intimately involved in the IPE 
process and has acted as both originator of IPE analyses and reviewer of all IPE 
analyses. As a result of the Integrated IPE/AM Program, the CECo PRA staff has 
developed a unique understanding of the behavior of the plant under accident conditions 
and of the total plant capabilities to respond to accidents: As·an indication of the utility 
of the IPE model, a proposed plant modification, the installation of additional diesel 
generators at the station, was evaluated to estimate its impact on plant core damage 
frequency. Although it was found that this modification reduces core damage frequency 
only minimally, the evaluation process demonstrates the utility of the IPE as an input to 
the plant management process. 

The principal ·purpose of the Dresden IPE was to develop an understanding of the 
response of the plant to severe accidents. It accomplished this purpose. A second 
purpose of the Dresden IPE was to serve as the basis for an Accident Management 
program. The insights developed during performance of the Dresden IPE will form the 
basis for future development and implementation of the Dresden Accident Management 
program. The final results of the study support the idea that the best improvement for 
plant safety is a good Accident Management program. 
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2.0 EXAMINATION DESCRIPTION 

2.1 Introduction 

The objective of the Dresden IPE was to identify and resolve severe accident issues 
germane to the station by performing a full scope Level II PRA. Accident Management 
(AM) considerations were integrated into the program from the beginning. 

This Level II PRA was designed to be in full compliance with the requirements of NRC 
Generic Letter 88-20 and its supplement. The approach to the IPE has been to perform 
realistic evaluations of Dresden's operational capabilities. Emphasis has been placed on 
the prevention of severe accidents and on the need to effectively respond to accident 
sequence progressions in the event of a severe accident. Evaluations were carried out 
in a manner to support CECo senior management decision-making processes relative to 
potential enhancements of plant design and/or operations aimed at the reduction of risk · 
from severe accidents. The entire IPE process (planning, methodology development and 
analysis) was thoroughly documented, is scrutable, and the resulting Dresden PRA can 
be easily used and maintained. 

The IPE/AM Program was comprised of the following fourteen major task areas: 

1. Project Management 
2. Plant Data 
3. Accident Initiators 
4. lntersystem Dependence 
5. Event Tree Modeling 
6. Systems Analysis 
7. Accident Sequence Quantification 
8. Internal Flooding Analysis 
9. Containment Response to Severe Accidents 
10. Sensitivity Analysis 
11. Evaluation and Application of Results 
12. IPE/AM Project Documentation 
13. Accident Management 
14. Training and Technology Transfer 

While the plant examination was conducted using standard systems analysis practices 
such as those outlined in NUREG/CR-2300, "PRA Procedures Guide - a Guide to the 
Performance of Probabilistic Risk Assessments for Nuclear Power Plants" and 
NUREG/CR-2815, "Probabilistic Safety Analysis Procedures Guide"; several innovative 
techniques were developed for parts of the analyses. For example, the traditional 
systems analysis and containment analysis portions of the PRA were integrated through 
the use of plant response trees that depict the combinations of events that model station -
behavior from initiating event to a specific end state. The end state is characterized by 
retention of fission products within the containment boundary or release to the 
environment. The accident sequence and containment response code, MAAP, was 
utilized to describe success criteria, timing, and containment response. 
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Even though considerable overlap occurred during the performance of the above tasks, 
the analysis was divided into four distinct phases: Phase 1 consisted of plant information 
collection, data collection, and data analysis; Phase 2 was comprised of the systems 
analysis which established system responses to initiating events and the resulting 
dominant accident sequences; Phase 3 included the performance of tasks related to 
containment response characterization and the determination of any fission product 
releases to the environment; and Phase 4 consisted of the evaluation and documentation 
of results. 

The models developed in the IPE represent the as-built Dresden Station using current 
operating practices. Extreme care has been taken to give credit only for operator actions 
covered by formal procedures and commensurate training. The relative value of selected 
equipment or procedural improvements and Accident Management insights were 
investigated through sensitivity studies. 

2.2 Conformance with the Generic Letter and Supporting Material 

Generic Letter 88-20 requested each utility perform an Individual Plant Examination for 
the purposes of: 

1. developing an appreciation of severe accident behavior, 

2 . understanding the most likely severe accident sequences that could occur at its 
plant, 

3. gaming a more quantitative understanding of the overall probabilities of core 
damage and fission product releases, and if necessary, 

4. reducing the overall probabilities of core damage and fission product releases. 

In response to the Generic Letter, CECo stated its intent to perform a full scope Level II 
PAA for Dresden in order to identify, evaluate, and resolve severe accident issues 
germane to the plant. 

CECo has invested substantial personnel and financial resources into the performance 
of the IPE. A permanently assigned core staff, thoroughly knowledgeable in the design 
and operation of Dresden has been completely involved in all aspects of the IP E. Other 
CEco·personnel have been extensively involved in various aspects of the evaluation as 
needed. 

A detailed, realistic evaluation of Dresden has been conducted to insure that responses 
characterized expected plant behavior and to identify useful AM strategies. The extent 
of uncertainty in plant response to phenomenological considerations was evaluated and 
factored into the insights . 
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Although accident management considerations were not required at this time, an 
extensive accident management evaluation program was conducted to fully integrate the 
IPE/AM effort. . 

Finally, the results of the IPE have been carefully reviewed to identify areas where plant 
improvements could be effect}vely made with emphasis on core damage prevention. 

2.3 Information Assembly 

A tremendous amount of information was needed to perform the detailed Dresden IPE/AM 
study. The project team reviewed and assembled information from plant specific sources, 
relevant plant studies, and generic sources. Plant walkdowns were an important part of 
the data collection effort. Information was assembled to familiarize the analysts with the 
plant, determine and quantify the important initiating events, determine the component 
and system failure rates, perform various supporting analyses (e.g., common cause 
failure), conduct the evaluation of internally initiated flooding events, and develop plant 
layout insights. Table 2-1 provides a list of the important information sources reviewed. 
Complete lists of individual references are documented in the project notebooks. 

The Dresden IPE/AM team used only the latest revision of drawings, design documents 
such as the FSAA, and plant procedures that were available as of January 1991. 
Differences between these documents and systems and layout were noted and resolved 
or included in the models as appropriate, if found. Thus, the PAA models reflects the 
Dresden as-built condition as it existed in January 1991 1

• 

Detailed system notebooks were developed for 26 major systems and miscellaneous 
systems that were expected to have an influence on the IPE/AM results. In addition, 
notebooks were developed for the major elements of the IPE/AM analyses (e.g., initiating 
events, internal flooding, etc.). Again, the plant information sources identified in Table 2-1 
were used to develop system descriptions and models. Both plant specific and generic 
sources were used to define component availabilities, initiating events and initiating event 
frequency, important accident sequences, potentially important modeling features, 
common cause failure rates, and human reliability data. Subsequent sections of this 
report provide more detailed discussions of the specific use of the information collected. 

While no other Dresden specific PAA studies were directly consulted for use in the 
IPE/AM, information from plants similar to Dresden has been collected and incorporated 

·where appropriately justified. NSAC 151, a report on other plant PAA's, was also 
reviewed for applicability. 

Plant walkdowns were conducted by members of the IPE/AM team who were responsible 
for the evaluation of specific plant systems, or 'areas of special interest, e.g., internal 

Two modifications to the plant, imminent in January 1991, were included in the "baseline" Dresden 
model: the installation of the hardened containment vent and the installation of diesel-driven isolation 
condenser makeup pumps. 

726302SU .12/011893 2-3 



• 

• 

• 

flooding. The walkdown teams were led by CECo personnel who were knowledgeable 
about the plant and its detailed arrangement. 

The walkdowns had a number of objectives in addition to the familiarization of the 
analysts with the plant systems and layout. Checklists were developed to collect 
information needed for the IPE analysis and the assessment of potential AM recovery 
actions. The scope of these checklists included: 

• Assess room environment (cooling, barriers, open area, etc.), 

• Assess diligence of maintenance (cleanliness, leaks, equipment condition, stored 
special equipment, etc.), 

• Identify local controls & indications available, 

• Establish ability to use local controls (posted instructions, lighting at controls, etc.), 

• Identify potential room hazards, 

• Identify control room alarms I indications-for system or component, 

• Identify flooding information (critical equipment, source of flooding, room drainage, 
etc.) . 

Figures 2-1 through 2-8 in Volume 2 (behind tab for Plant Layout) show the general areas 
of the plant. The systems and plant environment of most concern are contained primarily 
in the Reactor Building; however, several other buildings or areas are important because 
of the key equipment located in them. The areas or buildings of importance to the 
Dresden IPE are: 

• Reactor Building 

• Turbine Building 

• Crib House 

• Control Room 

• Outside Grounds 

2.4 General Methodology 

The Dresden IPE/AM program, as previously mentioned, consisted of 14 major task areas 
encompassing a full scope Level II PRA and an Accident Management analysis. These 
analyses used standard PRA methodology and were focused on performing a realistic 
assessment of plant response to postulated severe accidents. 
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The plant systems and operator actions were modeled in detail including explicit modeling 
of all key components. The MAAP code was used to develop realistic success criteria 
as well as the plant response to each important accident sequence. Accident 
Management assessment methodology was integrated into the steps of the PRA 
evaluation to develop detailed insights concerning system faults and potential recovery 
actions. The key tasks are discussed below. 

Plant Familiarization 

Plant familiarization was accomplished through a combination of a comprehensive 
document review and plant walkdowns. The document review included: the plant FSAR, 
design drawings, design descriptions, training materials, normal and emergency operating 
procedures, technical specifications, test procedures, location and layout drawings. 
Walkdowns were used to develop an appreciation for the potential environmental impact 
on equipment that is difficult to discern from drawings. In addition, design descriptions and 
drawings were checked for accuracy and completeness during the walkdown process. 

Plant Information and Data Analysis 

Plant specific information was collected from a variety of logs, reports, and operator 
interviews for the period from January 1 , 1984 through December 31 , 1990 to examine 
plant specific component failure, testing, and maintenance data as well as initiating events 
that have led to reactor. trips. In a few instances, generic data from. IEEE-500; 
NUREG/CR-2815 Revision 1, or other sources, were used to supplement plant specific 
information when sufficient plant data was not available. For common cause failure data, 
the Multiple Greek Letter (MGL) method was used to generate failure probabilities. 

Accident Initiators 

The selection of accident initiating events for Dresden was made from the collection and 
analysis of plant trip data. Additionally, the plant specific data evaluation was 
supplemented with industry data from NUREG/CR-3862 and from WASH-1400. 

Dresden trip data was collected from scram reports, deviation reports, LERs and plant 
operating logs to identify actual trip events, power level at which the trip occurred, the 
failure which caused the trip, and the safety.equipment that operated in .response to the 
event. 

The Dresden accident initiating events included large LOCA, medium LOCA, small LOCA, 
interfacing systems LOCA (ISLOCA), loss of offsite power, transients and special 
initiators. Most transient initiators were evaluated together since they all leave the plant 
in a state where the reactor protection system (RPS) is challenged and demand is made 
of safety systems to provide the reactor with a reliable source of cooling and makeup 
injection. These transients include such events as reactor trips, turbine trips, loss of main 
feedwater, etc. Special initiators included only the loss of 125VDC in one unit. 
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Several methods were employed to determine initiating event frequencies for the relevant 
initiators. For those events having sufficient plant specific data, each event was 
categorized as identified above and the frequency determined by the number of events 
in the category. For events where there were insufficient plant specific data, such as 
LOCAs, the initiating event frequency was developed from generic data or similar plants. 
In the cases of small, medium, and large break LOCAs, the initiating event frequencies 
were taken from WASH-1400. Loss of offsite power was determined from a detailed 
study of the CECo grid reliability and plant experience. 

Internal flooding was treated as a special initiator. A separate analysis was performed 
to determine if areas in Dresden are susceptible to flooding, and if there is sensitive 
equipment in those areas that could cause a plant shutdown or result in one or more 
failed safety systems. If such areas and equipment were identified, the contribution to 
core melt was evaluated from flooding those areas. The event trees from the other 
internal event initiators were used to quantify the contribution of flooding to core melt 
frequency. 

lntersystem Dependence 

A detailed analysis of dependence of the various frontline safety systems and supporting 
systems was conducted for each of the identified initiators, and for the interactions 
between the two Dresden units. Dependency matrices were developed for the 
dependence of a) frontline and support systems upon the initiating events, b) frontline 
systems upon support systems, c) frontline systems upon other frontline systems, 
d) support systems upon other support systems, and e) systems in one unit upon the 
systems or initiators in the other unit. 

Information obtained from the accident initiating event analysis, system description 
documents and other sources, and plant walkdowns was used to construct the 
dependency matrices. 

Event Tree Modeling 

Plant response event trees (PRTs) and support state event trees were used to develop 
a Dresden accident sequence model. A plant response tree was developed for each 
initiator. A support state model was developed for each major class .of initiating events: 
Transients (including LOCAs), Loss of Offsite Power, and Special Initiators. 

Support systems were modeled in a separate support system event tree. The support 
system model was a dual unit model since the two Dresden units share important support 
systems. The frontline system trees were connected directly to the support system event 
trees by the computer code, QT, for the quantification process. 

The plant response tree is a relatively unique and innovative modeling approach used by 
CECo for all I PE models. This tree combines the events of core damage prevention with 
those of accident progression through accident mitigation or containment failure and 
fission product release. The trees were developed by evaluating the accident initiator to 
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determine the relevant critical safety functions and identifying the combination of safety 
systems and proceduralized operator actions required to bring the plant to a safe stable 
condition. These were identified for each initiator and modeled together as events within 
the event tree structure. 

The plant response trees also modeled consequential or active failures that could change 
plant response by transfers to other plant response trees. Thus the models appropriately 
accounted for events not normally associated with the response tree developed for the 
particular initiating event. 

The MAAP code was used to develop and validate the accident sequence assumptions. 
These assumptions include items like the success criteria for achieving inventory control 

. with frontline systems and the time available to accomplish operator actions successfully. 
Both system success criteria and operator actions were modeled realistically so that the 
accident sequences represent best estimate plant response. The best estimate approach 
was considered to be essential for use in developing appropriate accident management 
strategies and useful IPE insights. 

Systems Analyses 

The Dresden systems were modeled with fault trees. For each system, the analysis 
included the development of detailed system notebooks describing the system, its 
operation, the effect of accident conditions (success criteria, initiator impact,. etc.), its 
operating experience, the system models and assumptions, quantification, and analyst 
insights. The relationship between the two units was also carefully examined and 
discussed. 

The development of the fault tree models was done from the top event down. Fault tree 
development was aided through the development of simplified process & instrumentation 
diagrams (P&IDs) and fault tree modules which simplified and standardized the fault tree 
layouts. The fault trees were quantified using the computer program, GRAFTER. 

Accident Sequence Quantification 

The plant response trees were quantified with the QT computer code to calculate the 
probability of the accident sequences. The plant response trees. first required the 
quantification of each system node taking into account the various dependencies that can 
affect each node. In addition to PAT nodes involving system reliability which are 
quantified through the use of fault trees, operator action nodes were quantified using the 
human reliability analysis model, THERP. Other events which do not fit either of the 
above categories (e.g., restoration of offsite power) also required quantification on the 
basis of generic data. lntersystem shared equipment dependencies were modeled in the 
trees by including conditional probabilities for the event. 
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Containment Systems Analysis 

Containment systems models were developed in conjunction with the reactor systems 
analysis. The same methods used in the reactor systems analysis were used for the 
containment systems analysis. The containment isolation system was reviewed in detail 
for paths that could result in containment bypass as well as to identify the pressure 
boundaries of those systems interfacing with the primary system. Containment isolation 
failure events and containment bypass events were considered as an integral part of the 
Level I systems analysis task. 

Phenomenological Assessment 

Extensive phenomenological evaluations were made to study accident progression and 
the possible containment failure mechanisms. These 'evaluations serve as the primary 
means by which phenomenological issues were addressed. A combination of the results 
of these evaluations and MAAP analyses were used to assess the importance of the 
phenomenological issue and the significance of the uncertainty. For some issues, 
Dresden specific experimental data were developed to address them, or use was made 
of experimental data available in the open literature. The results of these analyses 
reduced the number of phenomenological issues that required modeling in the plant 
response trees. 

Source Term Analysis 

Source Terms were developed by analyzing the dominant accident sequences that led 
to containment failure using the MAAP code. Source terms were binned into release 
categories based on the sequence progression and the type, timing, and magnitude of 
the release. 

Accident Management 

An accident management evaluation program was conducted in parallel with the Dresden 
IPE. Its objective was to develop accident management insights in addition to the direct 
insights from the IPE. A matrix approach was used by the IPE team that addressed each 
of the areas identified in the NRC's request for the development of an accident 
management framework. In this approach, each analyst addressed a s.eries of questions 
in each phase of the IPE relevant to each framework area. These questions led to 
analysts developing a set of insights from the results of their evaluations. The collection 
of candidate insights were submitted to a panel of senior, highly experienced engineers, 
("Tiger Team") who distilled potential accident management strategies from the candidate 
insights. These strategies were integrated with the analytical accident management 
framework to define the Dresden Accident Management Program~ 

2.5 Treatment of Dual Units 

• All CECo nuclear generating stations are dual unit sites. Therefore the IPE methodology 
has been constructed. to carefully examine the design of the two units and their 
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dependencies. The methodology was designed to accomplish the following objectives: 
1) Determine whether the designs of the two units were substantially different such that 
IPE models were required for both units and 2) identify and analyze dependencies of one 
unit upon the other unit. The methodology was developed and documented in a series 
of CECo IPE/AM program guidelines to insure that the multi-unit IPE methodology will be 
consistently applied to all of CECo's IPEs. 

The multi-unit methodology used consisted of five key analysis areas. These areas were 
1) plant familiarization, 2) initiating event analysis, 3) support system analysis, 4) frontline 
system analyses, and 5) containment analyses. 

Plant familiarization involved the collection and evaluation of plant documentation on the 
design and operation of each unit, identification of dependencies among frontline systems, 
support systems, and units based on the evaluation of the plant documentation, and 
performance of plant walkdowns. Plant walkdowns were conducted to check the plant 
documentation and to look for dependencies and other as-built information that may not 
be discernable from the plant documentation, including differences in the configuration 
of the same systems in the different units. 

The data collected from the Dresden units (relevant initiating events, the set of system 
dependencies, and previous evaluations and reports) were examined ·to identify 
intersystem dependencies between units that could result from particular initiators. The 
method accounted for the level of dependency of systems between units, including: 
shared systems, partially shared systems, and the ability to share systems (e.g., through 
manually actuated cross ties). 

Support systems are most crucial in determining the correct plant response to an initiating 
event because these systems are commonly shared or have the potential to be cross 
connected at multi-unit sites. The CECo method for capturing the effects of the second 
Dresden unit was to develop a support state model which directly accounted for the 
shared support systems'' of the second unit but did not credit potentially shared systems 
unless alignments were automatic or procedures were provided for their actuation (i.e., 
establish the cross connected systems). 

Frontline systems analyses used a comparative method for those systems that were 
found to be completely independent between units. Those systems that were found to 
be shared, or partially shared, were modeled to include all components of the system or 
systems to the extent of influence. For the frontline systems, a detailed comparison of 
the two units was made to identify the differences and commonalities. A fault tree was 
developed to model the first unit and then, for the second unit, the model was modified, 
if necessary, to account for the differences in this system in the second unit. The method 
for the shared, or partially shared, systems was to build· a fault tree of the system for the 
first unit and include the second unit's partially shared system if: (1) there is an automatic 
realignment of the second unit's system caused by a safety actuation signal on the first, 
or (2) emergency procedures direct the realignment of the second unit's system . 
Potentially shared systems were modeled, but not credited (manually actuated cross tie 
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exists) in the IPE. In this way, the value of accident management strategies could be 
discerned and evaluated in later model quantification. 

Containment Analyses for dual unit considerations also involved the use of the 
comparative method to identify the differences and commonalities between the 
containment layout, systems, physical strength, and potential fission product release sites 
of the two units. An evaluation of the differences was made to determine the need to 
provide MAAP analyses of the second unit containment response and to determine the 
need to consider different phenomenology than that applied to the first unit. 

A final step in the dual unit methodology resulted in the examination of the plant response 
tree developed for the first unit to determine whether any differences identified in the 
review of the second unit would cause different or additional events to be necessary to 
accurately represent the second unit. Since no significant differences were found, a set 
of plant response trees was not needed for the second unit. 

2.6 Treatment of Unresolved Safety Issues (USls) and Generic Safety 
Issues (GSls) 

CECo, in the Dresden IPE, has actively complied with the NRC's request stated in 
Generic Letter 88-20 to address USI A-45, Decay Heat Removal. Although the analysis 
has been developed to sufficient depth to address other such issues, CECo has no plans 
at this time to address other USls or GSls which may be open . 

The method used in the Dresden IPE to evaluate the decay heat removal issue has been 
to insure that sufficient detail was included in the IPE to develop an accurate 
characterization of Dresden's decay heat removal capability. This attention to detail was 
reflected in each task of the analysis. Care was especially exercised in the selection of 
initiating events, development of dependencies, modeling of support states, and modeling 
of frontline decay heat removal systems. The results of the overall study were examined 
from the standpoint of the criteria for resolution of the issue and relevant insights 
concerning the decay heat removal systems. The evaluation and results are discussed 
in Section 4.6.4 . 
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TABLE 2-1 
DRESDEN IPE/AM INFORMATION SOURCES 

SOURCE 

Plant Specific 

System Descriptions 

Updated FSAR 

Units 2&3 General Arrangement Plan 

Fluid System Drawings 

Piping & Instrumentation Drawings 

Station Electrical Drawings 

Station Structural Drawings 

Technical Specifications 

Abnormal Operating Procedures 

Emergency Operating Procedures 

Periodic Test Procedures 

Maintenance Procedures 

Licensee Event Reports (LERs) 

Deviation Reports (DVRs) 

Plant Operating History 

Maintenance Records 

Scram Reports 

Inoperable Equipment Log 

Dresden Operating Procedures (DOP) 

IPE/AM System/Containment/Flooding Evaluation Walkdowns 

Emergency Plan 

Plant Pump Head Curves for Key Pumps 

HVAC Calculations 

OBA and LOCA Calculations 

Vendor Data/Specifications for Safety Grade Components 

Fire Protection Studies 

Tech Staff Surveillance Procedures 

Acronyms are defined at the end of this table. 
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SN, DM 

SN, DM 

SN, IF 

SN, FT 

SN, FT 

SN; FT, SS 

SN.ES 

SN, FT, Q 

SN,FT,PRT 

PRT,SN 

FT,Q 

FT, Q 

Q, IE 

IE, Q 

IE,Q 

Q 

IE, Q 

Q 

SN, FT 

SN, FT, DM, IF 

ST 

ST.SC 

ES 

ST 

SN,SC 

ID, PRT, IF 

SN 
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TABLE 2·1 (Continued) 
DRESDEN IPE/AM INFORMATION SOURCES 

SOURCE 

Plant Studies 

NUREG-75/014, WASH 1400, Reactor Safety Study. 

NUREG-0956, Reassessment of the Technical Bases for Estimating Source Terms, July 1986. 

NUREG-1150, Severe Accident Risks, An Assessment of five U.S. Nuclear Power Plants. 

IDCOR Technical Report, 23.1Z. 

Generic Sources 

NUREG-0020, l.J. S. Nuclear Regulatory Commission, "licensed Operating Reactors, Status Summary Report 
Data as of 11-30-86," Vol. 10, No. 12 December 1986. 

WASH-1285, "Report on the Integrity of Reactor Vessels for Light-Water Power Reactors by Advisory Committee 
on Reactor Safeguards," January 197 4. 

WASH-1318, "Technical Report Analysis of Pressure Vessel Statistics from Fossil-Fueled Power Plant Service 
and Assessment of Reactor Vessel Reliability in Nuclear Power Plant Service," May 1974. 

· NUREG-0460, Anticipated Transients Without Scram for Light Water Reactors, Volumes 1-1, 1978-80 . 

NUREG-0666, A Probabilistic Safety Analysis of DC Power Supply Requirements for Nuclear Power Plants, April 
1981. 

NUREG-1032, Evaluation of Station Blackout Accidents at Nuclear Power Plants, June 1988. 

NUREG/CR-1278, "Handbook for Human Reliability Analysis with Emphasis on Nuclear Power Plant 
Applications," 1980 (revised 1983). 

NUREG/CR-2254, "A Procedure for Conducting a Human Reliability Analysis for Nuclear Power Plants," 
December 1981. 

NUREG/CR-2300, "PRA Procedures Guide," January 1983. 

NUREG/CR-2815, "Probabilistic Safety Analysis Procedure Guide," January 1984. 

NUREG/CR-3268, "Modular Fault Tree Analysis Procedure Guide," Volumes 1-4, August 1983. 

NUREG/CR-3862, "Development of Transient Initiating Event Frequencies for Use in Probabilistic Risk 
Assessments," EG&G Idaho, Inc., May 1985. 

NUREG/CR-4550, "Analysis of Core Damage Frequency from Internal Events," Volumes 1-4, September 1987. 

NUREG/CR-4551, "Evaluation of Severe Accident Risks and the Potential for Risk Reduction," Volumes 1-4, 
September 1987 . 

NUREG/CR-4780, "Procedures for Treating Common Cause Failures in Safety and Reliability Studies," 
Volume 1, February 1988 and Volume 2, January 1989. 
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TABLE 2-1 (Continued) 
DRESDEN IPE/AM INFORMATION SOURCES 

SOURCE 

EPRI NP-3967, "Classification and Analysis of Reactor Operating Experience Involving Dependent Events," June 
1985 .. 

NUREG-5132, Severe Accident Insights Report, April 1988. 

EPRI NP-2230, NP-2301, and NP-3583 reports. 

NSAC-144, Loss of Offsite Power at U.S. Nuclear Power Plants - All Years Through 1988. 

NSAC-108, The Reliability of Emergency Diesel Generators at U.S. Nuclear Power Plants. 

IEEE-500, IEEE Guide to the Collection and Presentation of Electrical Electronic Sensing Component and 
Mechanical Equipment Reliability Data for Nuclear Power Generating .Stations. 

IDCOR Technical reports. 

Abbreviations and Acronyms 

Component Unavailability Data 
Dependency Matrix 
Equipment Survivability 
Fault Tree Models 
Initiating Event 
Initiating Event Data 
Internal Flooding Analysis 
Plant Response Tree Model 

CD 
OM 
ES 
FT 
IE 
IED 
IF 
PAT 
Q 

SC 
SN 
SS 
ST 

Component Unavailabilities, Initiating Event Frequencies, or Model Quantification 
Success Criteria 
System Notebooks 
Support System Model 
Source Term 
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3.0 PROGRAM ORGANIZATION AND RESPONSIBILITIES 

3.1 IPE Program Organization 

CECo has committed substantial personnel and financial resources to its IPE/AM 
program. The CECo personnel assigned to conduct the IPE/AM program collectively 
have extensive experience in plant operations and systems engineering as well as PAA 
experience. Many of the methods used in the Dresden IPE were originated by CECo. 
Because of the sheer number of IPE/AM projects which CECo is performing and the 
timeframe for conducting them, CECo engaged the Individual Plant Evaluation Partnership 
(IPEP) to support the analysis efforts on each IPE. The IPEP companies include 
Westinghouse, TENEAA, and Fauske and Associates. CECo created an organization for 
the performance of these projects which effectively utilizes its personnel resources and 
provides CECo with complete control and involvement in the analysis of each plant. In 
this organizational structure, IPEP personnel performed the basic modeling and analysis 
while CECo personnel performed success criteria analyses using MAAP·-and conducted 
detailed review of the models, input assumptions, and results. Interactions between 
CECo personnel and the IPEP analysts were conducted on a continual basis and 
intensively at each intermediate step to resolve CECo issues and incorporate plant 
specific knowledge. 

Figure 3-1 shows the overall Organizational Structure for the CECo IPE/AM program with 
the Dresden IPE/AM project structure. As shown, CECo established a program manager 
to be responsible for conducting the six plant IPE/AM projects. He is responsible for 
directing the efforts of the CECo PAA/IPE group, directing IPEP, and coordinating the 
involvement of other CECo groups. To advise him on IPE matters and regulatory issues, 
a small team of senior managers called the Senior Management Support Team (SMST) 
from IPEP have been made available to the CECo program manager. Dresden personnel 
provided support to the IPE/AM project through data collection, plant walkdowns, 
interviews concerning operator or equipment response, and some review of accident 
sequence modeling. In addition to the PAA/IPE and plant support personnel other CECo 
engineering and support staff provided design and operational information at the direction 
of the program manager. 

The CECo program manager also reports to CECo senior management concerning the 
IPE/AM program and the results and recommendations from each .of. the projects. For 
Dresden, CECo senior management actively reviewed all results and insights as well as 
the IPE/AM program team's recommendation to decide which of the insights and/or 
recommendations to pursue. 

Mr. George T. Klopp is the CECo program manager. Mr. Klopp has many years of 
experience at CECo in the design of CECo plants and later in the performance of PAAs 
on CECo plants. He was the project manager for the original Zion Probabilistic Safety 
Study and has been responsible for various PAA analyses of the Byron and Braidwood 
Stations. He has participated in the peer review of PAAs conducted on Sequoyah and 
other nuclear plants, as well as the peer review of the NUAEG-1150.study done on Zion. 
He was also a participant on numerous IDCOA expert review groups. Mr. Klopp is 
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thoJOughly familiar with the design of all CECo nuclear plants, and will direct the IPE/AM 
efforts on each plant. This provides consistency to all of the CECo evaluations. 

The Dresden IPE/AM project team at CECo has extensive operating and PRA experience 
and includes Messrs. Robert Harding (team leader), Leland Raney, Milad Kalache, Paul 
Knoespel, Ray Christensen, and Phillip Cretans. 

Mr. Harding has been with CE Co approximately 22 years;· about 14 years of this 
experience has been in the engineering area relative to the Zion, Byron, and Braidwood 
nuclear plants. For the last four years, Mr. Harding has been a member .of the PAA 
Group, involved in the Zion IPE, performing MAAP success criteria, accident management 
analyses, initial review of various system notebooks, and for the past year has been the 
Team Leader for the Dresden IPE. 

Mr. Raney has 21 years of experience with CECo as well as test reactor operational 
experience. Much ·Of his experience was obtained performing engineering/design and 
safety analysis on CECo's nuclear plants. As part of .the Zion IPE/AM project, he 
participated in success criteria development using the MAAP code, review of MAAP 
analysis results, and development of common cause failure data. 

Mr. Kalache joined CE Co with more than 1 O years experience in nuclear power plant 
systems and operation. He has more than four years experience in IPE/PRA 
performance. Mr. Kalache is involved in the success criteria development, the accident 
progression response analysis using MAAP computer code, and the review of various 
notebooks for Dresden IPE/AM. 

Mr. Knoespel has over 15 years of experience with CECo, including more than 13 years 
of station experience in nuclear engineering, systems engineering, and operations at 
Quad Cities Station. For four years, he held an SRO license at Quad Cities. Mr. 
Knoespel has been a part of the PAA group for six months. To support the Dresden IPE, 
he participated in success criteria studies and the review of various notebooks, and 
contributed as a member of the Tiger Team. 

Mr. Christensen has 20 years of experience on CECo's BWR plants as well as US Naval 
nuclear submarine PWR experience as a reactor operator. He was in operations at 
Dresden for seventeen years and maintained an SRO license for nineteen years. As part 
of the Dresden IPE/AM project, he has provided review of various system notebooks and 
has been a member of the Tiger Team. 

Mr. Cretens has 19 years of experience at CECo in all areas of nuclear plant operations 
including tech. staff, maintenance, radwaste, work planning, startup and operations. He 
has held SRO licenses on three CECo plants - Quad Cities, LaSalle County, and 
Braidwood, and also has U.S. Navy nuclear submarine reactor operator experience. For 
the Dresden IPE/AM study, Mr. Cretens has been heavily involved in the review of PRTs, 
Fault Trees and System Notebooks. He participated in the success criteria development 
and accident progression response analysis using MAAP computer code. He has been 
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extensively involved in the development and unification of data base tools for long-term 
tracking of key items. 

The Dresden IPE/AM project team was supported on an as-needed basis by other 
members of the CECo PRA group. These members include Messrs. James Hawley, 
Xavier Polanski, Rod Stanisic, and Kong Wang. 

Mr. Hawley participated in the development of the Dresden IPE/AM success criteria and 
accident progression response analysis using the MAAP computer code. He gained 
extensive experience with the use of the MAAP code and its development during his 
five years as a staff member of Fauske and Associates, Inc. 

Mr. Polanski has been with CECo for approximately seventeen years; three-fourths of 
this experience has been obtained on Zion. He was with the Station Nuclear Engineering 
Department for four years, working on LaSalle County Station design and construction. 
He spent six years at Zion, serving on the technical staff, and as a control room 
supervisor during which time he held an active SRO license for Zion Station, before 
joining the PRA Group, in which he has six years of experience. Mr. Polanski is the 
Team Leader for the Zion and Byron IPEs. In this role, he has participated in every 
aspect of those studies. His plant experience has greatly assisted realistic modeling in 
the study. 

Mr. Stanisic recently joined CECo with more than 20 years experience in electrical and 
control systems engineering associated with the nuclear power and the process 
industries. As a senior member of the Systems Interaction Group at the Comanche Peak 
Nuclear Project, he prepared a design basis document - "Pipe Break Postulation and 
Effects," establishing guidelines and criteria for an acceptable design. Mr. Stanisic 
conducted safety and reliability/availability analysis by applying PRA methods, failure 
mode and effects analysis, faults hazard analysis, and fault tree analysis as 
recommended in NUREG-0492 and IEEE-352. 

Mr. Wang joined CECo with seven years experience in nuclear power plant systems and 
fundamental research in thermal-hydraulics related to nuclear reactor safety. In the past 
he has worked as a safety engineer for CECo's Byron and Braidwood units at A/E. Most. 
recently, he was a research engineer in developing and analyzing 
experiments/models/codes that investigated most of the severe accident issues of interest 
for nuclear plants. Currently, he review FAl's position papers in support of CECo's IPE 
programs. 

The IPEP organization supported CECo in the Dresden IPE/AM project via 3 teams of 
experienced personnel. As previously mentioned, the SMST (Senior Management 
Support Team) and the "Tiger" Team were involved in the review of various· work 
products developed by the IPEP project team prior to issuance to CECo. The SMST 
members were Dr. Henry from FAI, Mr. Raulston from TENERA and Mr. Liparulo from 
Westinghouse. The Tiger Team members (for the CECo BWR plants) were Dr . 
Hammersley from FAI, Mr. Carter from TENERA, and Mr. Andreychek and Mr. Monty 
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from Westinghouse. These personnel provide a significant, broad knowledge of and 
experience on PAA related issues from the three IPEP orgariizations. 

The IPEP Dresden IPE/AM project team, which consisted of the following key Tenera 
· personnel, performed the various tasks for the Dresden IPE such as data analysis, fault 

tree and PRT development, and accident sequence quantification. These personnel 
interacted closely with CECo personnel in the development of the Dresden IPE model. 

Mr. Krantz served as the Dresden project manager monitoring the progress of tasks and 
the_ status of schedules. Mr. Krantz reviewed work products prior to issuance to CECo 
to ensure consistency, and also performed the Accident Sequence Quantification Task. 
Mr. Krantz also provided support on the Zion Dependency Matrix and Support State 
Modeling tasks. 

Mr. Trainer served as the Accident Management coordinator performing review and 
development of IPE and AM insights. Mr. Trainer also performed the LOCA PAT 
analysis, and served as the PAT Task Leader during the final PAT development. 

Mr. Hinton served as the System Analysis Task Leader. In this capacity he reviewed all 
the work products from this task, including the fault trees and fault tree quantification. He 
also developed the Support System Event Trees. 

Mr. Osterrieder was the PAT task leader for the Dresden project until he was appointed 
as the IPEP program manager. 

Mr. Buell served as the Data Collection and Analysis task leader. In this capacity, he 
collected data and other pertinent information from the Dresden site, and developed the 
component failure and unavailability database. Mr. Buell also performed the TBCCW 
system modeling task and interfaced with CECo on success criteria issues. 

Mr. Berger was the manager for the Containment/Source Term Analysis tasks directing 
the resources for- these tasks including the phenomenological evaluation summaries, 
MAAP code runs, and review of PRTs. 

Mr. Malinovic served as the Containment/Source Term task leader performing the 
containment response and source term analysis. 

The IPEP project team was also supported on an as needed basis by personnel from the 
various IPEP organizations with the requisite skills and experience such as HAA. 

3.2 Project Review Process 

The complete and accurate modeling of Dresden Station was accorded the highest 
priority in developing the Dresden IPE/AM program. Only with accurate representation 
of the plant and its response to the dominant accident sequences could plant design and 
accident management insights be meaningful. To insure that the models developed 
accurately represented the plant, detailed reviews were implemented. The contractor 
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analysts were organized so that independent review of each system model was 
conducted by selected members of the contractor team before its submittal to C ECo. The 
CECo IPE/AM organization, described in Section 3.1 above, performed detailed technical 
reviews of the submitted models. Models were assigned to individuals or several of the 
PRA staff according to the expertise required. The reviews examined the quantification 
of the models as well as their accuracy and completeness. Comments and guidance 
were provided in meetings with contractor analysts to insure that appropriate modeling 
changes were made. This process was repeated until the CECo PRA staff was satisfied 
with the quality of the models. 

At important milestones in the study, products and results were reviewed with the SMST 
and the CE Co program manager. These additional reviews were conducted to insure that 
the approach taken, the products developed, and the results obtained were reasonable 
and acceptable. 

A final review of the IPE/AM study was conducted by CECo senior management. 
Decisions concerning IPE and/or AM recommendations were made as part of the CECo 
management review. 

As described in CECo's Project Plan, and as submitted in the earlier CECo response to 
Generic Letter 88-20, no separate "independent review" of the Dresden IPE was 
performed. It is CECo's view that the quality of the study is assured by the employment 
of knowledgeable, experienced analysts both at IPEP and at CECo; as well as the many 
levels of review within the CECo program. 

In addition to reviews of the IPE/AM studies conducted for accuracy and completeness, 
reviews were organized to develop realistic insights for possible plant improvements or 
accident management strategies. Program personnel participated in review of the 
models, results, and products as well as relevant material from other programs to identify 
and suggest insights. A group of senior level engineers, designated the "Tiger Team" and 
familiar with all aspects of plant design, operations, licensing environment, and severe 
accident issues, met regularly to review and distill insights into meaningful accident 
management strategies and/or plant improvements. The insights were further reviewed 
by the contractor Senior Management Support Team for further refinement, and a final 
review was made by CECo senior management of the recommendations as well as all 

·other insights not selected for further consideration. The "Tiger Team'.' is intended to 
review the insights from all future CECo IPE/AM studies. CECo participants on the team 
are Mr. Harding, Mr. Raney, Mr. Knoespel, and Mr. Christensen for the BWR plants. The 
mix of CECo personnel who are intimately familiar with the plant and senior engineers 
with broad outside experience proved especially valuable in discerning the value of 
suggested insights and formulating broad strategies . 
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4.0 ANALYSES 

4.1 Accident Sequence Delineation 

This section describes the three key elements in defining the accident sequences. These 
three elements are the initiating events, the support system modeling, and the plant 
response tree modeling. 

4.1.1 Initiating Events 

CECo has identified the initiating events relevant to the Dresden IPE. These initiating 
events include the following: 

• LOCAs involving the loss of coolant from the primary system due to pipe breaks, 
safety/relief valve failures and interfacing system piping ruptures. 

• Transient events including reactor trips, turbine trips, loss of main feedwater, and 
loss of the condenser. 

• Special initiators such as loss of one 125VDC bus. 

• Other initiators including loss of offsite power (LOSP), loss of all AC power, and 
anticipated transient without scram {ATWS) . 

Transient events were identified through BWR operating experience. The following steps 
were taken to create a database of transient initiating events and make them specifically 
applicable to Dresden: 

• Data from NUREG/CR-3862 was used to supplement historical data for categories 
which had no occurrence from 1 /1 /84 through 12/31 /90. 

• The Dresden trip history was reviewed to identify events that have occurred at this 
plant. To assure that the data reflected current Dresden configuration and 
operating practices, the time frame investigated was 1 /1 /84 through 12/31 /90. 

• The Dresden design and abnormal operating procedures were reviewed to 
determine whether plant conditions were considered that may result in the addition 
or deletion of accident initiators. 

• The results of plant systems analyses were utilized to identify potential initiating 
events. 

The Dresden initiating event frequencies are listed in Table 4.1.1-1. A summary of the 
method to develop each initiating event frequency is provided in the following paragraphs. 

• Large, Medium and Small LOCA frequencies were taken from WASH-1400 for this 
analysis. 
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The interfacing system LOCA frequency analysis was determined by a Dresden specific 
calculation considering all likely flowpaths. The frequency of high-energy line breaks 
(steamline-feedline ruptures) was calculated based upon methodology originally presented 
in WASH-1400 and further developed in the "Boiling Water Reactor Individual Plant 
Evaluation Methodology" by Delian Corporation. 

The anticipated transient frequency is the sum of anticipated transient frequencies for 
Dresden. The NUREG/CR-3862 ("Development of Transient Initiating Events Frequencies 
for Use in Probabilistic Risk Assessments," May 1985) anticipated transient categories 
relevant to Dresden are grouped as one initiating event, with the exception of LOSP and 
loss of 125VDC power at one unit which were considered as special initiators. Although 
the transient events begin as significantly different initiators, these transient events break 
down to the same basic components, namely, removal of decay heat from the core and 
containment heat removal. 

The frequency for loss of 125VDC power in one unit was determined by fault tree analysis 
techniques. Loss of 125VDC in one unit affects both units due to the cross-connected 
design. Loss of the unit's own 125VDC power was selected as the power source lost 
because it provides the worst plant response, causing a plant trip and rendering some 
systems and subsystems inoperable. 

The loss of heating, ventilation, and air conditioning (HVAC) systems and the loss of 
instrument air were not included as initiating events. The HVAC systems at Dresden are 
independent systems each with its own power supply connections and cooling _system 
connections. Where HVAC was found to be important to specific equipment, it was 
analyzed in the system model. Loss of instrument air does not cause serious degradation 
of the Dresden safety systems. 

The frequencies for single unit LOSP and dual unit LOSP were calculated separately. 
The methodology and site specific values developed in NUREG-1032 for grid related 
losses, weather related losses, and extreme weather· related losses were used to 
calculate the LOSP frequencies. The values for Plant Centered Loss (PCL) were 
calculated from generic data presented in NSAC-147 (Nuclear Safety Analysis Center, 
"Losses of Off-site Power at U.S. Nuclear Power Plants All Years Through 1989," 
March 1990} and NSAC-166 ("Losses of Off-site Power at U.S. Nuclear Power Plants All 
Years Through 1990," March 1991) for LOSP at dual unit sites. The generic PCL 
frequency for dual unit sites was used in the Dresden analysis. Three single-unit LOSP 
events have been experienced at the Dresden site. Plant-specific data were therefore 
used in the calculation of a single-unit LOSP at Dresden. 

4.1.2 Support System Modeling 

The support state methodology was used to model the key support systems and their 
impact on the safety systems that are required to respond to the initiating events 
modeled. The concept of a support state model allowed the major support systems to 
be modeled outside of the accident sequence event tree structures. Dresden contains 
two units which share major support systems. Shared systems were modeled to ensure 
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TABLE 4.1.1-1 
SUMMARY OF DRESDEN INITIATING EVENT FREQUENCIES 

FREQUENCY (IV) INITIATING EVENT 

3.0E-04 Large Loss· of Coolant Accident (LOCA) 

8.0E-04 Medium Loss of Coolant Accident (LOCA) 

3.0E-03 Small Loss of Cbolant Accident (LOCA) 

1.1 E-07 Interfacing Systems LOCA (ISLOCA) 

7.1 E-02 Inadvertent Open Relief Valve (IORV) 

7.4E-OO* Anticipated Transients 

9.6E-02* Single Unit LOSP (LOSP) 

1.6E-02* Dual Unit LOSP. (DLOSP) 

(1) Loss of all AC Power (Station Blackout) 

2.28E-04 (2) Anticipated Transient Without Scram (ATWS) 

8.7E-04* Loss of One 125VDC Power in One Unit (LODC) 

(1) This event is treated as a consequential failure in the accident sequence analysis 
and thus, no frequency was calculated. 

(2) 

* 

This event is a consequential failure, but the likelihood of a transient occurring 
(7.4/yr) and the likelihood of failure to scram (3E-05) were combined manually 
and input to the ATWS PAT quantification (2.28E-04). 

Plant-specific calculation . 
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that the influence on both units is captured. An example of a shared system at Dresden 
is the service water (SW) system. This system contains pumps powered from both units. 
Therefore, to appropriately account for the influence of Unit 3 on this system, the Unit 3 
power sources were considered in the SW model. The development of the support state 
model for a dual-unit site consisted of the following basic steps: 

1 Identify support systems (unit specific and shared) 
2 Review system dependency matrices 
3 Identify key support systems to include in support state model 
4 Identify key support system operating states 
5 Construct support system event tree models 
6 Define the support states 
7 Quantify the support models 

The following sections present the analysis for the development and quantification of the 
support state model following the steps identified above, as implemented for the Dresden 
IPE. 

4.1.2.1 Identification of Support Systems 

A support system is defined as a system or function that is depended upon for the 
successful operation of frontline systems, safety systems or other support systems. By 
reviewing the Dresden Updated Final Safety Analysis Report (UFSAR), system 
descriptions, piping and instrumentation diagrams, and the dependency matrices 
developed and documented in the Dresden IPE, the following safety-related support 
systems were identified: 

• Electric Power - AC 
• Electric Power - be 
• · Common Actuation 
• Service Water 
• Reactor Building Closed Cooling Water System 
• Turbine Building Closed Cooling Water System 
• Plant Gas Systems 
• Heating, Ventilation and Air Conditioning System 
• Keep-Fill Systems 
• Clean Demineralized Water 
• Condensate Storage Tanks 
• Torus 

These systems were considered because each has the potential to affect multiple 
front-line systems. 

4.1.2.2 System Dependency Matrices 

The second step in the development of the support state model was a review of the 
system dependency matrices documented in the Dresden Dependency Matrix Notebook. 
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The dependency matrices were developed to identify the interrelationships among the 
various systems modeled in the IPE and focus the investigation of key dependencies 
between initiating events, support systems, and frontline systems for major system. 
components. Specifically, nine matrices were developed which address the dependencies 
between the following: 

• Frontline system dependency on initiating events 
• Safety system dependency on initiating events 
• Additional systems dependency on initiating events 
• Support system dependency on initiating events 
• System dependency on other systems 
• Frontline system dependency on support systems 
• Safety system dependency on support systems 
• Additional systems dependency on support systems 
• Support system dependency on support systems 

The dependencies considered in the development of these matrices considered complete 
dependence and partial dependence. Complete dependence occurs when the loss of a 
system results in the total loss of the function of the system dependent upon it. Partial 
dependence can include (a) the case where loss of a system results in loss of a part of 
the system dependent upon it (such as loss of a train), (b) the .case where loss of a 
system results in the degradation of, but not loss of, the function of the system dependent 
upon it, or (c) the case where a system or component is depended upon by either Unit 2 
or Unit 3 (but not both at the same time). 

4.1.2.3 Key Support Systems 

The third step in developing the support state model was to identify the key support 
systems. The key support systems are those systems which interact with a majority of 
the other frontline and support systems. Based on the review of system descriptions and 
the system dependency matrices, the following key support systems were selected for· 
modeling in the support system event trees: 

• Electrical Power - DC 
• Electrical Power - AC 
• Common Actuation System - CAS 
• Service Water - SW 
• Turbine Building Closed Cooling Water - TBCCW 

The AC and DC electric power systems provide the motive or control power for a majority 
of the safety related pumps and valves. The CAS provides the actuation signals for the 
safety systems on an ECCS signal through the component actuation circuitry. The SW 
system provides the ultimate heat sink for the cooling of major heat loads and the 
TBCCW system provides the intermediate cooling system for pump cooling. The 
reasoning for eliminating the other support systems from· the support state model is 
provided below: 
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• Reactor Building Closed Cooling Water System 

The RBCCW system, with two of the systems that it provides cooling for (SOC and 
RWCU), are manual, late-term cooling systems that are not likely to be significant to 
decay heat removal in upset conditions and are not included in the plant response trees 
(PRTs). 

Plant Gas Systems 

Loss of the plant gas systems have been found to cause no serious degradation of the 
Dresden systems with the exception of the automatic condenser hotwell level control and 
the Torus and Drywell Vents. Each of these fails on loss of instrument air; therefore, loss 
of instrument air is included in the system models. The majority of components fail to 
their safety positions or are supplied by a gas accumulator that will permit the 
components to operate after the loss of normal gas supply header pressure. Other 
impacts of loss of gas pressure involve systems that are not required for safe shutdown. 

Heating, Ventilation and Air Conditioning Systems 

The HVAC systems are independent systems each with its own power supply connections 
and cooling system connections. If HVAC is found to be important to specific equipment, 
it is modeled in the system model and is detailed in the system notebook for that system. 

• Keep-Fill Systems 

• 

The keep-fill systems are designed to avoid water hammer and other potentially-dry-pipe 
effects during plant operation. Loss of these systems during operation is a low probability 
event. Failure subsequent to a plant upset condition has no effect on any system. 

Clean Demineralized Water 

Loss of clean makeup has no immediate effects on any system, since all entry points 
involve addition to a reservoir. The high volume requirements, (main and isolation 
condensers) both have alternate supplies available. 

Condensate Storage Tanks 

The failure rate of the tanks is very small. Valves· supplying components are included 
with the affected systems. 

Torus 

The torus, like the tanks, has a very small failure rate. Failure of the containment from 
high pressure is analyzed in the plant response trees . 

726302SU .141/011893 4-6 



• 

• 

• 

4.1.2.4 Key Support System Operating States 

Following the identification of the key support systems, the fourth step in the support state 
modeling process was to identify the possible operating states for each key support 
system and from these develop the support system event trees. This step was completed 
by identifying the possible operational states for each key support system individually. 
An example is provided below for the AC electrical power system which provides power 
for the operation of ESF equipment and other equipment powered from Buses 23-1, 24-1, 
23 and 24. The important operating states of the 4KV ESF buses under a Loss of Offsite 
Power (LOOP) condition are the potential combinations of availability of four buses: 

4KVAC Power Operating States Under LOOP Conditions 

23-1, 24-1, 23, 24 
23-1, 24-1, 23 
23-1, 24-1, 24 
23-1, 24-1 
23-1, 23 
24-1, 24 
23-1 
24-1 
None 

Note that for LOOP conditions Buses 23-1 and 24-1 supply power to Buses 23 and 24, 
respectively. 

4.1.2.5 Support System Event Trees 

Having identified the various operational states associated with each support system, the 
states were combined to form a support system event tree (SSET) model. An event tree 
structure was developed to display all possible combinations of system success/failure·· 
paths. Each key support system major distribution component was considered as an 
event tree heading or node and then the associated operational states were interpreted 
as possible branch points. 

Several support system event trees were developed differing by the impact of the initiator 
on the response of the plant. The event trees that were developed are for the following 
events: 

1. Transient events and LOCAs, 
2. Loss of 125VDC Bus 2A-1 , 
3. Single-unit loss of offsite power, and 
4. Dual-unit loss of offsite power. 

Conceptual models of these event trees containing all possible paths based on the key 
support systems ·(AC, DC, CAS, SW and TBCCW) would have been very large. 
However, the models were reduced in size through the removal of illogical paths. For 
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example, if service water was not available, TBCCW was considered failed because it 
had lost its heat sink. 

Four support state event trees are provided. Figure 4.1.2-1 (in Volume 2) shows the 
support system event tree for transient events and LOCAs with offsite power available at 
both units. A description of the nodes is provided below: 

IE Initiating Event - This model is applicable to events occurring while offsite power 
is available. 

2M1 This event indicates the availability (success or failure, with success being the 
upper branch) of the 125VDC Turbine Building Main Bus 2A-1 to supply power to 
its loads for 24 hours. 

2R1 This event indicates the availability of the 125VDC Turbine Building Reserve 
Bus 2B to supply power to its loads for 24 hours. 

23 This event indicates the availability of the 4160VAC Bus 23 to supply power to its 
loads for 24 hours. 

24 This event indicates the availability of the 4160VAC Bus 24 fo supply power to its 
loads for 24 hours . 

25 This event indicates the availability of the 480VAC Bus 25 to supply power to its 
loads for 24 hours. 

26 This event indicates the availability of the 480VAC Bus 26 to supply power to its 
loads for 24 hours. 

27 This event indicates the availability of the 480VAC Bus 27 to supply power to its 
loads for 24 hours. 

DGB This event indicates the availability of DG2/3 to supply power to its loads for 24 
·hours. 

DG2 This event indicates the availability of DG2 to supply power to its loads for 24 
hours. 

231 This event indicates the availability of the 4160VAC Bus 23-1 to supply power to 
its loads for 24 hours. 

241 This event indicates the availability of the 4160VAC Bus 24-1 to supply power to 
its loads for 24 hours. 

28 This event indicates the availability of the 480VAC Bus 28 to supply power to its 
loads for 24 hours. 
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29 This event indicates the availability of the 480VAC Bus 29 to supply power to its 
loads for 24 hours. 

SW This event indicates the availability ·of the SW system to support its loads for 24 
hours. 

2TB This event indicates the availability of the Unit 2 TBCCW system to support its 
loads for 24 hours. 

2CA This event indicates the availability of the Unit 2 CAS system to actuate Unit 2 
ECCS systems. 

2R2 This event indicates the availability of the Unit 2 250VDC Reactor Building Bus to 
supply power to its loads for 24 hours. 

SBO? This event indicates that all AC power at Unit 2 is lost if the lower branch is used, 
or that a station blackout does not occur if the upper branch is used. The 
quantification code shows SBO? as a failed event (with a probability of 1 .0) if SBO 
has occurred. 

Figure 4.1.2-2 (in Volume 2) is the support system event tree for Loss of 125VDC Bus 
2A-1 . The nodes of this event tree are described below: 

LODC2 Initiating Event - This event tree is applicable to events occurring while 
offsite power is available. 

2R1 This event indicates the availability of the 125VDC Turbine Building Reserve 
Bus 2B to supply power to its loads for 24 hours. 

24 This event indicates the availability of the 4160VAC Bus 24 to supply power 
to its loads for 24 hours. 

26 This event indicates the availability of the 480VAC Bus 26 to supply power 
to its loads for 24 hours. 

27 This event indicates the availability of the 480VAC Bus 27 to supply power 
to its loads for 24 hours. 

DG2 This event indicates the availability of DG2 to supply power to its loads for 
24 hours. 

241 This event indicates the availability of the 4160VAC Bus 24-1 to supply 
power to its loads for 24 hours . 

29 This event indicates the availability of the 480VAC Bus 29 to supply power 
to its loads for 24 hours. 
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SW 

2TB 

2CA 

2R2 

SBO? 

This event indicates the availability of the SW system to support its loads 
for 24 hours. 

This event indicates the availability of the Unit 2 TBCCW system to support 
its loads for 24 hours. 

This event indicates the availability of the Unit 2 CAS system to actuate 
Unit 2 ECCS systems. 

This event indicates the availability of the Unit 2 250VDC Reactor Building 
Bus to supply power to its loads for 24 hours. 

This event indicates that all AC power at Unit 2 is lost if the lower branch 
is used, or that a station blackout does not occur if the upper branch is 
used. The quantification code shows SBO? as a failed ·event (with a 
probability of 1.0) if SBO has occurred. 

Figure 4.1.2-3 (in Volume 2) is the support system event tree for loss of offsite power at 
Unit 2. A description of the nodes is provided below: 

LOOP2 

2M1 

Initiating Event - This event tree is applicable to Unit 2 LOOP events .. 

This event indicates the availability of the 125VDC Turbine Building Main 
Bus 2A-1 _to supply power to its loads for 24 hours. 

2R1 This event indicates the availability of the 125VDC Turbine Building Reserve 
Bus 2B to supply power to its loads for 24 hours. 

DGB This event indicates the availability of DG2/3 to supply power to its loads for 
6 hours. 

'~. I'- ' ' 

DG2 This event indicates the availability of DG2 to supply power to its loads for 
6 hours. 

231 This event indicates the availability of the 4160VAC Bus 23-1 to supply 
power to its loads for 24 hours. 

241 This event indicates the availability of the 4160VAC Bus 24-1 to supply 
power to its loads for 24 hours. 

28 This event indicates the availability of the 480VAC Bus 28 to supply power 
to its loads for 24 hours. 

29 This event indicates the availability of the 480VAC Bus 29 to supply power 
to its loads for 24 hours. 
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23 This event indicates the availability of the 4160VACBus 23 to supply power 
to its loads for 24 hours. 

24 This event indicates the availability of the 4160VAC Bus 24 to supply power 
to its loads for 24 hours. 

25 This event indicates the availability of the 480VAC Bus 25 to supply power 
to its loads for 24 hours. 

26 This event indicates the availability of the 480VAC Bus 26 to supply power 
to its loads for 24 hours. 

27 This event indicates the availability of the 480VAC Bus 27 to supply power 
to its loads for 24 hours. 

SW This event indicates the availability of the SW system to support its loads 
for 24 hours. 

2TB This event indicates the availability of the Unit 2 TBCCW system to support 
its loads for 24 hours. 

2CA 

2R2 

SBO? 

This event indicates the availability of the Unit 2 CAS system to actuate 
Unit 2 ECCS systems . 

This event indicates the availability of the Unit 2 250VDC Reactor Building 
Bus to supply power to its loads for 24 hours. 

This event indicates that all AC power at Unit 2 is lost if the lower branch 
is used, or that a station blackout does not occur if the upper branch is 
used. The quantification code shows SBO? as a failed event (with a 
probability of 1.0) if SBO has occurred. . 

Figure 4.1.2-4 (in Volume 2) shows the support system event tree for the dual-unit loss 
of offsite power. The nodes of this event tree are described below: 

DLOSP 

2M1 

3M1 

2R1 

Initiating Event - This event tree is applicable to dual-unit LOOP events. 

This event indicates the availability of the 125VDC Turbine Building Main 
Bus 2A-1 to supply power to its loads for 24 hours.. · 

This event indicates the availability of the 125VDC Turbine Building Main 
Bus 3A to supply power to its loads for 24 hours. 

This event indicates the availability of the 125VDC Turbine Building Reserve 
Bus 2B to supply power to its loads for 24 hours . 
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• 3R1 This event indicates the availability of the 125VDC Turbine Building Reserve 
Bus 2B-1 to supply power to its loads for 24 hours. 

DGB This event indicates the availability of DG2/3 to supply power to its loads for 
6 hours. 

DG2 This event indicates the availability of DG2 to supply power to its loads for 
6 hours. 

DG3 This event indicates the availability of DG3 to supply power to its loads for 
6 hours. 

231 This event indicates the availability of the 4160VAC Bus 23-1 to supply 
power to its loads for 24 hours. 

331 This event indicates the availability of the 4160VAC Bus 33-1 to supply 
power to its. loads for 24 hours. 

241 This event indicates the availability of the 4160VAC Bus 24-1 to supply 
power to its loads for 24 hours. 

341 Thi.s event indicates the availability of the 4160VAC Bus 34-1 to supply 

• power to its loads for 24 hours . 

RDG This event indicates the decision to redirect the output of DG2/3 from 23-1 
to 33-1 or vice versa when the unit DG in one unit fails and DG2/3 
automatically aligns to the other unit. 

28 This event indicates the availability of the 480VAC Bus 28 to supply power 
to its loads for 24 hours. 

29 This event indicates the availability of the 480VAC Bus 29 to supply power 
to its loads for 24 hours. 

38 This event indicates the availability of the 480VAC Bus 38 to supply power 
to its loads for 24 hours. 

39 This event indicates the availability of the 480VAC Bus 39 to supply power 
to its loads for 24 hours. 

23 This event indicates the availability of the 4160VAC Bus 23 to supply power 
to its loads for 24 hours. 

24 This event indicates the availability of the 4160VAC Bus 24 to·supply power 

• to its loads for 24 hours . 
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33 

34 

SW 

. 25 

26 

27 

2TB 

2CA 

2R2 

SBO? 

4.1.2.6 

This event indicates the availability of the 4160VAC Bus 33 to supply power 
to its loads for 24 hours. 

This event indicates the availability of the 4160VAC Bus 34 to supply power 
to its loads for 24 hours. 

This event indicates the availability of the SW system to support its loads 
for 24 hours. 

This event indicates the availability of the 480VAC Bus 25 to supply power 
to its loads for 24 hours. 

This event indicates the availability of the 480VAC Bus 26 to supply power 
to its loads for 24 hours. 

This event indicates the availability of the 480VAC Bus 27 to supply power 
to its loads for 24 hours. 

This event indicates the availability of the Unit 2 TBCCW system to support 
its loads for 24 hours. 

This event indicates the availability of the Unit 2 CAS system to actuate 
Unit 2 ECCS systems . 

This event indicates the availability of the Unit 2 250VDC Reactor Building 
Bus to supply power to its loads for 24 hours. 

This event indicates that all AC power at Units 2 and 3 is lost if the lower 
branch is used, that all AC power at Unit 3 only is lost if the next-to-lowest 
branch is used, that all AC power at Unit 2 only is lost if the next-to-upper 
branch is used, or that a station blackout does not occur if the upper.branch · 
is used. The quantification code shows SBO? as a failed event (with a 
probability of 1.0) if SBO has occurred. 

Definition of Support States 

Typically, the support system event tree paths are evaluated to determine which paths 
have similar impact on the frontline systems. This impact analysis results in a smaller set 
of support states (combinations of support system event tree paths) for which the 
accident sequence event trees are each quantified. Therefore, each plant response tree 
is quantified for each significant support state and the results are combined based on the 
probability of being in each support state. For the Dresden IPE study, support state 
grouping through frontline system impact analysis is not necessary because of the 
availability of computer codes that can analyze the models completely in a timely manner. 
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4.1.2.7 Support Model Quantification 

Each of the four support models were quantified without attaching them to the associated 
PRTs. For the Transient and LOCA model, the frequency of the general transient 
initiating event was applied; this represents the sum of all events that use the transient 
support model. For the other models, the appropriate frequency was applied. CADET/QT 
was used to quantify the models. 

There is need to exercise caution in applying these results. They only indicate the 
frequency, per year, that Unit 2 is expected to be in the support state that is indicated 
following the upset initiator. There is no direct relationship between the frequency that 
is calculated and risk from or to the core. To determine any such relationship the full 
PAT quantification must be performed, and the dominant sequences must be reviewed 
for risk characteristics._ The results of both the support model quantification and the PAT 
quantification are documented in the Accident Sequence Quantification section. 

4.1.3 Plant Response Trees 

Plant Response Trees (PRTs) are analytical tools used to logically model the accident 
progression of each initiating event through successful mitigation or core damage and 
containment disposition. The plant response trees, based on the event tree approach 
developed for the nuclear industry in WASH-1400, were used to define the possible 
outcomes of each initiating event as determined by the availability of plant safety systems 
and the success of essential operator actions. These outcomes, or 'end states', were 
then used as part of the IPE to assess the design and operation of Dresden. 

4.1.3.1 Methodology 

The plant response tree approach developed for the Dresden IPE differs somewhat from 
the traditional PAA event tree approach (NUREG/CA-2300). The traditional approach 
consists of two nearly independent analyses, the Level 1 or "front end" analysis and the . 
Level 2 or "back end" analysis. The Level 1 analysis considers the plant safety systems 
and models the event progression from initiating event through core damage states, while 
the Level 2 analysis considers the containment safety systems and models the event 
progression from core damage states through final containment disposition. As a result, 
separate event trees were developed for each of these analyses. For the. Dresden IPE, 
the PAT concept was developed to model the plant response from initiating event through 
the entire accident progression including the containment response. This logic involves 
a complete integration of the traditional Level 1 and Level 2 PAA analyses thereby 
permitting synergistic modeling of the plant. 

Additionally, the traditional PAA approach considers only high level operator actions (i.e., 
initiation of suppression pool cooling) while the PATs incorporate a direct causal 
relationship between accident progression and symptom-based operator actions from the 
Dresden Emergency Operating Procedures. Also, traditional PAA methods incorporate 
very conservative definitions of system success which results in a higher likelihood of 
system failure and ultimately, in unnecessarily high overall results. The PATs incorporate 
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realistic analyses to define success of a system or operator action; thus resulting in a true 
"best estimate" understanding of risk. 

A final important facet of this integrated PRT approach is the ability to excerpt meaningful 
accident management insights from an evaluation of the various PRT accident 
sequences. The coupling of the plant systems, operator actions and containment 
systems allows a more direct examination of the factors which influence risk. As a result, 
insights regarding these 'risks' can be developed which aid in the management of a 
severe accident, in the unlikely event that one occurs. 

4.1.3.2 Development 

The plant response tree consists of an initiating event, nodes, various paths and an end 
state for each path. An initiating event was defined as an event which causes plant trip 
and places some demand on plant safety systems. The nodes are the decision points 
on the tree and are shown across the top of the tree. These nodes represent success 
or failure of a plant system or operator action and are ordered to consider the time 
phasing and hierarchy of cause and effect. The paths, or sequences, are simply the 
representations of credible combinations of successes and failures of the plant systems 
and/or operator actions. Ultimately, the product of the PRT is the probability of these 
paths. The end states define the unique set of plant system conditions following the 
initiating event. Figure 4.1.3-1 shows a simplified example of a PRT . 

The development of a PRT consists of five major, distinct steps. These steps are 
discussed below. 

The first step in developing a PRT is the definition of critical safety functions relevant to 
the initiating event and the identification of those safety systems that are associated with 
each of the critical safety functions. Preventive actions are required to maintain the plant 
in a safe, stable condition following an initiating event. These actions can be defined in 
terms of critical safety functions. Critical safety functions which prevent core damage are :: 
defined first; additional safety functions are defined as needed (i.e., post-core damage) 
to prevent containment failure and minimize radionuclide release. 

The critical safety functions required to prevent core damage are defined below: 

1. Reactivity Control - the termination of the fission process by insertion of the reactor 
control rods and/or boration of the reactor coolant system. 

2. Reactor Coolant Inventory Control -the ability to maintain reactor coolant inventory 
so that core cooling can be accomplished. 

3. Decay Heat Removal - the removal of decay heat from the reactor core via heat 
exchangers to the ultimate heat sink. This can be subdivided into initial removal 
of core heat by coolant-inventory makeup or injection, and long term core cooling . 

726302SU .141/011893 4-15 



• 

• 

• 

The critical safety function to prevent containment failure, if core damage results, is as 
follows: 

4. Containment Integrity - the prevention of containment failure and minimization of 
radionuclide release by 

• Containment Heat Removal functions 
• Containment Isolation 
• Radioactivity Scrubbing 

These safety functions and the corresponding specific plant systems are shown in 
Table 4.1.3-1. Figure 4.1.3-2 illustrates a functional PRT that includes these critical safety 
functions. Note that the critical. safety functions are ordered to reflect the expected 
chronology of events. 

The second step in developing a PRT is the development of core damage prevention tree 
models that identify the requisite combinations of safety systems and operator actions 
required to bring the plant to a safe, stable condition and prevent core damage. Accident 
sequences must be defined for each initiating event in order to develop the branches of 
the PRT. This involves the determination of what combinations of operator actions and/or 
systems are required to prevent core damage. 

A first cut accident sequence analysis depicts the response of the front line system for 
each initiating event and those other plant response features denoted in the EOPs. The 
systems expected to respond to the initiating event are determined by reviewing the plant 
Final Safety Analysis Report (FSAR) and/or the system descriptions of the relevant· 
systems. These systems are typically the engineered safety features (ESF) equipment 
which starts automatically following reactor trip or a common actuation signal. The 
operator actions which are included in the PRT reflect those actions which are specifically 
included in the plant EOPs and which significantly alter the progression of the accident 
and the equipment used by the operator. Note that a discussion of the operator actions'' · · 
is provided in Section 4.4.2 - Human Reliability Analysis. Iterations are then performed 
on this first cut sequence via results obtained from plant specific analyses to define 
success criteria of plant systems (discussed later). A final accident sequence is 
eventually determined which accurately represents the combination of plant systems and 
operator actions needed to prevent core damage. · 

The third step in developing a PRT is the integration of the containment systems with the 
core damage prevention models. Containment systems which satisfy the containment 
critical safety function are included in the PRT in order to determine the containment 
dispositions as well as to consider possible dependencies with other 'front end' systems. 
The integration of the plant systems, operator actions and containment systems allows 
treatment of the plant synergistically, as a complete "system". Note that the treatment 
of containment systems in the PRT is discussed in detail in Section 4.3 . 

Each initiating event is tracked through the PRT, evaluating the success or failure of each 
plant system, operator action and containment system. Each accident path, or sequence, 

726302SU .141/01189~ __ _ 4-16 



• 

• 

• 

eventually results in a unique 'end state' depending upon the initiating event and the 
combinations of success/failure of the nodes addressed. These PAT outcomes, or 'end 
states', are then categorized by assigning an identifier. For those paths which end in a 
long-term safe stable state, the end state is designated SCS, meaning success. Those 
paths which end in a safe, stable state for 24 hours; but in which additional actions or 
functions are necessary to maintain this state in the long term are designated SAM, an 
acronym for SUCCESS with ACCIDENT MANAGEMENT. Finally, those sequences 
ending in core damage are designated by 5-character identifiers. The PAT end state 
designators are discussed further in Section 4.1.3.3. 

The fourth step in developing a PAT is the definition of accident sequence and system 
success criteria. Determining the sequence success states is one of the most important 

· tasks in developing the PAT structure. In order to assess the expected plant response, 
realistic assumptions are used to determine the success states. If very conservative 
assumptions are applied, the sequence may falsely terminate in core damage and/or 
containment failure, instead of terminating in a potentially less severe accident sequence. 
The objective is to determine chronologically the combinations of plant systems, operator 
actions and containment systems that are expected to be used to prevent core damage 
and/or maintain containment integrity. 

To determine PAT nodal success criteria, detailed information regarding plant functions, 
plant systems, plant operation, emergency operating procedures, abnormal operating 
procedures, engineered safeguards features, technical specification, etc. is necessary . 
Best estimate thermal hydraulic analyses were used to determine success criteria for the 
aforementioned critical safety functions. These analyses also establish the time available 
to accomplish the operator actions to prevent core damage and/or containment failure. 
This combination of success criteria for plant systems, operator actions and containment 
systems will define the accident sequences which end in a SCS end state. Success 
criteria is discussed further in Section 4.1.4. 

The fifth and final step in the development of a PAT is the definition of potential 
enhancements which could improve the plant's ability to mitigate the accident. During the 
development of the PAT, a review of the sequences for each initiating event yielded 
insights regarding means to prevent core damage, decrease the probability of the core 
damage sequences, or simply improve plant operation/performance. These insights were 
then used in a subsequent PAT quantification to assess the impact on plant risk. 
Sections 4.7 and 5.0 of this report provide further details regarding the insights developed 
for Dresden via these PATs. 

4.1.3.3 PRT Endstate Designators 

On the PATs, the frequency of core damage and the characterization of fission product 
releases for core damage sequences are identified by the sequences endstate 
designators. Sequences which do not end in core damage scenarios are designated by 
either SCS (Success) or SAM (Success with Accident Management) . 
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The definition of "Success" in the PRTs (i.e., no core damage) is based on the following 
definition: 

Consideration of an accident sequence can be terminated when the plant is brought to 
a safe, stable state. A safe, stable state is a plant condition in which either: 

1 . The plant can be classified as hot shutdown where no further operator actions or 
system activations are required to mitigate the effects of the initiating event and 
the operators can proceed to either plant cooldown or return to power generation, 
or 

2. At 24 hours, the .core is subcritical and being cooled. Any operator actions or 
system activations required to maintain that configuration beyond 24 hours are not 
required to be successfully accomplished until a time significantly beyond 24 hours. 

This definition is consistent with the 24 hour cut-off presented in NUREG-1335, which 
provides guidance for the IPE analyses and submittal report. The definition of "no core 
damage" for an accident sequence displayed on the PRTs is based on analyses of the 
accident progression using the MAAP computer code. 

As part of the Dresden IPE/AM Program, an additional PRT endstate designation (SAM, 
for Success with Accident Management) was defined in order to highlight those accident 
sequences which require accident management activities to achieve an ultimate safe, 
stable state in the period after the initial 24 hours. Traditionally, in PRAs, if core damage 
had not occurred during the first 24 hours, the endstate was considered success. In the 
Dresden IPE, end states in which core damage could occur after 24 hours unless 
something is done are categorized separately and assigned the designator "SAM." The 
PRT accident sequences designated as SAM are not core damage sequences for the 
purposes of the IPE analyses and submittal report. However, accident management 
activities are required to ensure that the plant attains a long term safe, stable state. The 
Dresden IPE identifies them in order to ensure that the Accident Management program·· 
can successfully cope with these SAM sequences. 

A definition was also developed for the Dresden IPE study to provide a criterion for the 
designation of containment response and the characterization of fission product releases 
for core damage accident sequences: 

Consideration of a core damage accident sequence can be terminated when the 
containment is brought to a safe, stable condition. A safe stable containment condition 
for core damage accident sequences is a state in which either: 

1. The containment integrity is intact (no impaired isolation or bypass), the 
containment pressure and temperature are stable or decreasing at a level below 
the peak pressure and temperature for the core damage sequence considered, no 
additional combustible gases are being generated, and the combustible gas 
concentration in containment will not threaten containment integrity if it is ignited, 
or 

726302SU.141/011893 4-18 



• 

• 

• 

2 . At 48 hours, the containment is intact and the containment pressure and 
temperature are below the level at which containment failure is predicted. 
Operator actions or activation of an active system is required to maintain that 
configuration beyond 48 hours. 

In all cases, the characterization of the fission product releases for core damage 
sequences represented on the PRTs will be based on a 48 hour time interval after-the 
initiation of the event. This definition is based on the premise that accident management 
activities can effectively cope with the accident sequence after 48 hours. Traditionally, 
24 hours is used in PRAs for the time interval of interest for containment failure, as well 
as for core damage. With the Dresden IPE's realistic methods, core damage may be 
delayed until late in the 24-hour period, and events in containment may take significant 
time after that. . Therefore, the time period of interest for containment failure was 
extended to 48 hours. The definition of the containment response and the 
characterization of fission product releases for core damage accident sequences 
displayed on the PRTs are based on analyses of the accident progression using the 
MAAP computer code (Section 4.1 .3.2 and Section 4.5.5). 

To specifically identify these core damage scenarios, the containment disposition and the 
48-hour source term (if applicable), each core damage sequence is designated by a 
5-character identifier. These identifiers describe the unique core and containment 
response characteristics determined by the combinations of nodal succ13sses and/or 
failure. These identifiers also serve to define fission product release categories, based 
on commonalities in the behavior of the accident sequence progression, potential 
containment behavior and timing of fission product releases from the core. The 
5-character identifier, denoted here as "abcde", is used. to cryptically express the 
following: 

a The first designator identifies the type of initiating event. 

b The second designator identifies the estimated time that core damage occurs (i.e.; 
Early, !ntermediate and Late). 

c The third designator identifies the failure of key functions. The key functions are 
those whose failure causes the core melt. The identification of the functional 
failure is important in determining which systems merit attention for accident 
management development. 

d The- fourth designator identifies the condition of the containment systems. It 
includes identification of the water source to the debris bed after the core melts 
through the reactor vessel, the status of suppression pool cooling and the status 
of the various containment vent paths. 

e. The fifth designator addresses the condition of the containment and the timing and 
magnitude of fission product release . 
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It is noted that as part of the Dresden IPE/AM Program, PRT endstates designations of 
"A" or "B" for the fifth designator were defined to highlight those core damage accident 
sequences which require accident management activities to achieve an ultimate safe, 
stable containment state. These sequences may lead to releases due to controlled 
venting of the containment, however, even though the containment is intact. 

The designators for each of the five positions are summarized in Table 4.1.3-2. 

4.1.3.4 Unit 2/Unit 3 Comparison 

The applicability of the PRTs, developed for Unit 2, to Unit 3 was determined via a 
comparison of the two units. The plant systems, emergency operating procedures, 
containment systems, etc. were reviewed to determine whether any differences would 
impact the structure of the trees. Since no significant differences between Unit 2 and Unit 
3 were noted, it has been determined that the PRTs developed for Unit 2 are directly 
applicable to Unit 3. 

4.1.3.5 Summary 

The initiating events identified for Dresden were discussed in Section 4.1.1. A PAT has 
been developed for each initiating event. One additional PRT has been .developed that 
branch from initiating event PRTs: the Loss of All AC (Station Blackout) PRT which 
branches from the Loss of Offsite Power PAT if the diesel generators do not operate . 
Since most of the PRTs are very large, they are presented for each event as a series of 
trees that connect to each other. If the path on a given tree transfers to another subtree, 
then the endstate for that path indicates which tree to go to. Table 4.1.3-3 lists the 
subtrees for each PRT. The PRTs are provided in Volume 2 of this document.. Table 
4.1.3-4 provides a description of each of the nodes included in the PRTs. Documentation 
for each of the PRTs is provided in the Dresden IPE/AM project notebook for each 
initiating event. Finally, quantification results for these sequences are provided in 
Section 4.5. 

4.1.4 Success Criteria 

For the Dresden IPE/AM project, a large number of plant specific analyses were 
performed to support many of the project tasks. These analyses define the 'success 
criteria' for the Dresden model. These analyses were performed using computer codes 
a:nd hand calculations. A description of the criteria used to define success for core 
damage and containment failure is provided in Section 4.1.4.1. A description of the 
analyses performed related to each project task is provided in Section 4.1.4.2. A 
description of the computer codes used to perform these calculations is provided in 
Section 4.1.4.3. A summary of the success criteria used in the Dresden IPE is contained 
in Section 4.1.4.4 . 
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• FIGURE 4.1.3-1 
GENERIC PLANT RESPONSE TREE 

START NODE 1 NODE 2 NODE 3 I SEQUENCE END STATE 

BRANCH 3 
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1 SUCCESS 

BRANCH 1 
2 END STATE 1 

3 END STATE 2 
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4 END STATE 3 

5 END STATE 4 
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• 
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• FIGURE 4.1.3-2 
EXAMPLE FUNCTIONAL PLANT RESPONSE TREE 

INITIATING REACTIVITY INVENTORY DECAY HEAT CONTAINMENT PLANT 
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• 
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• TABLE 4.1.3-1 
SAFETY FUNCTIONS AND ASSOCIATED SYSTEMS FOR DRESDEN 

Safety Function Systems 

Reactivity Control Reactor Protection System 
Control Rod System 
Emergency Boration via the SLCS 

Inventory Control Feedwater System 
Injection Phase High Pressure Coolant Injection System 

Low Pressure Coolant Injection System 
Core Spray System 

Long-Term 
Low Pressure Injection System. 
Condensate System 
Standby Coolant Supply System 
Fire Protection System 

Decay Heat Removal Isolation Condenser 
High Pressure Coolant Injection System 
Low Pressure Coolant Injection System in 

Suppression Pool Cooling Mode with 
Relief Valves open . 

• Containment lntegri1y Low Pressure Coolant Injection System in 
Suppression Pool Cooling Mode 

Low Pressure Coolant Injection System in 
Containment Spray Mode 

Containment Vents 

• 
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• TABLE 4.1.3-2 
SUMMARY OF CORE DAMAGE SEQUENCE DESIGNATORS 

FIRST DESIGNATOR 
INITIATING EVENT TYPE 

T Transient without the Main Condenser 

L Loss of Offsite Power (LOOP) 

D Loss of 125VDC Bus 

B Station Blackout 

A Large LOCA 

M Medium LOCA 

s Small LOCA 

I Inadvertent Opening of a Relief Valve (IORV) 

v Interfacing Systems LOCA.behavior 

SECOND DESIGNATOR 
CORE DAMAGE TIMING 

• E Early core damage (i.e., damage occurs within 0-2 hours of initiation of the 
event). 

I Intermediate core damage (i.e., damage occurs within 2-6 hours of initiation of the 
event). 

L Late core damage (i.e., damage occurs within 6-24 hours of initiation of the 
event). 

THIRD DESIGNATOR 
FUNCTIONAL FAILURES. 

A High pressure coolant makeup and the ability to depressurize the plant (QUX type 
sequences) 

B All reactor coolant makeup (high and low pressure) (QUV and V type sequences) 

c Containment heat removal failure (W type sequences) 

D Failure to scram but successful power reduction to within the capability of the 
containment heat removal 

E Failure to scram or to successfully reduce reactor power to within the capability of 
containment heat removal 

• 
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• TABLE 4.1.3-2 (Continued) 
SUMMARY OF CORE DAMAGE SEQUENCE DESIGNATORS 

FOURTH DESIGNATOR 
CONTAINMENT SYSTEM STATUS 

A The core and containment remain intact throughout the 24 hour mission time but 
failure could eventually occur without accident management action. (SAM) 

B Accident sequences involving a high pressure vessel melt-through with water 
supplied to the debris bed through the vessel breach by the injection systems. 
Suppression pool cooling is successful in these sequences. Venting of the 
containment is not necessary and the containment remains intact for at least 24 
hours. 

c Accident sequences involving a high pressure vessel melt-through with water 
supplied to the debris bed through the vessel breach by the injection systems 
until the low pressure injection systems fail due to loss of·NPSH. Suppression 
pool cooling is not successful in these sequences so venting of the containment 
is necessary. The containment is vented through the wetwell via the standby gas 
treatment system. 

D Accident sequences involving a high pressure vessel melt-through with water 
supplied to the debris bed through the vessel breach by the injection systems 
until the low pressure injection systems fail due to loss of NPSH. Suppression 
pool cooling is not successful in these sequences so venting of the containment . 

• is necessary. The containment is vented through the drywell via the standby gas 
treatment system. 

E Accident sequences involving a high pressure vessel melt-through with water 
supplied to the debris bed through the vessel breach by the injection systems 
until the low pressure injection systems fail due to loss of NPSH. Suppression 
pool cooling is not successful in these sequences so venting of the containment 
is necessary. The containment is vented through the wetwell via the 10-inch vent 
path to the stack. 

F Accident sequences involving a high pressure vessel melt-through with water 
supplied to the debris bed through the vessel breach by the injection systems 
until the low pressure injection systems fail due to loss of NPSH. Suppression 
pool cooling is not successful in these sequences so venting of the containment 
is necessary. The containment is vented through the drywell via the 10-inch vent 
path to the stack. 

G Accident sequences involving a high pressure vessel melt-through with water 
supplied to the debris bed by the containment spray system. Suppression pool 
cooling is successful in these sequences so venting of the containment is not 
necessary. The containment remains intact. 

• 
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• TABLE 4.1.3-2 (Continued) 
SUMMARY OF CORE DAMAGE SEQUENCE DESIGNATORS 

FOURTH DESIGNATOR 
CONTAINMENT SYSTEM STATUS 

11 Loss of coolant accident sequences involving a low pressure vessel melt-through 
with water supplied to the debris bed as a result of flooding the containment by 
the standby coolant supply system. Suppression pool cooling is not necessary 
during the mission time of concern due to the large volume of cold water involved 
in successfully flooding the containment. The containment drywell is vented via 
the standby gas treatment system. Due to the flooded containment, this vent 
path results in fission product scrubbing similar to venting from the wetwell via the 
standby gas treatment system. 

K Loss of coolant accident sequences involving a low pressure vessel melt-through 
with water supplied to the debris bed as a result of flooding the containment by 
the standby coolant supply system. Suppression pool cooling is not necessary 
during the mission time of concern due to the large volume of cold water involved 
in successfully flooding the containment. The containment drywell is vented via 
the stack. Due to the flooded containment, this vent path results in fission 
product scrubbing similar to venting from the wetwell via the stack. 

L Accident sequences involving a low pressure vessel melt-through with water 
supplied to the debris bed through the vessel breach by the injection systems. 
Suppression pool cooling is not successful in these sequences so venting of the 

• containment is necessary. The containment is vented through the drywell via the 
10-inch vent path to the stack. 

The standby coolant supply system could also be functioning as the water source 
to the debris. In this situation suppression pool cooling is not required due to the 
large heat capacity of the flooded containment. The reactor vessel is vented due 
to the containment flooding procedure. 

M Accident sequences involving a low pressure vessel melt-through with water 
supplied to the debris bed by the containment spray system. Suppression pool 
cooling is successful in these sequences so venting of the containment is not ,. 
necessary. The containment remains intact. 

N The containment is bypassed in these sequences due to failures in piping in 
systems that permit flow of reactor coolant out of the reactor coolant system 
without being spilled into the containment. These sequences result from the 
failures of those systems described in the Interfacing Systems LOCA descriptions 
in the Initiating Events Notebook. 

0 Accident sequences involving a low pressure vessel melt-through with no water 
being supplied to the debris bed. These sequences can occur with or without 
suppression pool cooling. These sequences involve venting through the wetwell. 

p Accident sequences involving a low pressure vessel melt-through with no water 
being supplied to the debris bed. These sequences can occur with or without 
suppression pool cooling. These sequences involve either .failure of the drywell 
or venting through the drywelL · 

• 1 Codes H and J were deleted from this list due to similarity to I. 
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• TABLE 4.1.3-2 (Continued) 
SUMMARY OF CORE DAMAGE SEQUENCE DESIGNATORS 

FOURTH DESIGNATOR 
CONTAINMENT SYSTEM STATUS 

Q Accident sequences involving a failure of the ability to remove energy from the 
containment, but early in the period following the initiator. This failure is a high-
pressure condition in the containment and may result from events such as ATWS 
in which the amounts of energy deposited in the containment exceed the heat 
removal capability. These sequences involve either failure of the wetwell gas 
space or venting through the wetwell. 

R Accident sequences involving a failure of the ability to remove energy from the 
containment, but early in the period following the initiator. This failure is a high-
pressure condition in the containment and may result from events such as ATWS 
in which the amounts of energy deposited in the containment exceed the heat 
removal capability. These sequences involve either failure of the drywell or 
venting through the drywell. 

s Accident sequences involving the failure of the ability to remove energy from the 
containment; this failure occurs late in the period following the initiator. These 
sequences result in a high-pressure condition in the containment and involve 
failures of such systems as suppression pool cooling and the capability to vent 
the containment. These sequences involve failures in the wetwell gas space. 

• T Accident sequences involving the failure of the ability to remove energy from the 
containment; this failure occurs late in the period following the initiator. These 
sequences result in a high-pressure condition in the containment and involve 
failures of such systems as suppression pool cooling and the capability to vent 
the containment. These sequences involve failures in the drywell. 

u Accident sequences involving a low pressure vessel melt-through with water 
supplied to the debris bed as a result of incomplete containment flooding via the 
standby coolant supply system. Suppression pool cooling may or may not be. 
successful in these sequences. Due to the debris in the partially flooded 
containment, the containment pressurizes but venting is not available. A . 
containment failure occurs in the upper wetwell resulting in a scrubbed release. 

v Accident sequences involving a low pressure vessel melt-through with water 
supplied to the debris bed as a result of incomplete containment flooding via the 
standby coolant supply system. Suppression pool cooling may or may not be 
successful in these sequences. Due to the debris in the partially flooded 
containment, the containment pressurizes but venting is not available. A 
containment failure occurs in the drywell resulting in a release from the drywell 
and the pool in the drywell. 

x Accident sequences involving a high pressure vessel melt-through with no water 
being supplied to the debris bed. These sequences can occur with or without 
suppression pool cooling. These sequences involve venting through the wetwell. 

y Accident sequences involving a high pressure vessel melt-through with no water 
being supplied to the debris bed. These sequences can occur with or without 
suppression pool cooling. These sequences involve either failure of the drywell 

• or venting through the drywell. 
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• TABLE 4.1.3-2 (Continued) 
SUMMARY OF CORE DAMAGE SEQUENCE DESIGNATORS 

FIFTH DESIGNATOR 
CONTAINMENT RESPONSE AND SOURCE TERM 

A No containment failure within the 48 hour analysis period, but failure could 
eventually occur without accident management; 100% noble gases and less than 
or equal to 0.1 % volatiles 

B No containment failure within the 48 hour analysis period, but failure could 
eventually occur without accident management; 100% noble gases and greater 
than 0.1 %, but less than 1.0% volatiles 

c Containment failure prior to vessel failure with 100% noble gases and less than or 
equal to 0.1 % volatiles 

D Containment failure prior to vessel failure with 100% noble gases and greater 
than 0.1 %, but less than or equal to 1.0% volatiles 

E Containment failure prior to vessel failure with 100% noble gases and greater 
than 1.0%, but less than or equal to 10.0% volatiles 

F Containment failure prior to vessel failure with 100% noble gases and greater 
than 10.0% volatiles 

G Early containment failure with 100% noble gases and less than or equal to 0.1 % 

• volatiles 

H Early containment failure with 100% noble gases and greater than 0.1 %, but less 
than or equal to 1.0% volatiles 

I Early containment failure with 100% noble gases and greater than 1.0%, but less 
than or equal to 10.0% volatiles 

J Early containment failure with 100% noble gases and greater than 10.0% volatiles 

K Late containment failure with 100% noble gases and less than or equal to 0.1 % 
volatiles 

L Late containment failure with 100% noble gases and greater than 0.1 %, but less 
than or equal to 1.0% volatiles 

M Late containment failure with 100% noble gases and greater than 1.0%, but less 
than or equal to 10.0% volatiles 

N Late containment failure with 100% noble gases and greater than 10.0% volatiles 

s No containment failure; leakage only 

• 
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• TABLE 4.1.3-3 
PLANT RESPONSE SUBTREES 

LLOC1 LARGE LOCA - INITIAL PHASE 
LLOC2 LARGE LOCA - SUCCESSFUL LPI, FAILURE OF CONTAINMENT HEAT REMOVAL 
LLOC3 LARGE LOCA - LPI FAILURE 

MLOC1 MEDIUM LOCA - INITIAL PHASE 
MLOC2 MEDIUM LOCA - VENTING PHASE, HPI SUCCESS, LPI SUCCESS, POOL COOLING 

FAILURE 
MLOC3 MEDIUM LOCA - VENTING PHASE, HPI SUCCESS, LPI FAILURE 
MLOC4 MEDIUM LOCA - VENTING PHASE, HP INJ FAILURE, LPI SUCCESS, POOL COOLING 

FAILURE 
MLOC5 MEDIUM LOCA - VENTING PHASE, HP INJ FAILURE, LPI FAILURE 

SLOC1 SMALL LOCA - INITIAL PHASE 
SLOC2 SMALL LOCA - VENTING PHASE, LATE HPI FAILURE, LPI AND/OR POOL CLG FAILURE 
SLOC3 SMALL LOCA- VENTING PHASE, EARLY HPI FAILURE, LPI AND/OR POOL CLG FAILURE 
SLOC4 SMALL LOCA - VENTING PHASE, CDNF AT HI PRSR, LPI SUCCESS, POOL CLG FAILURE 
SLOC5 SMALL LOCA - VENTING PHASE, CD/VF AT HI PRSR, LPI FLR AND/OR POOL CLG 

FAILURE 
SLOC6 SMALL LOCA- VENTING PHASE, LATE HPI FAILURE, LPI SUCCESS, POOL CLG FAILURE 
SLOC7 SMALL LOCA-VENTING PHASE, LATE HPI FLR, CDNF HI PRSR, LPI SCS, POOLCLG FLR 
SLOCB SMALL LOCA- VENTING PHASE, LATE HPI FLR, CD/VF HI PRSR, LPI AND/OR POOL CLG 

FLR 

• ILOC1 ILOCA - INTERFACING SYSTEM LOCA 

IORV1 IORV - INITIAL PHASE 
IORV2 IORV - LOW PRESSURE PHASE 
IORV3 !ORV - LOW PRESSURE PHASE AFTER HPCl/FW FAILURE 

TRAN1 TRANSIENT - INITIAL PHASE 
TRAN2 TRANSIENT - LOW PRESSURE PHASE, HPI FAILURE 
TRAN3 TRANSIENT - LOW PRESSURE PHASE, CDNF AT HI PRSR, HPI FAILURE 
TRAN4 TRANSIENT - LOW PRESSURE PHASE AFTER HPCI SUCCESS 
TRAN5 TRANSIENT - LOW PRESSURE PHASE AFTER HPCI SUCCESS, CD/VF AT HI PRSR ·· 

ATW1 ATWS - INITIAL PHASE 
ATW2 ATWS - FW AND MC BOTH AVAILABLE, APT SUCCESS, ARI FAILED 
ATW3 ATWS - FW AVAILABLE, MC UNAVAILABLE, RPT SUCCESS, ARI FAILED 
ATW4 ATWS - FW UNAVAILABLE, MC AVAILABLE, APT SUCCESS, ARI FAILED 
ATW5 ATWS - FW UNAVAILABLE, MC UNAVAILABLE, APT SUCCESS, ARI FAILED 
ATW6. ATWS- ARI OR SLC SUCCESS, DECAY HEAT REMOVAL PHASE 
ATW7 ATWS - LOW PRESSURE DECAY HEAT REMOVAL PHASE 
ATW8 ATWS - LOW PRESSURE DECAY HEAT REMOVAL PHASE, CDNF AT HI PRSR 

LOOP1 LOSP - INITIAL PHASE 
LOOP2 LOSP - LOW PRESSURE INJECTION PHASE, OSP NOT RECOVERED, HPCI SUCCESS 
LOOP3 LOSP - LOW PRESSURE PHASE AFTER CD/VF AT HI PRSR, OSP NOT RECOVERED 
LOOP4 LOSP - LOW PRESSURE INJECTION PHASE AFTER HPCI FAILURE, OSP NOT 

RECOVERED 
LOOP5 LOSP - SYSTEM RESTORATION AFTER HPCI SUCCESS AND OSP RECOVERY • LOOPS LOSP - LOW PRESSURE PHASE AFTER CD/VF AT HI PRSR, HPCI FAILURE, OSP 

RECOVERED 
LOOP7 LOSP - LOW PRESSURE INJECTION PHASE AFTER HPCI FAILURE, OSP RECOVERED 

' 
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LOOPS 

LOOPS 
LOOP10 
LOOP11 

SB01 
SB02 
SB03 
SB04 
SB05 

SB06 
SB07 
SB08 

TRDC1 
TRDC2 
TRDC3 

TABLE 4.1.3-3 (Continued) 
PLANT RESPONSE SUBTREES 

LOSP - LOW PRESSURE PHASE, HPCI SUCCESS, DEPRESS FAILURE, OSP NOT 
RECOVERED 
LOSP - LOW PRESSURE PHASE, HPCI SUCCESS, DEPRESS FAILURE, OSP RECOVERED 
LOSP - SYSTEM RESTORATION AFTER DEPRESSURIZATION AND OSP RECOVERY 
LOSP - LOW PRESSURE INJECTION PHASE, OSP RECOVERED, HPCI SUCCESS 

SBO - INITIAL PHASE 
SBO - LOW PRESSURE PHASE AFTER CD/VF AT HIGH PRESSURE 
SBO - LOW PRESSURE PHASE AFTER HPI FAILURE, OSP RECOVERED 
SBO - LOW PRESSURE PHASE AFTER HPI FAILURE, FP SUCCESS 
SBO - LOW PRESSURE PHASE AFTER HPI FAILURE, CD/VF AT HI PRSR, OSP 
RECOVERED . 
SBO - LOW PRESSURE PHASE AFTER HPCI SUCCESS; CD/VF AT HI PRSR 
SBO - LOW PRESSURE PHASE AFTER HPCI SUCCESS, OSP RECOVERED 
SBO - LOW PRESSURE PHASE AFTER CD/VF AT. HI PRSR, .HPCI SUCCESS, OSP 
RECOVERED 

LODC (UNIT 2) - INITIAL PHASE 
LODC (UNIT 2) - LOW PRESSURE PHASE 
LODC (UNIT 2) - LOW PRESSURE PHASE AFTER CD/VF AT HI PRSR 
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NODE 

ADS 
AIC 
ARI 
AT 
Cl 
CNTS 
CRD 
cs 
CS1 
CS2 
FP 
FW 
FWA 
HP1 
HP2 
ICG 
ICH 
ICH1 
ICH2 
LP 
LPV 
LPC 
LPXT 
LV 
LVD 
LVW 
MC 
MUP 
OAD 
OAT 
OVNT 
OAL 
OAVR 
OBN 
OCNTS 
OCRD 
OFW 
OFP 
OHX 
OIC 
OIC2 
OIS 
OMUP 
ORE 
ORP 
OSBCS 
OSL1 
OSL2 
OSF 
ass 
OSPC 

TABLE 4.1.3-4 
SUMMARY OF NODAL DESCRIPTIONS 

DESCRIPTION 

AUTOMATIC DEPRESSURIZATION SYSTEM 
AUTO INITIATION OF ISOLATION CONDENSER 
AUXILIARY ROD INSERTION 
AUTOMATIC ATWS SYSTEM INITIATION 
CONTAINMENT ISOLATION 
HARDWARE FOR CONTAINMENT SPRAYS 
CONTROL ROD DRIVE HYDRAULIC FLOW 
CORE SPRAY 
CORE SPRAY SUCCEEDS FOR 4 HRS (ISLOCA) 
CORE SPRAY SUCCEEDS FOR 1 HR (ISLOCA) 
DIESEL FIRE PUMP STARTS AND RUNS 
FEEDWATER (WITH CONDENSATE) 
FEED/COND FOLLOWING ATWS (%OF IEs THAT ARE LOFW) 
AUTO INITIATION/OPERATION OF HPCI (SINGLE START) 
AUTO INITIATION/OPERATION OF HPCI (MULTIPLE STARTS) 
HARDWARE TO ALIGN CCSW TO LPCI HX 
PROPER OPERATION OF IC HARDWARE 
PROPER OPERATION OF IC HARDWARE (EARLY) 
PROPER OPERATION OF IC HARDWARE (LATE) 
LPCI PUMPS 
LPCI PUMPS/INJ VALVES (ISLOCA) 
HARDWARE TO ALIGN CCSW TO LPCI HX 
LPCI TRAIN CROSS-TIE (ISLOCA) 
LPCI INJECTION VALVES 
HARDWARE FOR 101N DRYWELL VENT 
HARDWARE FOR 101N WETWELL VENT 
AVAILABILITY OF MAIN CONDENSER AFTER ATWS 
ADDITION OF SHELL SIDE MAKEUP 
OPERATOR ACTION TO INITIATE ADS 
OPERATOR ACTION TO INITIATE ARI SYSTEM 
OPERATOR ACTION TO VENT CONTAINMENT 
OPERATOR ACTION TO CONTROL RV LEVEL AFTER ATWS. 
OPERATOR ACTION TO VENT RX VESSEL FOR CONT FLOG 
OPERATOR ACTION TO RETAIN INJECTED BORON 
OPERATOR ACTION TO INITIATE CONTAINMENT SPRAYS 
OPERATOR ACTION TO RESTORE CRD 
OPERATOR ACTION TO RESTORE FW INJ 
OPERATOR ACTION TO CONNECT FP TO FW 
OPERATOR ACTION TO ALIGN CCSW TO LPCI HX 
OPERATOR ACTION TO INITIATE IC 
OPERATOR ACTION TO PREVENT LODC FLR OF IC 
OPERATOR ACTION TO ISOLATE ISLOCA (VLVS, PMPS, FLO) 
OPERATOR ACTION TO PROVIDE MAKEUP TO IC 
OPERATOR ACTION TO RESTORE EQUIP AFTER RECOVERY OF OSP 
OPERATOR ACTION TO INITIATE RPT 
OPERATOR ACTION TO INITIATE STANDBY COOLANT SUPPLY 
OPERATOR ACTION TO INITIATE SLC (1/2 PUMP) 
OPERATOR ACTION TO INITIATE SLC (2/2 PUMPS) 
OPERATOR ACTION TO RESTORE SUPPORT SYSTEMS TO FW 
OPERATOR ACTION TO RECOVER SW/TBCCW 
OPERATOR ACTION TO ALIGN FOR SUP POOL CLG 
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NODE 

RC 
RCFM 
ROP1 
ROP1A 
ROP2 
RPT1 
RPT2 
RVC 
RVNT 
RVO 
SBCS 
SLC 
SPC 
SVD 
svw 
WW/DW 

TABLE 4.1.3-4 (Continued) 
SUMMARY OF NODAL DESCRIPTIONS 

DESCRIPTION 

REACTIVITY CONTROL 
FAILURE MODE (E/M) OF RPS 
RECOVERY OF OFFSITE POWER (EARLY) 
RECOVERY OF OFFSITE POWER AFTER ROP1 (SB04 ONLY) 
RECOVERY OF OFFSITE POWER (LATE) 
AUTOMATIC RECIRC PUMP TRIP 
MANUAL RECIRC PUMP TRIP 
RV/SRVS CLOSE 
HARDWARE FOR VENTING RX VESSEL FOR CONT FLOG 
RV/SRVS OPEN 
HARDWARE FOR STANDBY COOLANT SUPPLY 
SLC SYSTEM HARDWARE 
HARDWARE FOR SUP POOL CLG 
HARDWARE FOR 21N DRYWELL VENT 
HARDWARE FOR 21N WETWELL VENT 
LOCATION OF CONTAINMENT FAILURE 
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4.1.4.1 Definitions of Success 

In order to develop the success criteria, the following definitions of success related to core 
cooling (prevention of core damage) and containment integrity (prevention of containment 
failure) were used. 

Core Cooling Success 

Core cooling is defined as being successful if the hottest core temperature does not 
exceed 4040°F at any time during the event. 

The functional success for in-vessel core cooling is defined as the prevention of any core 
relocation. The lowest melting temperature of any core material is 4040°F, which 
corresponds to the eutectic temperature of the fuel cladding. 

The value of 4040°F was chosen for the success criteria for core cooling for several 
reasons: 

• it represents a temperature below which no core damage is expected to occur, 

• it is a parameter that is calculated by the MAAP code. 

Containment Integrity Success 

For MAAP analyses, a containment fragility curve was generated that accounts for the 
combined effects of temperature and pressure on containment failure. When containment 
temperatures are less than 281°F, a fixed pressure model for containment failure is used 
and it is assumed that when the containment pressure exceeds 105 psig, the containment 
fails and release of fission products from the containment, beyond that associated with 
normal leakage, is initiated. The value of 105 psig was chosen for the functional success 
criteria for containment integrity based on the analysis of the Dresden containment , 
structural integrity at high pressures. This value is the mean failure pressure (i.e., there 
is a 50% probability of containment failure at this pressure). 

When containment temperatures are in excess of 281°F, the high pressure performance 
of the containment will degrade due to reduction of material strength and seal properties. 
The failure pressure begins to decrease as temperatures in the containment rise above 
281°F. At 500°F, the containment failure pressure is calculated to be 62 psig and failure 
due to high temperature alone (i.e., atmospheric pressure in containment) is predicted to 
occur at 900°F. The containment ultimate strength is discussed further in Section 4.3.3.1. 

4.1.4.2 Success Criteria Analyses by Project Task 

Support State Model Development 

Research was performed to determine whether the HVAC systems in the LPCl/CS rooms 
and HPCI rooms should be included in the Support State Model, and to determine the 
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success criteria for the Service Water (SW) system. The result of this research showed 
that heatup in these spaces was not a problem and that the HVAC systems for these 
rooms did not need to be included in the support state model. 

Conversations with the system engineer and plant operations personnel were used in 
determining the number of SW pumps required for various plant operating configurations. 
This information along with the design characteristics of the system determined the· 
number of pumps needed for heat removal at each unit. 

Systems Analysis and Plant Response Tree Development 

Extensive analyses were performed to support the development of the PRTs. These 
analyses determined which systems and combinations of systems are required to prevent 
core damage and containment failure, and the specific success criteria for the different 
systems in each sequence on the PRTs. The analyses also were used to determine the 
mission times to be used in the systems analyses. 

• 

• 

Definition of Break Size 

Extensive analyses were also performed to determine the definition of the 
Loss-of-Coolant break ranges. The MAAP computer code was used to analyze 
various Reactor Coolant System break sizes in order to categorize the break size 
ranges for small, medium, and large LOCAs. The maximum small LOCA break 
size was developed by determining the largest break size for which core damage 
is precluded, for at least 24 hours, with only High Pressure Coolant Injection or 
with feedwater and normal makeup providing coolant inventory. The maximum 
medium LOCA break size was developed by determining the largest break size 
below which the RPV pressure decays away too slowly for the low pressure 
injection pumps to inject and prevent core damage without operator action to 
depressurize the RPV. 

Function Definition 

Analyses were performed to define PAT functions. These analyses, listed by 
function, are described in more-detail below. 

Function: Reactivity Control 

The basic design criteria for reactivity control was used to define the 
minimum requirements for control rod insertion. Section 3.3.4.3 of the 
Dresden Station Final Safety Analysis Report states that "the core in its 
maximum reactivity condition be subcritical with the control rod of highest 
worth fully withdrawn and all other rods fully inserted." This statement 
equates to 176 of 177 rods inserted to or beyond the 02 position . 
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Function: Reactor Pressure Control 

The MAAP code was used to define the pressure relief requirements for the 
specific cases in which the isolation condenser was not initiated rapidly 
enough to prevent RPV pressure from exceeding the lowest relief valve 
setpoint. The results of these code runs show that a single relief or safety 
valve is adequate to maintain pressure less than 1375 psig in all events 
except Anticipated Transient Without Scram events. 

Function: RPV Inventory Control 

RPV Inventory Control was separated into High and Low Pressure 
Categories. The means of high pressure inventory control include HPCI, 
FW and the Isolation Condenser. Sources of low pressure inventory include 
FW, FP, LPCI, and CS. Low pressure sources can only be used with 
adequate methods of depressurization or following vessel failure. 

The MAAP code was used for the LOCA events to determine the minimum 
requirements of the ECCS to maintain core cooling. Various ECCS 
configurations were modeled for each break category to determine the 
minimum number of ECCS pumps and/or systems needed to maintain core 
cooling. Actual ECCS pump flow curves were used in order to attain 
realistic success criteria for ECCS injection . 

The ECCS requirements as determined for these events were typically 
considered as the success criteria for the other initiating events. 

Function: RPV Depressurization 

The MAAP code was used to determine the minimum number of valves 
required to depressurize the reactor vessel and allow low pressure injection · 
in time to preclude core damage. Various entry conditions were analyzed 
with the result being the same in all cases; a single valve opened at the top 
of active fuel will allow low pressure injection in time to prevent core 
damage. 

Function: Containment Pressure/Temperature Control 

For accident sequences in which decay heat is being deposited in the 
containment, the MAAP code was used to evaluate the ability of plant 
systems to control containment temperature and pressure and to evaluate 
system initiation timing required for successful event mitigation. In addition 
to addressing containment failure, sequences were evaluated, using the 
MAAP code, to ensure that adequate NPSH was maintained to the low 
pressure pumps to prevent pump failure . 
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• Human Reliability Analysis 

The MAAP code was used to determine times available to complete operator 
actions as directed in the Dresden EOPs. Iterations were performed to determine 
how long certain operator actions such as initiation of suppression pool cooling can 
be delayed without causing core damage and/or containment failure. Operator 
action times, as determined by the MAAP code, were grouped into two categories; 
less than one hour and greater than one hour to conform with the HRA 
methodology. This timing information was then used in the HRA analyses. 

• Equipment Survivability Analyses 

The MAAP code was used in the Equipment Survivability Analyses to determine 
the environment that could be expected in key plant areas to which critical plant 
equipment would be susceptible during severe accidents. From an understanding 
of expected environments, the likelihood of equipment failure due to the 
environment was estimated. 

4.1.4.3 Computer Codes Used for Success Criteria Development 

MAAP 

A majority of the success criteria were developed using the Modular Accident Analysis 
Program (MAAP) code. MAAP, developed as part of IDCOR for investigating light water 
severe accident phenomena, provides an integrated approach to modeling of plant 
thermal hydraulic response, containment response and fission product transport during 
severe accident conditions. A Dresden-specific MAAP parameter file was developed to 
provide a complete, realistic description of Dresden for a MAAP simulation. MAAP 
models all of the important engineered safety systems including ECCS, containment 
sprays and containment venting.. MAAP also models the important severe accident 
phenomena including external cooling of the RPV, steam generation, core heatup and · 
relocation, cladding oxidation and hydrogen evolution, vessel failure, molten core concrete 
interactions, fluid (water and cerium) entrainment by high velocity gases and fission 
product release, transport and deposition. 

4.1.4.4 Results 

A summary of the Success Criteria results is provided in Table 4.1.4-1 . 
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TABLE 4.1.4-1 

DRESDEN PAT SUCCESS CRITERIA 

REACTOR RPV INVENTORY CONTROL CONTAINMENT 
ACCIDENT REACTIVITY PRESSURE RPV PRESSfTEMP PAT 
INITIATOR CONTROL CONTROL HIGH LOW DEPRESSURIZATION CONTROL EN DST ATE 

PRESSURE PRESSURE 

LARGE NONE REQ'D NONE REQ'D NONE REQ'D 1 LPCI and INITIATING SPC1 SUCCESS 
LOCA LV EVENT (1LP/CCSW 

-OR- Pump) 
1 cs 

NONE REQ'D NONE REQ'D NONE REQ'D 1 LPCI and INITIATING SPC2 SUCCESS 
LV EVENT (1LP/CCSW 

Pump) 

NONE REQ'D NONE REQ'D NONE REQ'D 1 LPCI and INITIATING SBCS3 SUCCESS 
LV EVENT 

-OR-
1 cs 

, 
MEDIUM RC NONE REQ'D HP1 1 LPCI and HP26 SPC1 SUCCESS 

LOCA LV (1LP/CCSW 
-OR- Pump) 
1 cs 

RC NONE REQ'D FAILED 1 LPCI and ADS5 SPC1 SUCCESS 
LV (1 valve) (1LP/CCSW 

-OR- Pump) 
1 cs 

726302SU .141/011893 4-37 



• 
. ACCIDENT REACTIVITY 

INITIATOR CONTROL 

SMALL RC 
LOCA 

RC 

RC 

INTERFACING RC 
SYSTEM LOCA 

RC 

RC 
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TABLE 4.1.4-1 (Continued) 

DRESDEN PAT SUCCESS CRITERIA 

REACTOR RPV INVENTORY CONTROL 
PRESSURE RPV 
CONTROL HIGH LOW DEPRESSURIZATION 

PRESSURE PRESSURE 

RVO/RVC 1FW NONE NONE REQ'D15 

(1 Relief/Safety REQ'D 15 

Viv) 

RVO/RVC HP1 and HP2 NONE NONE REQ'D15 

( 1 Relief/Safety REQ'D15 

Viv) . 
RVO/RVC FAILED 1 LPCI and ADS5 

( 1 Relief/Safety LV (1 valve) 
Viv) ·OR-

1 cs 

NONE REQ'D NONE REQ'D LPV and 1 INITIATING 
FW and EVENT 
SBCS3 

NONE REQ'D NONE REQ'D LPV or CS1 - INITIATING 
AND- EVENT 

1. FW or FP7 

NONE REQ'D NONE REQ'D CS2 -AND- INITIATING 
1 FW or FP7 EVENT 
(Following 

LPXT 
Success) 

4-38 

• 
CONTAINMENT 
PRESS!TEMP PAT 

CONTROL EN DST ATE 

NONE REQ'D13 SUCCESS 

NONE REQ'D14 SUCCESS 

SPC1 SUCCESS 
(1LP/CCSW 

Pump) 

NONE REQ'D13 SUCCESS 

NONE REQ'D13 SUCCESS 

NONE REQ'D13 SUCCESS 



• 
ACCIDENT REACTIVITY 
INITIATOR CONTROL 

INADVERTENT RC 
OPEN RELIEF 

VALVE RC 

TRANSIENT RC 

RC 

RC 

RC 
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TABLE 4.1.4-1 (Continued) 

DRESDEN PAT SUCCESS CRITERIA 

REACTOR RPV INVENTORY CONTROL 
PRESSURE RPV 
CONTROL HIGH LOW DEPRESSURIZATION 

PRESSURE PRESSURE 

NONE REQ'D NONE REQ'D 1FW NONE REQ'D 

NONE REQ'D NONE REQ'D 1 LPCI and INITIATING 
LV EVENT 

-OR-
1 cs 

RVO/RVC ice NONE NONE REQ'D15 

( 1 Relief/Safety REQ'D15 

Viv) 

RVO/RVC 1FW NONE NONE REQ'D15 

(1 Relief/Safety REQ'D 15 

Viv) 

RVO/RVC HP1 and HP26 NONE NONE REQ'D15 

(1 Relief/Safety REQ'D15 

Viv) 

RVO/RVC FAILED 1 LPCI and ADS5 

( 1 Relief/Safety LV (1 valve) 
Viv) -OR-

1 cs 

4-39 

• 
CONTAINMENT 
PRESS/TEMP PAT 

CONTROL EN DST ATE 

NONE REQ'D13 SUCCESS 

SPC1 SUCCESS 
(1LP/CCSW 

Pump) 

ice SUCCESS 

NONE REQ'D13 SUCCESS 

NONE REQ'D14 SUCCESS 

SPC1 SUCCESS 
(1LP/CCSW 

Pump) 



• 
ACCIDENT REACTIVITY 
INITIATOR CONTROL 

LOSS OF RC 
OFFSITE 

- POWER 

RC 
.. 

RC 

RC 
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TABLE 4.1.4-1 (Continued) 

DRESDEN PAT SUCCESS CRITERIA 

REACTOR RPV INVENTORY CONTROL 
PRESSURE RPV 
CONTROL HIGH LOW DEPRESSURIZATION 

PRESSURE PRESSURE 

OIC and ICH1 IC8 NONE NONE REQ'D15 

-OR- REQ'D15 

RVO/RVC 
( 1 Relief/Safety 

Viv) 

OIC and ICH1 HP1 and HP26 NONE NONE REQ'D15 

-OR- REQ'D 15 

RVO/RVC 
(1 Relief/Safety 

Viv) 

RVO/RVC FAILED 1 LPCI and ADS5 

( 1 Relief/Safety LV (1 valve) 
Viv) -OR-

1 cs 

RVO/RVC HP1 and 1 NONE NONE REQ'D15 

(1 Relief/Safety FW12 REQ'D15 

Viv) 

4-40 

• 
CONTAINMENT 
PRESS/TEMP PRT 

CONTROL EN DST ATE 

IC8 SUCCESS 

NONE REQ'D14 SUCCESS 

SPC1 SUCCESS 
(1LP/CCSW 

Pump) 

NONE REQ'D13 SUCCESS 



• 
ACCIDENT REACTIVITY 
INITIATOR CONTROL 

STATION RC 
BLACKOUT 

RC 

RC 

RC 
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TABLE 4.1.4-1 (Continued) 

DRESDEN PRT SUCCESS CRITERIA 

REACTOR RPV INVENTORY CONTROL 
PRESSURE RPV 
CONTROL HIGH LOW DEPRESSURIZATION 

PRESSURE PRESSURE 

RVO/RVC IC8 and ROP1 NONE NONE REQ'D15 

(1 Relief/Safety -OR- REQ'D 15 

Viv) IC8 and OIC2 

RVO/RVC ROP1 and 1 NONE NONE REQ'D15 

( 1 Relief/Safety FW12 REQ'D15 

Viv) 

RVO/RVC FAILED ROP1 -AND- ADS5 

(1 Relief/Safety 1 LPCI and (1 valve) 
Viv) LV 

-OR-
1 cs 

RVO/RVC FAILED FP7 and ADS5 

( 1 Relief/Safety ROP1A (1 valve) 
Viv) -AND-

1 LPCI and 
LV 

-OR-
1 cs 

4-41 

• 
CONTAINMENT 
PRESSfTEMP PAT 

CONTROL EN DST ATE 

IC8 SUCCESS 

NONE REQ'D13 SUCCESS 

SPC1 SUCCESS 
(1LP/CCSW 

Pump) 

SPC1 SUCCESS 
(1LP/CCSW 

Pump) 



-· 
ACCIDENT REACTIVITY 
INITIATOR CONTROL 

ATWS with ARl 11 

MAIN (elect. failures) 
CONDENSER 

RPT1 or RPT29 

-AND-
SLC10 

(mech. failures) 

RPT1 or RPT29 

-AND-
OAL 

(mech. failures) 

ARl 11 

(elect. failures) 

ARl 11 

(elect. failures) 

ARl 11 

(elect. failures) 

RPT1 or RPT29 

-AND-
SLC10 

(mech. failures) 
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TABLE 4.1.4-1 (Continued} 

DRESDEN PAT SUCCESS CRITERIA 

REACTOR RPV INVENTORY CONTROL 
PRESSURE RPV 
CONTROL HIGH LOW DEPRESSURIZATION 

PRESSURE PRESSURE 

RVO 1FW NONE NONE REQ'D15 

(4 Relief/Safety REQ'D 15 

Viv) 

RVO 1FW NONE NONE REQ'D15 

(4 Relief/Safety REQ'D 15 

Viv) 

RVO 1FW NONE NONE REQ'D15 

(4 Relief/Safety REQ'D 15 

Viv) 

RVO IC8 NONE NONE REQ'D 15 

(4 Relief/Safety REQ'D 15 

Viv) 

RVO HP26 NONE NONE REQ'D15 

(4 Relief/Safety REQ'D 15 

Viv) 

RVO FAILED 1 LPCI and ADS5 

(4 Relief/Safety LV (1 valve) 
Viv) -OR-

1 cs 

RVO HP1 NONE NONE REQ'D15 

(4 Relief/Safety -AND- REQ'D 15 

Viv) IC~ 

4-42 

• 
CONTAINMENT 
PRESS/TEMP PAT 

CONTROL EN DST ATE 

NONE REQ'D13 SUCCESS 

NONE REQ'D13 SUCCESS 

NONE REQ'D13 SAM 

IC8 SUCCESS 

NONE REQ'D14 SUCCESS 

SPC1 SUCCESS 
(1LP/CCSW 

Pump) 

IC8 SUCCESS 



• 
ACCIDENT REACTIVITY 
INITIATOR CONTROL 

RPT1 or RPT29 

-AND-
SLC10 

(mech. failures) 

RPT1 or RPT29 

-AND-
SLC10 

(mech. failures) 
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• 
TABLE 4.1.4-1 (Continued) 

DRESDEN PAT SUCCESS CRITERIA 

REACTOR RPV INVENTORY CONTROL 
PRESSURE RPV 
CONTROL HIGH LOW DEPRESSURIZATION 

PRESSURE PRESSURE 

RVO HP1 NONE NONE REQ'D15 

(4 Relief/Safety -AND- REQ'D15 

Viv) HP26 

RVO NONE REQ'D 1 LPCI and ADS5 

(4 Relief/Safety LV ( 1 valve) 
Viv) -OR-

1 cs 
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• 
CONTAINMENT 
PRESSfTEMP PAT 

CONTROL EN DST ATE 

NONE REQ'D SAM 

SPC1 SUCCESS 
(1LP/CCSW 

Pump) 



• 
ACCIDENT REACTIVITY 
INITIATOR CONTROL 

ATWS RPT1 -AND-
w/o MAIN' ARl 11 

CONDENSER (elect. or mech.} 

RPT1 -AND-
ARl 11 

(elect. or mech.} 

RPT1 -AND-
ARl 11 

(elect. or mech.} 

RPT1 -AND-
SLC10 

(mech. failures} 

RPT1 -AND-
SLC10 

(mech. failures} 

RPT1 -AND-
SLC10 

(mech. failures} 
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• 
TABLE 4.1.4·1 (Continued) 

DRESDEN PAT SUCCESS CRITERIA 

REACTOR RPV INVENTORY CONTROL 
PRESSURE RPV 
CONTROL HIGH LOW DEPRESSURIZATION 

PRESSURE PRESSURE 

RVO IC8 NONE NONE REQ'D 15 

(9 Relief/Safety REQ'D 15 

Viv} 

RVO HP26 NONE NONE REQ'D15 

(9 Relief/Safety REQ'D15 

Viv} 

RVO FAILED 1 LPCI and ADS5 

(9 Relief/Safety LV (1 valve} 
Viv} -OR-

1 cs 

RVO HP1 and IC8 NONE NONE REQ'D15 

(9 Relief/Safety REQ'D15 

Viv} 

RVO HP1 and HP26 NONE NONE REQ'D15 

(9 Relief/Safety REQ'D 15 

Viv}. 

RVO FAILED 1 LPCI and ADS5 

(9 Relief/Safety LV (1 valve} 
Viv} -OR-

1 cs 
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• 
CONTAINMENT 
PRESSffEMP PRT 

CONTROL EN DST ATE 

ice SUCCESS 

NONE REQ'D14 SUCCESS 

SPC1 SUCCESS 
(1LP/CCSW 

Pump} 

ice SUCCESS 

NONE REQ'D SAM 

SPC1 SUCCESS 
(1LP/CCSW 

Pump} 



• • 
ACCIDENT REACTIVITY 
INITIATOR CONTROL 

LOSS OF RC 
125VDC 

RC 

TABLE 4.1.4-1 (Continued) 
DRESDEN PAT SUCCESS CRITERIA 

REACTOR RPV INVENTORY CONTROL 
PRESSURE RPV 
CONTROL HIGH LOW DEPRESSURIZATION 

PRESSURE PRESSURE 

RVO/RVC HP1 and HP26 NONE NONE REQ'D15 

(1 Relief/Safety REQ'D15 

Viv) 

RVO/RVC FAILED 1 LPCI and ADS5 

(1 Relief/Safety LV 
Viv) -OR-

1 cs 

Notes: 
1. Operator action also required to establish Suppression Pool Cooling. 

Operator action also required to establish Injection Cooling. 2. 
3. 
4. 
5. 
6. 
7. 
8. 

9. 
10. 
11. 
12. 
13. 
14. 
15. 

Operator action also required to initiate Standby Coolant Supply. 
Operator action also required to initiate reactor vessel venting for containment flooding. 
Operator action also required to initiate automatic depressurization. 
Operators take,manual control of HPCI. 
Operator action also required to install FP/FW system cross-connects. 
All nodes that support IC operation, including initiation of makeup (MUP), are included in the IC designator. 
of existing RPV inventory. 
Operator action also required to trip recirculating pumps. 
Operator action also required to start SLC pump(s). 
Operator action also required to initiate Alternate Rod Insertion. 
Operator action also required to restore support systems to FW (including offsite power). 
Containment status (success/failure) does not affect the success of the core. 

· Containment pressure/temperature control not required during first 24 hours. 
Depressurization and low pressure inventory control is not required if high pressure injection is available. 

726302SU .141 /011893 4-45 

• 
CONTAINMENT 
PRESSfTEMP PRT 

CONTROL EN DST ATE 

NONE REQ'D14 SUCCESS 

SPC1 SUCCESS 
(1LP/CCSW 

Pump) 

IC operation only prevents the loss 



ACRONYM 

ADS 

ARI 

ATWS 

ccsw 

cs 
CS1 

CS2. 

FP 

FW 

HP1 

HP2 

IC 

ICH1 

• 
TABLE 4.1.4·1 (Continued) 

DRESDEN PAT SUCCESS CRITERIA 

DEFINITION ACRONYM DEFINITION 

Depressurization using at least 1 valve of the LPXT LPCI train crosstie isolation 
Automatic Depressurization system 

Alternate Rod Insertion LV LPCI injection valves 

Anticipated Transient Without Scram MUP Hardware associated with isolation condenser 
makeup 

Containment Cooling Service Water system OAL Manual control of RPV level by operator 
during an ATWS 

Injection using Core Spray system OIC Manual initiation of Isolation Condenser 

Injection using Core Spray system for four OIC2 Manual action to open supply breakers to IC 
hours motor-operated-valves. 

Injection using Core Spray system for one hour RC Reactor trip (176 of 177 rods to or beyond 02 
position) 

Injection using Fire Protection/Feedwater ROP1 Recovery of offsite power to in-plant 4KV 
system cross-connect buses in time to prevent core damage 

Injection using Feedwater system RPT1 Recirculating pump trip due to automatic 
signal 

Injection with HPCI Pump (auto-start) RPT2 Recirculating pump trip due to manual 
initiation 

Injection with HPCI Pump (manual control RVO/RVC Relief or safety valve cycles as required to 
following trip) maintain reactor pressure~ 1375 psig 

Successful operation of the Isolation Condenser SAM Accident Management Required After 24 
including makeup Hours for success 

Isolation Condenser hardware operation SBCS Valves open and allow Service Water to flow 
into the hotwell 
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ACRONYM 

LOCA 

LPCI 

LPV 

• 
TABLE 4.1.4-1 (Continued) 

DRESDEN PAT SUCCESS CRITERIA 

DEFINITION ACRONYM DEFINITION 

Loss of Coolant Accident SLC Injection of borated water using the Standby 
Liquid Control pumps 

Low Pressure Injection using LPCI pumps SPC Containment heat removal by circulating water 
through the LPCI heat exchanger and back to 
the suppression pool (LP/CCSW) 

Low pressure injection using LPCI pumps and SUCCESS Successful Termination of Accident Prior to 
opening of injection valve. This is equivalent to Core Damage 
LPCI and LV. 
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4.2 Systems Analysis 

To develop an understanding of the contribution of system performance to accident 
sequences and to quantify the Plant Response Trees, a comprehensive analysis of all key 
plant systems (from a risk perspective) was performed .. This activity included plant 
familiarization which is documented in system notebooks, a search for dependencies 
between plant systems, and detailed fault tree analysis for each key system. Technical 

· guidelines were prepared for each of these activities to assure a consistent, thorough 
approach by all analysts throughout each stage of the system analyses for the IP Es being 
done on all the CECo nuclear generating stations. These guidelines also serve as 
references that document the methods used in detail. This section provides an overview 
of the methods used in the plant systems analysis activity. 

4.2.1 System Descriptions 

To ensure the IPE accurately represents how the plant's systems contribute to the overall 
risk profile, a thorough understanding of key frontline and support systems is essential. 
Prior to the development of the fault tree logic models, a comprehensive collection, 
evaluation, and documentation of information was performed for· each system. This 
information was consolidated into a single reference notebook for each system. The 
outline used for each of these system notebooks is given in Table 4.2.1-1. The first six 
sections of the system notebooks contain the essential plant design and operational 
information necessary to develop the fault trees. Included in these sections are the 
important dependencies that are reflected in the matrices described in Section 4.2.2 of 
this document, instrumentation and control requirements, and the results of a review of 
equipment maintenance and surveillance practices. The plant walkdown, described in 
Section 2.3, was used to verify the plant configuration modeled in the IPE and 
documented in these sections of the system notebook is consistent with the manner in 
which the individual systems are installed and operated. The results of an operating 
experience review are also documented. This information is used to be sure that plant 
specific operating experience is reflected in the model development and in the 
quantification of system and component performance parameters. Section 7 contains the 
logic models and the assumptions used to construct the fault trees. Section 8 provides 
the results of the model quantification and Section 9 identifies the insights related to that 
system that were developed during the course of the IPE. 

Because Dresden is a dual unit site, a careful examination of the documentation for both 
unit's systems was performed. Any key differences were identified and explicitly 
documented in the system notebooks. Shared systems or shared component~ were 
identified, including the type of sharing (total or partial) and any preferential alignments. 
Any unit-to-unit cross ties, along with the normal alignment and emergency alignment 
capabilities, were identified. Plant procedures, operator training manuals, and plant 
administrative policies were reviewed concerning such shared and cross-tied systems to 
be sure accurate modeling was performed in the IPE and that the full plant capabilities 
were understood from an accident management perspective . 
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Any configuration or uses of a system which could be important in accident management 
were identified and documented. Examples of this type of information include the 
identification of other systems that could fulfill the same function, identification of 
emergency lighting in the area of critical local control panels or other plant locations, 
instrumentation that might be beneficial in restoring certain systems, equipment access 
pathways and location, etc. A guideline was developed to focus analyst thinking on key 
aspects of system operation and configuration that might be beneficial in managing an 
accident. 

Table 4.2.1-2 lists the systems modeled in the Dresden IPE. The remainder of this 
section provides a brief description of these systems and their important design features 
from a risk perspective. The symbols used in the simplified diagrams for these systems 
are shown in Figure 4.2.1-1 (in Volume 2). Simplified diagrams are provided in Volume 2. 

4.2.1.1 Feedwater and Condensate {FWC) System 

The primary function of the Feedwater and Condensate (FWC) system is to supply the 
reactor vessel with demineralized feedwater at a rate equal to that of steam generation, 
up to 9.8E+06 lbm/hr (19,600 gpm) at 100% reactor power. To accomplish this function, 
the condensate in the main condenser hotwell must be pumped through various FWC 
system components before being returned to the reactor vessel. During power 
operations, these components provide the condensate with necessary pressure boost, 
preheating, and impurity removal. At this stage, the condensate is referred to as 
feedwater. The feedwater must be regulated (controlled) to match the reactor steam 
generation rate and maintain sufficient water level in the reactor,. When the reactor is not 
generating steam for power operations, the feedwater system may be used to provide 
makeup to the reactor vessel in the removal of decay heat. Since the feedwater flow rate 
is very small for decay heat removal, the preheating and cleanup functions are not 
essential to cooling the reactor after shutdown. 

During normal power operations the FWC system operates in automatic control · 
maintaining feedwater flo~ equivalent to reactor steam generation rate and, thereby, 
maintaining reactor water level. During non-power or reactor trip operations, the same 
controls are adjusted to provide feedwater flow control to match decay heat steam 
generation and maintain reactor water level. 

The FWC system is included in the IPE analysis because it is the primary (normal) means 
of supplying water to the reactor and maintaining reactor water level under reactor trip 
conditions. Under normal reactor trip conditions, the FWC system will remain operable 
to provide feedwater to the reactor, unless FWC system operability was affected by the 
trip. 

The FWC system is an integral part of the power conversion process. The system 
includes those components from the main condenser hotwell (inclusive) to the feed ring 
inside the reactor vessel. Condensers/heat exchangers, demineralizers, pumps, valves, 
instruments and controls, and associated piping are the basic mechanical hardware that 
allow the FWC system to accomplish its function. 
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• TABLE 4.2.1-1 
OUTLINE FOR SYSTEM NOTEBOOKS 

1.0 FUNCTION 

2.0 SYSTEM DESCRIPTION 
2.1 Support Systems 
2.2 Instrumentation and Control 
2.3 Technical Specification Limitations 
2.4 Test and Maintenance 
2.5 Component Location 
2.6 Unit 2/Unit 3 Difference 

3.0 SYSTEM OPERATION 

4.0 PERFORMANCE DURING ACCIDENT CONDITIONS 
4.1 Success Criteria 
4.2 Initiator Impact on the System 
4.3 Impact of System on Other Systems 

5.0 OPERATING EXPERIENCE 

6.0 INITIATING EVENT REVIEW 

7.0 SYSTEM LOGIC MODELS 
7.1 Assumptions 

• 7.2 Fault Tree Models 
7 .2.1 Initial Conditions 
7.2.2 Fault Tree Description 
7.2.3 Initiator Impact on the System Fault Trees 
7 .2.4 Support System Impact on the System Fault Trees 
7 .2.5 Oper?itor Actions in the System Fault Trees 

8.0 QUANTIFICATION 

9.0 SYSTEM INSIGHTS 

10.0 REFERENCES 

APPENDIX A SYSTEM DVR LISTINGS 

APPENDIX 8 SYSTEM QUANTIFICATION RESULTS 

APPENDIX C MAAP CODE PARAMETER FILE 

• 
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Section 4.2.1.1 
Section 4.2.1.2 
Section 4.2.1.3 

Section 4.2.1.4 
Section 4.2.1.5 
Section 4.2.1.6 
Section 4.2.1.7 
Section 4.2.1.8 
Section 4.2.1.9 
Section 4.2.1.10 
Section 4.2.1.11 
Section 4.2.1.12 

Section 4.2.1.13 
Section 4.2.1.14 
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TABLE 4.2.1-2 
SYSTEMS MODELED IN DRESDEN IPE 

Feedwater and Condensate (FWC) System 
High Pressure Coolant Injection (HPCI) System 
Low Pressure Coolant Injection (LPCI) and Containment Cooling Service Water 
(CCSW) System 
Core Spray (CS) System 
Service Water (SW) System 
Turbine Building Closed Cooling Water (TBCCW) System 
Electric Power (EP) System 
Anticipated Transient Without Scram (ATWS) System 
Common Actuation System (CAS) 
Fire Protection (FP) System 
Isolation Condenser (IC) System 
Reactor Vessel Pressure Control and Depressurization System Including Automatic 
Depressurization System (ADS) 
Standby Liquid Control (SLC} System 
Torus/Drywell Vent (TDV) System 

4-51 



• The main condenser removes the latent heat of vaporization from the main turbine 
exhaust steam. The condensate, condensate booster, and feedwater pumps increase 
pressure so that the primary water can be returned to the reactor vessel. Other 
components, such as the steam jet air ejector, gland sealing condenser, off-gas 
condensers, condensate demineralizers, and feedwater heaters facilitate and increase the 
efficiency of the power conversion process by creating a vacuum in the condenser, 
heating the feedwater and maintaining appropriate water quality. 

Figures 4.2.1.1-1 through 4.2.1.1-6 are simplified diagrams of the Feedwater and 
Condensate systems for Unit 2. The Unit 3 FWC system is of the same configuration and 
operates in the same manner as Unit 2 with the exception of the feedwater regulating 
valves and the condensate booster pump recirculation valves. The "A" feedwater 
regulating valve of Unit 2 and the "B" valve of Unit 3 have air-operated, hydraulically 
damped actuators. The "B" valve of Unit 2 and the "A" valve of Unit 3 have electro
hydraulic operated actuators. The condensate booster pump recirculation valve for Unit 2 
is an air-operated valve controlled by a flow transmitter and controller while the valve for 
Unit 3 is an MOV operated manually by a hand switch. 

According to operating orders 1-91 and 2-91, during high power operation feedwater 
regulating valve (FWRV) 2-6428 is in auto and FWRV 2-642A is in manual up to 40% 
open while FWRV 3-642A is in auto and FWRV 3-6428 is open in manual between 10% 
and 40%. 

• Condensate/Condensate Booster Pumps · 

• 

The condensate/condensate booster pumps are horizontal, one-stage, centrifugal pumps 
with a rated mass flow rate of 3.3E+06 lbm/hr (6600 gpm). The minimum flow 
requirement is 3700 gpm, but flow could go as low as 2800 gpm for a 24-hour period 
without causing pump damage. Each condensate pump and condensate booster pump 
share a 1750 horsepower, 3-phase, 60 Hz, 4000 volt induction motor with a speed of 
1800 rpm. The condensate pumps are designed such ·that only three are required for · 
100% power operation. The fourth condensate pump acts as a standby and will start if 
both: 

1. RFP suction pressure falls below 180 psig, or a running condensate pump trips, 
and 

2. standby pumps are selected (interlock) 

Reactor Feed Pumps 

The feedwater system starts with the reactor feed pumps. Three two-stage, centrifugal, 
horizontal reactor feed pumps (RFPs) take their suction from the outlets of the low 
pressure feedwater heaters. Each RFP is driven by a 9000 horsepower, 3-phase, 60 Hz, 
4000 volt induction motor. Motor speed is 1800 rpm, but the pump is driven through a 
speed increaser, giving a pump speed of 4500 rpm. Since each RFP is rated at 
5, 105,000 lbm/hr (10,200 gpm), only two of the three are required for 100% flow. The 
RFPs are capable of providing water to the reactor vessel over a pressure range of 
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0-1100 psig. Each RFP has an outlet check valve and motor-operated gate valve. A 
recirculation line to the main condenser hotwell taps off between each reactor feed pump 
and its associated outlet check valve. The recirculation path assures that the minimum 
flow requirement for each RFP is satisfied. Each recirculation valve opens if its pump 
output is less than 10% of the pump 100% rated flow and closes if pump output is greater 
than 10% of 100% rated flow for each pump. 

The pumps will trip if any of the following occur: 

1. oil pressure less than 15 psig 
2. suction pressure less than 120 psig 
3. reactor water level 55" or greater 
4. undervoltage or overcurrent. 

The standby pump will start if all of the following conditions occur: 

1. supply breaker has tripped on a running RFP other than via the control switch 
2. reactor level less than 55" 
3. suction pressure greater than 120 psig 
4. at least one ventilation fan running 
5. oil pressure is greater than 20 psi. 

4.2.1.2 High Pressure Coolant Injection (HPCI) System 

The HPCI system cools the core for loss-of-coolant accidents that do not result in rapid 
depressurization of the core. This includes all breaks smaller than those for which the 
LPCI or Core Spray systems are required to protect the core. HPCI meets this 
requirement without the use of offsite electrical power. 

The HPCI system consists of a steam turbine assembly that drives a constant-flow pump 
and includes the associated piping, valves, and instrumentation.. Figure 4.2.1.2-1 is a 
simplified piping and instrumentation diagram (P&ID) of the Unit 2 HPCI steam and water 
systems. Figure 4.2.1.2-2 shows the HPCI oil system. There are no significant 
differences between Units 2 and 3. 

Turbine 

The HPCI turbine is driven by steam that is extracted directly from the reactor vessel. 
The steam turbine supply line valves are normally open all the way from the reactor 
vessel to the steam supply isolation valve (M02(3)-2301-3). A drain pot collects 
condensation in this line and routes it to the main condenser. The turbine exhaust steam 
is directed to the suppression pool (also known as the torus). A series of two rupture 
disks in the turbine exhaust line, which vent to the HPCI room, provides turbine protection 
should turbine exhaust line blockage occur . 
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Pump 

The HPCI pump contains a booster pump and a main pump with a 1.98 to 1 reduction 
gear between them. The main pump is driven directly from the turbine, while the booster 
pump runs at the reduced speed. The HPCI pump delivers coolant make-up at a rate of 
approximately 5000 gpm over a reactor pressure range of 1150 to 150 psig. The HPCI 
pump is provided with two sources of water for reactor pressure vessel (RPV) injection, 
with interlocks to ensure that only one line is open at any given time. The initial source 
is the condensate storage tank (CST), with the suppression pool providing the secondary 
source. Suction lines from each source join to form a single pump suction header. Each 
suction line is equipped with check valves and isolation valves to prevent water from 
being transferred from one suction source to the other. 

A minimum-flow bypass line prevents the pump from overheating during periods of 
reduced system flow. Flow through this line goes to the suppression pool and is 
controlled by the minimum flow bypass valve to maintain system flow above 710 gpm. 

Another line in the pump discharge flow path goes to the CST and is used for full-flow 
operational testing during plant operation. The HPCI recirculation test line is equipped 
with two isolation valves to prevent flow diversions from HPCI during accident conditions. 

Lube Oil. Gland Seals, and Cooling 

A portion of the HPCI booster pump discharge flow is directed to the lube oil cooler and 
the gland seal condenser. During pre-operational warmup in the test mode, and when 
using a controlled startup procedure, cooling water is supplied by a small 480VAC 
auxiliary cooling water pump. 

The gland seal condenser receives gland leak-off from the turbine glands and the turbine 
stop valve stem; thus preventing steam release into the HPCI pump room. The gland 
seal exhauster draws a vacuum in the condenser and discharges exhausted · 
noncondensibles to the Standby Gas Treatment system. Level switches on the gland 
seal condenser control its condensate pump, starting it at a high level of 1 O inches below 
condenser centerline and stopping it at a low level of 20.5 inches below condenser 
centerline. 

Oil for control and lubrication is normally provided by the turbine shaft-driven lube oil 
pump. This pump consists of a low pressure pump and a high pressure pump. The low 
pressure pump feeds the low pressure header, which supplies control oil to the trip and 
speed controls and lube oil to the pump and turbine bearings. The high pressure pump 
feeds the high pressure header, which supplies hydraulic oil to the stop and control 
valves. 

The auxiliary oil pump provides lube oil until the main shaft-driven pump becomes 
effective and also primes the main pump during turbine startup. The motor driving the 
auxiliary lube oil pump is a 40-HP 250-VDC device. This pump automatically starts upon 
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HPCI initiation if the oil header pressure is less than 43 psig; it stops when oil header 
pressure increases past 52 psig or when turbine speed exceeds 2000 rpm. 

The lube oil system includes an emergency lube oil pump whose purpose is to provide 
lube oil to the turbine and main pump bearings when the turbine is on the turning gear 
or when oil pressure is lost. The emergency lube oil pump is driven by a 7.5-HP, 250-
VDC motor. It starts automatically at ::;36 psig header pressure if the auxiliary oil pump 
has been running. 

4.2.1.3 Low Pressure Coolant Injection (LPCI) and Containment Cooling 
Service Water (CCSW) Systems 

Following a reactor depressurization due to a loss of coolant accident (LOCA) or actuation 
of the Automatic Depressurization system (ADS), coolant must be returned to the core 
region, and the heat energy entering the containment from the primary system must be 
removed. The Low Pressure Coolant Injection (LPCI) system provides several functions 
to accomplish these tasks. These functions are low pressure coolant injection, and, along 
with the CCSW system, containment pressure control and containment temperature 
control. The 'LPCI system operates in three different modes to fulfill these functions: 

• 

• 

The low pressure coolant injection mode injects coolant to the reactor 
vessel from the suppression pool (torus) via the recirculation piping to 
reflood the vessel and ensure adequate core coverage . 

The suppression pool cooling mode controls containment pressure by 
removing heat from the water in the suppression pool. 

• The containment spray mode controls containment pressure and 
temperature by spraying the air spaces of the drywell or torus. 

The LPCI and CCSW systems are made up of the pumps, valves, heat exchangers, and · 
control circuits necessary to perform the functions of low pressure coolant injection, 
containment pressure control, and containment temperature control. Figure 4.2.1.3-1 is 
a simplified schematic diagram of the LPCI system for Unit 2. Figure 4.2.1.3-2 shows the 
CCSW system for Unit 2. There are no significant differences between Units 2 and 3 for 
the CCSW and LPCI systems. 

The LPCI System is made up of two loops, A and B. Each loop includes two pumps 
(each with a 700 HP, 4160VAC, 3-phase 3600 rpm induction motor) and one heat 
exchanger (rated at 9.5 x 107 BTU/hr). Loop A contains Pumps 2A-1502 (3-1502-A) and 
28-1502 (3-1502-8) and containment cooling Heat Exchanger 2A-1503 (3-1503-A). 
Loop B contains Pumps 2C-1502 (3-1502-C) and 20-1502 (3-1502-D) and containment 
cooling Heat Exchanger 28-1503 (3-1503-8). Each loop has a dedicated primary suction 
line from the suppression pool, and a dedicated secondary suction line from Condensate 
Storage Tank 2/3-3303-A (Unit 2) or 2/3-3303-8 (Unit 3). Each loop may be aligned to 
provide flow to the reactor vessel for low pressure coolant injection, to the suppression 
pool for suppression pool cooling, or to the containment spray headers in the drywell and 
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suppression pool for containment spraying. A normally open cross-tie line with two motor
operated valves connects the two LPCI loops downstream of the heat exchangers. This 
line allows pumps from either loop to supply the other loop's recirculation loop injection 
point. Another small line (three-inch) connects the loop cross-tie line of Unit 2 with that 
of Unit 3. This line allows transfer of water from one torus to the other. 

The CCSW system removes heat from the containment cooling heat exchangers during 
the suppression pool cooling and containment spray modes of LPCI system operation. 
The CCSW system consists of two loops, each supplying cooling water to its respective 
heat exchanger. Loop A contains Pumps 2A-1501-44 and 28-1501-44 [3-1501-44-A and 
3-1501-44-8] and supplies Heat Exchanger 2A-1503 (3-1503-A). Loop B contains Pumps 
2C-1501-44 and 20-1501-44 {3-1501-44-C and 3-1501-44-0) and supplies Heat 
Exchanger 28-1503 (3-1503-8). Each loop has a dedicated suction line from the diesel 
fire pump bay of the crib house, and discharges to the 48-inch service water discharge 
header. 

The Emergency Core Cooling System (ECCS) fill system, supplied by the Core Spray 
system, keeps the LPCI lines filled and the LPCI discharge headers pressurized to 
approximately 85 psig at all times during plant operation. This feature prevents water 
hammer and pipe damage whenever the LPCI pumps start. The Service Water system 
provides the same function for the CCSW system. . 

The following discussion describes the system features as they relate to the various 
operating modes. 

Low Pressure Coolant Injection Mode 

In the LPCI mode, the LPCI pumps normally take suction from the suppression pool and 
discharge the water into the reactor vessel via the reactor recirculation loop piping. In 
case suppression pool suction is lost due to closed valves, plugged strainers, or high 
suction temperature, the LPCI pumps may be lined up to take suction from· Condensate .. · 
Storage Tank 2/3-3303-A{8) through locked-closed manual valves [2(3)-1501-31 A/B/C/O]. 
Pump discharge bypasses the heat ·exchangers in LPCI mode, since the objective is 
simply to reflood the vessel with relatively cool torus inventory. The CCSW heat 
exchangers and pumps are therefore not required for LPCI injection. 

In the event that a LOCA occurred due to a break in one of the recirculation lines, LPCI 
injection flow into the broken line could bypass the core and flow directly out the break. 
A leak detection and loop selection system determines which of the two recirculation 
loops is still intact and lines up the LPCI discharge valves [2(3)-1501-21Aor8, -22A or B, 
and -25A or 8] to provide flow only to that loop. The cross-tie line, with its two motor
operated valves [2(3)-1501-32A and -328] normally open, allows all running LPCI pumps 
to discharge to the available recirculation loop. If there are no breaks in either 
recirculation loop, the loop selection logic selects Recirculation Loop 8 . 

LPCI discharge to Recirculation Loop 8 is by Motor-operated Valves 2(3)-1501-21 8 and 
-228 and Air-testable Check Valve 2(3)-1501-258. LPCI discharge to Recirculation 
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Loop A is by Motor-operated Valves 2(3)-1501-21 A and -22A and Air-testable Check 
Valve 2(3)-1501-25A. 

LPCI system performance requirements are based upon the largest possible primary 
system break. The LPCI function is to increase vessel level. The system is capable of 
delivering full design flow when reactor pressure equals suppression pool pressure. 
Three LPCI pumps provide design flow in this mode. Restoration of level takes only a 
few minutes after LPCI initiation. The core is considered adequately cooled, and LPCI 
considered successful, when vessel level has reached at least 2/3 core height during 
reflood. {Two-thirds core height is the lowest ·height to which the core level would fall if 
a break were in the recirculation lines and the inventory were subcooled.) Once reflood 
is completed, one LPCI pump is capable of maintaining reactor level at or above 2/3 core 
height. 

Suppression Pool Cooling Mode 

The primary purpose of the suppression pool cooling mode is to cool the suppression 
pool following a release of reactor coolant into the torus. There are several ways that 
reactor coolant can be released into the torus. 

• Failure of PCS piping or valves inside containment will cause. reactor 
coolant leakage to the containment, raising its temperature and pressure 
and necessitating the initiation of LPCI and containment cooling. This 
sequence of events will also heat up the torus liquid inventory. 

• The electromatic relief valves and the Target Rock valve relieve to their 
respective distribution headers below torus liquid level. One or more of 
these valves could open, either inadvertently, by manual or automatic 
operation in response to a plant condition, or by actuation of the ADS. Any 
of these operations would heat up the torus. 

• If the High Pressure Coolant Injection (HPCI) pump turbine is operating, its 
exhaust steam is routed to the torus. This operation will also raise torus 
temperature. 

To enter the suppression pool cooling mode of operation, the operator closes Heat 
Exchanger Bypass Valve 2{3)-1501-11A(B), opens 2(3)-1501-20A(B), and controls flow 
with Valve 2(3)-1501-38A(B). If a LPCI initiation signal is present, the interlocks 
preventing opening of the above valves must be bypassed before lining up suppression 
pool cooling. Valve 2{3)-1501-22A(B) will also be open at this time, allowing flow to the 
reactor vessel. Outboard Valve 2(3)-1501-21A(B) can be throttled, if necessary, to 
reduce the total flow through the line. 

Suppression pool cooling is secondary to LPCI, and should only be continued if reactor 
vessel water level can be maintained with reduced flow or by some other means of 
injection. 
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Containment Spray Mode 

In its containment spray mode, the LPCI system sprays the drywall or torus air space to 
control containment pressure and temperature by cooling noncondensible gases and 
condensing steam. Containment temperature and pressure are increased, either directly 
or indirectly, by mechanisms similar to those that heat up the torus. In addition, the 
safety relief valves relieve directly. to the drywell. · 

In the containment spray mode, the LPCI pumps take suction from the suppression pool, 
pump the water through the containment cooling heat exchangers, and discharge the 
water through spray headers in either the suppression pool (2(3)-1501-1 BA(B) and 
-19A(B)] or drywall (2(3)-1501-27 A(B) and -28A(B)] air spaces. 

The Dresden emergency operating procedures (DEOP 200-1) instruct the operator to 
initiate torus sprays if the drywall pressure cannot be controlled with the Standby Gas 
Treatment (SBGT) system, reactor building vent systems, or drywell coolers, but only if 
torus water level is below 27 feet and drywall pressure is less than 14 psig. Interlocks 
to open the torus spray valves have to be bypassed if a LPCI initiation signal is present. 
If the drywall pressure cannot be maintained below 14 psig with the suppression pool 
sprays, and drywall temperature is less than 340°F, DEOP 200-1 directs the operator to 
spray the drywell. 

4.2.1.4 Core Spray (CS) System 

The primary function of the Core Spray (CS) system is to prevent fuel clad melting during 
a Loss of Coolant Accident (LOCA). This is accomplished by spraying water directly onto 
the core. Core spray is used in conjunction with the Automatic Depressurization system 
(ADS) and the High Pressure Coolant Injection system (HPCI) to protect the reactor core 
in all postulated liquid or steam pipe breaks. This includes breaks ranging in size from 
those in which the core is adequately cooled by the HPCI system alone up to and 
including the design basis accident LOCA. 

For a small break, the reactor vessel depressurizes slowly. In this situation, HPCI is 
designed to initially act as a stand alone system to provide coolant to the core to prevent 
fuel damage. However, if HPCI fails to function, the core is still protected by utilizing the 
ADS in combination with the Core Spray or LPCI systems .. (Note: Core Spray and LPCI 
are functionally redundant, but diverse emergency core cooling systems.) The reactor 
is depressurized rapidly to 350 psig with the ADS at which point the Core Spray system 
begins pumping water from the suppression pool into the vessel. For large breaks, in 
which the reactor vessel depressurizes rapidly, the Core Spray system alone provides 
sufficient coolant flow to prevent core damage. 

The Core Spray system consists of two independent coolant injection loops per plant, 
which are normally in a standby configuration while the reactor is at power. Key 
components of each subsystem include a pump, various manual and motor-operated 
valves, and actuation logic circuits. A simplified diagram that shows key components and 
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flow paths for Unit 2 is shown in Figure 4.2.1.4-1. There are no significant differences 
between Units 2 and 3 for the CS system. 

Each loop contains a motor-driven centrifugal pump capable of providing 100% of the 
coolant flow required to cool the core during any postulated accident. Suction for the 
pump in each loop comes from an independent connection to the ECCS torus suction ring 
header or from a manually aligned connection to the Condensate Storage Tanks (CSTs). 
Each pump's discharge line has two branch lines, each of which contains a motor
operated valve. The first connection is a small minimum-flow line used to prevent the 
pump from overheating while running at shutoff head. The second branch is used for full
flow testing and its associated motor-operated valve is normally closed. A normally 
closed motor-operated valve also provides isolation between the Core Spray system and· 
the reactor vessel. When a core spray initiation signal is received, the pumps start and 
run at shutoff head. When reactor pressure drops below 350 psig, the isolation valve 
opens and allows water to be sprayed onto the core. The water is injected into the 
reactor vessel through two independent sparger rings; each of which is connected to a 
single core spray loop. Each sparger ring consists of two 180 degree sections and is 
capable of providing a spray pattern covering the entire core. As described above, each . 
Core Spray subsystem is designed to act as a completely independent system. Another 
design feature of the Core Spray system is the ability to detect a leak in the core spray 
piping located between the reactor pressure vessel wall and the outside of the shroud. 
The core spray discharge headers are maintained full by the ECCS Fill system to prevent 
pipe damage due to water hammer when the pumps start . 

A more detailed description of key Core Spray system components and their functions 
is given in the following paragraphs. 

Suppression Pool 

Normal suction for the core spray pumps is from the suppression pool via the ECCS 
suction header. There are four suction lines from the suppression pool to the 24-inch · 
ECCS torus suction ring header. Stainless-steel screens with one-eighth inch mesh are 
provided on each line from the suppression pool to the ECCS suction header to prevent 
plugging of the core spray nozzles. The screens are located above the bottom of 'the 
suppression pool to minimize plugging. The flow area of the four suction lines is sized 
for the combined, full-flow requirements of HPCI, LPCI and Core Spray systems with one. 
suction screen assumed completely plugged. Alternate suction for the core spray pumps 
is from the CSTs through locked-closed manual isolation valves. 

Pumps 

The core spray pumps are single stage centrifugal pumps which produce a total dynamic 
head of 900 feet (390 psig). Each pump is designed to deliver 4500 gpm at a reactor 
vessel pressure of 90 psig. Operating under design conditions, the pumps require 
approximately 870 hp. They are powered by electric motors, which are rated at 800 hp 
with a 1.15 service factor. The mechanical seals and motors are cooled by the pumps' 
discharge water. The pumps are located at the lowest level of' the reactor building to 
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ensure that water from the suppression pool maintains the net positive suction head 
requirements of the system. 

ECCS Fill System 

The ECCS fill pump maintains the LPCI, HPCI and Core Spray system discharge headers 
full and thus prevents water hammer during system initiation. The pump takes suction 
from the Loop A (Loop B for Unit 3) core spray suction pipe and discharges into the 
various ECCS pump discharge lines. Motive and control power to the pump is provided 
through MCC 28-1 (38-4). The Condensate Transfer system acts as an automatic 
backup to the ECCS fill pump through the use of a pressure regulating valve. In the 
event of a failure of the fill pump, the regulating valve will maintain a minimum of 70 psig 
in the fill manifold. 

Valves 

The pump suction valves (M02(3)-1402-3A for pump 2A, M02(3)-1402-3B for pump 28) 
are AC-motor-operated valves that are normally open. 

The AC-motor-operated test valves (M02(3)-1402-4A for Loop A and M02(3)-1402-4B 
for _Loop B) are provided to allow for full-flow testing of the spray loops. Flow is returned 
to the suppression pool via the LPCI test line pipe which dumps to the vapor space in the 
torus. The test valves automatically close (if open) upon receipt of a core spray initiation 
signal (see Section 2.2). Also included on each pump discharge line is a minimum-flow 
bypass line that diverts a small amount of discharge water from the core spray pumps 
back to the suppression pool. These minimum flow diversions protect the pumps from 
overheating when operating at shutoff head while the core spray isolation valves are 
awaiting the low pressure permissive signal to open. The AC-motor-operated valves 
(M02(3)-1402-38A for Loop A and M02(3)-1402-38B for Loop B) in the bypass line are 
normally open valves that close when pump discharge flow increases to 750 gpm as the 
reactor vessel isolation valves open. 

Failure of the test line valve to close (if it were open) would divert sufficient flow to 
prevent successful operation of that core spray loop. Failure of the minimum flow line 
valve to close on increasing pump flow would not significantly impact core spray delivery 
to the reactor vessel due to the relatively small size of the minimum-flow line (1 Y2 inches) 
and its restricting orifice. 

Two AC-motor-operated isolation valves and a check valve provide isolation from the high 
pressure primary coolant system for each loop. This combination of valves allows the 
motor-operated valves to be cycled for testing while maintaining two-valve isolation 
between the high-pressure reactor pipe and the low-pressure core spray pipe. The 
inboard isolation valves (M02(3)-1402-25A for Loop A and M02(3)-1402-25B for Loop B) 
are normally closed and automatically open on receipt of a core spray initiation signal in 
conjunction with a reactor-vessel low-pressure permissive signal (350 psig). These valves 
cannot be opened from the main control room unless reactor pressure is less than 350 
psig, or the outboard isolation valves are shut. The outboard isolation valves 
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(M02(3)-1402-24A for Loop A and M02(3)-1402-24B for Loop B) are normally open and 
will automatically open (if closed) upon receipt of an initiation signal in conjunction with 
a reactor-vessel pressure less than 350 psig. Each injection line also contains a relief 
valve set at 500 psig to protect the low pressure piping, which is rated at 520 psig. 

All of the valves discussed previously are located outside of the primary containment. 
Within the drywell, each core spray line contains a check valve for isolation and a locked
open manual-isolation valve. The locked-open manual isolation valve located in the 
drywell is used for maintenance purposes only and has position indication displayed on 
Panel 902(3)-3 in the Main Control Room. 

4.2.1.5 Service Water (SW) System 

The Service Water system performs the following functions: 

• Supplies cooling water to several major components such as the recirculation 
pump MG sets, turbine-generator (including peripherals), concentrator condenser 
and room coolers, 

• Supplies make-up and process water to various systems such as the Fire Water 
system and Main Condenser hotwells, 

• Acts as the ultimate heat sink for the Reactor Building and Turbine Building Closed 
Cooling Water systems. 

The Service Water system uses five pumps to supply cooling water to a common 'header 
that serves both units. A simplified diagram of the Service Water system and its loads 
is shown in Figure 4.2.1.5-1. The Unit 3 pumps are located adjacent to the Unit 2 pumps 
and are connected to the common header shown in the diagram. Due to· the 
arrangement of the pumps and the common header, the Service Water system is 
considered a completely shared system. The number and types of cooling loads supplied 
are very similar in each unit. These loads are shown in Table 4.2.1.5-1. Along with 
listing the number of available heat exchangers, Table 4.2.1.5-1 also gives the number 
normally on line to provide cooling. 

Pumps 

The five service water pumps are located in the Unit 2/3 crib house (intake structure). 
Each pump is mounted vertically, has a capacity of about 15,000 gpm at 91 psig, and is 
driven by a 1000 hp electric motor. The pumps take their suction from separate flooded 
pits in the crib house. The water supply is from an intake canal, which is a part of a 
closed cycle cooling lake with make-up water coming from the Kankakee River. Under 
high electrical load conditions during the summer, the water may be drawn directly from 
the Kankakee River. The pumps supply a common header that serves both units. The 
Service Water system is maintained at a higher pressure than any of the cooling loads . 
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TABLE 4.2.1.5-1 
SERVICE WATER LOADS 

Quantity Available 

Components Unit 2 

Fire Protection System 1 Keep-Fill N/A 
1 B/U Supply 

Traveling Screen Wash 1 Line N/A 

CCSW Keep-Fill 1 Line 1 Line 

Standby Coolant Supply 1 Line 1 Line 

CRD Pump Backup Cooling 1 Line 1 Line 

Auxiliary Electrical Room A/C 1 (1 Used) . 0 

Concentrator Condensers 2 (1 Used) 0 

Control Room A/C 2 (1 Used) 0 

Emergency Air Coolers 3 (3 Used) 3 

Generator Stator Water Coolers 2 (1 Used) 2 

Generator Hydrogen Coolers 4 (4 Used) 4 

MG Set Oil Coolers 4 (2 Used) 4 

RBCCW Heat Exchangers 3· (2 Used) 2 

TBCCW Heat Exchangers 2 (1 Used) 2 

Turbine Oil Coolers 2 (1 Used) 2 

X-Area Coolers 8 (8 Used) 6 

A Swing (213) Heat Exchanger is Located in Unit 2 . 
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This feature minimizes the chance of contamination entering the service water system 
and being discharged into the river. 

Strainers 

The service water pump discharge is filtered through 3 large strainers (one for each unit 
plus a standby strainer) located on the 517'6" elevation of the crib house. Each strainer 
actually consists of two separate wire mesh elements, only one of which can be in use 
at a time. The strainers are operated in one of three different modes: 

•Hand 

•Off 

•Auto 

Service is controlled by a switch that selects Element A, Element B, or 
Auto. 

The strainer will not shift. 

The strainer will automatically transfer to the opposite element and 
backwash the previous element when the differential pressure exceeds a 
preset limit. 

A hypochlorite system permits manual introduction of sodium hypochlorite to the water. 
The addition of the hypochlorite is intended to stop the growth of living organisms, such 
as slime-producing bacteria, algae and clams, that can block flow or otherwise reduce 
heat transfer capability in heat exchangers . 

Key Motor Operated Valves 

Service water can be used as an essentially inexhaustible supply of water to the main 
condenser hotwell so that feed/condensate system flow can be supplied to the reactor in 
the event of an accident. This water supply is one of last resort, however, because major · 
cleanup of the condenser and reactor would be necessary. The line supplying service 
water to the main condenser is isolated by two motor operated isolation valves (2(3)-3901 
and 2(3)-3902) in series. These valves are controlled by switches in the Control Room. 

Flow to several large loads can be stopped by closing their normally open motor operated 
valves. These loads are the TBCCW heat exchangers (2(3)A-3903 and B-3903), the 
recirculation pump MG set oil coolers (2(3)-3904), and the generator stator water and 
hydrogen coolers (2(3)-3905). These valves are operated from the control room. 

Radiation Monitoring 

Each unit has two discharge headers. Loads not likely to be radioactively contaminated 
are discharged through a 36-inch diameter standpipe to the Circulating Water (CW) 
system discharge header. Loads with the potential for being contaminated are discharged 
through a 48-inch diameter standpipe to the CW discharge header. A scintillation 
detector" is located on each of the two 48-inch standpipes to monitor the radioactivity in 
the discharge streams. 
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The radiation monitoring system continuously measures, indicates, and records the 
activity and sounds an alarm in the Control Room if activity above the set point (as 
determined by the Health Physics Department) is discovered. A high radiation alarm 
does not trip or isolate any portion of the Service Water system. 

4.2.1.6 Turbine Building Closed Cooling Water (TBCCW) System 

The primary function of the TBCCW system is to remove heat from equipment located 
in the turbine building and crib house. Most of this equipment is used in the power 
conversion process. The TBCCW system pressure is maintained lower than that of the 
equipment it cools and lower than the Service Water system. In the event of a leak from 
one of the cooling loads or TBCCW heat exchangers, these differences in pressure will 
cause the leakage to flow into the TBCCW system. This design traps any potentially 
radioactive material within the TBCCW system and prevents uncontrolled release of this 
material into the· environment through the Service Water system. 

The TBCCW system is a closed-loop system. Key components include two pumps, two 
heat exchangers and an expansion tank. Figure 4.2.1.6-1 is a simplified piping and 
instrumentation diagram (P&ID) showing key components and flow paths for Unit 2. 
Figure 4.2.1.6-2 shows a representative arrangement (Unit 2) of the service water supply 
to the TBCCW heat exchangers. . " · 

TBCCW flow is provided by two pumps connected in parallel. The water flows from the 
pump discharge header and into a network of parallel branch lines that service the 
individual cooling loads. Flows through the larger and less stable loads are controlled by 
air-operated temperature control valves while flows through smaller loads are controlled 
by individual manually throttled globe valves. System loads are shown in Tables 
4.2.1.6-1A and -18. 

The TBCCW effluent from the heat exchangers is maintained at 90°F by regulating the 
service water cooling flow through the tube side of the heat exchangers. The heat 
exchangers are located near the TBCCW pump inlet where system pressure is lowest. 
This location minimizes the service water pressure necessary to maintain the pressure 
difference required between the two systems. The expansion tank is connected between 
the heat exchangers and the pump suction header. Adequate net positive suction head 
(NPSH) is maintained to the pumps by situating the tank approximately 20 feet above the 
pump inlets. The loop is completed as the flow re-enters the pump train. 

Two separate crossties are associated with the TBCCW system. The first is a 3-inch 
connection that branches off the pump discharge piping and returns just upstream of the 
heat exchangers. This piping connects with a similar arrangement from Unit 3 and allows 
circulating water pump cooling to be manually aligned to either plant. Normally, 
circulating water pump cooling is provided by Unit 2 TBCCW. The second crosstie allows 
the CRD pumps and oil coolers to be isolated from the TBCCW system and alternately 
cooled by service water. This connection would only be utilized in the event of a TBCCW 
system failure. Both of these crossties were designed to supply specific cooling loads 
and will not support cooling of the entire system. 
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TABLE 4.2.1.6-1A 
TURBINE BUILDING CLOSED COOLING WATER SYSTEM LOADS 

UNIT 2 

EQUIPMENT SERVICED 

Crib House 

Circulating Water Pump Motors 

Turbine Building 

EHC Fluid Coolers 

Reactor Feed Pump Oil Coolers 

Reactor Feed Pump Seal Coolers 

Resin Transfer Air Compressor Aftercooler 

Rod Drive Water Pumps 

Condensate and Condensate Booster Pumps 

Bus Duct Coolers 

Alternator Exciter Cooler 

Service Air Compressor 

Service Air Compressor Aftercooler 

Instrument Air Compressor 

Instrument Air Compressor Aftercooler 

Radwaste Air Sparging Aftercooler 

Decon Facility Air Conditioner 

All 6 units normally cooled by Unit 2 TBCCW. 
Unit 2 incorporates a split/dual cooler. 

NO OF UNITS 

5· 

2 

3 

3 

1 

2 

4 

2 
.. 

1 

1 

1 

2 

2 

2 

1 

726302SU .1421011893 4-65 



• 

• 

• 

• 

TABLE 4.2.1.6-1B 
TURBINE BUILDING CLOSED COOLING WATER SYSTEM LOADS 

UNIT 3 

EQUIPMENT SERVICED NO OF UNITS 

Crib House 

Circulating Water Pump Motors 

Turbine Building 

EHC Fluid Coolers 2 

Reactor Feed Pump Oil Coolers 3 

Reactor Feed Pump Seal Coolers 3 

Resin Transfer Air Compressor Aftercooler 1 

Rod Drive Water Pumps 2 

Condensate and Condensate Booster Pumps 4 

Bus Duct Coolers 2 

Alternator Exciter Cooler 1 

Service Air Compressor 1 

Service Air Compressor Aftercooler 1 

Instrument Air Compressor 3 

Instrument Air Compressor Aftercooler 3 

All 6 units normally cooled by Unit 2 TBCCW . 
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A more detailed description of key TBCCW system components is given in the following 
paragraphs. 

Pumps 

Two centrifugal pumps, arranged in parallel, provide flow through the TBCCW system. 
Each pump is rated at 1000 GPM at 58 psig and is driven by a 40-hp, 480VAC, 1750-rpm 
electric motor. Isolation valves are located in the pump suction and discharge piping to 
facilitate individual pump maintenance during system operation. 

The pump motors are powered from Turbine Building Motor Control Centers 25(35)-1 and 
27(37)-1. Operation of the pumps is controlled remotely at control room panel 923-1. 
There are no interlocks associated with operation of this system; however, in the event 
of a loss of AC power the pumps will trip off line because of low voltage trip relays. 
During subsequent emergency diesel generator operation, the cooling water pumps may 
be manually restarted only if diesel generator load permits. 

Expansion Tanks 

A 2000-gal expansion tank supplies the TBCCW system with clean demineralized water. 
This tank is located approximately 20 feet above the pump inlets to ensure an adequate 
NPSH. In addition to providing a source of makeup water for minor leakage, the tank 
also serves as a surge volume to accommodate temperature and pressure changes in 
the system. The tank was designed for atmospheric pressure and includes a non-isolable 
4-inch overflow/vent line to prevent inadvertent pressurization. 

Expansion tank level is controlled by a level switch that energizes a solenoid-actuated 
air-operated level control valve and allows makeup water to be supplied from the Clean 
Demineralized Water system. This control valve assembly includes a manually operated 
bypass that can be used to maintain tank level in the event of a control valve failure. 
Level can be visually monitored through a local sight glass. 

Heat Exchangers 

Heat is removed from the TBCCW system by two horizontal, shell-and-tube heat 
exchangers arranged in parallel. TBCCW passes through the shell side and service 
water flows through the tubes in a counter-flow arrangement. 

The heat exchanger shell and tubes are both designed for a 150-psig operational 
pressure. Relief valves with a setpoint of 40 psig provide overpressure protection on the 
shell side of the heat exchangers. The heat exchangers are designed to reduce the 
TBCCW temperature .from 130°F to 105°F given a service water entry temperature of 
95°F. The shell side design flow rate is 1000 gpm with a pressure drop of 4 psi. Tube 
side design flow rate is 2500 gpm with a pressure drop of 5 psi. The design rating is 
12,500,000 BTU/hr per heat exchanger . 
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The following summarizes the TBCCW heat exchanger specifications: 

• Number (per unit) 2 

• Design Heat Transfer per Heat Exchanger 12.5x106 BTU/hr 

• Design Pressure Shell 150 psig 
Tube 150 psig 

• Design Flow Rate per Heat Exchanger Shell 1000 gpm ( 4 psi LiP) 
Tube 2500 gpm (5 psi LiP) 

• Operating Inlet Temperature Shell 130°F 
Tube 95°F 

• Operating Outlet Temperature Shell 1os°F 
Tube 105°F 

• Fluid Circulated Shell TBCCW 
Tube Service Water 

Chemical Feeder 

A sodium nitrite and sodium hydroxide solution is added to the system by means of a 
chemical addition pot. The purpose of the chemical addition is to maintain a high pH 
(basic solution) in the TBCCW. A basic solution inhibits corrosion and limits algae 
growth. The chemicals are added to the system through a sequence of manual valve 
manipulations. 

4.2.1.7 Electric Power (EP) System 

The electric power system at the Dresden Station provides AC and DC power at various 
voltages and with appropriate redundancy to meet the needs of the plant systems, and 
components for all plant conditions, including abnormal events and design basis 
accidents. The sources of this power include the commercial grid at.345KV-and 138KV··' 
(including the output of the station generators), the 4160VAC emergency diesel 
generators, and 250V, 125V, and 48V battery systems. These power sources are 
controlled to provide distribution systems at 4160VAC, 480VAC, 120/240VAC, 250VDC, 
125VDC, 48VDC, and 24VDC for use by plant components. 

The buses at the plant are classified as either normal or emergency buses. The 
emergency buses are designed to supply those loads that are required for the safety of 
the plant after a loss of coolant accident (LOCA) or for ensuring a safe plant shutdown 
following a loss of offsite power (LOOP). The normal buses supply those loads that are 
needed for the normal operation of the plant, but are not required during LOCA or LOOP 
situations. 

The 4160VAC distribution system feeds major station loads (motors greater than or equal, 
to 200 HP) and the transformers that feed the 480VAC system. The 480V AC distribution 
system feeds the smaller loads (20 to 200 HP) and transformers for the lower voltage 
distribution loads. These lower voltage loads are generally lighting and control circuits 
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and other loads less than 20 HP. Low voltage essential service and instrument buses 
are supplied from diverse sources and feed circuits that cannot survive even short term 
losses or must be re-energized quickly after loss of the normal supply. Battery-supported 
DC buses provide power for operation of key pumps, valves, and control circuits during 
normal operation and for emergency conditions for loads that are necessary when all AC 
sources, grid power and emergency generators are lost. 

Generally, the electric power system for Unit 2 is identical to that of Unit 3. Major 
equipment for Unit 2 is identified with numbers starting with a "2" (e.g., Bus 21) and 
equipment for Unit 3 is identified with a number starting with a "3" (e.g., Bus 31). Most 
of the differences in electrical systems occur with loads outside the individual units, in the 
boiler house, radwaste building, and other common support facilities. 

345KV and 138KV Distribution 

Figure 4.2.1.7-1 shows the basic configuration of the 345KV and 138KV systems, which 
supply the normal power to the units. At Dresden, this normal power is usually referred · 
to as auxiliary power. Power from the unit generators (U-2 and U-3) is produced at 1 BKV 
and transformed to 345KV. This power is provided to the grid through a ring bus 
arrangement for each unit. The two ring buses are connected by a breaker, to feed 
between the buses as necessary. The 138KV system is in the form of a straight bus 
arrangement, with four individual bus portions, normally having Buses 1 and 2 connected 
and Buses 3 and 4 connected. Figure 4.2.1.7-1 shows the connections to the grid from 
each 345KV ring bus and from each section of the 138KV system. The 345KV and 
138KV systems can be inter-tied through two transformers, TR-81 and TR-83. The 
auxiliary power supplies from the 138KV and 345KV transmission systems are protected 
against the effect of unplanned outages by the diversity of feeder circuits and the 
generating units feeding into the switchyards at the Dresden site. Also, increased 
reliability is provided by the interconnection of the Commonwealth Edison system. with 
neighboring utilities at twenty-eight locations. 

The output of each unit generator is also connected to the unit auxiliary transformer in 
each unit. This constitutes one auxiliary or commercial feed to each unit. The second 
feed comes to the reserve auxiliary transformer from the 138KV bus for Unit 2 and from 
the 345KV bus for Unit 3. Power upstream of the unit and reserve auxiliary transformers 
is considered as a basic source input, so detailed discussion of these feeders will not be 
provided. 

4160V AC Distribution 

The 4160VAC distribution system at Dresden is shown in Figure 4.2.1. 7-2A for Unit 2 and 
Figure 4.2.1. 7-2B for Unit 3. There are four normal buses, 21, 22, 23, and 24, (31, 32, 
33, and 34) and two emergency buses, 23-1 and 24-1 {33-1 and 34-1), per unit. As can 
be seen in the figures, two of the normal buses are supplied from the unit auxiliary 

·transformers (TR-21 and TR-31) during normal operations, and two are supplied from the 
reserve auxiliary transformers (TR-22 and TR-32). The alternate supplies to these buses 
are from the opposite transformer in each unit. Each transformer is sized to provide the 
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total auxiliary load of one unit plus one division of engineered safeguards auxiliary power 
for the other unit. On the loss of a transformer feed, automatic bus transfer (ABT) 
devices will switch the connected buses to a live feed before any of the loads will sense 
a loss of power. The feeders from the unit auxiliary transformers to the buses will be 
tripped any time the output breakers connecting the unit generator output to the grid are 
both open. 

The normal buses feed directly to large plant loads and feed the 480V normal buses. 
Buses 23 and 24 (33 and 34) also provide auxiliary power to 4160VAC emergency 
Buses 23-1 and 24-1 (33-1 and 34-1 ). These emergency buses will automatically be fed 
from emergency diesel generators on the loss of the normal power feeds from the normal 
buses. If Bus 24-1 or 34-1 is not being provided power from the normal or DG sources, 
a cross-tie between them can be used as an alternate source. The emergency buses 
feed emergency 480V buses, and can be manually aligned to provide power back to 
Buses 23 and 24 (33 and 34) to pick up non-emergency loads when excess capacity 
exists on the emergency diesels. 

480V AC Distribution 

Smaller loads in the facilities are supplied power from the normal and emergency 480VAC 
buses. The 480VAC distribution system includes normal Buses 20, 25, 26, and 27 (30, 
35, 36, and 37), emergency Buses 28 and 29 (38 and 39), and Motor Control Centers . 
(MCCs) that are fed from these buses. As can be seen in Figures 2A and 28, normal 
Buses 25, 26, and 27 (35, 36, and 37) can be supplied power from either Bus 23 or 24 
(Bus 33 or 34), however, a complete tie between Bus 23 and 24 (Bus 33 and 34) is 
prevented by interlocks. The normal lineup is Bus 25 (35) fed from Bus 23 (33) and 
Buses 26 and 27 (36 and 37) fed from Bus 24 (34). Automatic transfers occur for these 
three buses. For the emergency buses, a similar situation exists. Buses 28 and 29 (38 
and 39) are normally lined up separately to Buses 23-1 and 24-1 (33-1 and 34-1), but can 
be tied together and fed from either 23-1 or 24-1 (33-1 or 34-1 ). All of the 480V buses 
supply power to MCCs. 

The 28-7/29-7 (38-7/39-7) MCC, basically two MCCs hardwired together, is normally fed 
from Bus 29 (39). The feed is automatically transferred to Bus 28 (38) after a 15 second 
undervoltage on Bus 29 (39). This MCC feeds power to Low Pressure Coolant Injection 
(LPCI) and Recirculation System valves that are required to reposition for LPCI operation. 

120/240VAC Distribution 

Figures 4.2.1 . 7-3A and -3B show the major 120/240VAC buses for Units 2 and 3. There 
are also a number of local 120/208VAC and 120/240VAC distribution panels, fed from 
several of the 480VAC MCCs, designed to provide lighting and other low voltage circuits. 
There are four low voltage buses shown in Figures 4.2.1.7-3A and -3B, the Instrument 
Bus, the Essential Service Bus, and Reactor Protection System Buses A and B. The 
Reactor Protection System Buses feed the Reactor Protection System only, and will be 
further discussed as a part of that system, but are mentioned in this discussion for 
completeness. The main Instrument Bus feeds important instruments and controls. It is 
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fed from MCC 28-2 (38-2) norn:ially, and transfers to MCC 25-2 (35-2) on a loss of the 
normal feed. The ABT will shift the bus back to MCC 28-2 (38-2) normal power supply 
when it is again available. 

The Essential Service Bus is designed to remain in service without any interruption as the 
only source of AC power in the situation where auxiliary and emergency sources are all 
lost. Figures 4.2.1.7-4A and -4B show the supplies that make this possible. During 
normal operation, the supply to the bus comes from Bus 29 (39) through an 
uninterruptible power supply (UPS) consisting of a rectifier, an invertor, a static switch, 
and an ABT. On an interruption of power from Bus 29 (39), the turbine building 250VDC 
bus feeds the invertor, without loss of feed to the Essential Service Bus. If these are not 
available, or the invertor is failed, the static switch will transfer, once again without loss 
of feed to the Essential Service Bus, to the first alternate AC supply from Bus 25 (36). 
If no output comes from the static switch, the ABT transfers power to the second alternate 
AC supply, MCC 28-2 (38-2). 

Emergency Power 

Each diesel generator (DG) is powered by a twenty cylinder turbo-charged diesel, which 
operates at 900 rpm. The turbocharger operates on exhaust gas or the engine gear train 
and is used to increase the power of the engine. The rating for each generator is 2600kw 
at 0.8 power factor, 4160V, and 60Hz, with a 10% overload capability for 2000 hours per 
year. The basis for the rating is twofold. First, the DG must be capable of powering the 
largest postulated vital loads under postulated accident conditions. According to the 
FSAR, this corresponds to a loss of coolant accident (LOCA) coincident with a loss of 
offsite power. Table 4.2.1.7-1 is a listing of these loads and the safety bus power 
required to supply them. These loads start automatically and sequentially upon 
restoration of bus voltage by the DG system. Second, the diesel must be capable of 
supplying the necessary loads to bring the unit to safe shutdown following a loss of offsite 
power (without a coincident LOCA). Table 4.2.1.7-2 is a listing of these loads and the 
power required to supply them. This table includes equipment served by safety-related 
and non-safety-related buses. The loads sequentially start automatically off of individual 
timers located in each of the motor controllers with a five second time delay between 
starts. There is no dedicated load sequencer. The drywall cooler blowers, service water 
pump, and control rod drive pump do not automatically restart and must be restarted 
manually, as needed. 

250VDC 

Figure 4.2.1.7-5 is a simplified diagram of the 250VDC power system for both Units 2 
and 3. The system is normally shared by the two units. The Unit 2 250VDC system 
provides power to its own turbine building 250VDC loads and power to the Unit 3 reactor 
building 250VDC loads. Similarly the Unit 3 250VDC system provides power to its own 
turbine building 250VDC loads and power to the Unit 2 reactor building 250VDC loads. 
The 250VDC battery system at each unit consists of the battery, a dedicated battery 
charger and distribution system. One shared standby battery charger is available to 
either unit's system. The dedicated battery chargers provide power to the normal bus 
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TABLE 4.2.1.7-1 
LOADS REQUIRED FOR RESTARTING (OR STARTING) 

AUTOMATICALLY FOLLOWING A LOSS OF COOLANT ACCIDENT 

EQUIPMENT ESTIMATED HP REQUIREMENT 

One Core Spray Pump 860 

Two LPCI Pumps 1200 (600 each) 

Standby Gas Treatment Equipment 55 

AC Powered Valves Required for Emergency 80 
Conditions 

Emergency AC Lighting 35 

DG Auxiliaries (Cooling Water Pump and Starting 137 
Air Compressor) 

Total: 2367 HP (1900kW) 

This table is duplicated from DOP 6600-2 . 
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TABLE 4.2.1.7-2 
LOADS REQUIRED FOR SAFE PLANT SHUTDOWN, 

WITHOUT EQUIPMENT DAMAGE, FOLLOWING A COMPLETE 
LOSS OF NORMAL POWER 

EQUIPMENT ESTIMATED HP REQUIREMENT 

Four Drywell Cooling Blowers 300 (75 each) 

One Reactor Building Closed Cooling Water 270 
Pump 

One Service Water Pump 950 

Emergency AC Lighting 30 

Transformer Losses 15 

Essential Instrumentation and Battery Charger 67 

DG Auxiliaries (Cooling Water Pump, Fuel 136.5 
Transfer Pump, and Starting Air Compressor) 

One CRD Pump 250 

Total: 2018.5 HP (1619.1kW) ·. 

This table is duplicated from DOP 6600-2 . 
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loads and a 260 volt float charge to its associated battery. Cross ties between the battery 
distribution systems and alternate bus power alignments are accomplished by installation 
of removable copper links in the appropriate MCC distribution panel cubicles. 

The key components of the 250VDC power system are the two batteries and the three 
battery chargers. Each battery consists of 116 lead-calcium cells arranged in series to 
provide 250VDC power. The battery has a rating of 1420 ampere-hours capacity at the 
8 hour discharge rate before reaching the minimal discharge level,of 21 OVDC. 250VDC 
loads may fail to operate if the battery terminal voltage drops below 21 OVDC. The battery 
chargers have a rated capacity of 200 amps and are capable of recharging the battery 
to full charge under normal loads. Loss of either the battery charger or the battery does 
not interrupt power flow to the 250VDC motor control centers for normal plant loads. 

125VDC 

Figure 4.2.1.7-6 is a simplified diagram of the 125VDC power system for both Units 2 
and 3. The system is normally shared between the two units. The Unit 2 125VDC 
system provides power to its own turbine building main bus 125VDC loads and reactor 
building 125VDC loads, and also supplies 125VDC power to the turbine building reserve 
bus loads for Unit 3. Similarly, the Unit 3 125VDC system provides power to its own 
turbine building main bus 125VDC loads and reactor building 125VDC loads, as well as 
the 125VDC loads for the turbine building reserve buses for Unit 2. The 125VDC battery 
system at each unit consists of the battery, two dedicated battery chargers (one in 
standby), and distribution system. The battery chargers provide power to the normal bus 
loads and maintain a 130.5 volt float charge to the battery. The cross ties that normally 
exist between the two 125VDC systems make it possible to power loads in one system 
from the opposite unit's battery/chargers. Cross ties between units and alternate power 
to buses such as the turbine building reserve buses are controlled by opening and closing 
the designated circuit breakers and fused switches.· Alternate bus power alignments and 
supplies for control power to 4160V AC and 480V AC buses are accomplished by 
installation of removable copper links in the appropriate AC switchgear cubicles ... 

The key components of the 125VDC power system are the two batteries and the four 
battery chargers. Each battery consists of 58 lead-calcium cells arranged in series to 
provide 125VDC power. Each battery has a rating of 1408 ampere-hours capacity at the 
8-hour discharge rate before reaching the minimal discharge level of 1 OSVDC. Each of 
the four battery chargers have a rated capacity of 120 amps, and are capable of 
recharging the battery to full charge under normal loads. Loss of. either the battery 
charger or the battery does not interrupt power flow to the 125VDC buses .for normal 
plant loads. 

4.2.1.8 Anticipated Transient Without Scram (ATWS) System 

The ATWS system is designed to prevent the release of radioactive materials in excess 
.of the limitations specified in 10-CFR-100 during a transient that requires a reduction in 
reactor power in which the Reactor Protection System (RPS) fails to scram the reactor. 
The ATWS system fulfills this function through addition of negative reactivity. Negative 
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reactivity addition is performed by the ATWS system through insertion of control rods and 
by tripping the recirculation pumps. The ATWS system consists of two subsystems that 
provide these functions: Alternate Rod Insertion (ARI) and Recirculation Pump Trip 
(RPT). 

When actuated, the ATWS ARI subsystem energizes a group of solenoid valves that 
isolate and vent air pressure from the scram valve air header. This results in opening of 
the scram inlet and scram outlet valves on each Hydraulic Control Unit (HCU), causing 

· CRD accumulator pressure and reactor pressure to insert control rods. The ARI function 
is performed using actuation instruments and trip logic/control circuits independent from 
the RPS, thus providing redundancy for the electrical portion of the RPS. It should be 
noted that the ARI subsystem only provides a redundant means of depressurizing the 
scram air header. Other failure mechanisms could lead to a reactor scram failure in 
which ARI would also fail to insert control rods. 

Actuating the A TWS RPT subsystem trips open the field breakers on the motor-generator 
sets (MGs) that provide power to the recirculation pumps. This causes the recirculation 
pumps to stop, increasing bulk boiling in the core. The increase in void space that results 
adds negative reactivity, causing a reduction in reactor power. Opening the MG field 
breakers causes the recirculation pumps to stop rapidly. The coastdown assist that would 
occur if the MG motor feeder breaker were opened is not available to prolong recirculation 
pump coastdown. The MG motor feeder breaker is opened by the Primary Containment 
Isolation system (PCIS) on reactor vessel low-low water level, as sensed by the RPS 
level detector. Thus redundancy is provided for this recirculation pump trip through the 
ATWS APT subsystem. 

The A TWS system consists of instruments that monitor reactor vessel pressure and water 
level, and control circuits that cause energization of the recirculation pump MG field 
breaker trip coils and ARI solenoid valves under appropriate conditions. The ATWS 
system is designed such that a single component failure will not prevent the system from 
performing its required protective functions. Inadvertent actuation of the ATWS ARI. 
subsystem could result in a reactor scram through rod insertion. Inadvertent actuation 
of the ATWS RPT subsystem without rod insertion would place the reactor in an operating 
condition that could lead to power oscillations. The A TWS system is designed such that 
a single component failure will not result in inadvertent actuation of the system protective 
functions. 

The ATWS ·system is split into two divisions: Division I and Division II. The two divisions 
are physically and electrically independent, ensuring that a failure in one division will not 
affect the operation of the other division. Each division is made up of two channels. 
Division I consists of channels A and C, Division II consists of channels B and D. 
Automatic initiation of the ATWS system function requires a trip condition to be present 
on either Division I or Division II. A trip condition will exist on Division I if an abnormal 
plant condition is sensed and control relays operate in both channels A and C. A trip 
condition will exist on Division II if the same criteria is met in both channels Band D. The 
abnormal condition can be sensed through any combination of high reactor vessel 
pressure and low reactor vessel water level. 
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As shown in Figure 4.2.1.8-1 A and -1 8, four level transmitters [L T2{3)-263-23A, 8, C, 
and D] and four pressure transmitters [PT2{3)-263-20A, 8, C, and D], along with their 
associated detectors, are used to sense reactor vessel water leve·I and pressure. These 
transmitters send analog signals to master trip units (MTUs) in panels 2202(3)-?0A 
(Division I) and -708 (Division II). Two trip units in each panel are used to process the 
reactor vessel water level signal, and another two process the reactor vessel pressure 
signal. Each trip unit compares the reactor vessel parameter signal with a trip setpoint. 
Sufficient redundancy of both components and signal paths are provided to ensure ATWS 
system operational reliability. 

When the reactor vessel pressure setpoint is exceeded, the trip units energize control 
relays that close contacts in the ATWS control circuits shown in Figures 4.2.1.8-2A and 
-28 and 4.2.1.8-3A and -38. Contacts are closed in the recirculation pump MG field 
breaker trip coil circuits and the alternate rod insertion solenoid valve circuit, causing the 
MG field breaker to trip open and ARI solenoid valves to operate. The ARI solenoid 
valves are shown in Figure 4.2.1.8-4. Figure 4.2.1.8-5 shows the power supplies for the 
MTUs. The action of the reactor vessel water level channels is slightly different. When 
the water level decreases below the setpoint, trip units energize control relays closing 
contacts in the ATWS control circuit. The ARI solenoid valves are energized resulting in 
valve operation. A time delay relay is energized in the RPT control circuit. The relay 
causes a 9-second delay prior to initiating a trip of the recirculation pump MG field 
breakers. This time delay is provided to help mitigate the consequences of a loss of 
coolant accident. The ATWS system logic/control circuit configuration allows the system 

· to be tested under all plant operating conditions. 

Manual actuation of the ARI subsystem can be performed from the control room using 
two push button switches to trip Division I (S4A and S4C) or Division II (S48 and S4D). 
The operator must rotate the collar around the button (getting an alarm), then push both 
buttons to trip the ARI channel logic. 

The recirculation pump MG motor supply breakers can be tripped from the control room. · · 
The control circuit for the breaker trip coil manual actuation is shown in Figure 4.2.1.8-6. 

4.2.1.9 Common Actuation System (CAS) 

The CAS is composed of sensors, . logic,. and actuation circuitry that. provide the 
emergency core cooling actuation signal (ECCAs) to the emergency core cooling systems 
(ECCSs). The ECCSs consist of Low Pressure Coolant Injection (LPCI), High Pressure 
Coolant Injection (HPCI), and Core Spray (CS). The sensors are composed of switches 
that monitor reactor level, reactor pressure, and drywell pressure and provide switch 
actuation contacts to the LPCI, HPCI, and CS relay logic. The ECCS relay logic is 
contained within the LPCI, HPCI, and CS systems that provide the appropriate actuation 
logic to generate ECCS actuation signals. 

The CAS system is included in the IPE analysis because it is a means of automatic 
actuation of the ECCS functions for mitigation of Loss of Coolant Accidents (LOCAs) and 
other initiating events that require ECCS response. The CAS is separated from the 
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ECCSs and defined in order to account for the common sensors and relays required for 
ECCS actuation. 

The CAS consists of the sensors and relay circuits arranged in the appropriate logic to 
actuate the ECCS functions (LPCI, HPCI, and CS). The sensors monitor reactor 
pressure, reactor level, and drywell pressure and provide contacts to the LPCI, HPCI, and 
CS relay circuits. The relays are composed of actuation solenoids and multiple relay 
contacts that close or open upon solenoid actuation. 

The CAS is composed of two separate and redundant logic channels defined as 
Engineered Safety Systems (ESS) System I and ESS System II. Each ESS channel is 
powered from the corresponding ESS I or II 125VDC power source. The ESS System I 
channel includes sensors and logic for the actuation of the ESS System I LPCI pumps 
and components and the ESS System I CS pump and components. The same is true 
for the ESS System II channel. Since ·HPCI is a one-loop system, both ESS channels 
(I and II) provide actuation to the HPCI system relay logic. In addition, the HPCI relay 
logic is powered from either ESS I or II 125VDC power source. The following paragraphs 
provide descriptions about the specific components of the CAS. 

Sensors 

The sensor configuration for the CAS function is shown in Figure 4.2.1.9-1. There are 
three sets of sensors provided to monitor the functions of reactor water level, drywell 
pressure, and reactor pressure. Each set of sensors is redundant and divided between 
ESS Systems I and II as listed in Table 4.2.1.9-1. These sensors are mechanically 
actuated devices, and do not require power. They do however, actuate and close 
contacts in the relay logic actuation circuits upon sensing preset plant conditions. 

LPCI Actuation Circuits 

The LPCI actuation circuits for Unit 2 are shown in Figure 4.2.1.9-2 for- ESS Systems I · 
and II. The actuation circuits for the LPCI ESS System I channel and the ESS System II 
channel are identically symmetrical. Also, there are no differences between Unit 2 and 3. 
Therefore, the explanation of the Unit 2 LPCI ESS I circuit will be the same for the Unit 2 
LPCI ESS II circuit and for the corresponding Unit 3 channels. All LPCI relays begin with 
system number 1530 (i.e. 1530-101) unless the relay contact is from another system (i.e., 
287-124A). The ESS I relays and relay contacts begin with the number 1 (i.e. 101, 102, 
etc.) while the relays and relay contacts in LPCI ESS II begin with the number 2 (i.e. 201, 
202. etc.). 

The actuation circuit configurations shown in Figure 4.2.1.9-2 consist of three functional 
areas: 1) sensor switch contact relays, 2) actuation logic circuits, and 3) pump actuation 
circuits. 

The sensor switch contacts are for the status .of electric power, low-low reactor water level 
(LIS 263-72A and 72C), high drywall pressure (PS 1632A and C), and low reactor 
pressure (PS 263-52A). The reactor water level, drywell pressure, and reactor pressure 
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• TABLE 4.2.1.9-1 
CAS SENSORS, FUNCTIONS, AND ESS SYSTEM DIVISIONS 

FUNCTION SENSORS ESS SYSTEM DIVISION 

High Drywell Pressure (+2 psig) PS 2(3)-1632-A ESS System I 

PS 2(3)-1632-8 ESS System II 

PS 2(3)-1632-C ESS System I 

PS 2(3)-1632-D ESS System II 

Low-Low Reactor Water Level LIS 2(3)-263-72A ESS System I 
(-59 inches) 

LIS 2(3)-263-728 ESS System II 

LIS 2(3)-263-72C ESS System I 

LIS 2(3)-263-720 ESS System II 

Reactor Pressure Low PS 2(3)-263-52A ESS System I 
(<350 psig) 

PS 2(3)-263-528 ESS System II 

• 

• 
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sensors are mechanical actuation devices that actuate and close contacts upon reaching 
the appropriate set point. These sensors are normally open and close to actuate the 
associated logic relay circuits. The electric power sensors provide the on/off power status 
of the associated 4160V AC bus and the open/close position of the associated diesel 
generator (DG) output breaker to that bus (Bus 23-1 and DG 2/3 for ESS System I and 
Bus 24-1 and DG 2 for ESS System II). These electric power relays are normally closed 
and open on loss of electric power to the bus or closing of the DG output breaker to the 
bus. , 

The actuation logic relay circuit is arranged to provide the appropriate actuation logic for 
LPCI pump start and MOV actuation either open or close. Note that some of the logic 
relay contacts in ESS I are provided by relays in the LPCI ESS System II sensor relays 
and vice versa for ESS II logic relays. Relay contacts 203, 204, 208, 209, and 250 are 
from the LPCI ESS II sensor relays. Relay contacts 103, 104, 108, 109, ·and 150 are 
provided to ESS II logic relays from ESS I sensor relays. In addition, relay contact 
287-124A for ESS I and 287-1248 for ESS II, which provide the 8.5 minute timerfor Low
Low Reactor Water Level, are provided from the CS system logic. . The relay logic 
actuates relays 105, 106, 107, 124, 125, and 126. Relay 106 actuates the start relays 
for LPCI Pumps 1502A (relay 112) and 1502B (relay 116). All the other relays actuate 
the MOVs and other interlocks required for LPCI operation. 

The LPCI pump start circuits are actuated by relay 106 as noted above. In addition to 
the pump start relay contact (106), the pump start circuits also have relay contacts (101, 
102, 127, and 105) for controlling the start of pumps under normal power and emergency 
power loading sequences. 

CS Actuation Circuits 

The CS actuation circuits for Unit 2 are shown in Figures 4.2.1.9-3 and 4.2.1.9-4. There 
are no differences between Unit 2 and 3. Therefore, the configuration explanation of the 
Unit 2 CS actuation circuits will be the same for the corresponding Unit 3 ·circuits.· In 
addition, the CS ESS System I actuation circuits are identically symmetrical to the CS 
ESS System II actuation circuits. Therefore, the configuration explanation for the ESS I 
circuits will be the same for the ESS II circuits. 

All CS relays begin with system number 1430 (i.e. 1430-102A) unless the relay contact 
is from another system (i.e. 1530-108). The ESS I and II relays and relay contacts all 
have the same corresponding numbers except for the A and B designators (i.e. 102A for 
ESS I and 1028 for ESS II, etc.). 

The CS actuation circuit configurations for ESS I and II consist of three functional areas: 
1) sensor switch contact relays, 2) actuation logic circuits, and 3) pump actuation circuits. 
The sensor switch contact relays and actuation logic relays are shown in Figure 4.2.1.9-3. 
The pump actuation circuits for both ESS I and II are shown in Figure 4:2.1.9-4. 

• The sensor switch contacts (Figure 4.2.1.9-3) are for the status of electric power, low-low 
reactor water level (LIS 263-72A and 72C), high drywall pressure (1530-108 and 
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1530-109), and low reactor pressure (PS 263-52A). The reactor water level and reactor 
pressure sensors are actuated directly from the sensors while the high drywell pressure 
is actuated by relay contacts from the LPCI actuation circuits. The LPCI relays, 1530-108 
and 1530-109, are actuated directly by the high drywell pressure sensor contacts. All of· 
these sensor switches and relay contacts are normally open and close to actuate the 
associated logic relay circuits. 
The electric power sensor provides the on/off power status of the associated 4160VAC 
bus (Bus 23-1 for ESS System I and Bus 24-1 for ESS System II). The electric power 
relay contacts are normally closed and open on loss of electric power to the bus. 

The actuation logic relay circuit is arranged to provide the appropriate actuation logic for 
CS pump start and MOV actuation either to open or close. Note that some of the logic 
relay contacts in the ESS I logic circuits are provided by relays in the CS ESS System II 
sensor relays and vice versa for ESS II logic relays. Relay contacts 103B,· 104B, 105B, 
and 106B are from the ESS 11 sensor relays. Relay contacts 103A, 104A, 105A, and 
106A are provided to ESS II logic relays from ESS I sensor relays. In addition, relay 
contact 287-124A for .ESS I and 287-124B for ESS II provide the 8.5 minute timer for 
Low-Low Reactor Water Level. The 287-124A/B relays are from the Automatic 
Depressurization System (ADS) actuation circuits but are included in with the CS 
actuation circuits for simplicity. The ADS circuits use the same 125VDC power supplies 
as the CS circuits. 

The CS relay logic actuates relays 1O1 A, 112A, 111 A, 130A-1 , and 130A. Relay 111 A 
actuates the start relay for CS Pump 1401-2A (relay 114A). All the other relays actuate 
the MOVs and other interlocks required for CS operation. 

The CS pump start circuits (Figure 4.2.1.9-4) are actuated by relay 111 A as noted above. 
In addition to the pump start relay contact (111A), the pump start circuits also have relay 
contacts 102A, 130A-1, and a contact for the closing of the DG output circuit breaker. 
These contacts are for controlling the start of pumps under normal power and emergency 
power loading sequences. 

Also on Figure 4.2.1.9-4, there are actuation circuits for MOVs 2(3)-1402-24A, 25A, and 
to start DG 2/3. MOVs 1402-24A and 25A are actuated by relay 111 A, reactor pressure 
<350 psig (relays 107 A and 1298), and electric power status (relay 102A). The DG start 
is actuated by relays 112A and 127 A with relay 126A providing a handswitch (301 A) and 
pushbutton interlock for selection and reset, r~spectively. 

HPCI Actuation Circuits 

The HPCI actuation circuits are shown in Figure 4.2.1.9-5 for Unit 2. The HPCI system 
is only a single pump loop system. Therefore, there is only one actuation circuit providing 
actuation signals to the HPCI pump and MOVs. There is no difference between the 
Unit 2 and Unit 3 configurations . 

·The actuation circuit for HPCI is divided into three functional areas: 1) Low-Low Reactor 
Water Level actuation circuit, 2) High Drywell Pressure actuation circuit, and 3) HPCI 
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pump start circuit. In addition to these three circuits, there are two auxiliary relay circuits 
which provide the relays for High Drywall Pressure sensor PS-1632A and C contacts 
(relays 142 and 143, respectively). 

Both the Low-Low Reactor Water Level sensor contacts and the High Drywall Pressure 
sensor contacts are arranged to provide one-out-of-two twice logic for actuation. The 
Low-Low Reactor Water Level circuit has a manual pushbutton for manual initiation of 
HPCI. Both actuation circuits actuate a set of three relays (1DOA,1OOB,1 DOC, and 112A, 
112B, 112C) for actuation of MOVs and the HPCI pump. Relays 1 OOB and 112B in turn 
actuate the HPCI pump start circuit. The pump start circuit also has an isolation contact 
which locks out the HPCI pump start circuit if an isolation signal is received. 

4.2.1.10 Fire Protection Water (FP) System 

The purpose of the FP system is to suppress or extinguish, either automatically or by 
manual means, fires originating anywhere in the plant. The FP system is intended to 
ensure the availability of other plant systems and to protect the plant operating personnel 
from fire hazards. The FP system is included in this IPE analysis because fire protection 
water can be supplied to the reactor as an alternate water injection source during 
accident conditions. In addition, the FP system can supply makeup to the shell side of 
the Isolation Condenser. However, because FP system water is the least-preferred 
choice as a makeup source to the Isolation Condenser, and because diesel pumps are 
being installed in the Clean Demineralized Water system to provide Isolation Condenser 
makeup, this capacity of the FP system has not been modeled for the IPE/AM. 

The FP system is a shared system. The fire mains for the Unit 1 and Unit 2/3 fire 
systems are tied together into one station fire main. Two diesel fire pumps take suction 
from the intake canal and supply river water to the fire main. The fire pumps do not 
normally operate,· and pressure in the fire main is maintained by the Service Water 
system during normal plant conditions. The main is arranged so that any area served by 
the main can be supplied from more than one section of the main. This allows continued· 
protection of all areas with sections of the main isolated. The FP is isolated from the 
makeup line of the Isolation Condenser by a normally closed motor-operated valve, 
MO 2(3)-4102. 

The fire main supplies water to the entire site through fire hydrants, fire hoses,. and three 
types of fire suppression headers: , 

• Wet Piping 
• Deluge Piping 
• Preaction Piping 

The FP system is not "hard-piped" to supply injection to the vessel. Fire hoses from 
hydrants or fire hose stations must be connected to the 2-inch discharge check valve 
drains on the feedwater pumps. Two manual valves isolate each discharge check valve 
drain line. To supply water through the drain lines these isolation valves must be opened. 
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Diesel-driven Pumps 

The Unit 2/3 diesel fire pump provides water flow to the fire main. The fire pump takes 
suction from the intake canal at the 2/3 crib house. The pump provides a flow rate of 
2000 gpm at a discharge pressure equal to or greater than 131 psig. The pump is 
powered by a six-cylinder diesel engine that is rated at 220 hp at 1800 rpm. A 275-gal 
fuel tank allows for at least 24 hours of operation at full rated speed. The diesel 
automatically starts on low fire main pressure (80 psig) but can be started remotely from 
the. control room or locally. 

The Unit 1 diesel fire pump and the screen wash pumps, located in the Unit 1 crib house, 
back up the Unit 2/3 diesel fire pump. The Unit 1 diesel fire pump delivers 2500 gpm at 
a discharge pressure equal to or greater than 147 psig, The pump is driven by a 
six-cylinder diesel engine, rated at 325 hp at 2100 rpm. A 500-gal fuel tank provides 24 
hours of operation at full rated speed. The pump automatically starts on low fire main 
header pressure (75 psig) but can be started remotely from the control room or locally. 

The controllers, which automatically start the diesel fire pumps, also provide automatic 
cycled cranking and shutdown protection for various engine failures while running and 
allow for manual engine startup and shutdown. Each pump's controller is powered by two 
24V batteries. 

Screen Wash Pumps 

The two Unit 1 screen wash pumps can also be used to supply water to the fire main, 
though this capacity is not included in the FP fault tree models. Each pump has a rated 
discharge pressure of 70 psig. The pumps are driven by electric motors that 
automatically start on low system pressure (70 psig), but may be started either locally or 
from the control room. 

Battery Chargers 

Battery chargers are provided to ensure full power to the controller batteries to allow for 
as many starts as may be necessary. There are two battery chargers, one for each 
diesel fire pump. A voltage relay de-energizes each charger automatically as the 
batteries approach full charge, but energize them automatically after each engine start. 
The chargers may be energized manually by means of pushbuttons. Each charger 
alternates every 60 minutes between its respective batteries. 

Valves 

Relief valves are connected to the fire pump discharge headers. The valves open if the 
pressure of the discharged water exceeds 150 psig. 

An automatic air vent valve is provided on the discharge of each fire pump. This valve 
vents entrapped air from the fire pump and the fire pump header at the start of fire pump 
operation. 
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A 6-inch test line is included in the system to permit the testing of the fire pump flow 
capacity. The Unit 2/3 pump test line discharges to the intake tunnel but is normally 
isolated by a locked-closed manual globe valve. The Unit 1 pump test line discharges 
to a test header located behind the Unit 1 crib house. 

Motor-operated valve MO 2-3906 allows for cross-connecting the Service Water system 
to the fire main header in the event of loss of fire water flow. This valve is normally 
closed to maintain a dedicated FP system. MO 2-3906 can be opened from the control 
room. A 2-1/2-inch line from the Service Water system bypasses this valve and maintains 
the pressure of the fire main during normal plant conditions. The bypass line allows a 
flow rate of approximately 100 gpm before a low pressure condition initiates a start of the 
Unit 2/3 diesel fire pump. The bypass line is located in the crib house on the same 
elevation as the fire pump. 

A diagram of the FP system appears in Figure 4.2.1.10-1. 

4.2.1.11 Isolation Condenser (IC) System 

The IC system consists of a heat exchanger filled with demineralized water with the 
associated piping, valves, and instrumentation necessary for operation in a natural 
circulation mode, removing heat by condensing reactor steam and then returning the 
condensate to the reactor to maintain inventory. The IC has a heat removal capacity 
sufficient to remove all the decay heat produced five minutes after a scram from full 
power for expected power histories. Coolant will be lost from the reactor vessel through 
the relief valves during these five minutes, but this is a relatively minor loss in vessel 
inventory. Figures 4.2.1.11-1 is a simplified diagram of the system for Unit 2. The 
diagram of Unit 3 is identical other than component identification numbers. 

The IC system is a passive system which, when activated, operates on natural circulation. 
The steam is extracted from the reactor vessel directly. The steam inlet is normally open 
all the way to the condenser to keep the line warm and facilitate initiation of -flow when , 
needed. A 3/4-inch steam vent line vents noncondensibles back to main steam line "A". 
The IC condensate return line connects to the suction piping of recirculation pump "A" to 
return inventory to the vessel. 

Condenser 

The condenser, located high in the reactor building to aid in the natural circulation 
process, has two U-tube bundles. The isolation condenser is rated at 252.5E+06 BTU/hr, 
which is about 3%· rated reactor power. The steam supplied to the condenser is divided 
equally between the two bundles, which are rated at 1250 psig. The shell side of the 
heat exchanger can be provided with makeup water from the Clean Demineralized Water 
system, the Service Water/Fire Protection system or the Condensate Transfer system, 
in that order of preference. The pressure rating of the shell side is 29 psig maximum .. 
As decay heat is transferred to the water on the shell side of the IC, the water boils and 
the steam is vented directly to atmosphere outside the reactor building. 
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Valves 

Valves 2(3)-1301-1and2(3)-1301-2 are located on the steam admission piping of the IC. 
These valves are normally open to avoid thermal shock to the steam admission piping 
and IC tube bundles upon initiation of the IC. Valves 2(3)-1301-3 and 2(3)-1301-4 are 
located in the condensate return line. The outboard valve (-3), located in the reactor 
building, is normally closed and opens upon an IC initiation signal. The inboard valve 
(-4), located in the drywell, is normally open. 

Opening of valve 2(3)-4399-74 allows for makeup to the shell side of the IC from the 
Clean Demineralized Water system. This the preferred source of makeup. Opening of 
valves 2(3)-4102 and 2(3)-1301-1 O provides makeup to the IC from the Fire Protection 
system. Lastly, operation of the appropriate Condensate Transfer system pump(s), in 
conjunction with the opening of valve 2(3)-1301-10, provides makeup to the IC from the 
condensate storage tanks. 

Air-Operated Valves 

Two steam line vent valves, 2(3)-1301-17 and 2(3)-1301-20, are located in a 3/4-inch vent 
line off the steam admission piping. This line vents noncondensibles back to main steam 
line "A". These vent valves are air-operated and are normally open. They automatically 
close upon an IC initiation signal. 

•. Diesel-Driven Makeup Pumps 

Two diesel-driven IC makeup pumps are to be installed at the Dresden Station in 1992. · 
These pumps will be dedicated to providing makeup from the clean demineralized water 
tank T1058 to the shell side of the IC (at either unit). Each of the two redundant, 100% 
capacity IC makeup pumps will deliver a minimum flowrate of 860 gpm. The discharge 
from these pumps will feed in upstream of valves 2(3)-4399-74. 

4.2.1.12 Reactor Vessel Pressure Control and Depressurization System 

Reactor vessel pressure control is required to limit nuclear system pressure increases that 
could result in a loss of integrity of the reactor coolant pressure boundary. Pressure 
control is accomplished by relieving steam from the reactor vessel. Many events can. 
result in the unavailability of the power conversion system (PCS), thereby leaving only the 

· safety and/or relief valves available for control of rapid pressure excursions. Failure of 
a sufficient number of safety and/or relief valves to open when required may lead to 
excessive reactor vessel pressure, threatening the integrity of the primary pressure 
boundary. The relief valves are also used to depressurize the reactor vessel as part of 
the Automatic Depressurization system (ADS) when high pressure injection systems 
cannot maintain reactor vessel water level. The ADS provides the capability for rapid 
depressurization of the reactor vessel so that low pressure pumps can inject water. 

• The nuclear system pressure relief system includes eight safety valves, four relief valves, 
and one Target Rock safety-relief valve, all of which are located on the main steam lines 
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within the drywell as shown in Figures 4.2.1.12-1 for Unit 2. There are no significant 
differences between Units 2 and 3. 

Relief Valves (2(3}-203-3A through 3E) 

The four electromatic relief valves (38-3E) are opened by energizing their respective 
125VDC solenoids. Pressure switches open two of these valves (38 and 3C) at 1101 
psig, and the other two (3D and 3E) open at 1124 psig. Each electromatic relief valve 
can relieve about 540,000 lbm/hr at 1101 psig. One Target Rock relief valve (3A) 
operates as a safety-relief valve, actuating at 1124 psig as a relief valve and self
actuating at 1135 psig as a safety valve. The Target Rock relief valve can relieve 
622,000 lbm/hr. In the relief valve mode, a Bourdon tube is used to activate a switch 
which repositions a three-way 125VDC solenoid valve. Repositioning of the three-way 
valve allows compressed nitrogen to open the Target Rock valve. An accumulator and 
check valve arrangement stores sufficient nitrogen to operate the valve once in the event 
of a loss of the nitrogen supply to the valve. 

Each of the five relief valves can be individually opened manually by operation of keylock 
switches located in the main control room, or automatically as part of the ADS. All ADS 
valves open automatically upon receipt of signals for reactor vessel low-low water level 
(-59 inches) and high drywell pressure (+2.0 psig), after a two minute time delay and 
indication that a core spray or LPCI pump is operating with 100 psig discharge pressure. 
The ADS will also automatically initiate on sustained low-low reactor water level (longer 
than 8.5 minutes) and confirmation that a LPCI or core spray pump is running. ADS 
actuation will not occur if the ADS Inhibit Keylock Switch has been manually positioned 
to the "Inhibit ADS" mode. 

The discharge of each of the five relief valves is piped into the suppression pool and 
terminates below the normal water level to condense the discharged steam. Each of 
these discharge lines contain a vacuum breaker, a temperature detector, and an acoustic 
monitor. Opening of a relief valve when its discharge line is partially filled with water ·' 
could result in unacceptably high loads on the discharge piping. Consequently, the relief 
valves which open at 1101 psig, valves 38 and 3C, have time delay circuitry installed 
which prevents them from reopening on a demand signal from the ADS or pressure 
controller within 10 seconds of any previous closure. This allows sufficient time for the 
vacuum breaker to open, drain condensate from the previous relief valve. cycle and to . 
reclose. The temperature detector and acoustic monitor provide detection of any leakage 
past the relief valves during power operation. 

If the electromatic relief .valves (ERVs) open due to high pressure, they reseat at about 
70 psig below the initiation setpoint. A controller, located on the "5" rack on the second 
floor of the reactor building, operates a dual pressure control switch for each ERV. This 
controller allows adjustment of both the opening and the closing pressure setpoints. If 
the valves open because of an accident condition (i.e., a signal from the ADS), all four 
valves open and blowdown the reactor vessel to containment atmospheric pressure. The 
Target Rock safety-relief valve (SRV) utilizes a dual setpoint Bourdon tube which 
energizes a DC solenoid valve when the high pressure setpoint is reached. Energizing 
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the DC solenoid valve applies nitrogen to the valve operator, which operates the SRV . 
The reduction of steam pressure to about 50 psig below the initiation setpoint de
energizes the solenoid valve which interrupts the nitrogen supply and vents the valve 
operator, thus closing the SRV. On an ADS signal, the valve stays open until the ADS 
logic is reset manually or until the steam pressure is too low to overcome the spring 
pressure. 

Safety Valves (2(3)-203-4A through 4H) 

The safety valves are self-actuating, spring-loaded valves that discharge directly to the 
interior of the drywall. Two of the safety valves are set to open at 1240 psig, two at 1250 
psig, and four lift at 1260 psig. The safety valves have flow rate capacities of 644,501 
lb/hr, 649,638 lb/hr and 654,774 lb/hr at the respective setpoints. The discharge piping 
of each safety valve is equipped with a temperature detector and an acoustic monitor for 
detection of leakage past its valve seat. The valves lift against spring pressure and 
reseat at about 100 psig below their opening setpoints. 

4.2.1.13 Standby Liquid Control (SLC) System 

The purpose of the Standby Liquid Control (SLC) system is to provide a means of 
bringing the reactor subcritical by insertion of negative reactivity into the core independent 
of the control rods and the control rod drive system. It is one of the seven engineered 
safeguard systems. The SLC system accomplishes its function by injection of borated 
water into the reactor vessel. Boron has a high cross-section for neutron absorption and 
acts as a "poison" to the fission reaction, thus bringing the reactor subcritical. The SLC 
system is included in this IPE analysis since it provides a means to bring the reactor to 
a shutdown condition from full power at any time during core life, independent of the 
control rod system. As such, it is an important mitigating system for responding to ATWS 
(Anticipated Transient Without Scram) accident scenarios. 

The SLC system consists of two electrically driven pumps and includes the associated ., 
piping, valves, and instrumentation necessary for injection of water containing a high 
concentration of boron into the reactor vessel. The SLC system uses sodium 
pentaborate, which is formed by mixing borax and boric acid in demineralized water, as 
the poison for insertion into the core. To meet shutdown requirements, a minimum 
quantity of 3329 gallons of solution with a weight percentage of at least 14% sodium 
pentaborate concentration is required. Currently, the system is using a solution with an 
approximate weight percentage of 15.2%. The pumps take suction on the SLC storage 
tank, discharging the borated water to the reactor vessel through parallel explosive 
isolation valves. As the system uses common pump suction and discharge lines and 
injection lines, either pump or either injection valve can deliver the solution to the reactor 
vessel. The SLC system is designed to inject BO gpm of the solution to the reactor vessel 
(with both pumps running) at all operating plant pressures. The system is manually 
initiated . 
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SLC Storage Tank 

The SLC storage tank is a stainless steel tank with a 5250 gallon operable capacity. It 
contains an air sparger for initial mixing of the solution and for mixing for monthly 
samples. The sparger is supplied from the Service Air system. The Clean 
Demineralization system provides a make-up supply of clean demineralized water to the 
tank to allow for tank filling. The tank must be heated to maintain the temperature of the 
solution above its chemical saturation temperature. A 25kW heater, supplied by 480VAC 
MCC 29-1 (38-1 ), maintains the temperature of the solution at its normal setpoint of 90°F. 

A low-low level switch automatically shuts off the heater when the level in the tank drops 
to less than 19.5", (15% tank level). A wire mesh strainer is provided to prevent 
particulates from being drawn into the pumps. 

SLC Injection Pumps 

There are two 100% capacity, 50HP, triplex plungerpositive displacement pumps with a 
design flow rate of 40 gpm each at a design discharge pressure of 1500 psig. They 
provide a flow of 80 gpm at a discharge pressure of 1275 psig to the reactor during 
emergency conditions requiring the use of SLC. The motive power for SLC Injection 
Pumps 2(3}-A-1102 and 2(3}-B-11 02 is from 480VAC MCC 28-1 (38-1) and MCC 29-1 
(39-1 ), respectively. The pumps are protected by relief valves set to relieve at 
approximately 1500 psig back to the storage tank. To dampen the pulsations common 
to the discharge of positive displacement plunger pumps, accumulator tanks with a butyl 
synthetic bladder are provided on the discharge of each pump. 

SLC Valves 

The SLC system is isolated from the reactor by two parallel explosive-actuated injection 
valves which ensure a reliable, zero-leakage seal. The Injection Valves 2(3)-1106A and 
2(3)-1106B, also referred to as explosive valves or squib valves·, are located in the 
discharge lines of the SLC pumps. The valves are composed of four sections: primer 
sub-assembly, trigger body, valve inlet fitting and valve body, the latter holding the entire 
assembly together as one unit. The primer sub-assembly contains two primers, or squibs, 
for redundancy thus providing high reliability. The exploding squib drives a ram which 
shears off the end cap of the valve inlet fitting allowing flow to. pass through-.the valve. 
Each valve is designed to pass a flow of 40 gpm. 

To open a valve, the bridge wire embedded in the explosive primer must be energized. 
Bridge wire continuity is continuously monitored to ensure that the firing wires embedded 
in the explosive have not developed an open circuit. Both the injection valves and 
monitoring circuitry are energized from a 480/120VAC control transformer powered from 
MCC 28-1 (38-1) or 29-1 (39-1 ). 

After firing, these valves must be disassembled for replacement of the squib assembly 
and the valve inlet fitting. Servicing is facilitated by a removable spool piece. 

726302SU .142/011893 4-87 



• 

•• 

• 

A locked open manual valve, 2(3)-1101-1, located on the inside of the containment, 
allows isolation of the system from the reactor for system maintenance. Outside the 
containment, locked open Manual Valve 2(3)-1101-23 provides for system isolation and 
maintenance. Two check valves are located in series, near the drywell penetration. 
Check Valve 2(3)-1101-15 is located inside the drywell and 2(3)-1101-16 is outside the 
drywell. 

Heat Tracing 

The SLC system piping from the storage tank to the injection pumps is insulated and heat 
traced. This ensures the solution does not fall below its chemical saturation temperature 
and that the resultant precipitate does not solidify and clog the pumps and lines. Power 
for the heattracing is supplied by 480VAC on MCC 28-1 (38-1) and MCC 29-1 (39-1 ). 

A simplified diagram of the Unit 2 SLC system is shown in Figure 4.2.1.13-1. There are 
no significant differences between Units 2 and 3. 

4.2.1.14 Torus/Drywell Vent (TDV) System 

The Torus/Drywell Vent is designed to prov,ide primary containment pressure control in 
emergency operating conditions. The Torus/Drywell Vent includes the Standby Gas 
Treatment (SBGT) system and the new Augmented Primary Containment Vent (APCV) 
system. The APVC system is a 10-inch hardened vent which connects the normal 
18-inch vent path with the station exhaust stack bypassing ventilation ducting which could 
potentially rupture during severe accident venting. 

The preferred method for containment pressure control by venting is to vent from the 
torus or drywell through the SBGT system. If the SBGT flow capacity is not sufficient to 
control and maintain drywall pressure below the primary containment pressure limit or if 
the SBGT system fails, then venting is performed via the APCV system. (The primary 
containment pressure limit is 60 psig torus bottom pressure for all primary containment 
water levels between 15 and 93 feet.) 

The Torus/Drywall Vent is included in the IPE analysis because both emergency 
procedures and normal operating procedures control primary containment pressure 
through venting of the torus.or drywall. The intent of the Torus/Drywell Vent is to protect 
primary containment from overpressurization and potential breach, thus preventing an 
uncontrolled release. 

Figure 4.2.1 .14-1 shows the vent path from the torus or drywall. The path is of interest 
since emergency procedures (DEOP 200-1 and DEOP 500-4) and normal operating 
procedures (DOP 1600-1) require venting of the torus or drywell to control primary 
containment pressure. If torus water level is below 30 feet, venting occurs through the 
torus two-inch vent valve, A02(3)-1601-61. If torus level is above 30 feet, the vent line 
is covered with water. The drywall is then vented through the drywall two-inch vent 
valve, A02(3)-1601-62. In both cases the air flow passes through A02(3)-1601-63 to the 
SBGT system. If the SBGT flow capacity is not sufficient to control and maintain 
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torus/drywall pressure below the primary containment pressure limit or the SBGT system 
fails, then venting is performed through the 18-inch vent dampers (A02(3)-1601-60 or 
A02(3)-1601-23) then through damper A02(3)-1601-24 to the APCV system. Figures 
4.2:1.14-2 and 4.2.1.14-3 are schematic drawings of the SBGT system and APCV system 
respectively. 

Standby Gas Treatment System (SBGT) 

SBGT is the first system used in the Torus/Drywall Vent. As an emergency system, 
SBGT is provided with two redundant filter trains. One train is continuously maintained 
in the primary (selected) mode. This train will start automatically on receipt of an initiating 
signal. The second train is maintained in a standby mode and acts as a backup to the 
primary train. Each train consists of a demister, an electric heater, rough and high 
efficiency prefilters, an activated carbon iodine absorber, a high efficiency afterfilter and 
a fan, as well as controls and instrumentation. 

The inlet dampers to the SBGT filter trains, M02/3-7505-A(B), are normally closed. 
Automatic system initiation causes one of the dampers to open, admitting air to the 
primary train. The outside air supply dampers, M02/3-7504-A(B), are normally open and 
also receive a signal to open when the fan stops. The gas flow rate through the SBGT 
system is regulated by the flow control dampers, A02/3-7510-A(B), which are controlled 
using a signal from a flow element located in the common discharge line to the chimney. 
The damper is normally open and fails open on a loss of instrument air.· The fan 
discharge dampers, M02/3-7507 A(B), are normally closed but open automatically upon 
system initiation. 

Demister 

The first component in the SBGT filter train is the demister. The demister reduces the 
moisture content of the incoming gases. Moisture is removed from the gases to prevent 
condensation on the filters which would lower filter efficiency .. The demister is constructed· 
from woven nylon mesh, which traps the water droplets. The water then drains through 
a "U" trap, which permits continuous drainage without allowing either contaminated air to 
escape or outside air to enter. The water drains to the radwaste floor drain sump. 

Electric Heater 

Upon leaving the demister, the exhaust gases pass through the electric heater. The 
electric heater, 2/3-A(B)-7503, raises the air temperature sufficiently to lower the relative 
humidity to less than 70%. The relative humidity is reduced to further prevent 
condensation on the filters. The heater consists of two 480V, 3-phase, 60 Hertz heating 
coils. It is thermostatically controlled, and energizes automatically upon system initiation. 

Prefilters 

The next component in the SBGT system is the prefilter. The rough prefilter, 2/3-750-A 
or 2/3-751 OB, consists of two inches of fiberglass which removes dust and lint from the 
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• gases. The high efficiency prefilter, 2/3-A(B)-7502, then removes 99% (FSAR 5.3.2.5) 
of the particles larger than 0.3 micron using waterproof fire retardant fiberglass filter 
elements. 

Charcoal Bed Absorber 

Upon exiting the high efficiency prefilter, the exhaust gases pass though the charcoal bed 
absorber, 2/3-A(B)-7509. The charcoal bed absorber is capable of removing 90% of 
iodine (FSAR 5.3.2.5) during a minimum air retention time of 0.25 seconds. The capacity 
of the absorber is 100 grams of iodine. 

High Efficiency Afterfilter 

The next component in the filter train is the high efficiency afterfilter, 2/3~A(B):. 7504, which 
removes particulates and carbon dust which may be carried from the charcoal bed. The 
afterfilter is identical to.the high efficiency prefilter. 

The final component of the filter train is the fan. The fan provides the motive force for the 
system. It is located downstream of the process filters to minimize contamination. The 
fan design speed is 1800 rpm with a 20 horsepower, 3-phase, 60 Hz, 230/460V motor. 

• Augmented Primary Containment Vent System (APCV) 

•• 

The APCV system is used if the SBGT system is unable to produce adequate primary 
containment pressure control. If the SBGT flow capacity is not sufficient to control and 
maintain drywall pressure below the primary containment pressure limit, then venting is 
performed through the 18-inch vent dampers (A02(3)-1601-60 or A02(3)-1601-23) and 
damper A02(3)-1601-24 (Figures 4.2.1.14-1) to the APCV system. As shown in Figure 
4.2.1.14-3, the inlet damper to the reactor building exhaust system, A02(3)-1601-91, is 
normally open and must be closed before venting to the APCV system. The inlet damper 
to the APCV system, A02(3)-1601-92, is normally closed and must be opened to permit 
venting. The APCV vent lines from Units 2 and 3 combine and a single line ties directly 
into the ventilation exhaust duct. The exhaust duct ultimately vents directly to the main 
chimney. 

4.2.2 System Dependencies 

Dependencies between plant systems, and between initiating events and plant systems 
are important in developing an accurate portrayal of (plant response to accident scenarios 
and are important in establishing the dominant accident sequences. Therefore an 
essential element of the Systems Analysis activity was a systematic and thorough search 
for dependencies. The approach used to document these interrelationships uses . 
dependency matrices to identify and focus the investigation of key dependencies between 
initiating events, support systems, safety systems and front line systems. Because 
Dresden is a dual unit station, a careful examination for shared and cross tied systems 
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was performed to be sure these factors were reflected in the models. These matrices 
served as tools to help ensure the construction of the plant response trees and fault trees 
accurately reflect the plant dependencies. The key dependency information for each 
system was also documented in the system notebooks. 

The dependency matrices for Dresden are shown in Tables 4.2.2-1 through 4.2.2-9. All 
tables are in Volume 2. The level of dependence is shown by one of five letters as 
described in Table 4.2.2-1. A blank row/column intersection means that the system at 
the top is independent of the system at the left. The numbers next to the letters on the 
matrixes identify a footnote which describes the dependency in detail. These footnotes 
are included in the Dresden IPE/AM Dependency Matrix notebook. 

4.2.3 Fault Tree Analysis 

Fault tree analysis was used to model the performance of plant systems in the Dresden 
IPE. These logic models depict the various combinations of hardware faults, human 
errors, test and maintenance unavailabilities, and other events that can lead to a failure 
to perform a given safety function. The definition of success for each fault tree is 
determined by the success criteria established for each event tree heading involving 
system performance. 

Fault trees were developed for both frontline and support systems. Their analysis is 
conditional on both the initiating event (and its effects), and the availability of support 
systems that impact system operation. The support system availability is determined by 
the different end points on the support state event tree model. 

The approach used to develop the fault tree models is consistent with the guidance 
provided in NUREG/CR-2300. Guidelines ~ere developed for the CECo IPE fault tree 
modeling process to ensure a consistent approach was used in establishing modeling 
assumptions and in structuring the models. They provide guidance in areas such as the . 
selection of random hardware failures to model, treatment of test and maintenance 
outages, modeling of operator errors, and common cause failure analysis. The following 
provides an overview of the fault tree construction process. 

STEP 1 Develop Simplified P&ID 

A simplified process and instrumentation diagram (P&ID) was developed from the detailed 
plant drawings of the systems to provide the level of detail required for the modeling of 
the system. Support system interfaces, actuation signals, normal component position, 
etc., are identified on the simplified diagram. The plant drawings were reviewed and then 
simplified through the elimination of flow paths not directly related with the main process 
(such as fill and sampling lines). Small diversion flow paths which do not cause failure 
of the system were also removed. The original Dresden drawings, from which the 
simplified diagrams were derived, were documented on the simplified diagram . 
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STEP 2 Develop Fault Tree 

Step 2.1 

Establish scope of fault tree - The fault tree guidelines were used to establish what 
modes and basic events should be modeled. They provide guidance to the analyst for 
selection of faults pertinent to random hardware failures, test outages, maintenance 
outages, human errors and common cause failures. In addition, they provide guidance 
on the exclusion of events which should not be included due to their low probability of 
occurrence relative to other events (e.g., passive failures like pipe ruptures). 

Step 2.2 

Use fault tree modules to develop fault tree - Fault tree modules served as logic building 
blocks in the construction of fault trees. In addition, they were used to simplify and 

· standardize fault tree development layout. Modules were defined for the system level, 
the node level, the segment level, the component level, and the component interface level 
(actuation, electrical, etc.). The system level module were used to relate the system 
success criteria to fault logic. The node level modules served as input into the system 
level module and were applied to totally define the fault logic associated with the 
segments. Once the node level logic is developed and constructed, the next step was 
to establish the fault logic associated with each individual segment. This was 
accomplished using segment level modules which relate components to the segment. 
Finally, component level modules were used to further define fault contributions related 
to failure mode elements of each component identified in the segment level module. 
They relate to hardware failures, test and maintenance outages, operator error, actuation 
system failure and control circuitry failure. 

Procedures were used to define the step-by-step process in the development of the fault 
trees using the fault tree modules. Rules were applied to determine the node level 
modules to be used based on the system success criteria and flow requirements. The ' 
fault tree was developed graphically with the Westinghouse Computer Code System 
called GRAFTER. 

The fault tree diagrams are ·not included in this report due to the size and bulky nature. 
However, all fault tree diagrams are available upon request. 

STEP 3 Quantify Fault Tree 

The fault trees developed in the previous task were quantified using the GRAFTER Code 
System to determine the system failure probability and to obtain the minimal cutsets. The 
calculational methods for quantifying the basic event probabilities that were input into the 
fault tree quantification are presented in the respective technical guideline. Calculational 
methods were described for hardware failures (both demand and time dependent), 
maintenance outages, test outages, human errors and common cause failures. A 
discussion of system mission times was provided and a component ID format was 
provided to maintain consistency within the analyses. 
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Step 3.1 

Calculate basic event probabilities - Utilizing the component failure rates, test and 
maintenance unavailabilities and other basic event data, the basic event probabilities 
defined in the fault tree were quantified using the equations provided in the technical 
guidelines. 

· Step 3.2 

Calculate human error probabilities - The human errors considered in the development 
of the fault trees and the human error probabilities used in the quantification of the fault 
trees were developed using the THERP methodology. , 

Step 3.3 

Calculate common cause failure probabilities - Once a fault tree for a system was 
developed, which includes random hardware failures, test outages, maintenance outages 
and human errors, the important common cause component groups were identified for 
inclusion in the fault trees. The common cause attributes that were used for the 
identification of common cause failures are: 

• 
• 
• 
• 

Component Type 
Component Use/Function (system isolation, flow modulation, etc.) 
Component initial conditions (i.e., normally closed, initially running, etc.) 
Component failure mode 

For each common cause component group identified, common cause events were added 
to the fault tree at the component level. Once all important common cause failures were 
identified, the Multiple Greek Letter method was used to calculate the common cause 
failure probability. 

With the common cause failure probabilities input into the fault tree, the fault tree was 
quantified to determine the total system failure probability and to obtain the dominant 
contributors (cutsets) for the system. 

STEP 4 Document Process 

The entire process of fault tree development including key assumptions, boundary 
conditions, and other important information was documented in the fault tree section of 
the system notebook. The quantification of the fault tree was also documented in the 
system notebook in the quantification section (including the computer code used and its 
input and output). The dominant contributors to system failure were identified and 
documented in the system notebook. The key insights were also documented in the 
system notebook . 
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4.3 Containment Analysis 

4.3.1 Containment Description 

The Dresden containment structure is described below, along with those containment 
systems which are important to the containment and source term analysis. Detailed plant 
specific data is used to model these containment features so as to realistically evaluate 
the containment response to a core melt accident. The performance objectives of the 
primary containment system, as stated in the Dresden FSAR, are "(1) to provide a barrier 
which in the event of a loss-of-coolant accident, will control the release of fission products 
to the secondary containment, and (2) to rapidly reduce the pressure in the primary 
containment from the loss-of-coolant accident." · 

4.3.1.1 Primary Containment Structure 

Dresden employs a BWR-3 Mark I containment design as shown in Figure 4.3-1. The 
primary coritainment consisting of a drywell, a pressure suppression pool or chamber 
(wetwell), and interconnecting vent pipes (downcomer pipes) provides the first 
containment barrier surrounding the reactor pressure vessel (RPV) and the recirculation 
cooling system. Any leakage from the primary containment system will go directly to the 
secondary containment system (Reactor Building). The wetwell or drywell may be vented 
through either the Standby Gas Treatment (SBGT) system or directly to the 31 O foot 
stack through the 10-inch "hardened" vent. Figure 4.3-2 shows the location of various 
equipment and compartments along with their elevations. · 

The drywell design free volume is 158,236 ft3 with a gas space height of 102 feet. The 
drywell is a steel pressure vessel with a 66' diameter spherical lower portion and a 37' 
diameter cylindrical upper portion. This vessel is enclosed in reinforced concrete for 
shielding purposes with a two inch gap between the steel shell and concrete to allow for 
thermal expansion of the steel shell. The internal design pressures of this structure are 
62 psig and -2 psig at 281°F. The ambient drywell atmosphere temperature ranges from 
135°F to 150°F. This temperature is maintained by recirculating the drywell air across 
forced air cooling units (drywell coolers) which, in turn, are cooled by the reactor building 
closed cooling water (RBCCW) system. 

Located within the drywell, but considered a separate region, is the reactor pedestal 
region. The sole purpose of the reactor pedestal is to support the reactor vessel. The 
pedestal, which completely encompasses the RPV lower head, is simply a large concrete 
wall in which the vessel support skirt is embedded. Figure 4.3-3 shows the location of 
the pedestal region and a detailed view of the vessel support skirt. 

Figure 4.3-3 also depicts th.e biological shield comprised of a cylindrical concrete structure 
extending several feet beyond the reactor core. The biological shield is designed to 
reduce the gamma and neutron levels in the drywell in order to permit inspection and 
maintenance during shutdown, as well as limit equipment exposure in the drywell during 
full power operations. 
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The design volume of the drywall is dictated by the space required to house the reactor 
vessel, recirculation system, and all the auxiliary equipment, while allowing sufficient 
access for maintenance and in-service inspection. The drywall volume is accessible 
through four separate locations: the double-door personnel airlock, the equipment hatch, 
the control rod drive (CRD) maintenance hatch, and the drywall head closure. 

The drywall head closure is only removed for refueling purposes and is not used for 
personnel access, however it is an accessible flow path from the drywall to the reactor 
building during shut down or failure of the drywell head closure due to excessively high 
temperatures or pressures during severe accidents. The drywell head is secured to the 
drywall by means of bolts. A double-gasketed seal prevents drywall leakage at the 
drywall head flange. The double-door personnel airlock and the drywall equipment hatch 
are both located ori the 517' -6" elevation of the reactor building. The pe-rsonnel airlock 
consists of two doors which are mechanically interlocked so that one door may be opened 
only if the other door is closed and locked. The equipment hatch comprises a 1 O ft. 
diameter equipment access, consisting of a steel hatch cover backed by a large concrete 
plug. The hatch is sized to be large enough to transport a recirc pump motor in and out 
of the drywall. The CRD maintenance hatch is directly adjacent to the equipment hatch, 
located several feet below the equipment hatch. This hatch allows for the removal of 
CRD mechanisms from under the reactor vessel. 

In the event of a process system piping failure within the drywell, reactor water or steam, 
or both, will be released into the drywell airspace. The resulting increase in drywall 
pressure will force a mixture of air, steam, and water through the downcomers into the 
pool of stored water in the suppression chamber. The steam will condense rapidly and 
completely in the suppression pool, resulting in rapid pressure reduction in the drywall. 
Air, which is transferred to the suppression chamber, pressurizes the chamber and is 
subsequently vented back to the drywell to equalize the pressure between the two 
compartments. Cooling systems are provided to remove heat from the drywall, and from 
the water in the suppression pool, thus providing continuous cooling of the primary 
containment under accident conditions. 

There are eight (81" diameter) circular vent pipes which form a connection between the 
drywall and suppression pool (wetwell) to control drywall pressurization under accident 
conditions. The pipes are enclosed in sleeves and are provided with expansion joints 
(bellows) to accommodate differential motion between the drywell and the wetwell. These 
pipes, in turn, are connected to a toroidal vent header (58" diameter) contained in the 
airspace of the wetwell. Projecting downward from the header assembly are 96 
downcomer pipes (1.D. = 2' -0") which terminate roughly 4 feet below the surface of the 
suppression pool water line. Full condensation of all steam exhausted into the torus will 
occur if the exhaust is approximately 4 feet below the wetwell water line and the 
suppression pool water temperature does not exceed 170°F. 

The pressure suppression chamber, or wetwell, is a steel pressure vessel in the shape 
of a torus below the drywall. This structure, which completely encompasses the drywall, 
has a 30' minor diameter and a 109' major diameter. The total volume of the wetwell is 
229,448 ft3

. The water volume in the torus, at a minimum, is 112,203 ft3 which is sized 
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to limit the temperature rise following a design basis accident (OBA) to 50°F. The 
remaining air volume (117 ,245 ft3

} is sized to limit the pressure rise in the torus to less 
than the design pressure (62 psig) should the entire drywell atmosphere be discharged 
into the torus during a OBA. The wetwell not only acts as a condenser to condense 
steam in the event of LOCA in the drywell, but also acts as a source of water for the Low 

. Pressure Coolant Injection (LPCI), Core Sprays (CS), and High Pressure Coolant Injection 
(HPCI) systems. 

The chemistry of the suppression pool water inventory is monitored on a monthly basis. 
The water chemistry is closely monitored to minimize corrosion of the LPCI, CS, and 
HPCI systems. This is also very important during accident conditions since the 
suppression pool water has the potential of being injected into the reactor, and thus water 
quality must be maintained to minimize any corrosion and activation within the reactor 
vessel. Demineralized water is used in the suppression pool to maintain the desired 
water quality. Makeup water to the suppression pool can be provided from the 
condensate storage tanks using any one of the ECCS systems (HPCI, LPCI, or CS) via 
the test return line. 

After discharge of the drywell atmosphere into the wetwell, steam occupying the wetwell 
will be condensed, creating a vacuum in the drywell region. To prevent exceeding the 
drywell external pressure limit (2 psig), the torus to drywell vacuum breakers vent air back 
into the drywell. This system is comprised of twelve (12) valves which provide a total 
vent area of 2715 in2 when they are in the full open position at 0.5 psid. According to 
technical specifications, plant operation may continue with up to three vacuum breakers 
inoperable. 

A similar situation to that in the drywell could exist in the wetwell following the venting of 
noncondensible gases and the condensation of steam. To prevent exceeding the wetwell 
external pressure limit if a vacuum is created in the wetwell, air is admitted to the wetwell 
from the reactor building via the torus to reactor building vacuum breakers. Two vacuum 
breakers are installed between the torus and the reactor building with a combined flow 
area of 313 in2

. These valves open on a 0.5 psid pressure between the reactor building 
and wetwell. Technical specifications state that plant operation is permissible for up to 
seven days with one vacuum breaker inoperable. 

4.3.1.2 ,Containment Systems 

Other than the suppression pool, several other systems exist to control primary· 
containment pressure. The Dresden design implements the following systems to aid the 
suppression pool in containment heat removal: 

1. Low Pressure Coolant Injection (LPCI) can be lined up to discharge to 
either the drywell or wetwell spray headers. These pumps can alternatively 
be used in conjunction with the RHR heat exchangers to provide 
suppression pool cooling . 
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2 . Operators are instructed to restart the drywell coolers in certain 
circumstances to assist in primary containment pressure control. 

3. Drywell or wetwell venting is also performed as a means of primary 
containment pressure control. 

Brief descriptions of these systems and their function in the role of primary containment 
pressure control are provided below. 

Low Pressure Coolant Injection (LPCI) 

The Low Pressure Coolant System (LPCI) can be used in various modes to perform its 
role in reducing containment temperatures and pressures. The LPCI system is made up 
of 2 trains, each with two pumps and one heat exchanger. Each train takes suction from 
the primary suction line in the suppression pool, but can also take suction from the 
condensate storage tanks (CST). Figure 4.3-4 shows the flow diagram for the LPCI 
system. The capacity of each pump is approximately 5000 gpm with a 160 psig 
discharge head. The LPCI heat exchangers provide a means of cooling the LPCI water. 
Each heat exchanger is rated at 9.5E+7 Btu/hr. 

Each LPCI train can be aligned to provide flow to the reactor vessel for low pressure 
coolant injection, to the suppression pool for suppression pool cooling, and/or to the 
drywell or wetwell spray headers. The following discussions describe the system features 
as they relate to the various operating modes. 

The primary purpose of the suppression pool cooling mode is to cool the suppression 
pool following a release of reactor coolant into the torus. There are several ways in which 
reactor coolant can be released into the torus. They are as follows: 

1. The High Pressure Coolant Injection (HPCI) pump turbine exhaust steam 
is routed to the wetwell, when operating. 

2. The electromatic relief valves and the Target Rock valve relieve to the 
suppression pool. 

3. Failure of any of the piping or valves in containment is likely to raise the 
temperature and pressure inside containment which gets deposited in the 
torus. 

The suppression pool is cooled by recirculating water from the suppression pool, through 
the LPCI heat exchangers, and then returning it to the suppression pool. 

In containment spray mode, the LPCI pumps take suction from the suppression pool, 
pump the water through the LPCI heat exchangers, and discharge the water through 
spray headers in either the wetwell or drywell air space. The LPCI system sprays the 
drywell air space to control containment pressure and temperature by cooling non
condensible gases and condensing steam. 
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The EOPs instruct the operator to initiate torus sprays if the drywall pressure cannot be 
controlled with the standby gas treatment system or drywall coolers, but only if torus 
water level is below 27 .5 feet and drywell pressure is less than 9 psig. If the drywell 
pressure cannot be maintained below 9 psig with wetwell sprays and the drywell pressure 
and temperature are within the drywell spray initiation limit (DSIL) curve, the EOPs 
instruct the operator to initiate drywell sprays. 

If the reactor vessel has failed, the LPCI system can also be used to establish debris 
coolability, either via injection through the drywall sprays onto the debris on the drywell 
floor or by injection into the vessel and out through the failure site onto the debris on the 
floor. For the latter approach to debris cooling, use of CS would be more desirable since 
injection flow would cool any remaining fuel and vessel internals before exiting the vessel. 
Figure 4.3-5 shows the flow diagram for the CS system. 

LPCI can also be used as a means of injection into the reactor vessel through the reactor 
recirculation loop piping. The system is capable of delivering full design flow when 
reactor pressure equals suppression pool pressure. Pump discharge bypasses the heat 
exchangers in this mode, since the objective is to reflood the vessel with the relatively 
cool torus water inventory. 

Drywell Coolers 

The primary containment ventilation and cooling system consists of seven air coolers 
(drywell coolers) which are designed to cool the drywall atmosphere to 135°F under 
normal operating conditions. Under normal operating conditions, the heat load to the 
drywall coolers is approximately 1.2 MW. Five of the drywall cooler air intake and coils 
are located at the 502'-4" elevation of the drywell while the other two units are located 
at the 515-6" elevation. Furthermore, the fans discharge to numerous locations around 
the recirculation pump motors, pedestal region, and shroud head region to provide 
thorough mixing of the containment atmosphere. 

Drywell cooler fans .and motors, which are contained entirely within the cooler duct 
downstream of the cooling coils, draw gas into the duct with a flow of 34,000 cfm per fan. 
The gas then passes over banks of aluminum-finned, copper-tubed, cooling coils. One 
Reactor Building Closed Cooling Water (RBCCW) pump supplies a cooling water flow of 
3360 gpm through the coils to permit sensible and latent heat transfer from. the gas 
through the tubes and into the water. The CCW inlet water temperature is not to exceed 
105°F. 

The drywell cooler fans and fan motors will trip on low bus voltage or a core spray 
initiation signal. Following trip, the fans must be restarted manually. In the case of a loss 
of AC power, 4 of the 7 fan motors and one reactor building closed cooling water 
(RBCCW) pump can be loaded onto the emergency bus, so partial system operation can 
still be maintained . 
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Containment Venting 

The Torus/Drywell Vent is designated to provide primary containment pressure control in 
order to prevent failure at the containment pressure boundary and uncontrolled releases 
of radioactive fission products to the environment. The Torus/Drywell Vent contains 18" 
vent pipes from both the drywell and torus gas spaces. Flow can be diverted from the 
18" lines through a 2" vent valve to limit the discharge rate. Once extracted from 
containment, the vent flow can be directed through the Standby Gas Treatment (SBGT) 
System located in the turbine building at the 534' -0" elevation or the Augmented Primary 
Containment Vent (APCV) system. The APCV or "hardened vent" provides an alternative 
flow path from the 18" vent line directly to the plant stack, thus bypassing the exhaust 
system ductwork. (Note: The APCV or hardened vent is not presently installed at 
Dresden, but for the purpose of the IPE the hardened vent was assumed operational.) 
The flow diagram for various containment vent paths is illustrated in Figures 4.3-6 through 
4.3.-6b.The EOPs instruct the operator to vent the primary containment if the primary 
containment pressure cannot be maintained below the Primary Containment Pressure · 
Limit. According to this limit, venting must occur if the primary containment water level 
exceeds 93 feet or the torus bottom pressure exceeds 60 psig. If the torus water level 
is below 30 feet, the torus vent- line is uncovered and the operator is instructed to vent 
the wetwell through the 2" vent line to the SBGT system inlet. The 2" drywell vent line 
leading to the SBGT system can be used if the torus water level exceeds 30 feet or if the 
wetwell 2" vent line cannot be otherwise used . 

The SBGT system consists of a demister, an electric heater, an activated carbon iodine 
absorber, rough and high efficiency prefilters, a high efficiency afterfilter and a fan. The 
gas enters the demister which removes moisture and then is heated to lower the gas 
relative humidity. The gas is then filtered and passed through the activated charcoal bed 
which is capable of removing 100 grams of iodine. The gas stream is then filtered once 
again and blown out through the chimney. 

If the SBGT flow is not sufficient to control or maintain drywell pressure below the primary . 
containment pressure limit or if the SBGT system fails, then the use of the 18" line is 
recommended. The selection of whether to vent from the drywell or the wetwell is 
dependent on the torus water level with the torus vent line being the preferred vent path. 
If the 18" line is used, the inlet valve to the SBGT system is closed and all flow is 
directed to the reactor building exhaust system and out of the reactor building through the 
APCV system. 

4.3.1.3 Containment Data 

The Modular Accident Analysis Program {MAAP) [1] is used in the Dresden IPE to 
provide an integrated approach to the modeling of plant and ·containment thermal 
hydraulic response and fission product behavior during severe core damage accidents. 
MAAP requires plant specific input data, which is compiled into a MAAP parameter file. 
The Dresden MAAP parameter file provides a complete, realistic description of Dresden 
for a MAAP simulation, and its data remains identical for all accident sequences. 
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4.3.2 Plant Models and Methods for Physical Processes 

The Dresden containment and source term analysis are part of an integral approach to 
the assessment of total plant response to accident initiators. The analysis looks at the 
whole spectrum of accident sequences. Since this integrated approach encompasses the 
traditional Level I and Level II analyses, it includes plant models which reflect the overall 
plant behavior prior to, and following core damage. This is accomplished by coupling a 
probabilistic assessment of plant system response to postulated initiating events with a 
physical model to examine plant response, including the impact of phenomenological 
uncertainties, for those sequences which are dominant contributors to plant risk and any 
other sequences which are judged to be of interest. 

The probabilistic models are embodied in the Plant Response Trees (PRTs) which 
consider all systems and operator actions, including containment functional events, that 
respond to an accident initiating event to prevent or mitigate the release of radioactive 
fission products from the containment. The plant physical model is defined in the MAAP 
parameter file as discussed in Section 4.3.1. This parameter file provides MAAP with 
information required by the code to perform calculations of plant specific fission product 
transport and thermal hydraulic response to postulated accident sequences. It is also 
used to study the sensitivity of the source term to phenomenological uncertainties. The 
MAAP analyses are supplemented with phenomenological evaluation summaries and 
Dresden specific experiments to provide a complete physical representation of Dresden . 

Results obtained with the probabilistic and physical plant models are closely linked. For 
· instance, the PAT structure depends on MAAP analyses to 1) define PRT nodal success 
criteria, 2) establish timing of events for human reliability analyses for understanding of 
sequence progression, and 3) determine the accidentoutcomes. Furthermore, sequences 
demonstrated by the quantification task to be either dominant contributors to the overall 
core damage frequency or of structural interest, become the basis for MAAP calculations 
in the support of the source term analyses. Finally, MAAP analyses and 
phenomenological evaluation summaries are used to investigate the effect ·of 
phenomenological uncertainties on the source term assessment. Examination of 
phenomenological uncertainties by these means provides a basis for maintaining only 
functional events in the PRT. The use of MAAP as suggested above provides a 
necessary deterministic complement to the probabilistic analysis. A detailed discussion 
of the plant response tree models is provided in Section 4.1.3, while a closer examination 
of the MAAP models and the treatment of key phenomenological issues is presented 
here. 

The Dresden IPE/AM project utilizes the MAAP 8WR 3.08 Revision 7.038 to perform the 
containment and source term analysis. This code version was developed specifically for 
use in the Dresden IPE. This version of the 7.03 revision of the 8WR MAAP 3.08 is very 
similar to the original 7.03 revision except for a few minor code changes. This code 
version has been augmented with the most recent set of SUPRA data installed, as well 
as modifications to the code concerning the in-vessel fission product retention capabilities . 
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Source term analyses are performed following accident sequence quantification and 
designation of PAT endstates. PAT endstates that are representative of containment 
performance have their source terms quantified by Dresden MAAP analyses. The 
purpose of the source term analysis is to define and quantify the radionuclide release 
characteristics for a given accident sequence which include specification of containment 
failure or vent timings and fission product release magnitude. MAAP calculations provide 
release magnitude for selected fission product groups, release locations, associated 
energy rates, and release timing. 

Since assumptions regarding key severe accident phenomena may dictate the analysis 
outcome, due consideration of phenomenological uncertainties is a cornerstone of the 
CECo IPE approach to the containment and source term analysis. The CECo IPE 
methodology addresses the phenomenological issues in the following three ways: 1) 
plant specific phenomenological evaluations, 2) MAAP sensitivity studies, and 3) 
experimental studies of key phen<?mena. This three prong approach provides a bounding 
assessment of source term release timing and magnitude. 

Dresden phenomenological evaluation summaries are the principle means of addressing 
the impact of phenomenological uncertainties on plant response. These papers address 
a wide range of phenomenological issues and provide an in-depth review of plant specific 
features which influence the uncertainty or act to mitigate, the consequences of such 
phenomena. The phenomenological evaluation summaries investigate both the likelihood 
of occurrence and the probable consequences of key severe accident phenomena. The 
summary papers also provide a technical basis for maintaining containment functional 
events in the plant response trees. The phenomenological evaluation summaries are 
reviewed in Section 4.3.3 of this submittal. 

The purpose of sensitivity studies is to determine which remaining phenomenological 
uncertainties have a significant impact on the likelihood or timing of containment failure 
and the magnitude of the source term release. In performing Dresden MAAP 
calculations, a limited number of model parameters are investigated with respect to the 
influence of modeling uncertainties on the radionuclide source terms. In particular, 
uncertainties in the various physical processes are considered as documented in the 
IDCOR/NRC issue resolution process. The IPE Generic Letter and NUREG-1335 provide 
summaries of those parameters that have been judged to have a significant effect on 
containment failure and source terms. Section 4.5.6 of this document provides a.detailed 
review of the Dresden IPE sensitivity analysis methods and results. 

The phenomenological evaluation summaries are supported by available experimental 
information from open literature as well as information which has been developed using 
the FAI experimental facilities in direct support of the Dresden IPE. Results of the FAI 
experimental efforts are incorporated into the appropriate phenomenological evaluation 
summaries. 

In summary, the integrated approach to the assessment of total plant response adopted 
in the Dresden IPE/AM program links together probabilistic models in the PRTs with 
physical plant models contained within MAAP. These models are supplemented through 
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the use of 1) Dresden phenomenological evaluation summaries to provide in-depth 
technical arguments which reduce phenomenological uncertainties and examine realistic 
plant response to severe accident phenomena, and 2) the use of Dresden experimental 
studies to investigate the impact of severe accident phenomena on the Dresden 
containment system. 

4.3.3 Containment Failure Characterization 

Plant specific phenomenological evaluations have been performed in support of the 
Dresden IPE to determine the likelihood of all postulated containment failure modes and 
mechanisms identified in NUREG-1335. These detailed evaluations were performed 
systematically to address the controlling physical processes or events specific to the 
Dresden configuration. Modeling and bounding calculations, based upon extensively 
compiled experimental data, phenomenological uncertainties, and complimented with 
MAAP calculations in some cases, comprise the general approach taken in these 
evaluations. Several postulated containment challenges are demonstrated, through the 
phenomenological evaluations, to be inconsequential for the Dresden containment. These 
potential failure modes are considered to be very unlikely to occur in Dresden, since the 
predicted pressures resulting from a realistic and conservative assessment of these failure 
mechanisms are less than the containment ultimate strength. The failure modes 
considered unlikely are steam explosions, vessel thrust forces, molten core-concrete 
attack, direct containment heating, thermal attack of containment penetrations, and 
hydrogen combustion. More likely to occur are containment high pressure, containment 
high temperature, as well as unscrubbed venting of the drywell. Liner melt-through is also 
a possible failure mode, which will be addressed as a sensitivity study. Further 
discussion of liner melt-through, as well as the other phenomenological issues will be 
addressed in Section 4.3.3.2. Table 4.3.3-1 summarizes the results of these containment 
failure mode evaluations. 

4.3.3.1 Containment Ultimate Strength 

In order to perform a plant specific source term analysis, a containment structural 
capacity assessment of the Dresden containment must be completed. Generic Letter 
88-20 states that a plant specific probability distribution function for containment failure 
likelihood should be developed for the possible range of failure pressures. This function 
should also quantify the probability of containment failure at several locations, as well as 
estimate the failure size for each location. Therefore, for a given pressure, the total 
containment failure probability would then be simply a sum of the failure probabilities 
developed for failure at the various potential failure locations . 
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Failure Mode 

1. Hydrogen 
Combustion 

2. Direct 
Containment 
Heating (OCH) 

3. Steam 
Explosions 

4. Molten 
Core-Concrete 
Interactions 
(MCCI) 

TABLE 4.3.3-1 
PHENOMENOLOGICAL EVALUATION SUMMARIES 

OF POSTULATED CONTAINMENT FAILURE MODES 

Phenomena Issue/Failure Major Uncertainty 
Mechanism 

In-vessel H2 Breach Amounts of H2 

generation containment by and CO 
overpressurization 

Ex-vessel H2 due to H2 burn or Flammability of 
generation detonation containment 

atmosphere 
Steam inerting 

Auto ignition 

RPV failure Early breach of Degree of 
containment by dispersal in 

Debris dispersion rapid over- containment 
pressurization 

Influence of Hydrogen 
containment combustion 
structures 

Hydrogen 
combustion/steam 
inerting 

Thermal exchange 
with entire air 
space 

Missile generation Missile impact Occurrence of 
multiple conditions 

Rapid steam Early containment required to 
generation overpressurization produce large 

and breach scale steam 
Shock waves explosion 

Concrete ablation Base mat Presence of water 
and decomposition penetration after to quench debris 

several days of 
Gas evolution attack Debris coolability 
(H2, CO, C02) 

Debris spreading 

H2 recombination 
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Impact 

No early 
containment 
failure 

Long term 
containment 
failure possible if 
inappropriate 
recovery action 

Containment 
pressures for 
OCH far less 
than ultimate 
structure 
capability 

No threat to RPV 
or containment 

Promotes debris 
dispersal and 
cooling 

Overpressurizatio 
n would occur 
before basemat 
penetration 
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Failure Mode 

5. Vessel 
Slowdown 

6. Thermal 
loading on 
penetrations 

7. Over-
pressurization 

8. Containment 
isolation 
failure 

9. Containment 
By-pass 

TABLE 4.3.3-1 (Continued) 
PHENOMENOLOGICAL EVALUATION SUMMARIES 

OF POSTULATED. CONTAINMENT FAILURE MODES 

Phenomena Issue/Failure Major Uncertainty Impact 
Mechanism 

RPV rupture Failure of RPV failure and No or limited 
containment failure size RPV 

RPV thrust forces penetration lines displacement 
connected to RPV 

RPV restraints Challenge 
bounded by 
design basis 

Degradation of Containment Magnitude and No loss of 
non-metallic breach; leakage duration of containment 
components path elevated integrity 

containment gas expected 
temperature 

Potential for long 
Behavior of non- term loss of 
metallic materials electrical 
at high functionality 
temperature 

Non condensible Containment Timing, size, and FP release to 
gas generation breach location of environment or 

containment other buildings 
Steam generation breach 

H2 bum 

Containment piping FP release path FP plateout/ Low probability 
through unisolated plugging of direct FP path 

Operator response piping to environment 
or auxiliary 

Signal dependency 

Interfacing Systems FP release path FP deposition in Low probability 
that does not pass building outside of direct FP path 
through containment to environment 
containment air or auxiliary 
space Size location of 

break outside 
containment 

Water scrubbing 
at break location 

FP deposition 
outside 
containment 

726302SU.143/011893 4-112 



• 

• 

• 

Results from the plant specific structural analysis uncovered approximate mean failure 
pressures for the potential failure locations listed below: 

• Drywell Shell 125 psig 
• Equipment Hatch >165 psig 
• Personnel Airlock 150 psig 
• Mechanical Penetrations 140 psig 
• Electrical Penetrations >150 psig 
• Drywall Head Closure 125 psig (leakage) 
• Vent Line Bellows 93-253 psig (leakage) 
• Wetwell Shell 125 psig 

Based on this information, a Dresden containment fragility curve, as shown in 
Figure 4.3-7, was produced. Several observations and conclusions are immediately 
evident: 

1. Low pressure failures are dominated by the drywall head closure, which 
follows directly from the high degree of uncertainty associated with this 
critical location. Not until above 95 psig, where containment failure 
probability is around 15%, does any other component contribute significantly 
to the total failure probability. 

2 . The mean failure pressure of the Dresden containment is shown to be 
approximately 105 psig, with the drywell head closure and bellows 
assemblies contributing approximately 20 and 30%, respectively. 

3. If containment fails at relatively high pressures, the likely location will be the 
vent line bellows. These components have the lowest mean failure 
pressure and all eight of them were factored into the analysis. 

4. The failure probabilities increase rapidly between· 100 and 11 O psig and 
reach steady values above 115 psig. The final asymptotic failure 
probabilities for each of the critical locations are approximately as follows: 

• 
• 
• 
• 

Vent line bellows 
Drywall head closure 
Wetwell shell 
Drywell shell 

76% 
21% 
2.3% 
0.6% 

The containment studies reviewed in conjunction with constructing the Dresden fragility 
curve generally considered containment pressure loadings applied at relatively low 
temperatures (i.e., near the design limit 281-350°F}. In the temperature ranges beyond 
281°F, the high pressure performance of the containment is expected to degrade due to 
reductions in material strength and seal properties. For example, silicone seals begin to 
fail at a projected temperature of 500°F. At this temperature, the drywell head closure 
would be the most likely failure location. Thus Figure 4.3-8 was constructed to show the 
temperature effects on the ultimate pressure capacity of the containment. 

' 
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Uncertainties in the estimated failure pressures, in terms of a coefficient of variation, are 
7% and 18% for the vent line bellows and the drywall head closure, respectively. The 
mean failure pressure for the vent line bellows was assumed to be 118 psig. The 
containment fragility curve, constructed based upon the two limiting failure locations and 
their associated uncertainties, is shown in Figure 4.3-7. The total failure probability is the 
sum of the individual failure probabilities. As shown in Figure 4.3-7, the mean failure 
pressure, where the total probability of failure becomes 50%, likely occur at the vent line 
bellows, while failure below 101 psig would likely occur at the drywell head closure. The 
failure area associated with failure at either one of these locations was bounded by MAAP 
source term and sensitivity analyses. 

4.3.3.2 Unlikely Failure Modes 

Hydrogen Combustion 

Potential detonability and flammability of the Dresden containment atmosphere are 
evaluated in the IPE. Detonation is evaluated based on geometric configuration and 
detonation cell width scaling. For BWR Mark I and II containments in general, the 
probability of this occurrence is so low that consideration of containment failure due to 
hydrogen deflagrations and detonations is not needed in the PRA/IPE Level II Plant 
Response Trees (PRTs}. This analysis was done based on the assumption that the 
containment was not inerted with nitrogen gas, thus allowing a sufficient amount of 
oxygen to accumulate and support combustion . 

Detailed Dresden plant-specific assessment of potential H2 combustion conditions has 
been performed for a station blackout sequence without initial containment inerting. The 
conditions and containment response to this scenario were considered to conservatively 
envelope the worst case scenario for Dresden with respect to hydrogen combustion. The 
results of examining all reasonable permutations of this event revealed that the only 
legitimate potential for hydrogen combustion induced containment failure would arise if 
AC power is recovered and the drywall sprays are initiated without first venting the 
wetwell. 

The MAAP runs for this assessment indicated that a maximum of 1230 lbm of hydrogen 
would be generated in an SBO event. This hydrogen amount was sufficient to yield a 
combustible drywall gas mixture following drywall spray initiation. Burning of roughly half 
this amount would likely exceed the containment's ultimate pressure capacity. There is 
also a 50% probability that detonation may occur if such a mixture is ignited. In contrast, 
it appears very reasonable to expect that this situation can be avoided if wetwell venting 
is implemented before any attempt to use the drywall sprays. 

Direct Containment Heating (OCH) 

Direct containment heating (OCH) is a postulated event of rapid heat transfer between 
finely fragmented core debris and the drywell atmosphere· assuming; 1) post core melt 
reactor pressure vessel failure occurs at a high pressure, and 2) the high pressure melt 
ejection (HPME) causes extensive debris dispersal. OCH has been hypothesized as an 
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early containment failure mechanism because the stored energy of the debris, including 
potential energy releasable through debris oxidation, is enough to cause high containment 
pressures if a large quantity of the core inventory participates. Thus, the extent of 
pressurization depends upon: 

• the amount of debris which is discharged at vessel failure; 
• the containment geometry, which could be conducive to or an impediment 

to dispersal beyond the pedestal; and 
• the fraction of the debris which could be finely fragmented and dispersed 

into the containment atmosphere. 

Dresden has several design and operating characteristics that significantly limit the 
magnitude of the pressure rise associated with direct containment heating: 

• Automatic Depressurization System (ADS) 
• Closed Geometry 
• lnerted Containment 
• Suppression Pool 

The most significant means of preventing OCH is to assure reactor depressurization. 
Depressurization of the primary system, during accident scenarios, is achieved using the 
ADS system. Additional heat addition from hydrogen combustion during reactor 
blowdown will be inhibited due to the inerted containment. Also, the suppression pool 
serves to remove the heat generated during blowdown. 

Another significant design feature of Dresden which acts to mitigate OCH, is the closed 
geometry of the pedestal region and the drywell. The pedestal wall, independent of 
primary system pressure at vessel failure, will de-entrain a large majority of the entrained 
material directly after vessel failure. Acting to further mitigate OCH is the "tightly packed" 
geometry of the drywell. Together with ADS, these two features act to inhibit OCH at 
Dresden. 

The Dresden plant-specific analysis determined that OCH was not a potential early 
containment failure mode based on a conservative and bounding assessment. In order 
for OCH to occur the ADS system would have to fail to depressurize the primary system 
(a low probability event in itself). OCH also requires that the containment geometry be 
conducive to dispersal, which the pedestal region is not due to its closed geometry. Even 
for a bounding analysis, in which all the energy from a OCH event gets deposited into the 
suppression pool, the suppression pool will not saturate.thus the pressurization of 
containment will not be substantial enough to fail containment. 

Steam Explosions 

Separate approaches are used to address in-vessel and ex-vessel steam explosions. 
The IDCOR work, which is consistent with the recommendation of the NRC sponsored 
Steam Explosion Review Group, forms the basis for the treatment of in-vessel steam 
explosions. Results of analyses performed in accordance with significant-scale 
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experiments and expansion characteristics of shock waves forms the basis for the 
treatment of ex-vessel steam explosions. 

It has been concluded that the slumping of molten debris into the RPV lower plenum 
could not result in sufficient energy release to threaten the vessel integrity and, hence 
would not lead directly to containment failure. Likewise, evaluations of both the steam 
generation rate and shock waves induced by ex-vessel steam explosions show that these 
would not be of sufficient magnitude to threaten the containment integrity. 

Molten Core-Concrete Attack 

If allowed to continue, core debris attack of concrete structures will r,esult in extensive 
erosion of the concrete, leading to one of two late containment failure mechanisms: 1) 
penetration of the pedestal basemat, or 2) sufficient deterioration of the load carrying 
capability of the pedestal walls causing the reactor vessel to shift significantly which could 
induce a gross mechanical failure of the mechanical penetrations connected to the reactor 
vessel. 

This phenomena was addressed for Dresden through a plant-specific analysis which 
incorporated a review of the available experimental data and solution of a bounding 
calculation to address the major physical processes involved. These processes include 
1) core debris expulsion from the RPV, 2) melt-water dynamic interactions and melt 
spreading, 3) melt bed deepening, 4) debris mass configuration on the concrete, and 5) 
quenching due to water. 

Molten core concrete attack within the Dresden containment was evaluated for the most 
conservative scenario in which the debris is not coolable by direct contact with an 
overlying pool of water. The investigation performed a simple bounding analysis which 
assumes that the concrete ablation rate is proportional to the total heat generation rate 
due to decay heat and chemical reactions. The model uses empirical parameters 
determined from experimental data. The evaluation indicates that melt-through of the 
pedestal walls would not occur until well beyond the mission time of the IPE. Therefore, 
molten core concrete attack is not a likely containment failure mode for Dresden. 

Thermal Attack of Containment Penetrations 

Containment penetration thermal attack is a postulated containment failure mechanism 
where non-metallic materials in containment penetrations are exposed to elevated 
temperatures over a long period of time causing the seal performance to decline and leak 
excessively. The impact on containment failure timing thus depends on the gas 
temperatures, the exposure time, and the characteristics of the materials involved. At 
drywell gas temperatures above 700°F, previous studies indicate that mechanical failure · 
of the drywell shell is likely to supersede concerns about non-metallic seal performance. 
Consequently, the time frame that needs to be addressed for thermal loading purposes 
is the period leading up to the time when 700°F is exceeded. 
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The first step in the penetration analysis was to determine the temperature profile in the 
drywell for various sequences. An aging calculation was then performed for the various 
temperature ranges. In addition, a failure mode and effects analysis of each of the 
penetrations was performed to establish the possible impact of its failure on the 
magnitude of release from containment. The results of the penetration analysis are 
summarized below. 

• Thermal attack of the penetrations is not a significant·concern in accident 
sequences where debris cooling is successful in preventing a significant rise 
in drywell temperature. For these sequences, aging of the non-metallic 
seals is not sufficient to compromise the containment pressure boundary. 

• For accident scenarios where debris coolability is not available, drywell 
integrity may be concern. For these conditions, seal degradation will 
generally occur within a few days if nothing is done to cool the drywell 
airspace. Consequently, for these worst case scenarios, the significance 
of penetration failure is generally precluded by other, more rapidly occurring 
failure modes. 

Vessel Thrust Forces 

The issue for this phenomena is whether the thrust forces generated following core . 
damage and reactor vessel lower head breach could become sufficient to cause the 
vessel to shift position and tear containment penetrations. The approach taken was to 
1) estimate the thrust force generated during corium ejection, 2) compare this estimate 
to the combined weight of the reactor vessel and the vessel skirt bolt circle allowable 
load, and 3) determine if this postulated phenomena could significantly challenge 
containment integrity at Dresden. 

The bounding analysis for the magnitude of the thrust forces when molten core debris is 
ejected from the failed vessel at high pressure indicated that this force cannot lift the dead 
weight of the vessel itself given a credible break size in the RPV. The likelihood of vessel 
thrust force causing the reactor to shift its position is then highly unlikely. Even if the 
vessel could shift, the Dresden containment is configured so that reaction forces cannot 
be transmitted to the containment wall. Therefore, this postulated failure mode is not 
capable of threatening containment integrity. 

Containment Isolation Failure 

Containment isolation failures refer to mechanical or operational failures to close 
containment fluid system penetrations, which communicate directly with the containment 
or primary system prior to, or following, the initiation of core damage, in order to limit 
fission product release to the reactor building or the environment. Containment isolation 
would fail on one or more of the following conditions: 

1. A fluid line of mechanical penetrations, which is required to be closed during power 
operation, has been left unisolated. 
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2 . A fluid line, which has isolation valves which are required to be close on an 
isolation signal, but fails to close. 

3. A fluid line, which is part of a safety system and is required to remain open 
following the generation of an isolation signal, is not closed by the operators if the 
system is "failed" or t.he operation of the system is terminated. 

Isolation failures, as mentioned above, are not considered likely failure modes for 
Dresden and were not considered in the Dresden PRTs. The reason for this is that the 
containment, during normal operations, is always inerted. In order for the containment 
to be inert, the containment has to be isolated. Therefore, there are no systems which 
have to isolate upon initiation of a severe accident event. Consequently, there were no 
containment isolation failures identified in the Dresden IPE. 

Containment Bypass 

Containment bypass refers to failure of the high pressure primary system and a low 
pressure lif1e penetrating containment. This results in a direct pathway from the reactor 
coolant system to the reactor building or the environment, thus bypassing containment. 
Containment bypass is usually considered an accident initiator that can lead to. core 
damage because the loss of coolant fluid to a location outside containment prohibits the 
use of recirculation for long term core cooling. The likely mechanism for this failure 
mode, identified as being significant in terms of potential consequences at Dresden, is 
an interfacing systems LOCA with the LPCI or CS piping or with the piping to the isolation 
condenser. The frequency of the ISLOCA at Dresden was on the order of 1E-10. For 
this reason, the ISLOCA was not analyzed in the Level II portion of the Dresden IPE. 

4.3.3.3 Failure Modes 

Containment High Pressure and High Temperature 

Dresden containment could fail during a severe accident sequence if a combination of 
pressure and temperature over-stresses any of its structural components. Containment 
pressure and temperature both may increase during a sequence due to suppression pool 
heating, reactor vessel blowdown or leakage, other long-term steam production, or hot 
non-condensible gas generation. Containment temperature may also increase due to . 
heating by core debris present in the pedestal and/or drywall. Depending on the accident 
sequence characteristics, containment failure due to high pressure and high temperature 
may be predicted across a wide range of event times. The potential for such failure 
exists in severe accident scenarios where sufficient containment heat removal is not 
available. 

The studies and results presented in Section 4.3.3.1 generally considered containment 
pressure loadings applied at relatively low temperatures (i.e., up to the design limit of 
281°F). Beyond 281°F, however, the high pressure performance of the containment is 
expected to degrade due to reductions in material strength of the various containment 
structural components-and seals. 
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At elevated containment temperatures, the drywell head closure will be the likely failure 
location. The temperature dependent containment fragility curve, as shown in 
Figure 4-3.8, shows containment failure at 105 psig for temperatures below 281°F and 
decreasing to 62 psig at 500°F. Since containment gas temperature near the drywall 
head during severe accidents is likely to reach the 300-500°F range, leakage through the 
drywell head closure could be expected at pressures less than 105 psig. 

The area around the vent line bellows is expected to be at lower temperatures than the 
gas in the vicinity of the drywell head, thus the bellows structural integrity is not expected 
to experience thermal degradation during severe accidents. This observation further 
supports identification of the drywall head closure as the more likely high temperature 
failure location. 

If drywell head failure occurs then leakage around the closure head gasket would result. 
The degree of leakage is uncertain, however the possible range of leak rates is bounded 
by the MAAP source term and sensitivity analyses. 

Liner Melt-through 

A Dresden plant-specific analysis was performed to evaluate the liner melt-through 
phenomena as a potential mechanism for containment failure under severe accident 
conditions, and therefore as a potential cause of radioactive releases to the environment. 

The issue for this phenomenon is whether the depth of the core debris that may 
accumulate on the drywell floor and come into direct contact with the steel liner, will be 
of sufficient magnitude to melt through the shell and fail containment. This was 
addressed by evaluating the fundamental physical processes influencing debris movement 
within the containment and debris attack on a steel liner. The approach taken was to 1) 
synthesize liner melt-through knowledge from experimental data, analytical studies, and 
computer simulations, and 2) develop probabilities of liner melt-through to determine if 
such a postulated phenomena could challenge containment integrity at Dresden., 

Liner melt-through is possible during core melt scenarios that have a fairly coherent pour 
of molten debris at vessel failure. Due to the inability of the sumps in the pedestal region 
to hold all the possible molten debris ejected from a failed reactor vessel, it is possible 
for the molten debris to exit the pedestal region and eventually traverse .its way across 
the drywell floor and come into direct contact with the drywell steel shell. Liner melt
through will only occur during a core melt scenario in which the debris on the drywell floor 
is not cooled by an overlying pool of water. Once in contact with the shell, it is postulated 
that the shell will fail rather quickly. Unfortunately, a great deal of uncertainty exists 
concerning this failure mode. NUREG/CR-5423 states many uncertainties associated with 
liner melt-through, such as self plugging of the failure area and easily coolable debris bed 
due to shallow depth. For the purpose of the IPE, failure of the containment due to liner 
melt-through will be treated as a sensitivity to be addressed in the applicable sequences . 
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4.3.4 Core Damage Accident Progression 

Loss of coolant from the primary system, through a break in the coolant boundary, 
various loss of power events, or ATWS eventually result in uncovering the core and core 
heatup. Once oxidation of the Zircalloy cladding begins, this exothermic reaction between 
steam and Zircalloy generates heat and produces hydrogen. The reaction is controlled 
by the inventory of steam, which continues to be generated as the primary system 
inventory boils off. The reaction rate accelerates when the temperature of the Zircalloy 
exceeds 2781°F (1850°K}, and the chemical energy released at this point in the transient 
exceeds the local decay heat generation. Core melt begins when the fuel temperature 
reaches the eutectic melt temperature of 4040°F (2500°K). 

As the core melts, molten material candles downward until it refreezes on cooler material 
below. Eventually it remelts and moves further downward. This downward progression 
is mainly a function of the temperature encountered by the melt. Once the melt leaves 
the core boundaries, it begins attacking the core support structures. Large holes in the 
lower core plate allow relocation of the core to the lower plenum of the reactor vessel 
without melting the entire lower core plate structure. 

Following core support plate failure, relocation of the molten core into the lower plenum 
is assumed to lead directly to failure of the reactor vessel; no attempt is made to take 
credit for potential in-vessel recovery. If the RCS pressure is high (> 1000 psi) at the 
time of vessel failure, then high pressure melt ejection (HPME) will attempt to entrain the 
debris out of the pedestal and into the drywell. However, most of the debris will be de
entrained by the pedestal wall. If the primary system pressure at the time of vessel 
failure is low (< 200 psi), then the debris will accumulate in the pedestal region and 
equipment sumps until it overflows and begins to flow into the drywell. 

In either case, if sufficient water is present on the drywell floor or the drywell sprays are 
operating, the debris will be quickly quenched upon expulsion from the reactor vessel. 
Steaming due to water boil-off contributes to containment pressurization. The resulting · 
increased drywell pressure would then force a mixture of air, water, and steam through 
any one of eight circular vent pipes which are connected to a toroidal ring header 
contained in the wetwell airspace. Projecting downward from the ring header assembly 
are 96 downcomer pipes which terminate roughly 4 feet below the wetwell water line. 
The steam will then condense in the wetwell, resulting in. a depressurization of the 
drywell. Air which is transferred to the wetwell, pressurizes the wetwell which results in 
a pressure differential between the two compartments. Vacuum breakers located in the 
drywell, vent air back into the drywell to prevent exceeding the drywell external pressure 
limit (2 psig). This system is comprised of 12 valves which prqvide a total vent area of 
2715 sq. inches. · 

If no debris cooling is available or if the debris drys out, then molten core-concrete 
interactions (MCCI) take place; this most likely will occur in the pedestal region (i.e. 
equipment sumps). Concrete decomposition generates noncondensible gases and also 
liberates a significant amount of water from the concrete, resulting in additional chemical 
heat generation and hydrogen evolution due to oxidation of metallic constituents within 
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the molten debris. The containment continues to pressurize due to heating of the 
containment atmosphere and noncondensible gas generation. 

If the debris is not coolable or the drywell floor is dry at the time of vessel failure, the 
possibility of liner melt-through exists at the interface of the debris pool and the drywell 
liner. This failure of the drywell liner could create a possible flow path for radioactive 
aerosols out of the drywell. 

Containment venting, discussed earlier in Section 4.3.1.2, is invoked by the Emergency 
Operating Procedures (EOPs) in the progress of a severe accident to reduce containment 
pressure: If venting is performed, venting via the wetwell is always the preferred venting 
path, as directed by the EOPs, due to the scrubbing effect of the suppression pool. 
Fission products other than the noble gases are scrubbed in the wetwell, whereas in the 
drywell, the fiss•on products can still be airborne and transported out of the containment 
to the SBGT system. The SBGT system is not as effective in scrubbing fission products 
as the wetwell, but still has a fairly high decontamination factor. If the SBGT system were 
not operable and venting of the wetwell were not possible due to the wetwell water level, 
then venting from the drywell, through the proposed Augmented Primary Containment 
Vent (APCV) system or "hardened vent," would provide no scrubbing . 
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4.4 Supporting Analysis 

The following sections describe several analyses that support the quantification of the 
fault trees and the plant response trees. These supporting analyses include the 
generation of plant specific and the compilation of generic component data, the 
generation of human error probabilities, the generation of plant specific common cause 
failure probabilities, the identification of any internal flooding initiating events, and the 
identification of any equipment that may not survive the expected accident conditions. 
These analyses were completely documented in separate Dresden IPE/AM project 
notebooks. 

4.4.1 Data Analysis 

The purpose of the data analysis task was to collect data and obtain reasonable 
estimates of the failure rates and unavailabilities of basic components significant to the 
IPE. Random failure rates (including failure probabilities per demand), unavailabilities due 
to maintenance and testing, and common cause failure rates are the basic quantities that 
were evaluated extensively in the data analysis task. Testing was found to affect the 
unavailability of only a few systems analyzed (the Isolation Condenser and the Anticipated 
Transient Without Scram systems). These unavailabilities were calculated from the test 
frequencies and their average durations based on Dresden-specific experience: 

At the onset of the data collection task, important key components were identified as likely 
to dominate or have an important impact on core damage frequencies, based on 
knowledge of previous PRAs. The list of key components for the Dresden IPE defined 
-the scope of the major phase of the plant-specific data collection effort. The key 
component approach permitted resources to be focused on the most important failures 
and unavailabilities and enabled investigations to be made in greater depth when needed. 
Failure and unavailability data for key components for which plant-specific data was not 
available was obtained from generic data sources. Table 4.4.1-1 is a list of key 
components and failure modes. This list was used during the process of collecting 
plant-specific data. 

Comparisons were made between key component failure data and generic failure data, 
and comparisons were also made between key component failure rates and failure rates 
and maintenance unavailabilities provided in the Dresden Nuclear Power Station · 
Individual Plant Evaluation Methodology (IPEM) initiating event and component data. 
Generally, the Dresden IPE data was comparable to both generic and the Dresden IPEM. 

The failure and component unavailability data collected for the Dresden IPE spanned the 
period of January 1, 1984 through December 31, 1990. This period included seven years 
of plant operating experience. In general, the use of the seven ·years, particularly the 
most recent seven years, as the basis for data analysis is believed to be optimal. Seven 
years is a sufficient period of time for the calculation of most failure rates. More 
significantly, the most recent 7 year period (i.e., 1984 through 1990) should produce 
failure rate and unavailability results that come closest, in most cases, to the current true 
state of unreliability of the key components. January 1 , 1984, was selected as the start 
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TABLE 4.4.1-1 
SUMMARY OF KEY COMPONENTS AND FAILURE/UNAVAILABILITY MODES 

KEY COMPONENT SYSTEM CODE1 

Electrical Components 

Diesel Generators DG 
Diesel Generator Output Breakers DG 

4KV Breakers 
AC 

Batteries {125/250VDC) 
Battery Chargers (125/250VDC) DC 
Inverters DC 

DC 

Mechanical Components 

Valves 

Motor Operated All 
Air Operated All 
Dampers SG 

Pumps 
Containment Cooling Service Water cc 
Control Rod Drive Hydraulic 
Core Spray CR 
Diesel Generator Cooling Water Pump cs 
Feedwater and Condensate DG 
Fire Protection 
High Pressure Coolant Injection FW 
Low Pressure Coolant Injection FP 
Reactor Building Closed Cooling Water HI 
Service Water LI 
Standby Liquid Control RB 
Turbine Building Closed Cooling Water 

SW 
SL 
TB 

Miscellaneous 
Containment Vent CV 
Isolation Condenser IC 
Low Pressure Coolant LI 
Injection/Containment Cooling Service 
Water Heat Exchanger 
Standby Gas Treatment Fans GT 
Turbine Building Closed Cooling Water TB 
Heat Exchanger 

Notes: 

1 . System Code Represent 
The Code used in the database 
The Dresden Plant System Code 

(66) 
(66) 

(67) 

(83) 
(83) 
(81, 82) 

(15) 

(03) 
(14) 
{66) 

(32, 33, 34) 
(41) 
{23) 
(15) 
(37) 

{39) 
(11) 
(38) 

{16) 
(13) 
(15) 

(75) 
(38) 

FAILURE AND UNAVAILABILITY 
MODE2 

FTS, FTR, Unavailable due to 
Maintenance 
FTO, FTC, Spurious Opening, 
Unavailable due to Maintenance 
FTO, FTC, Spurious Opening, 
Unavailable due to Maintenance 
FTF, Unavailable due to Maintenance 
FTF, Unavailable due to Maintenance 
FTF 

FTO, FTC, Unavailable due to 
Maintenance 

FTR, FTS, Unavailable due to 
Maintenance 

FTF 

2. Fails to Open (FTO), Fails to Close (FTC), Fails to Start (FTS), Fails to Run (FTR), Fails to Function 
(FTF). 
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date because the data examined prior to 1984 was less specific. December 31, 1990, 
was selected as the end date because the required records had been consolidated up 
through this date during the data collection process. 

Plant-specific data was collected from the operating records of both units and was 
combined to form one data base. The advantage of this approach is that the length of 
record available for plant-specific failure rate estimation is double what the record would 
be if the units were treated separately. The dual-unit data base results in better average 
(point estimate) failure rates for the key components. Another reason for the combined 
data base was that no significant differences between the components of Unit 2 and 
Unit 3 were identified. Therefore, no basis was found for pursuing the hypothesis that the 
unreliability of Unit 2 components could be different from the unreliability of Unit 3 
components. For key components which lacked enough operating experience during the 
7-year period to provide a usable estimate of failure, generic data was used. 

In accordance with the CECo Guidelines, failure rates were calculated as point-estimate 
values. One type of point estimate failure rate (hourly failure rate) is simply the number 
of failures that occur during a particular period of component operation divided by the 
operating hours of the component. This type of point estimate was used to calculate 
failure to run of components such as pumps and diesel generators .. Another type of 
point-estimate failure rate is the number of failures during a particular period of time 
divided by the number of component demands that occurred during the same period. 
This type of point estimate was used to calculate the failure rates of components failing 
to start, and motor-operated valves failing to open or close. 

Criteria was established for the plant-specific analysis. The purpose of the criteria was 
to distinguish failures from non-failures, and to screen out maintenance events that would 
not contribute to maintenance unavailability. The type of maintenance unavailability 
desired was the unavailability that would be applicable during times when components 
could be required to operate for all modes of plant operation. Failures that occurred 
during cold shutdown were not arbitrarily screened out for two reasons. First, to get 
statistically significant records for components which are normally operating only during 
cold shutdown, cold shutdown periods must be included. Second, equipment failures are 
assumed to occur randomly in time. They are assumed to occur no more or no less 
frequently during plant operation than during plant shutdown. Therefore, the failure data 
base considered failures during all modes of operation and shutdown. 

The boundaries of each component were also· considered in the screening of failures and 
maintenance events. A table of component boundaries in the CECo guidelines indicated 
which subcomponents to include with the main component. For example, circuit breakers 
and handswitches were included within the boundaries of pumps, and failures of the 
subcomponents were counted as failures of the pump. 

The sources of plant-specific data are presented in annotated form in Table 4.4.1-2 . 

726302SU .144/011893 4-126 



• 

• 

• 

TABLE 4.4.1-2 
SOURCES OF PLANT-SPECIFIC DATA UTILIZED IN DATA ANALYSIS 

PLANT SPECIFIC DATA SOURCE DESCRIPTIONS 

1. Deviation Reports (DVRs): Events such as malfunctions of safety-related components, forced 
shutdowns, and scrams are generally reported in DVRs. DVRs include the date, time, plant 
operating mode, description of the event, and the date and time when the equipment was 
returned to service. Each DVR is assigned a number which indicates the unit, year of 
occurrence, and sequence number. A DVR index is maintained for each unit. 

2. Licensee Event Reports (LERs): LERs are prepared for events that are determined to be 
reportable after CECo evaluation. The LER describes the event and includes the cause, 
corrective action, safety analysis, and brief history of previous occurrences. The initial submittal 
of an LEA is sometimes followed up with later supplemental reports that provide further 
clarification, analysis, or corrective action. LERs are filed at the Dresden site as attachments to 
the DVRs. Because the DVR is the parent document of the LEA, the data tables in this 
notebook, particularly the tables of component failure, list the DVR number under the source of 
data. It should be understood that this source includes the attached LER when it exists. 

3. Nuclear Plant Reliability Data System (NPRDS): Queries of this computer data base were made 
for all key components, and information was retrieved by component type. This information 
included the component tag number, failure start date, event description, cause, and corrective 
action. Component out of service times were also available in the NPRDS. A major source of 
data for the NPRDS are work requests which are generated whenever maintenance work is 
performed . 

4. Degraded Equipment Log (DEL): This log is used to identify systems and key components which 
are in a degraded condition of operation permitted by the Technical Specifications. It is also 
used to identify degraded systems and components that are not addressed by the Technical 
Specifications, but which could cause the plant to operate with degraded capabilities. The DEL 
identifies the time and date components were taken out of service and the time and date 
returned to service. It also identifies the reason for the degraded state; however, it has been 
found to be inconsistent in its logging of the reason for the degraded state. [Generally, all 
systems essential for safe plant shutdown which were in a degraded state (unavailable for 
operation) were logged, with exception of the Service Water (SW), Turbine Building Closed 
Cooling Water (TBCCW}, Reactor Building Closed Cooling Water (RBCCW) and Feedwater (FW) 
systems which were logged intermittently.] 

5. Equipment Outage Log: This log is used to identify equipment which is tagged out of service. 

6. 

For each entry, the log identifies an outage number, the date taken out of service, the person 
responsible for the outage, the equipment taken out of service, and the date back in service. 
[This log does not provide exact outage times, a reason for the outage, nor does it identify all 
equipment outages, but it was used to provide additional verification that outages for SW, 
TBCCW, RBCCW, and FW existed during power and were not logged in the DEL. The logs for 
only two years of the total data collection interval were available for review.] 

General Surveillance and Periodic Task Scheduling Program: Queries of this computer database 
were made for all key components, and information was retrieved by system and component 
type. This information included the component tag number, maintenance completion date, 
duration, and action. (It was reviewed to identify the reason for outages logged in the DEL for 
which a reason was not identified and to verify that the equipment was indeed unavailable. It 
was also used to identify outages for key components of systems which were .not logged in the 
DEL.) 
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TABLE 4.4.1-2 (Continued) 
SOURCES OF PLANT-SPECIFIC DATA UTILIZED IN DATA ANALYSIS 

PLANT SPECIFIC DATA SOURCE DESCRIPTIONS 

7. Procedures: All applicable Dresden Procedures (DEP, DES, DIS, DMP, OMS, DGP, DOP, DOS, 
DTS) were reviewed to obtain unavailabilities on key components. The procedures generally 
describe, in a step-by-step manner, actions taken during testing/surveillances. The 
unavailabilities due to testing were accounted for from these procedural reviews. 

8. Monthly Operating Reports: These reports give an overall monthly status of each plant. 
Included in the status report are the monthly operating hours for each plant and any unusual 
occurrences which took place during the reporting period. 

9. Integrator Readings Logs: These logs are completed during the performance of DOS 6500-1 
and DOS 6500-2. The total number of cycles and hours of operation of key components (4KV 
breakers) are recorded for each. This information was used to identify numbers of starts and run 
times for pumps. 

1 o. Safety System Performance Summary: This summary identifies the unavailabilities, demands, 
and run times of key components for safety systems (HPCI, LPCI, Core Spray, and the Diesel 
Generators) for a portion of the period being reviewed. 

11. Diesel Generator Surveillance Checklist: This checklist is completed each time DOS 6600-1 is 
performed. The checklist identifies the reason for the surveillance and the run time associated 
with the specific diesel generator being tested, and was used as a comparison for the number of 
demands placed upon each diesel generator . 
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NUREG/CR-2815 was the primary source of generic failure rate data. NUREG/CR-2815 _ 
was the first source consulted and was used except in cases where it did not provide data 
for the particular failure mode needed or where some other source was determined to 
provide more relevant data. NUREG/CR-4550 was the primary source of generic 
maintenance unavailability data. The following sources of generic data were also used 
in the data analysis task: 

• IEEE Std. 500-1984, "IEEE Guide to Collection and Presentation of Reliability Data 
for Nuclear Power Generating Stations," IEEE Power Engineering Society, 
March 21, 1984. 

• NUREG/CR-2728, "Interim Reliability. Evaluation Program Procedures Guide," 
January 1983. 

The plant-specific failure rates and maintenance/test unavailabilities are given in 
Tables 4.4.1-3 and 4.4.1-4 respectively. Table 4.4.1-5 contains the plant-specific common 
cause failure rates and probabilities. A discussion of the common cause analysis is 
presented in Section 4.4.3 of this report. 

The generic failure rates and unavailabilities are presented in Table 4.4.1-6. 

4.4.2 Human Reliability Analysis 

The human reliability analysis (HRA) for the Dresden probabilistic risk assessment (PRA) 
provides human error probabilities (HEPs) for use in quantifying the fault trees and plant 
response trees (PRTs) which comprise the model. 

The HRA was performed in two phases. The first phase of the analysis used the TH ERP 
(technique for human error rate prediction) method to determine the HEPs (human error 
probabilities) for operator actions in the PRA -model. The second phase consisted of 
verifying assumptions made during phase one through the use of simulator exercises and 
interviews with Dresden operations and training personnel. 

In addition, the Dresden HRA work and results pointed out differences in the form and 
usage of emergency operating procedures (EOPs) between BWRs and PWRs. Because 
of these differences, an independent review of the approach and treatment of the HRA 
work in CECo BWR and PWR projects was conducted by a behavioral scientist from 
outSide the CECo/IPEP team. This independent review validated the approach used in 
the HRA of both BWR and PWR projects. 

4.4.2.1 Description of Phase I HRA Methodology 

The fault tree and PAT (plant response tree) analysts identified operator actions during 
the development of the trees representing the Dresden P RA model. These operator 
actions were then analyzed and quantified by human reliability analysts. The process 
was an iterative one, in order to ensure that the assumptions made by the PRT analysts 
and the HRA analysts were consistent. 
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TABLE 4.4.1-3 

DRESDEN-SPECIFIC COMPONENT FAILURE RATES 

(IN VOLUME 2) 
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TABLE 4.4.1-4 

SUMMARY OF DRESDEN-SPECIFIC MAINTENANCE UNAVAILABILITIES 

(IN VOLUME 2) 

726302SU .144/011893 4-131 



• TABLE 4.4.1-5 

COMMON CAUSE FAILURE DATA FOR DRESDEN IPE 

(IN VOLUME 2) 
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TABLE 4.4.1-6 

DRESDEN IPE GENERIC FAILURE AND UNAVAILABILITY DATA 

(IN VOLUME 2) 
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In performing the HRA, plant specific characteristics and assumptions were incorporated 
into the quantification of HEPs. The characteristics considered i111portant to the HRA are 
presented below. 

Operator actions within each plant response tree (PAT} may be assigned several HEPs, 
depending on the context in which the action is to take place. These different HEPs are 
referred to as "cases" of the operator action. In this context, a given operator action will 
be considered to have more than one case if there are significant differences in certain 
factors important to the human error probabilities depending upon the particular sequence 
of events. These factors are discussed in later sections. 

Only one case is considered for operator actions modeled in the fault trees since the 
various conditions under which the action may occur can not be predetermined. 

4.4.2.1.1 Dresden Characteristics and Assumptions Important to the HRA 

Shift Manning 

· Shift manning as well as the role of each member of the shift during accident conditions 
was discussed with members of the Dresden Operations. This information was used to 
determine the applicable opportunities for error recovery and to determine the level of 
dependency between members of the crew. Error recovery and dependency are further 
discussed below . 

Applicable Procedures 

The procedures which are used during the course of an accident or transient at Dresden 
include the Generating Station Emergency Plan (GSEP), the Dresden Emergency 
Operating Procedures (DEOPs), annunciator procedures, abnormal procedures, and 
operating procedures. 

It should be noted that the DEOPs are in a flow-chart format, and provide very general 
guidance for the operators to follow based upon plant symptoms. This is consistent with 
the emergency operating procedures at other BWRs. Systems to be used to fulfill a 
desired function are specified. The Dresden DEOPs do not provide step-by-step, 
proceduralized actions necessary to accomplish the desired action. Therefore, line up 
of systems directed by the DEOPs is accomplished from memory by the operators, 
without initial reliance on procedures. These activities are considered well within the skill 
of the craft. 

Use of the abnormal and operating procedures during DEOP execution is discouraged; 
it is considered that the DEOP actions are well practiced and use of these procedures 
would tend to slow down implementation of the required function. However, the operators 
are expected to consult the procedures to verify proper system line up as time permits 
(for example, when the accident has reached a stable condition). This represen,ts a 
recovery opportunity which is dependent upon enough time being available, and is 
included in the "slack time" recovery model (discussed in more detail below). 
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The operators are trained to perform most actions directed in the DEOPs from memory . 
Job Performance Measures are used to accomplish this training. For this reason, the Job 
Performance Measures were used to determine the subtasks for actions which are 
performed from memory. 

Command and Control 

During an accident situation, each member of the control room crew has a definite role 
to perform.The SCRE (Shift Control Room Engineer) is in charge until the SE (Shift 
Engineer) arrives in the control room. This would normally occur within a couple of 
minutes. The SCRE then functions as the Shift Technical Advisor (STA) and implements 
the emergency plan (GSEP). The SCRE, and then the SE after turnover, handles the 
Dresden Emergency Operating Procedures (DEOPs). From this position he is able to 
manage the accident mitigation by following the DEOPs and directing the board operators 
who are carrying out the actual actions. 

Each Nuclear Station Operator (NSO) is responsible for one of the control boards and 
remains at his assigned position throughout the accident mitigation. For this reason it is 
unlikely that an error made by one NSO would be detected by the other NSO. As stated 
above, the SCRE first takes control of the accident mitigation by entering and directing 
the DEOPs. Once the SE takes over the DEOP function, the SCRE then is responsible 
for implementing the emergency plan. Once the Technical Support Center (TSC) is 
manned, and the GSEP accident management role has been turned over to the TSC, the 
SCRE will be available to aid in the accident mitigation. 

For the purpose of the HRA, it is assumed that the minimum shift complement will be all 
that is available to make the initial response to an accident. It is assumed that one hour 
after an "alert" is declared the TSC will be manned. If an "alert" is declared early, the 
SCRE is busy fulfilling the role of accident manager until the TSC is manned. If the 
"alert" is declared later, there are less accident manager duties to occupy the SCRE early 
in the event. The impact of the SCRE's duties as accident manager is considered in the 
error recovery. 

Control Room Human Factors 

The D~esden control room appears to be well designed from a human factors standpoint. 
The main control board layout is based upon functional groupings. Color coding is used 
tb separate trains and systems. Mimic buses are used to aid the operator in the selection 
of pumps, valves, electrical power sources, and breakers. This greatly facilitates 
establishing flow paths or providing electrical power. 

Indicator lights are provided adjacent to the control switches for pumps, valves, breakers, 
and other components. A "green board" concept is employed, such that the indicator 
lights are green for normal or expected conditions and red to indicate deviation from the 
norms. , 
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4.4.2.1.2 General Approach 

The analysis of a given operator action requires knowledge of the detection, diagnosis, 
decision, and action execution steps associated with the accomplishment of the action. 
Additionally, performance shaping factors, recovery, and dependency must be 
incorporated. In order to properly address these factors, it is necessary to consider the 
operator action in the context of the accident sequence. 

Determination of Human Error Probabilities 

Each operator action is composed of two parts. The first part is the detection, diagnosis, 
and decision portion. The second part involves the action execution itself. 

The first major part of any operator action is for the operators to notice that some action 
is supposed to be performed. This cognitive portion of the operator action is usually 
referred to as the detection, diagnosis, and decision portion of the operator action. The 
HEP for the detection, diagnosis, and decision portion of the operator action depends 
upon the type of cue which should prompt the action; for example, a procedure step, an 
alarm, or an instrument. The values assigned to this portion of the HEP are taken from 
the appropriate table in NUREG/CR-1278 Chapter 20. 

The action execution portion of a given operator action encompasses those steps which 
must be accomplished to complete the desired action. The. steps required to accomplish 
each operator action were determined based upon what the operator must do to meet the 
specific success criteria utilized in the PRA. It should be noted that a procedure may 
specify more than just the minimum required steps to meet the PRA success criteria. 

For the purposes of determining human error probabilities, only the steps in the procedure 
which were important to accomplishing the function based upon the success criteria were 
considered. Verification steps were considered as a potential for error recovery. 

For DEOP actions which do not explicitly provide direction to the operator, it is assumed 
that the operator is acting from memory. In this case, it is not the operating procedure 
steps which are important, but those steps which the operator recalls. Therefore, it is 
assumed that the operator will respond to the requirements of the DEOPs based upon 
how they have practiced the evolutions during training. For this reason, the Job 
Performance Measure (JPM) procedures were utilized instead of the operating procedures 
for these types of actions. 

Action execution errors in the Dresden HRA are of two types: Omission errors and 
commission errors. The omission errors involve missing procedure steps or, in the case 
of operating from memory, the failure to recall non-written instructions. Commission 
errors include selection of the wrong switch, control, or gage, as well as improper 
operation of controls given that the correct one has been selected. The nominal HEPs for 
errors of omission and commission were taken from the appropriate table in 
NUREG/CR-1278 Chapter 20. 
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Determination of Cases 

In general, a different case of a given operator action is evaluated to account for 
differences in stress level, differences in available recovery factors, or differences 
pertaining to the success or failure of preceding operator actions (dependency). 

Stress 

The tables in NUREG/CR-1278 Chapter 20 represent the HEPs for the "nominal" nuclear 
power plant. It is assumed that such factors as lighting, noise levels, control board 
ergonomics, and administrative controls at Dresden are nominal. Therefore, the major 
performance shaping factor accounted for in this analysis is stress. 

The factors considered when determining the stress level include the time available to 
perform the action, the amount of activity during that time, and the availability of systems 
and components. In general, greater workload, more equipment failures and shorter time 
frames for performing an action were considered to result in ·higher stress. 

The stress levels employed in the analysis were taken from NUREG/CR-1278, 
Table 20-16. Stress levels were taken to be either optimal, moderate, or high. When 
optimal stress applied, the nominal HEPs from the appropriate NUREG/CR-1278 table 
were used for each identified error opportunity. If. stress was considered to be moderate, 
the nominal HEPs were multiplied by a factor of 2; if stress was high, the nominal HEPs 
were multiplied by 5. 

Recovery 

When errors are made in diagnosing or performing an action, there is the possibility that 
the error· will be detected in time to recover the error and continue with the accident 
mitigation. Both specific recoveries and a slack time recovery model were employed in 
this analysis. For the purpose of differentiating different operator action cases, it was 
determined whether there was time available to recover from an error. This type of 
recovery is referred to as "slack time recovery." 

For the first hour into the accident, only identifiable recovery opportunities are credited. 
Some of the recovery opportunities credited in this analysis include the following: 

• a procedure step directing the operator to verify that the system is performing its 
intended function 

• a second alarm at another location in the control room that a different crew 
member may acknowledge 

• an alarm that would indicate that the action had not been performed correctly, 
assuming that there would still be sufficient time to accomplish the action 
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• The non-recovery probabilities associated with these recovery opportunities are taken 
from the appropriate table in NUREG/CR-1278 Chapter 20. 

For actions that are to take place greater than an hour after the initiating event, a slack 
time recovery factor is applied. "Slack time" refers to the amount of time available to the 
operator over and above that necessary to diagnose and perform the action. This . 
recovery is based upon the review of the event progression by a person or persons who 
had not been intimately involved with mitigation of the event up to that point. Recoveries 
of this type include the SCRE becoming available to focus on the event in progress, 
manning of the Technical Support Center, arrival of off-duty personnel to assist in 
accident mitigation and recovery, or arrival of a relieving crew. 

For actions occurring greater than one hour into the accident, a non-recovery probability 
of .21 was applied to account for this extra assistance. This was derived from 
NUREG/CR 1278 Table 20-22(3), "Checking that involves special short term, 1- of -a 
kind checking with alerting factors," which has a mean HEP of 8.1 E-02. A moderate 
dependence of the checker upon the person performing the error is assumed for this . 
recovery action. Using the NUREG/CR-1278 formula for moderate dependence, the slack 
time recovery factor is: 

P[failure to recover I slack time available] = 
= 

[1 + 6*(8, 1 E-02)]/7 
.21 

• Dependence between Operator Actions 

• 

Since the same crew must detect, diagnose, decide, and act upon all actions which take 
place in the scenario, it is reasonable to expect that operator actions are not necessarily 
independent events. If an operator action within a PAT sequence was preceded by an 
earlier failed operator action, this was evaluated and any impact on the calculated human 
error probability (HEP) for the latter event was determined. The method for adjusting the 
HEP was to assign a dependency of the second event upon the first. 

The methodology used in assessing dependencies is discussed below. 

There are two places where dependency must be considered. ·The first is when the crew 
must perform more than one operator action in a given event sequence. The second 
involves the dependency among the subtasks which comprise any single operator action. 

When a given event sequence involved more than one operator action, the dependency 
of each operator action in a plant response tree (PAT) upon the previous operator action 
was considered. For consistency in assigning dependency levels between PAT nodes, 
a decision tree presented was utilized. 

Within a given operator action, the subtasks may also be interdependent. Dependency 
between subtasks of an operator action was determined and the HEPs modified 
accordingly. 
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In assessing dependencies, the five categories presented in NUREG/CR-1278 were 
utilized: Complete, high, moderate, low, and zero dependency. The formulae for the 
conditional probability of failure on task "n," given failure of previous task "n-1" for each 
level of dependence, are presented in Table 20-17 of NUREG/CR-1278. These were 
utilized to appropriately modify the HEP for any given operator action or subtask. 

Quantification 

An HRA tree was constructed to illustrate visually how the error opportunities interrelate. 
These error opportunities are represented by nodes on the HRA tree. Success criteria, 
such as "operator starts one of two pumps," is accounted for by appropriately constructing 
the HRA tree. The analyst labels each end path of the tree as either a success or failure, 
as appropriate. 

Once the HRA tree has been constructed, each opportunity for error (detection, diagnosis, 
decision, action execution) was assigned a nominal HEP from the tables in Chapter 20 
of NUREG/CR-1278. The nominal HEP was modified to account for Dresden and task 
specific performance shaping factors (stress in this analysis) to obtain an HEP for the 
error opportunity. The HRA tree was quantified in accordance with the methods presented 
in NUREG/CR-1278 to obtain the base case HEP. The dependency of each node upon 
the preceding node (if applicable) was determined, and the HEP modified accordingly. 
Finally, if slack time recovery was applicable, the .21 factor was applied . 

4.4.2.2 Description of Phase II HRA Methodology 

As stated in the second paragraph in Section 4.4.2, the purpose of the Phase II HRA was 
·to verify the assumptions made during the Phase I Dresden HRA through the use of 
interviews with Dresden operations and/or training personnel and simulator observation 
of routine scenarios. 

Discussions were held with members of operations and training at various times 
throughout Phase I of the HRA effort. Additionally, observations of two crews 
encountering station black out scenarios in the Dresden simulator were utilized to validate 
assumptions made in the Phase I HRA. 

Once the initial HRA was completed, further discussions with Dresden Training personnel 
and an additional simulator observation took place to ensure that the assumptions used 
were appropriate. Special emphasis was placed on those operator actions which were 
important to risk, based upon initial quantifications of the Dresden PAA. These 
discussions comprised the Phase II HRA. 

On July 29; 1992, a meeting was held between the HRA analysts and members of the 
Dresden simulator training organization. Discussions of specific operator actions were 
held with simulator instructors.· This discussion portion of Phase II focused on the 
operator actions which were important contributors to core damage. Selected operator 
actions were also discussed with operators and instructors at the simulator during and 
after one of the training exercises. 
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• A copy of the appropriate cue table and the subtask analysis table from the Phase I 
analysis was utilized to discuss the assumptions behind each selected analysis with the 
simulator instructor. In addition, one simulator exercise was observed. The exercise was 
a loss of electrical bus, A TWS, and station black out. 

4.4.2.3 HRA Results 

The results of the Phase I HRA are presented first, followed by a discussion of the impact 
of the Phase II analysis on the risk-significant operator actions. 

4.4.2.3.1 Phase I HRA 

Each of the operator actions identified was quantified as described above. The results 
of this quantification are presented in Tables 4.4.2-1 and 4.4.2-2. Note that more than 
one case was identified for many of the operator actions; as discussed above, this was 
to account for differences in stress, dependency, and slack time recovery on a sequence
by-sequence basis. 

Three broad categories were identified to classify the operator actions according to the 
. mean human error probability. These three classes are defined below: 

Class I: For HEP ;:::0.01, failure due to operator error is likely to occur. 

•. Class II: For 0.01 > HEP ~ 0.001, human error probability is considered to be 
normal. Failure is small but expected in this normal range. 

• 

Class Ill: For HEP < 0.001, failure due to operator action is unlikely to occur. 

The column labeled "CLASS" in Tables 4.4.2-1 and 4.4.2-2 indicates which of the above 
categories contains each of the operator actions in the Dresden model. 

4.4.2.3.2 Phase II HRA 

For the most part, the Phase II review upheld the general assumptions utilized in the 
Dresden Phase I HRA. 

However, the instructor did indicate some differences in the cues and/or action steps 
modeled for some of the operator actions. Additionally, insight was gained from the 
simulator observation regarding the functioning of the crew as a team in implementing the 
DEOPs. Finally, the trai.ning emphasis placed on certain parameters or scenarios was 
conveyed. These factors could result in a reevaluation of the risk-important operator 
actions and, potentially, a lower human error probability. This impact is addressed in the 
following paragraphs . 
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• TABLE 4.4.2-1 
SUMMARY OF PRT OPERATOR ACTION CASES 

OPERATOR ACTION DESCRIPTION CLASS CASE STRESS DEPEND RECOVER MEAN 
HEP 

OIC: Operator Manually Initiates I OIC-CS1 1.0 
Isolation Condenser I OIC-CS2 Optimal Zero No 3.7E-02 

ORP: Operator Manually Initiates I ORP-CS1 High Zero No 5.1 E-02 
Recirculation Pump Trip 

OAT: Operator Manually Initiates II OAT-CS1 High Zero No 6.0E-03 
Alternate Rod Insertion I OAT-CS2 High Moderate No 1.5E-01 

OSL 1: Operator Action to Initiate II OSL1-CS1 Optimal Zero No 8.7E-03 
Standby Liquid Control Early I OSL1-CS2 High Zero No 4.5E-02 

OSL2: Operator Action to Initiate I OSL2-CS1 Moderate High Yes 1.1E-01 
Standby Liquid Control Late 

OAL: Operator Controls Water Level I. OAL-CS1 Optimal Zero No 4.4E-02 
to Top of Active Fuel I OAL-CS2 Optimal Low No 9.2E-02 

OMUP: Operator Action to Provide II OMU-CS1 Optimal Zero No 7.9E-03 
Makeup to the Isolation Condenser 

OAD: Operator Action to Initiate OAD-CS1 Optimal Zero Yes 1.0E-03 
ADS OAD-CS2 Moderate Zero Yes 2.1 E-03 

OAD-CS3 Moderate Zero No 9.8E-03 

• OAD-CS4 Optimal Moderate Yes 3.1 E-02 

OAD-CS5 Moderate Moderate No 1.5E-01 

OAD-CS6 High Zero No 2.5E-02 

OAD-CS7 Optimal Zero No 4.9E-03 

OSPC: Operator Action to Align for 11 OSP-CS1 Optimal Zero Yes 1.6E-04 
Suppression Pool Cooling Ill OSP-CS2 Moderate Zero Yes 4.4E-04 

I OSP-CS3 High High Yes 1.1E-01 

II OSP-CS4 Moderate Zero No 2.1 E-03 

II OSP-CS5 High Zero No 7.5E-03 

I OSP-CS6 Optimal High No 5.0E-01 

Ill OSP-CS7 Optimal Zero No 6.6E-04 

I OSP-CS8 Optimal High Yes 1.1E-01 

II OSP-CS9 High Zero Yes 1.6E-03 
I OSP-CS10 Moderate High Yes 1.1 E-01 

I OSP-CS11 High High No .5 

OCNTS: Operator Action to Initiate I OCN-CS1 High Zero Yes 3.6E-02 
Containment Sprays II OCN-CS2 Optimal Zero Yes 6.9E-03 
OVNT: Operator Action to Vent Ill OVT-CS1 Optimal Zero Yes 2.5E-04 
Containment Ill OVT-CS2 Moderate Zero Yes 5.0E-04 

II OVT-CS3 High Zero Yes 1.3E-03 
OHX: Operator Aligns CCSW to II OHX-CS1 Optimal Zero No 8.8E-03 
LPCI Heat Exchanger II OHX-CS2 Optimal Zero Yes 1.8E-03 

• I OHX-CS3 Moderate Zero No 1.8E-02 
II OHX-CS4 High Zero Yes 9.2E-03 
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TABLE 4.4.2-1 (Continued) 
SUMMARY OF PRT OPERATOR ACTION CASES 

OPERATOR ACTION DESCRIPTION CLASS CASE STRESS DEPEND RECOVER 

U::>l;jlJ::>: Operator Initiates I OSB-Li::>1 Moderate LOW Yes 
Containment Flooding I OSB-CS2 High Low Yes 

I OSB-CS3 High Zero No 

I OSB-CS4 High Zero No 

OAVR: Operator Action to Vent I OVR-CS1 Moderate Zero Yes 
Reactor Vessel for Containment 

I OVR-CS2 High Zero Yes Flooding 

OIS: Operator Action to Isolate IUIS-lJS1 Moderate I Lero NO 

Interfacing Systems LOCA OIS-CS2 Moderate High No 

OFW: Operator Action to Restore OFW-CS1 Moderate Zero Yes 
Feedwater Injection OFW-CS2 High Zero No 

OFW-CS3 High Low No 

OFW-CS4 Optimal Zero Yes 

OFW-CSS Moderate Zero Yes 

OFP: Operator Action to Connect OFP-CS1 Moderate Zero Yes 
Fire Protection System to Feedwater OFP-CS2 High High Yes 
System OFP-CS3 High Zero No 

OIC2: Operator Action to Prevent 012-CS1 High Zero Yes 
Loss of DC Failure of the Isolation 
Condenser 

OSS: Operator Action to Recover Ill OSS-CS1 Optimal Zero Yes 
Service Water/Turbine Building CCW II OSS-CS2 Moderate Zero ·Yes 

I OSS-CS3 Moderate Low Yes 
. II OSS-CS4 Moderate Zero No 
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MEAN 
HEP 

1.7E-02 

3.BE-02 

5.1 E-02 

3.2E-02 

1.0 

1.0 

1.0 

1.0 

5.4E-03 

1.1 E-01 

1.5E-01 

1.0 

1.0 

4.4E-02 

1.6E-01 

5.4E-01 

1.0 

7.4E-04 

1.BE-03 

1.2E-02 

8.BE-03 



• TABLE 4.4.2-2 
SUMMARY OF DRESDEN FAULT TREE OPERATOR ACTIONS 

OPERATOR ACTION DESCRIPTION CLASS NAME MEAN 
HEP 

Operator fails to energize bus 23 from 23-1 II 2ACBS23-1-23-H-- 4.6E-03 
Operator fails to energize bus 24 from 24-1 

2ACBS24-1-24-H--

Operator fails to energize bus 28 from bus 29 II 2ACBS28-29---H-- 7.9E-03 
Operator fails to energize bus 29 from bus 28 

2ACBS29-28---H--

Operator fails to energize bus 25 from 27 II 2ACCB2527----H-- 1.6E-03 

Master trip unit (A, B, C, or D) not restored II 2ATAD22A-----H-- 3.7E-03 
after test/maintenance 2AT AD22B-----H-

2ATAD22C-----H-
2ATAD22D-----H-

Operator fails to prevent feedpump trip on I 2FWRV--------H-- 1.0 
high reactor water level 

Operator fails to start standby RFP (if not auto II 2FWPMA-3201--H-- 1.6E-03 
start) 

Operator fails to restart RFP following high II 2FWPM3201----H-- 2.5E-03 
level trip 

Operator fails to open LPCI injection valves Ill 2LIMV-22A-22BH-- 3.6E-04 

• Operator manually initiates HPCI (recognize II 2CASB2330-322H-- 4.9E-03 
that it has not automatically initiated and push 
button) 

Perform actions for manually initiating HPCI in . II 2H ISY--------H-- 2.4E-03 
DOP 2300-3 

Operator fails to switch service water strainers II 2SWFL3902----H-- 5.3E-03 
daily 

During a transient, operator fails to start I II 2TBPM2B3801--H-- 1.6E-03 
TBCCW pump after the running pump has 
failed due to random fault or loss of support 
power 

Operator fails to initiate core spray manually I 2CSMV140225A-H-- 1.0 
following failure of automatic initiation. 

Operator fails to locally open MOV 4399 after I 21CMV4399-74-H-- . 1.0 
being unable to open the valve from the 
.control room. ' 

Failure to restore Unit 1. diesel fire pump II BFPPD1-G-112AH-- 8.0E-03 
following test or maintenance 

Failure to restore Unit 2/3 diesel fire pump I BFPPD2/3-4101 H-- 1.1 E-02 
following test or maintenance 

• 
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The three risk-significant operator actions, based upon the current quantification of the 
Dresden model, are OMUP (operator action to provide make-up to the isolation 
condenser), OAD (operator action to initiate depressurization), and OSPC (operator 
initiates suppression pool cooling). No change in the HEP for OMUP was considered 
appropriate. For the other two operator actions there is the potential to reduce the 
assumed dependency upon previously failed operator actions in some cases. Each case 
of OAD and OSPC which had an assigned dependency other than zero was reevaluated. 
Based upon the simulator observation and the discussions with the instructors, reduction 
in the dependency was considered appropriate as follows: 

For OAD, the information that two board operators monitor separate level instrumentation, 
and the emphasis in training on this important parameter, could support a reduction in the 
dependency level of OAD upon previous operator actions. In the dominant sequences 
involving OAD, it is typically this dependency which accounts for the majority of the HEP 
associated with this operator action. 

In the Phase I analysis of OAD, the dependency was dictated by a "heavy" workload and 
the same operator performing the task as failed the previous task. For the cases 
.reevaluated here, the previous operator actions would not be performed by the same 
operator. Utilizing the same decision tree as employed for Phase I allows the assignment 
of low dependency in place of moderate (and zero dependency in place of low) for these 
cases . 

OSPC was similarly reanalyzed. The crew is trained to focus on suppression pool cooling 
as a critical function, and anticipates the need for this function any time heat is added to 
the suppression pool (such as SRVs lifting, or the initiation of HPCI). A lower 
dependence level may be appropriate in some cases. The cases analyzed in Phase I 
utilized high dependency, based upon the same operator and a heavy workload. The 
decision tree allows the assignment of moderate to high dependency . under these 
circumstances. Based upon the Phase II information, use of moderate dependency is 
justified in some cases. Note that when the previously failed operator action was OHX 
(operator injects through the residual heat removal heat exchanger), the Phase I high . 
dependency was retained because the steps of OHX are a subset of the steps of OSPC. 

Table 4.4.2-3 shows the results of the reanalysis of affected cases of OAD and OSPC. 
Note that the revised HEPs apply only to the cases and applicable trees shown in the 
table. These HEPs were used in the accident sequence quantification. 

4.4.3 Common Cause Analysis 

"Common cause" describes multiple failures of functionally identical components due to 
a single, shared cause. Common cause analysis (CCA) evaluates the effects of these 
dependencies that may affect the ability of a system to prevent or mitigate a severe 
accident. 
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• TABLE 4.4.2-3 
DRESDEN PHASE II HRA FOR RISK-SIGNIFICANT OPERATOR ACTIONS 

Case Tree(s) To Stress Slack Time PHASE I PHASE II PHASE PHASE II 
Which Change Recovery Dependency Dependency I HEP HEP 

Applies . 

OAD-CS4 SBO Optimal Yes Moderate Low 3.1 E-02 1.1 E-02 

OAD-CS5 SBO Moderate No Moderate Low 1.5E-01 5.9E-02 

OAD-CS8 LOOP Moderate Yes Moderate Low 3.2E-02 1.2E-02 

OAD-CS9 LOOP Optimal Yes Low Zero 1.1 E-02 1.0E-03 

OSP-CS3 Transient, IORV, High Yes High Moderate 1.1E-01 3.1 E-02 
SBO, LOOP, 
ATWS 

OSP-CS3 125VDC High Yes High Moderate 1.1E-01 3.5E-02 

OSP-CS10 SBO Moderate Yes High Moderate 1.1E-01 1.1 E-02 

OSP-CS11 SBO High No High Moderate 5.0E-01 1.5E-01 

• 

• 
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The Dresden CCA modeled common cause failures at the basic event level, employing 
the Multiple Greek Letter (MGL) method as defined in NUREG/CR-4780, "Procedures for 
Treating Common Cause Failure in Safety and Reliability Studies." The MGL method 
uses the parameters beta (~). gamma (y), and delta (8), defined as follows: 

~ conditional probability that the common cause of a component failure will be 
shared by one or more additional components 

y conditional probability that a common cause failure of two components will be 
shared by one or more additional components 

conditional probability that a common cause failure of three components will be 
shared by one or more additional components 

The MGL method allows one to continue defining parameters as far as desired. 
Consideration of more than three parameters generally reduces conservatism but can 
become unwieldy. The Dresden CCA assumed that common cause groups with greater 
than four components were adequately represented by the three-parameter analysis 
without being overly conservative. 

The evaluation of Dresden failure data indicated that there had been no common cause 
events at the Dresden site applicable to current maintenance and operating practices. 
As a result, to more realistically model current experience at Dresden, a Dresden-specific 
evaluation of common cause failure events was performed. Dresden-specific common 
cause parameters were developed for components that had data available, including the 
following: 

• Circuit Breakers 
• Check Valves 
• Service Water Pumps 
• Diesel Generators 
• Motor-operated Valves 
• Relief Valves 
• HPCI Room Coolers 
• Fans 

A generic common cause failure database was developed from EPRI NP-3967, 
"Classification and Analysis of Reactor Operating Experience Involving Dependent 
Events," supplemented with events from the September 1990 EPRI draft report, 
"A Database of Common Cause Events for Risk and Reliability Evaluations." 

A four-member expert judgement panel reviewed data from the generic common cause 
failure database for applicability to CECo plants. IPEP and CECo each provided two 
members to the panel: one representing the Dresden IPE and one representing the Zion 
IPE. The members from IPEP were common cause data specialists and the members 
from CECo were plant experts. One CECo plant expert had previously worked as an 
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SRO and was familiar with current plant practices and procedures as well as those in 
practice at the time of the events in the generic common cause failure database. 

The common cause failure database was reviewed for events applicable to Dresden. The 
expert panel came to a consensus opinion on each generic common cause event's 
applicability to Dresden, based upon current Dresden system configuration, and 
maintenance and operating practices. Events involving known common cause 
mechanisms addressed by specific programs in place at Dresden were discarded from 
the database as were common cause events that occurred due to specific system 
configurations not present at Dresden. Events involving common cause mechanisms that 
have been addressed in general by maintenance or operating practices at Dresden were 
assigned a lesser probability of occurrence based on judgement of the panel. 
Table 4.4.3-1 shows the Dresden-specific MGL parameters resulting from this analysis. 

An average common cause component group was quantified from a composite of all the 
common cause failures for all components in the database (ALL in Table 4.4.3-1 ). Use 
of the parameters calculated for this average common cause group was extended to 
components that have no history of common cause failure, but were judged by the analyst 
to have some potential for common cause failure. The common cause contribution for 
the following components was calculated using the average MGL values: 

• 
• 
• 
• 
• 
• 
• 
• 
• 

Relays, including contacts and coils 
Switches, including temperature, level, and pressure switches 
Dampers 
Explosive valves 
Solenoid-operated valves 
Diesel-driven pumps 
Strainers and filters 
Check valves 
Timing relays 

In general, the components included in this list were judged to be less complex than the 
components in the database and thought to have less potential for common cause failure 
mechanisms. Therefore, assignment of the average common cause parameters is judged 
to be realistic . 
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TABLE 4.4.3-1 

MGL PARAMETERS FOR DRESDEN 

TWO-COM PONE NT 
FOUR-COMPONENT SYSTEM THREE-COMPONENT SYSTEM SYSTEM 

CC COMPONENT 
GROUP BETA GAMMA DELTA BETA GAMMA BETA 

CB --a-- --a-- --a-- 5.6E-02 9.3E-01 5.4E-02 

CS PUMP --a-- --a-- --a-- --a-- --a-- 7.2E-02 

CV 8.7F03 --b-- ·:b-- 5.SE-03 --b-- 2.9E-03 

SW PUMP 1.6E-03 7.SE-01 5.7E-01 1.4E-03 6.0E-01 1.1E-03 

DG --a-- --a-- --a-- 7.5E-03 1.6E-01 4.3E-03 

HIGH-HEAD PUMP --a-- --a-- --a-- --a-- --a-- 3.2E-02 

MOV 1.7E-02 5.0E-01 6.SE-01 1.4E-02 4.7E-01 1.0E-02 

SLC RELIEF VALVE 1.1 E-02 --b-- --b-- 7.5E-03 --b-- 3.7E-03 

ELECTROMATIC 2.4E-01 7.1 E-01 1.0E+OO 2.1 E-01 7.SE-01 1.9E-01 
RELIEF VALVE 

SRV 1.1E-01 6.6E-01 2.1 E-01 9.7E-02 3.5E-01 6.5E-02 

HVAC CHILLER --a-- --a-- --a-- 3.1 E-03 1.3E-01 1.7E-03 

FAN 1.2E-02 1.0E+OO 1.0E+OO 1.2E-02 1.0E+OO 1.2E-02 

ALL 2.5E-02 7.2E-01 5.9E-01 2.3E-02 5.SE-01 1.SE-02 
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The following general equation expresses the probability (QJ of a subset of multiple 
component failures of size k within a common cause group of size m due to common 
cause in terms of the MGL parameters defined earlier: 

where 

k 

Oictm = (m~1} ( i~ Pi ) (1 - Pk+1) ~ 
k-1 

P1 = 1 
P2 = p 
P3 = Y 
P4 = a 

Pm+1 = 0 

and where Q1 represents the random portion of the failure rate of the component for the 
given failure mode. Again, the Dresden CCA used only three MGL parameters. 

The denominator of the fraction in the equation for Owm contains the binomial expansion 
coefficient: 

(
m - 1 ) _ (m - 1 ) I 
k - 1 - (k - 1) ! (m - k) ! 

This represents the number of ways m-1 components can be grouped into sets of size -1. 
The fault tree should include this number of similar common cause events. The 
coefficient assures that each common cause event gets a fraction of the common cause 
probability for a system of size m and order k such that the sum of the common cause 
events equals the total common cause contribution. 

We can represent the above equation for Owm in the following manner: 

Qk/m = {MGL Factor)1c1m Qt 

Strict adherence to the above methodology requires that fault trees include all common 
cause event combinations, including those that exceed the failure criterion for the given 
set of components. For example, a fault tree representing a system of four pumps in 
which only two must succeed has to include an event representing common cause failure 
of all four pumps. The reason for this lies in the (1-pk+1) factor in the equation for Owm· 
In essence, this factor eliminates the contribution of higher-order common cause events 
(e.g., a second-order common cause failure for a set of three check valves represents 
failure of two and only two check valves). Because the factor eliminates higher-order 
common cause contributions, higher-order terms must be explicitly included in the fault 
trees to properly account for all common cause events that cause system failure . 
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This presents a difficulty, especially for the process of modeling systems in various 
degraded support state conditions. In general, system models for cases in which one or 
more trains are unavailable due to degraded support systems were created by trimming 
out the unavailable trains from the more general all-support-systems-available fault trees, 
thus eliminating some non-minimal common cause events. 

Rather than adding back all common cause events that were trimmed in each degraded 
support state model, the Dresden CCA eliminated the (1-p) factor from the MGL factor 
equations. This yields a slightly higher (i.e., conservative) unavailability because with this 
alteration, a given common cause event for failure of k out of m components actually 
represents the failure of at least k out of m components. Generally, this conservatism 
affects fault trees that model systems with all supports available more than it affects those 
modeling degraded support states. An additional benefit of this innovation is that 
common cause failures need only be modeled up to the failure criteria for the component 
set. Non-minimal common cause events are represented in each lower-order common · 
cause event. 

Table 4.4.3-2 shows the equations used in the Dresden CCA process to generate the 
MGL factors, and Table 4.4.3-3 shows the component-specific MGL factors derived from 
Tables 4.4.3-1 and 4.4.3-2 for the Dresden IPE. The first column of Table 4.4.3-3 shows 
both the Dresden-specific component code and the applicable component category from 
Table 4.4.3-1. To duplicate a common cause event probability, multiply the failure rate 
of the random event on which the common cause event is based by the MGL factor 
shown in Table 4.4.3-3. 

4.4.4 Internal Flooding Analysis 

The internal flooding analysis was performed to identify potential sources of flooding and 
spraying internal to Dresden, and the event sequences associated with these sources that 
could potentially lead to core damage. Pipe, tank, and valve ruptures, etc., could lead 
to flooding and/or spraying of plant equipment, resulting in failures that could trip the 
reactor and impair the operation of equipment needed to safely shutdown the plant. The 
impact of the potential flooding/spraying was assessed to assure that all potential core 
damage sequences of high probability would be identified . 
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• TABLE 4.4.3·2 
EQUATIONS FOR GENERATING MGL FACTORS FROM~' y, 8 

COMPONENTS IN NUMBER OF FAILED COMPONENTS (k) 
SYSTEM (m) 

2 3 4 

2 p 

3 112xp pxy 

4 1/3xP 1/3xpxy pxyxo 

• 

• 
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• TABLE 4.4.3-3 
MGL FACTORS FOR DRESDEN 

COMPONENT COMPONENTS IN NUMBER OF FAILED COMPONENTS (k) 
TYPE SYSTEM (m) 2 3 4 

2 1.10E-03 
PM 
(SW PUMP) 3 7.00E-03 8.40E-04 

4 5.33E-04 4.16E-04 7.11E-04 

2 5.40E-02 
CB 

3 2.80E-02 5.21 E-02 

2 2.90E-03 

CV 3 2.90E-03 3.36E-03 

4 2.90E-03 2.09E-03 3.70E-03 

DG 
2 4.30E-03 

3 3.75E-03 1.20E-03 

2 1.00E-02 
MV 
(MOV) 3 7.00E-03 6.58E-03 

4 5.67E-03 2.83E-03 5.78E-031 

AM 2 3.70E-03 

• (SLC RELIEF 3 3.75E-03 4.35E-03 
VALVE) 

4 3.67E-03 2.64E-03 4.67E-03 

AS 2 1.90E-01 

(ELECTRO-MA TIC 3 1.05E-01 1.64E-01 
RELIEF VALVE) 

4 8.00E-02 5.68E-02 1.70E-01 

2 6.50E-02 
AV 
(SRV) 3 4.85E-02 3.40E-02 

4 3.67E-02 2.42E-02 1.52E-02 

RF 
. 

2 1.70E-03 
(HVAC CHILLER) 

3 1.55E-03 4.03E-04 

2 1.20E-02 
FN 
(FAN) 3 6.00E-03 1.20E-02 

4 4.00E-03 4.00E-03 1.20E-02 

2 1.80E-02 

ALL 3 1.15E-02 1.33E-02 

4 8.33E-03 6.00E-03 1.06E-02 

• 
726302SU .144/011893 4-152 



• 

• 

• 

4.4.4.1 Information Collection 

Much information needed for the analysis was taken from the Safe Shutdown Report 
(SSR) prepared in response to the requirements of 1 OCFR Part 50, Appendix R. The fire 
zones developed for the SSR were generally found to be acceptable for use as flooding 
zones. The list of equipment necessary for safe shutdown developed for the SSR was 
used for the internal flooding analysis as well. 

Additional information necessary to the analysis was collected during plant walkdowns. 
This included investigation of the potential flooding and spraying sources, the equipment 
that would be affected by these sources, the potential for flooding propagation between 
areas, and flood mitigation features in the various areas. The walkdowns encompassed 
those areas judged to be of possible significan·ce in terms of core damage potential in a 
flooding zone screening process. 

4.4.4.2 Screening Process 

Core damage results from the combination of an initiating event and failure of systems 
or components necessary to the safe shutdown of the plant. The safe shutdown systems 
are sufficiently reliable to reduce the core damage frequency to within acceptable levels 
for trip initiators. on the order of several per year. Flooding events such as pipe, valve, 
and tank breaks or ruptures are sufficiently infrequent to be unimportant as trip initiators 
alone. Only if the same flooding event also degrades safe shutdown capability will the 
potential for core damage become significant. 

The flooding zones judged to be of possible significance were, therefore, those containing 
both safe shutdown equipment and equipment whose failure would result in a reactor trip. 
These zones were investigated during the plant walkdowns. Other flooding zones were 
eliminated from further analysis as possible contributors to core damage. 

4.4.4.3 Qualitative Analysis 

The information gathered as described in Section 4.4.4.1 was used to analyze the 
flooding zones with the potential for core damage. The potential for flooding to result in 
equipment failure was investigated. Many zones were found to have drainage adequate 
to mitigate the effects of any flooding that could affect the zone. The potential for flood 
propagation to other zones was investigated. The potential for water spray to result in 
equipment failure was investigated. Shielding and distance from potential spray sources 
was considered. Qualification of equipment for operation in adverse environments was 
considered. 

4.4.4.4 Results 

All of the flooding zones except for the Unit 2 and 3 Turbine Building Condensate Pump 
Rooms were eliminated from consideration during the qualitative analysis. The frequency 
for flooding occurring in the Condensate Pump rooms is approximately 1.2E-02 per year. 
This event would be similar to a loss of feedwater transient which is already considered 
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in the evaluation of transient events. This contribution to the transient initiator is 
probabilistically insignificant in comparison with the transient initiator frequency. 

4.4.5 Equipment Survivability 

As part of the Dresden IPE, equipment important for prevention of core damage and/or 
containment failure was evaluated for survivability during the range of accident conditions· 
postulated in the IPE. To accomplish this task, the Dresden equipment survivability study 
was divided into three phases: 

Phase I: 
Phase II: 
Phase Ill: 

Support State and Fault Tree Assumptions 
IPE Conditions 
Accident Management/Core Damage Conditions. 

For Phase I of the study, the assumptions regarding support equipment in the support 
state and fault tree models were reviewed. Analyses were then completed, as necessary, 
to verify the assumptions. 

Phase II of the study involved a review of all Plant Response Trees (PRTs) for a 
determination of the equipment (including instrumentation) important in achieving 
'successful' end states. The limiting conditions, with respect to the PRTs, were then 
identified for each piece of equipment and a survivability evaluation was completed. Only 
equipment with a potential of experiencing a harsh environment as a result of the event 
were evaluated. 

Phase Ill of the study will consider the equipment identified for accident management 
purposes. This will include the equipment needed for post-24 hour accident management 
to maintain the plant in a safe, stable state (see also ·sAM discussion in 4.1.3.4); the 
equipment needed for containment accident management following a core damage event; 
and any other equipment which.is identified for th~ overall CECo accident management 
program. 

4.4.5.1 Phase I - Support State and Fault Tree A,ssumptions 

Equipment Identification 

For Phase I, the support state and fault tree models were reviewed to determine those 
assumptions which impact equipment survivability. The results of the review indicated 
that assumptions regarding support equipment for the LPCI pumps, Isolation Condenser 
Makeup pumps, HPCI pumps, CCSW pumps, FW pumps, TBCCW pumps, CS pumps 
and diesel generators affected the survivability of these components. The support 
equipment considered included room coolers, oil coolers and seal coolers. 

Assumptions 

The support state and fault tree models made the following assumptions regarding 
equipment survivability: 
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1 . Lack of room coolers will not impact any pump operability. 

2. Failure of oil and seal cooling results in rapid pump failure. 

Evaluation Methodology 

Each component was evaluated assuming a loss of applicable support equipment to 
determine survivability. The evaluations utilized but were not limited to pump/motor data, 
plant specific equipment qualification (EQ) data, generic EQ data, equipment design 
reports, various test data, specific component analyses, etc. The intent of the evaluation 
was to compare the environmental conditions the components would be subjected to 
following loss of support equipment (i.e., temperature, humidity) against those conditions 
to which the components were designed, tested and/or subjected. 

Results 

Th~ results of the survivability evaluations indicated the following: 

1. Failure of seals and seal cooling was, in all cases, assumed as a failure mode of 
the pump. This is generally due to the available failure data which includes these 
failures in the respective pump failures. 

2 . Room/area cooling for the CCSW and feed water pumps and diesel generators 
was assumed to fail the respective components and a survivability evaluation was 
therefore not required. 

3. Previously performed analyses were reviewed for applicability for the Core 
Spray/LPCI pump rooms and HPCI pump room. These analyses indicate that the 
equipment in these rooms will survive the environment posed by loss of room 
cooling. 

4. The design documentation for the Isolation Condenser makeup pumps was 
reviewed and the system design representative interviewed. The design of the 
pump and system is such that the loss of the room cooling fans is not expected 
to increase the temperature in the room and further survivability evaluation was 
therefore not required. 

Conclusion 

The support state and fault tree model assumptions regarding support equipment are 
consistent or conservative with respect to the results of the survivability evaluations. 

4.4.5.2 Phase II - IPE ·Conditions 

The Initiating Events Notebook was reviewed to determine the initiators with a potential 
for producing a harsh environment. The Large LOCA, Interfacing Systems LOCA, 
Medium LOCA, and Small LOCA all have a potential for producing a harsh environment. 
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Those events within any PRT with a potential for producing a harsh environment were 
also evaluated. The failure of the HPCI, feedwater and main steam systems could 
produce such an environment. The Initiating Events Notebook documents an analysis 
dismissing this potential on the basis of low probability. As a result, these events were 
not considered in this analysis. 

The basic event list was reviewed for each of the systems associated with the fault trees 
supporting the PRT top nodes to determine the equipment assumed to be required for 
operation. The purpose of this review was to identify the instruments/components that 
the plant operators need to have operational to enable them to carry out the human 
actions identified in the PRTs and fault trees. The components that were identified to be 
located in a potentially harsh environment, as a result of tbe initiator, were identified and 
are listed in Table 4.4.5-1. 

Evaluation Methodology 

To perform an evaluation of the important equipment, the limiting IPE conditions (i.e., 
temperature, pressure, humidity) for each piece of equipment was identified based on 
consideration of important equipment for each initiating event. The limiting IPE conditions 
were then evaluated versus plant specific equipment qualification (EQ) data to determine 
availability of the equipment. For those instances in which the equipment is not included 
in the Dresden EQ program, the survivability evaluation was completed by comparing the 
limiting IPE condition with data excerpted from, but not limited to, generic EQ data, test 
data, design reports, specific component analyses, etc. 

Results for Phase II 

For the Dresden Phase II evaluation, all components have been shown to be available 
via survivability evaluation. 

4.4.5.3 Phase Ill - Accident Management/Core Damage Sequences 

Preliminary lists of important components and instruments (Table 4.4.5-2, Table 4.4.5-3 
respectively) for Phase Ill are included. The identification and survivability evaluations 
for this portion of the Dresden equipment survivability program is beyond the scope of this 
report; these evaluations will be included as part of the implementation phase of an 
Accident Management program . 
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TABLE 4.4.5-1 
COMPONENTS LOCATED IN AN AREA 

WITH A POTENTIALLY HARSH ENVIRONMENT 

COMPONENT LOCATION EVENT(S) 

RX VES HP CHA TRIP UNIT 2-263-22A RB 2nd Floor SLOCA, ISLOCA 

RX VES HP CH B TRIP UNIT 2-263-22B RB 2nd Floor SLOCA, ISLOCA 

RX VES HP CH C TRIP UNIT 2-263-22C RB 2nd Floor SLOCA, ISLOCA 

RX VES HP CH D TRIP UNIT 2-263-220 RB 2nd Floor SLOCA, ISLOCA 

PNL 2202-24A RB 517' SLOCA, ISLOCA 

PNL 2202-24B RB 517' SLOCA, ISLOCA 

PNL 2202-70A RB 517' SLOCA, ISLOCA 

PNL 2202-70B RB 517' SLOCA, ISLOCA 

PNL 2202-524A RB 517' SLOCA, ISLOCA 

PNL 2202-524B RB 517' SLOCA, ISLOCA 1 

PNL 2202-548A RB 517' SLOCA, ISLOCA 

PNL 2202-548B RB 517' SLOCA, ISLOCA 

PNL 2202-549A RB 517' SLOCA, ISLOCA 

PNL 2202-549B RB 517' SLOCA, ISLOCA 

PRESS TRANS 2-263-20A RB 2nd Floor SLOCA, ISLOCA 

PRESS TRANS 2-263-20B RB 2nd Floor SLOCA, ISLOCA 

PRESS TRANS 2-263-20C RB 2nd Floor SLOCA, ISLOCA 

PRESS TRANS 2-263-200 RB 2nd Floor SLOCA, ISLOCA 

DC PANEL 2 RB 570' LLOCA, SLOCA, ISLOCA 

LIS 263-72A RB 2nd Floor LLOCA, SLOCA, ISLOCA . 

LIS 263-72B RB 2nd Floor LLOCA, SLOCA, ISLOCA 

LIS 263-72C RB 2nd Floor LLOCA, SLOCA 

LIS 263-720 RB 2nd Floor LLOCA, SLOCA 

SWITCH PS 1632A RB 2nd Floor LLOCA, SLOCA 

SWITCH PS 1632B RB 2nd Floor LLOCA, SLOCA 

SWITCH PS 1632C RB 2nd Floor LLOCA, SLOCA 

SWITCH PS 16320 RB 2nd Floor LLOCA, SLOCA 

PS 263-52A RB 2nd Floor LLOCA, SLOCA, ISLOCA 

PS 263-52B RB 2nd Floor LLOCA, SLOCA, ISLOCA 

MCC 28-1 RB 517' LLOCA, SLOCA, ISLOCA 

MCC 29-1 RB 517' LLOCA, SLOCA, ISLOCA 

MOV 2-1402-25A RB 2nd Floor LLOCA, SLOCA, ISLOCA 

MOV 2-1402-25B RB 2nd Floor LLOCA, SLOCA, ISLOCA 

CS PUMP MOP 2A-1401 RB 476' LLOCA, SLOCA, ISLOCA 

CS PUMP MOP 2B-1401 RB 476' LLOCA, SLOCA, ISLOCA 

AIR ACCUMULATOR CHECK VLV 1601-24 RB 570' LLOCA 

AIR OPERATED DAMPER 1601-23 RB 570' LLOCA 

AIR OPERATED DAMPER 1601-24 RB 570' LLOCA 

AIR OPERATED DAMPER 1601-60 RB 504' LLOCA 

AIR OPERATED DAMPER 1601-61 RB 504' LLOCA 

AIR OPERATED DAMPER 1601-62 RB 570' LLOCA 
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TABLE 4.4.5-1 {Continued) 
COMPONENTS LOCATED IN AN AREA 

WITH A POTENTIALLY HARSH ENVIRONMENT 

COMPONENT LOCATION EVENT(S) 

AIR OPERATED DAMPER 1601-63 RB 570' LLOCA 

M0-2301-8 x-area 517" MLOCA, SLOCA 
PRESS SWITCH MTU 2391-01A (RX Press) RB 517' MLOCA, SLOCA 

PRESS SWITCH MTU 2391-01 B (RX Press) RB 517' MLOCA, SLOCA 
PRESS SWITCH MTU 2391-01C (RX Press) RB 517' MLOCA, SLOCA 

PRESS SWITCH MTU 2391-010 (RX Press) RB 517' MLOCA, SLOCA 

MCC 28-2 RB 538 LLOCA 

MCC 28-7 /29-7 RB 517' LLOCA, ISLOCA 

MCC 29-2 RB 517' LLOCA 

MCC 29-4 RB 517' LLOCA, ISLOCA 

MCC 29-7 RB 517' ISLOCA 

MOV 2-1501-11A RB 508' LLOCA 

MOV 2-1501-11B RB 508 LLOCA 

MOV 2-1501-18A RB 476' LLOCA 

MOV 2-1501-18B RB 476' LLOCA 

MOV 2-1501-19A RB 476' LLOCA 

MOV 2-1501-19B RB 476' LLOCA 

MOV 2-1501-20A RB 476' LLOCA 

MOV 2-1501-20B RB 476' LLOCA 

MOV 1501-22A RB 476' LLOCA 

MOV 1501-22B RB 476' LLOCA, ISLOCA 

MOV 1501-27A RB 517' LLOCA 

MOV 1501-27B RB 545' LLOCA 

MOV 1501-28A RB 517' LLOCA 

MOV 1501-28B RB 545' LLOCA 

MOV 1501-32A RB 512' ISLOCA 

MOV 1501-32B RB 512' IS LO CA 

MOV 1501-38A RB 476' LLOCA 

MOV 1501-38B RB 476' LLOCA 

PUMP 1501-02A RB 476' LLOCA 

PUMP 1501-02B RB 476' LLOCA 

PUMP 1501-02C RB 476' LLOCA, ISOCA 

PUMP 1501-02D RB 476' LLOCA, ISOCA 
DPIS 2-261-34A Drywell LLOCA, ISLOCA 
DPIS 2-261-34B Drywell LLOCA, ISLOCA 

DPIS 2-261-34C Drywell. LLOCA, ISLOCA 
DPIS 2-261-34D , Drywell LLOCA, ISLOCA 

PRtSSURE SWITCH 1501-62A Drywell LLOCA 
PRESSURE SWITCH 1501-62B Drywell LLOCA 

PRESSURE SWITCH 1501-62C Drywell LLOCA 

PRESSURE SWITCH 1501-62D Drywell LLOCA 
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TABLE 4.4.5-1 (Continued) 
COMPONENTS LOCATED IN AN AREA 

WITH A POTENTIALLY HARSH ENVIRONMENT 

COMPONENT LOCATION EVENT(S) 

SAFETY VAL VE AS 203-38 Drywell ISLOCA, SLOCA 
SAFETY VALVES AS 203-3C Drywell ISLOCA, SLOCA 

SAFETY VAL VE AS 203-30 Drywell ISLOCA, SLOCA 

SAFETY VALVE AS 203-3E Drywell ISLOCA, SLOCA 

SAFETY VAL VE AV 203-3A Drywell ISLOCA, SLOCA 

SAFETY VAL VE CV 203-3A Drywell ISLOCA, SLOCA 

RX LEVEL INSTRUMENT LT 263-73NB Drywell, RB 517' ISLOCA, LLOCA, MLOCA 
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• TABLE 4.4.5-2 
DRESDEN PHASE Ill IMPORTANT EQUIPMENT 

1. Low Pressure Coolant Injection Pump(s) (All modes of operation) 

2. Core Spray Pump(s) 

3. Low Pressure Coolant Injection Heat Exchangers 

4. ADS Valves 

5. Condensate Pump(s) (Standby Coolant Supply) 

6. Containment Cooling Service Water Pump(s) 

7. Control Rod Drive Pump(s) 

8 . Shutdown Cooling System Pump(s) 

• 9. Isolation Condenser 

10. Isolation Condenser Makeup Pump(s) 

11. Clean Demin Pump(s) 

12. Torus/Drywell Vent Valves 

13. Reactor Building/Wetwell Vacuum Breakers 

14. Atmospheric Containment Atmosphere Dilution System Components 

15. Fire Protection Pump(s) 

16. Drywell Coolers 

• 
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• TABLE 4.4.5-3 
DRESDEN PHASE Ill IMPORTANT INSTRUMENT FUNCTIONS . 

1. RPV Pressure 

2. RPV Level 

3. LPCI Pump Flow 

4. Core Spray Pump Flow 

5. Condensate Pump Flow 

6. Suppression Pool Temperature 

7. Suppression Pool Level 

8. Torus Bottom Pressure 

• 9. Containment Temperature 

10. Containment Radiation 

11. Containment Hydrogen 

12. Containment Water Level 

13. Isolation Condenser Vent Radiation 

14 . Isolation Condenser Level 

• 
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4.5 Sequence and Source Term Quantification 

Accident sequence quantification for the Dresden IPE began with the support system 
event trees, which were loaded into the QT code system using CADET, the event tree 
editor. Fault trees were developed to address each node of the support system event 
trees consistent with the operating states defined for each support system. The support 
system fault trees were quantified using the GRAFTER code system. 

Typically, the support system event trees are evaluated to determine which paths have 
similar impact on the frontline systems. This impact analysis results in a smaller set of 
support states (combinations of support system-event tree paths) for which the accident 
sequence event trees are quantified. Therefore, each plant response tree is quantified 
for each significant support state and the results are combined with the initiating event 
probability. For the Dresden IPE study, support state grouping through frontline system 
impact analysis is not necessary since computer codes that can analyze the models 
completely in a timely manner are readily available. Unique support system event trees 
are developed in the Support State Model notebook for the following events: 

1. transient events and LOCAs, 
2. loss of Unit 2 125VDC Main Bus 2A-1, 
3. loss of offsite power at Unit 2, and 
4. loss of offsite power at both units . 

The plant response trees were developed and loaded into the QT code system using 
CADET. Analysis was then performed to provide failure probabilities for the nodes of 
each plant response tree. Fault trees consistent with the system success criteria were 
developed using the GRAFTER code system for a majority of the nodes. These fault 
trees were quantified for the case with all supporting equipment available and for various 
degraded cases representing loss of specific support equipment. Fault tree results are 
presented in Section 4.5.2. The operator action nodal failure probabilities were 
determined using the TH ERP methodology. Also, hand calculations were used, in several 
cases, to determine failure probabilities for nodes which were not system or human error 
related. 

Some nodes were determined to be dependent upon other nodes which preceded them 
on the plant response trees. In order to account for these dependencies, and ensure a 
correct quantification of the accident sequence, conditional failure probabilities were 
calculated and used in place of the fault tree quantification results as appropriate. 

Sequence quantification was then performed on the entire plant model with a calculational 
cutoff of 1.0E-15. This quantification was done by appending each PRT to each support 
system event tree path. Therefore, PRT sequences include the support system model 
nodes. Each plant response tree was quantified with its associated initiating event 
frequency for each path of its associated support system event tree. The QT code 
multiplied each accident sequence and placed the resulting probability in the designated 
damage state· bin. If the multiplicative probability for a specific sequence dropped below 
the calculational cutoff during quantification, quantification of that path was halted and the 
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probability was placed in the "residual" bin which was reported as a plant damage state . 
Plant response tree quantification results are presented in Section 4.5.3. 

The support system event tree used in the quantification of each plant response tree is 
shown in Table 4.5-1. 

4.5.1 Support System States and Probabilities 

Typically, the support system event trees are grouped according to impact on the frontline 
systems and quantified. For the Dresden IPE study, support state grouping through 
frontline system impact analysis is not necessary since computer codes that can analyze 
the models completely in a timely manner are readily available. Tables 4.5.1-1 through 
4 list the most frequent support system combinations which were identified and their 
probabilities, according to initiating event. 

4.5.2 · Unavailability of Systems and Plant Functions 

Table 4.5.2-1 (located in Volume 2} provides a listing of failure probabilities for systems 
and plant functions used in the Dresden IPE. The unavailabilities are grouped by system 
and function. Within each group unavailabilities are delineated by success criteria and 
initiating event as appropriate. Each listing provides a description of the success criteria · 
and the failure probability which resulted from fault tree analysis or hand calculation . 

4.5.3 Accident Sequence Frequencies 

Table 4.5.3-1 '(located at the end of this subsection) individually lists the top 100 accident 
sequences for the base IPE model quantification. These account for more than 90% of 
the total core damage frequency. For each of these sequences the following information 
is provided: 

• Accident sequence frequency 
• Percentage contribution to total core damage frequency 
• Plant damage state (bin) 
• Initiating event name and frequency 
• Failed support state event tree nodes, probabilities, and descriptions 
• Failed plant response tree nodes, probabilities, and descriptions 

The total plant damage state frequency is 1.85E-05 for the base IPE model quantification. 

As an example of dominant sequence generation, sequence #5 is described in detail. 
Sequence #5 is a loss of offsite power in Unit 2; the initiating event frequency is 9.6E-02. 
To follow the accident progression, it is necessary to address the availability of the 
support systems in the support system event tree (SSET) for a loss of offsite power. The 
values assigned each node are from Table 4.5.2-1; "success" means that the 
quantification code assigns a value of one minus the node failure probability. The 
probabilistic value associated with each SSET node is described below: 
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TABLE 4.5-1 
CORRELATION BETWEEN SUPPORT SYSTEM EVENT TREES AND PRTs 

SUPPORT SYSTEM EVENT TREE 

Transient and Loss of Coolant Accidents (LOCA) 

Loss of 125VDC Main Bus 2A-1 (LDC) 

Single Unit Loss of Offsite Power (LOOP) 

Dual Unit Loss of Offsite Power (DLOOP) 
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PLANT RESPONSE TREE 

Small LOCA (SLOCA} 
Medium LOCA (MLOCA) 
Large LOCA (LLOCA) 
Interfacing Systems LOCA 
(ISLOCA) 
Transient 
Anticipated Transient Without 
Scram (ATWS) 
Inadvertently Open Relief Valve 
(IORV) 

Loss of 'oc Power (TRDC) 

Loss of Offsite Power (LOOP) 
Station Blackout (SBO) 

Loss of Offsite Power (LOOP) 
Station Blackout (SBO) 



• TABLE 4.5.1-1 
TRANSIENT AND LOCA SUPPORT MODEL QUANTIFICATION RESULTS 

NUMBER1 FREQUENCY2 PERCENT3 EVENT4 VALUE5 DESCRIPTION6 

1. 7.39E+OO 99.92% GTR 7.40E+OO GENERAL TRANSIENT IE 

2. 1.45E-03 0.02% GTR 7.40E+OO GENERAL TRANSIENT IE 
241 1.99E-04 LOSS OF BUS 24-1, GIVEN BUS 24 

AVAILABLE 

3. 1.43E-03 0.02% GTR 7.40E+OO GENERAL TRANSIENT IE 
231 2.00E-04 LOSS OF BUS 23-1, GIVEN BUS 23 

AVAILABLE 

4. 8.54E-04 0.01% GTR 7.40E+OO GENERAL TRANSIENT IE 
28 1.18E-04 LOSS OF BUS 28, GIVEN BUS 23-1 

AVAILABLE 

5. 6.98E-04 0.01% GTR 7.40E+OO GENERAL TRANSIENT IE 
23 1.13E-04 LOSS OF BUS 23, 24HR 

6. 5.28E-04 0.01% GTR 7.40E+OO GENERAL TRANSIENT IE 
24 1.13E-04 LOSS OF BUS 24, 24HR 

7. 3.08E-04 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
2CA 4.17E-05 LOSS OF UNIT 2 GAS, HP INIT ON 

LLRL, ALL DC AVAIL 

8. 3.02E-04 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
24 1.13E-04 LOSS OF BUS 24, 24HR 

• DG2 3.66E-01 LOSS OF DG2, 24 HRS 

9. 1.36E-04 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
23 1.13E-04 LOSS OF BUS 23, 24HR 
DGB 1.65E-01 LOSS OF DG2/3, 24 HRS 

10. 3.46E-05 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
231 2.00E-04 LOSS OF BUS 23-1, GIVEN BUS 23 

AVAILABLE 
241 2.34E-02 LOSS OF BUS 24-1 AFTER 

23-1/BUS 24 AVAILABLE, 24HR 

11. 2.48E-05 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
2R1 3.36E-06 LOSS OF BUS 2B, 24HR 

12. 2.34E-05 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
29 3.16E-06 LOSS OF BUS 29, GIVEN BUS 24-1, 

BUS 28 AVAILABLE 

13. 2.26E-05 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
2TB 3.05E-06 LOSS OF UNIT 2 TBCCW, 24HR 

14. 2.06E-05 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
241 1.99E-04 LOSS OF BUS 24-1, GIVEN BUS 24 

AVAILABLE 
29 1.40E-02 LOSS OF BUS 29, GIVEN BUS 28 

AVAILABLE 

15. 2.02E-05 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
231 2.00E-04 LOSS OF BUS 23-1, GIVEN BUS 23 

AVAILABLE 
28 1.40E-02 LOSS OF BUS 28, GIVEN BUS 29 

• AVAILABLE 
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• TABLE 4.5.1-1 (Continued) 
TRANSIENT AND LOCA SUPPORT MODEL QUANTIFICATION RESULTS 

NUMBER1 FREQUENCY2 PERCENT3 EVENT4 VALUE5 DESCRIPTION6 

16. 1.90E-05 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
28 1.18E-04 LOSS OF BUS 28, GIVEN BUS 23-1 

AVAILABLE 
29 2.18E-02 LOSS OF BUS 29 AFTER 28, 24HR 

17. 1.77E-05 0.00% GTR 7.40E+OO GENERAL TRANSIENT IE 
2M1 2.40E-06 LOSS OF BUS 2A-1, 24HR 

Notes: 

1. "Number" refers to support state model sequence. 

2. "Frequency" is the frequency per year that this initiator/support combination is expected to occur. 

3. "Percent" is the percent of off-normal conditions for the subject initiators that would involve this state. 

4. "Event" is the model top event label. 

5. "Value" is frequency (for initiators) or probability (for failures) that the event would occur. 

6. "Description" defines the event label. 

• 

• 
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• TABLE 4.5.1-2 
LOSS OF DC SUPPORT MODEL QUANTIFICATION RESULTS 

NUMBER1 FREQUENC'f'! PERCENT3 EVENT4 VALUE5 DESCRIPTION6 

1. 8.69E-04 99.89% LDC 8.70E-04 LOSS OF DC POWER IE 

2. 2.76E-07 0.03% LDC 8.70E-04 LOSS OF DC POWER IE 
2CA 3.17E-04 LOSS OF UNIT 2 GAS, HP INIT ON 

LLRL, LOSS 2A-1 

3. 1.73E-07 0.02% LDC 8.70E-04 LOSS OF DC POWER IE 
241 1.99E-04 LOSS OF BUS 24-1, GIVEN BUS 24 

AVAILABLE 

4. 1.03E-07 0.01% LDC 8.70E-04 LOSS OF DC POWER IE 
27 1.18E-04 LOSS OF BUS 27/LOSS OF BUS 25 

5. 1.03E-07 0.01% LDC 8.70E-04 LOSS OF DC POWER IE 
26 1.18E-04 LOSS OF BUS 26/LOSS OF BUS 25 

6. 1.03E-07 0.01% LDC 8.70E-04 LOSS OF DC POWER IE 
29 1.18E-04 LOSS OF BUS 29, GIVEN BUS 24-1 

AVAILABLE 

7. 9.91 E-08 0.01% LDC 8.70E-04 LOSS OF DC POWER IE 
SW 1.14E-04 LOSS OF SERVICE WATER/LOSS OF 

BUS 23 OR 2A-1 

• 8. 6.23E-08 0.01% LDC 8.70E-04 LOSS OF DC POWER IE 
24 1.13E-04 LOSS OF BUS 24, 24HR 

Note: 

1. "Number" refers to support state model sequence. 

2. "Frequency" is the frequency per year that this initiator/support combination is expected to occur. 

3. "Percent" is the percent of off-normal conditions for the subject initiators that would involve this state. 

4. "Event" is the model top event label. 

5. "Value" is frequency (for initiators) or probability (for failures) that the event would occur. 

6. "Description" defines the event label. 
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• TABLE 4.5.1-3 
LOOP SUPPORT MODEL QUANTIFICATION RESULTS 

NUMBER1 FREQUENCY2 PERCENT3 EVENT4 VALUE5 DESCRIPTION6 

1. 7.38E-02 76.70% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 

2. 1.18E-02 12.27% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 

3. 7.54E-03 7.84% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

4. 1.38E-03 1.44% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 

5. 5.76E-04 0.60%. LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
24 7.80E-03 LOSS OF BUS 24/24-1 AVAILABLE, 

24HR 

6. 5.67E-04 0.59% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
23 7.80E-03 LOSS OF BUS 23/23-1 AVAILABLE, 

24HR 

7. 1.07E-04 0.11% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
28 1.40E-02 LOSS OF BUS 28, GIVEN BUS 29 

AVAILABLE 

8. 1.03E-04 0.11% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 

• 241 8.78E-03 LOSS OF BUS 24-1, GIVEN 34-1 
CROSSTIE AVAILABLE 

9. 9.22E-05 0.10% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 
24 7.80E-03 LOSS OF BUS 24/24-1 AVAILABLE, 

24HR 

10. 9.07E-05 0.09% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 
23 7.80E-03 LOSS OF BUS 23/23-1 AVAi LAB LE, 

24HR 

11. 5.85E-05 0.06% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
24 7.80E-03 LOSS OF BUS 24/24-1 AVAILABLE, 

24HR 

12. 1.96E-05 0.02% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
28 1.40E-02 LOSS OF BUS 28, GIVEN BUS 29 

AVAILABLE 

13. 1.74E-05 . 0.02% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
23 7.80E-03 LOSS OF BUS 23/23-1 AVAILABLE, 

24HR 
24 3.01 E-02 LOSS OF BUS 24 AFTER 23/ 24-1 

AVAILABLE, 24HR 
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• TABLE 4.5.1-3 (Continued) 
LOOP SUPPORT MODEL QUANTIFICATION RESULTS 

NUMBER1 FREQUENCY2 PERCENT3 EVENT4 VALUE5 DESCRIPTION6 

14. 1.23E-05 0.01% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
241 8.78E-03 LOSS OF BUS 24-1, GIVEN 34-1 

CROSSTIE AVAILABLE 
SBO? 1.00E+OO SBO OCCURS IN UNIT 2 

15. 1.07E-05 0.01% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
24 7.BOE-03 LOSS OF BUS 24/24-1 AVAILABLE, 

24HR 

16. 3.0BE-06 0.00% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
2CA 4.17E-05 LOSS OF UNIT 2 CAS, HP !NIT ON 

LLRL, ALL DC AVAIL 

17. 2.78E-06 0.00% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 
23 7.BOE-03 LOSS OF BUS 23/23-1 AVAILABLE, 

24HR 
24 3.01E-02 LOSS OF BUS 24 AFTER 23/ 24-1 

AVAILABLE, 24HR 

• 67 . 2.SOE-08 0.00% LOOP 9.62E-02 LOSS OF OFFSITE POWER IE 
2M1 2.40E-06 LOSS OF BUS 2A-1, 24HR 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 

Note: 

1. "Number" refers to support state model sequence. 

2. "Frequency" is the frequency per year that this initiator/support combination is expected to occur. 

3. "Percent" is the percent of off-normal conditions for the subject initiators that would involve this state. 

4. "Event" is the model top event label. 

5. "Value" is frequency (for initiators) or probability (for failures) that the event would occur. 

6. "Description" defines the event label. 
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• TABLE 4.5.1-4 
DUAL UNIT LOOP SUPPORT MODEL QUANTIFICATION RESULTS 

NUMBER1 FREOUENCY2 PERCENT3 EVENT4 VALUE5 DESCRIPTION6 

1. 1.0SE-02 64.60% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 

2. 1.69E-03 10.34% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DG3 1.39E-01 LOSS OF DG3, 6 HRS 

3. 1.65E-03 10.11% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 

4. 1.0SE-03 6.45% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

5. 3.16E-04 1.94% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 
DG3 1.58E-01 LOSS OF DG3 AFTER DG2, 6 HRS 
SBO? 1.00E+OO SBO IN UNIT 3, NO SBO IN UNIT 2 

6. 2.02E-04 1.24% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 

HRS 

7. 1.97E-04 1.21% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG3 1.59E-01 LOSS OF DG3 AFTER DG2/3, 6 

HRS 

8. 1.SOE-04 0.92% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 

• 38 1.40E-02 LOSS OF BUS 38, GIVEN BUS 39 
AVAILABLE 

9. 8.28E-05 0.51% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
34 7.80E-03 LOSS OF BUS 34/34-1 AVAILABLE, 

24HR 

10. 8.25E-05 0.51% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
24 7.80E-03 LOSS OF BUS 24/24-1 AVAILABLE, 

24HR 

11. 8.09E-05 0.50% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
23 7.80E-03 LOSS OF BUS 23/23-1 AVAILABLE, 

24HR 

12. 2.87E-05 0.18% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 

HRS 
DG3 1.19E-01 LOSS OF DG3 AFTER DG2/3 AND 

't· 

DG2, 6 HRS 
SBO? 1.00E+OO SBO IN UNIT 3, SBO IN UNIT 2 

25. 8.16E-06 0.05% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
24 7.80E-03 LOSS OF BUS 24/24-1 AVAILABLE, 

24HR 
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• TABLE 4.5.1-4 (Continued} 
DUAL UNIT LOOP SUPPORT MODEL QUANTIFICATION RESULTS 

NUMBER1 FREQUENCY2 PERCENT3 EVENT4 VALUE5 DESCRIPTION6 

32. 2.49E-06 0.02% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 
DG3 1.58E-01 LOSS OF DG3 AFTER DG2, 6 HRS 
23 7.BOE-03 LOSS OF BUS 23/23-1 AVAILABLE, 

24HR 
SBO? 1.00E+OO SBO IN UNIT 3, NO SBO IN UNIT 2 

33. 2.48E-06 0.02% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
23 7.BOE-03 LOSS OF BUS 23/23-1 AVAILABLE, 

24HR 
24 3.01E-02 LOSS OF BUS 24 AFTER 23/ 24-1 

AVAILABLE, 24HR 

34. 1.BOE-06 0.01% DLOOP 1.63E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 

HRS 
241 8.78E-03 LOSS OF BUS 24-1, GIVEN 34-1 

CROSSTIE AVAILABLE 
SBO? 1.00E+OO SBO IN UNIT 2, NO SBO IN UNIT3 

Note: 

• 1. "Number" refers to support state model sequence. 

2. "Frequency" is the frequency per year that this initiator/support combination is expected to occur. 

3. "Percent" is the percent of off-normal conditions for the subject initiators that would involve this state. 

4. "Event" is the model top event label. 

5. "Value" is frequency (for initiators) or probability (for failures) that the event would occur. 

6. "Description" defines the event label. 
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• 

TABLE 4.5.2-1 

UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 
(IN VOLUME 2) 
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• NODE VALUE EXPLANATION 

2M1 9.99E-01 Success of Unit 2 Main 125VDC Bus 
2R1 9.99E-01 Success of Unit 2 Reserve 125VDC Bus 
DGB 9.05E-01 DG 2/3 Starts and Runs (success) 
DG2 8.61 E-01 DG 2 Starts and Runs (success) 
231 9.99E-01 Success of Unit 2 Bus 23-1 
241 9.99E-01 s·uccess of Unit 2 Bus 24-1 
28 9.99E-01 Success of Unit 2 Bus 28 
29 1.00E+OO Success of Unit 2 Bus 29 
23 9.92E-01 Success of Unit 2 Bus 23 
24 9.92E-01 Success of Unit 2 Bus 24 
25 9.99E-01 Success of Unit 2 Bus 25 
26 9.99E-01 Success of Unit 2 Bus 26 
27 9.99E-01 Success of Unit 2 Bus 27 
SW 9.99E-01 Success Service Water (Shared by Both Units) 
2TB 9.99E-01 Success of Unit 2 TBCCW 
2CA 9.99E-01 Success of Unit 2 Common Actuation 
2R2 9.99E-01 Success of Unit 2 Reactor Building 250VDC Bus 
SBO 1.00E+OO Station Blackout Does NOT Occur 

Accident Sequence #4 continues with the loss of offsite power (LOOP) PRT. The 

• probabilistic value associated with each PRT node is described below: 

NODE VALUE EXPLANATION 

RC 9.99E-01 Success of Reactivity Control 

OIC 9.63E-01 Operator Initiates Isolation Condenser 

ICH1 9.97E-01 Proper Operation of Isolation Condenser Hardware -
Early 

RVO 1.00E+OO Relief Valves/Safety Valves Open (This node is not 
required in this scenario; therefore, the plant response 
tree does not branch at the RVO node.) 

RVC 1 .. 00E+OO Relief Valves/Safety Valves Close (This node is not 
required in this scenario; therefore, the plant response 
tree does not branch at the RVC node.) 

AIC 1.00E+OO Automatic Initiation of Isolation Condenser (This node 
is not required in this scenario; therefore, the plant 
response tree does not branch at the AIC node.) 

• 
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• NODE VALUE EXPLANATION 

1.00E+OO Operation of Isolation Condenser Hardware - Late ICH2 
(This node is not required in this scenario; therefore, 
the plant response tree does not branch at the ICH2 
node.) 

OMUP 7.90E-03 Operator Fails to Provide Makeup to the Isolation 
Condenser 

MUP 1.00E+OO Addition of Shell Side Makeup to the Isolation 
Condenser (This node is not required in this scenario; 
therefore, the plant response tree does not branch at 
the MUP node.) 

HP1 · 2.88E-02 Failure of Automatic Initiation/Operation of the HPCI 
System - Single Start 

OAD 1.20E-02 Operator Fails to Initiate Automatic Depressurization 
System (ADS) 

ADS 1.00E+OO Automatic Depressurization System (This node is not 

• required in this scenario; therefore, the plant response 
tree does not branch at the ADS node.) 

HP2 1.00E+OO Automatic Initiation/Operation of the HPCI System -
Multiple Starts (This node is not required in this 
scenario; therefore, the plant response tree does not 
branch at the HP2 node.) 

ROP1 1.00E+OO Failure to Recover Offsite Power - Early 

LP 9.99E-01 Success of Both LPCI Trains (The probability of 
success equals one minus the probability of failure of 
train A minus the probability of failure of train B minus 
the probability of failure of both trains. Thi~ calculation 
is discussed in detail in Section 5.2.) 

LV 9.97E-01 Success of LPCI Injection Valve 

cs 1.00E+OO Core Spray (This node is not required in this scenario; 
therefore, the plant response tree does not branch at 
the CS node.) 

•• 'OSPC 9.65E-01 Operator Aligns for Suppression Pool Cooling 
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• NODE VALUE EXPLANATION 

SPC 9.99E-01 Success of Hardware Required for Suppression Pool 
Cooling 

OCNTS 1.00E+OO Operator Action to Initiate Containment Sprays (This 
node is not required in this scenario; therefore, the 
plant response tree does not branch at the OCNTS 
node.) 

CNTS 1.00E+OO Hardware Required for Containment Sprays (This node 
is not required in this scenario; therefore, the plant 
response tree does not branch at the CNTS node.) 

OVNT 1.00E+OO Operator Action to Vent the Containment (This node is 
not required in this scenario; therefore, the plant 
response tree does not branch at the OVNT node.) 

svw 1.00E+OO Hardware Required for the Small Torus Vent (This 
node is not required in this scenario; therefore, the 
plant response tree does not branch at the SVW 
node.) 

• SVD 1.00E+OO Hardware Required for the Small Drywell Vent (This 
node is not required in this scenario; therefore, the 
plant response tree does not branch at the SVD node.) 

LVW 1.00E+OO Hardware Required for the Large Torus Vent (This 
node is not required in this scenario; therefore, the 
plant response tree does not branch at the LVW node.) 

LVD 1.00E+OO Hardware Required for the Large Orywell Vent (This 
node is not required in this scenario; therefore, the 
plant response tree does not branch at the LVO node.) 

WW/OW 1.00E+OO Location of Containment Failure (This node is not 
required in this scenario; therefore, the plant response 
tree does not branch at the WW/OW node.) 

The quantification code, QT, multiplies all of the probabilistic values associated with 
sequence #4 together to yield the sequence frequency. The product of the column of 
probabilistic values above and the initiating event frequency is 4.28E-07. 

A quantification was also performed in which the SAM endstate was set to a damage 

• state. The total plant damage state frequency for this run is 1.93E-05 and indicates the 
need for accident management which allows these SAMs to be success states. 
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TABLE 4.5.3-1 

• DOMINANT ACCIDENT SEQUENCES FOR BASE IPE MODEL QUANTIFICATION 

Number Frequency Percent Damage State Event (5) Value (6) Description (7) 
(1) (2) (3) (4) 

1 8.18t:-06 44.15% DLCOM Luv 8.70E-04 Lu;:,$ OF DC POWER IE 
SPC 1.03E-02 SPC FAILS; 24, 29, 2R1 AVAILABLE 

2 1.67E-06 9.02% DLCOM LDC 8.70E-04 LOSS OF DC POWER IE 
OSPC 2.10E-03 OPTR FAILS TO ALIGN FOR SPC 

3 5.05E-07 2.73% ML COM MLOCA 8.00E-04 MLOCA IE 
OSPC 6.SOE-04 OPTR FAILS TO ALIGN FOR SPC 

4 4.28E-07 2.31% LL COM LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

5 3.89E-07 2.10% MEABM MLOCA 8.00E-04 MLOCA IE 
OAD 9.80E-03 OPTR FAILS TO INITIATE ADS 
HP2 5.18E-02 HP FAILS; ALL SUPPORTS AVAILABLE MANUAL START 

6 3.74E-07 2.02% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

7 3.71 E-07 2.00% BLABM DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER 00213, 6 HRS 
DG3 1.19E-01 LOSS OF DG3 AFTER 00213 AND DG2, 6 HRS 
SBO? 1.00E+OO SBO IN UNIT 3, SBO IN UNIT 2 
ROP1 2.05E-02 FAILURE TO REC OSP TO PREVENT CM (4-6 HRS) 
OIC2 1.00E+OO OPTR FAILS TO PREVENT LODC FLA OF JC 

8 3.03E-07 1.63% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE • LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

9 2.42E-07 1.30% DLCOM LDC 8.70E-04 LOSS OF DC POWER IE 
HP1 2.88E-02 HP FAILS; 2M1 FLO 
SPC 1.03E-02 SPC FAILS; 24, 29, 2R1 AVAILABLE 

10 2.23E-07 1.20% MEABM MLOCA 8.00E-04 MLOCA IE 
HP1 2.88E-02 HP FAILS; ALL SUPPORTS AVAILABLE 
OAD 9.80E-03 OPTR FAILS TO INITIATE ADS 

11 2.07E-07 1.12% ML COM MLOCA 8.00E-04 MLOCA IE 
SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 

12 1.97E-07 1.06% DLCOM LDC 8.70E-04 LOSS OF DC POWER IE 
SPC 1.03E-02 SPC FAILS; 24, 29, 2R1 AVAILABLE 
SVW 2.43E-02 SMALL TORUS VENT FAILS; 29, 39 AVAILABLE 
SYD 9.70E-01 SMALL DRYWELL VENT FAILS; 29, 39 AVAILABLE 

13 1.86E-07 1.00% LIABM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
HP1 2.88E-02 HP FAILS; ALL SUPPORTS AVAILABLE 
OAD 1.20E-02 OPTR FAILS TO INITIATE ADS 
ROP1 1.00E+OO EVENT FAILURE 

14 1.77E-07 0.96"k BL.AYN DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
DG3 1.19E-01 LOSS OF DG3 AFTER 00213 AND 002, 6 HRS 
SBO? 1.00E+OO SBO IN UNIT 3, SBO IN UNIT 2 
ROP1 2.05E-02 FAILURE TO REC OSP TO PREVENT CM (4-6 HRS) 
OIC2 1.00E+OO OPTR FAILS TO PREVENT LODC FLA OF IC 
ROP2 3.22E-01 FAILURE TO REC OSP TO PREVENT CF (NA IN 0-6 HRS) 

15 1.61E-07 0.87% IBLABM LOOP 9.SOt:-02 LOS:; Ot- Ort-SI It: t'OWt:H I!: 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
241 8.78E-03 LOSS OF BUS 24-1, GIVEN 34-1 CROSSTIE AVAILABLE 
SBO? 1.00E+OO SBO OCCURS IN UNIT 2 
ROP1 2.05E-02 FAILURE TO REC OSP TO PREVENT CM (4-6 HRS) 
OIC2 1.00E+OO OPTR FAILS TO PREVENT LODC FLR OF IC 
LP 1.00E+OO LP A SUCCEEDS (1-(2Ll-LL1-)] 

16 1.59E-07 0.86"/o DISON LDC 8.70E-04 LOSS OF DC POWER IE 
241 1.99E-04 LOSS OF BUS 24-1, GIVEN BUS 24 AVAILABLE 

• LP 1.00E+OO EVENT FAILURE 
cs 1.00E+OO EVENT FAILURE 

17 1.46E-07 0.79% LLi..;OM LUUI" 9.SOE-02 ILOSS OF ut-t-::>11 t: t'Oni:H It: 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 
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TABLE 4.5.3-1 (Continued) 

• DOMINANT ACCIDENT SEQUENCES FOR BASE IPE MODEL QUANTIFICATION 

Number Frequency Percent Damage State Event (5) Value (6) Description (7) 
(1) (2) (3) (4) 

18 1 .33E-07 0.72% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
ICH1 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2:)) 
SPC 1.00E+OO EVENT FAILURE 

19 1.27E-07 0.68% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
24 3.01E-02 LOSS OF BUS 24 AFTER 23/ 24-1 AVAILABLE, 24HR 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

20 1.19E-07 0.64% ILCOM IORV 7.10E-02 IORVIE 
FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
OSPC 6.SOE-04 OPTR FAILS TO ALIGN FOR SPC 

21 1.13E-07 0.61% DIABM LDC 8.70E-04 LOSS OF DC POWER IE 
HP1 2.88E-02 HP FAILS; 2M1 FLO 
OAD 4.90E-03 OPTR FAILS TO INITIATE ADS 

22 1.11E-07 0.60% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
24 3.01E-02 LOSS OF BUS 24 AFTER 23124-1 AVAILABLE, 24HR 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

23 1.06E-07 0.57% TEEQF ATWS 2.28E-04 ATWS INITIATOR 
MC 1.37E-01 MAIN COND FAILS (GIVEN FW SUCCESS) AFTER ATWS 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
AT 1.49E-02 ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 

24 9.70E-08 0.52% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
MUP 2.55E-03 MUP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 

• LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

25 9.38E-08 0.51% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
ICH1 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2U-LL2-)] 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

26 9.37E-08 0.51% DISON LDC 8.70E-04 LOSS OF DC POWER IE 
29 1.18E-04 LOSS OF BUS 29, GIVEN BUS 24-1 AVAILABLE 
LV 1.00E+OO EVENT FAILURE 
cs 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

27 9.12E-08 0.49% TLCOM GTR 7.40E+OO GENERAL TRANSIENT IE 
2M1 2.40E-06 LOSS OF BUS 2A-1, 24HR 
ICH2 1.00E+OO EVENT FAILURE 
FW 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

28 8.63t:-08 0.47% LL COM LOOI-' 9.SOt:-02 'LOSS OF Ort-Silt: POWcn It: 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
OSPC 1.SOE-04 OPTR FAILS TO ALIGN FOR SPC 

29 8.26E-08 0.45% TEEQF ATWS 228E-04 ATWS INITIATOR 
FWA 128E-01 FW FAILS (o/o OF IEs THAT ARE LOFW) 
MC 7 28E-01 MAIN COND FAILS (GIVEN FW FAILS) AFTER ATWS 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
AT 1.49E-02 ATWS ACTUATION FAILS: ALL SUPPORTS AVAILABLE 

30 821E-08 0.44% DLCOM LDC 8.70E-04 LOSS OF DC POWER IE 
LP 1.04E-04 LP TRAIN B FAILS; 241 AND 2R1 AVAILABLE 

31 7.84E-08 0.42% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)) 
SPC 1.00E+OO EVENT FAILURE 

• 
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TABLE 4.5.3-1 (Continued) 

• DOMINANT ACCIDENT SEQUENCES FOR BASE IPE MODEL QUANTIFICATION 

Number Frequency Percent Damage State Event (5) Value (6) Description (7) 
(1) (2) (3) (4) 

32 7.73t:--08 0.42% ll:ILAYN LOOP 9.60t:--02 ILO::SS Ot-Or-r-'>llt: POWt:R IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E--01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
241 8.78E--03 LOSS OF BUS 24-1, GIVEN 34-1 CROSSTIE AVAILABLE 
SBO? 1.00E+OO SBO OCCURS IN UNIT 2 
ROP1 2.05E--02 FAILURE TO REC OSP TO PREVENT CM (4-6 HRS) 
OIC2 1.00E+OO OPTR FAILS TO PREVENT LODC FLA OF IC 
ROP2 3.22E--01 FAILURE TO REC OSP TO PREVENT CF (NR IN 0-6 HRS) 

33 6.86E--08 0.37% LL COM LOOP 9.60E--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E--01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
MUP 6.97E--03 MUP FAILS; 25 FLO 
ROP1 t.OOE+OO EVENT FAILURE 
LP t .OOE+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

34 6.01E--08 0.32% DIBMS LDC 8.70E--04 LOSS OF DC POWER IE 
LV 5.57E--03 LV FAILS; 29 AIND 2R1 AVAILABLE 
cs 1.39E--02 CS FAILS; 1 PUMP; 23-1, 28, OR 2M1 FLO 

35 5.87E--0.8 0.32% LL COM DLOOP 1.60E--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

36 5.69E--08 0.31% DLCOM LDC 8.70E--04 LOSS OF DC POWER IE 
24 1.13E--04 LOSS OF BUS 24, 24HR 
SPC 1.00E+OO EVENT FAILURE 

37 5.55E--08 0.30% LL COM LOOP 9.60E--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E--01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 

• ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 5.49E--03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

38 5.14E--08 0.28% LL COM DLOOP 1.60E--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
MUP 6.97E--03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

39 4.94E--08 0.27% DLCOM LDC 8.70E--04 LOSS OF DC POWER IE 
HP1 2.88E--02 HP FAILS; 2M1 FLO 
OSPC 2.10E--03 OPTR FAILS TO ALIGN FOR SPC 

40 4.87E--08 0.26% ILCOM IORV 7.10E--02 IORVIE 
FW 2.62E--03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
SPC 2.71E--04 SPC FAILS; ALL SUPPORTS AVAILABLE 

41 4.86E--08 0.26% LIABM LOOP 9.60E--02 LOSS OF OFFSITE POWER IE 
MUP 2.55E--03 MUP FAILS; ALL SUPPORTS AVAILABLE 
HP1 2.88E--02 HP FAILS; ALL SUPPORTS AVAILABLE 
OAD 9.80E--03 OPTR FAILS TO INITIATE ADS 
ROP1 1.00E+OO EVENT FAILURE 

42 4.70E--08 025% LIABM LOOP 9.GOE--02 LOSS OF OFFSITE POWER IE 
ICH1 2.51E--03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
HP1 2.88E--02 HP FAILS; ALL SUPPORTS AVAILABLE 
OAD 9.80E--03 OPTR FAILS TO INITIATE ADS 
ROP1 1.00E+OO EVENT FAILURE 

43 4.68E--08 025% LL COM LOOP 9.60E--02 LOSS OF OFFSITE POWER IE 
MUP 2.55E--03 MUP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
SPC 2.71E--04 SPC FAILS; ALL SUPPORTS AVAILABLE 

44 4.53E--08 024% LL COM LOOP 9.GOE--02 LOSS OF OFFSITE POWER IE 
ICH1 2.51E--03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
SPC 2.71E--04 SPC FAILS; ALL SUPPORTS AVAILABLE 

45 4.52E--08 024% DLCOM LDC 8.70E--04 LOSS OF DC POWER IE 
LV 5.57E--03 LV FAILS; 29 AIND 2R1 AVAILABLE 
SPC 1.03E--02 SPC FAILS; 24, 29, 2R1 AVAILABLE 

• 
'40 4.~6c:-vo :u2J% LJIMOIVI ILUv 8.tUt:-<14 LUl::>::S ur- uc; r-uvv c:H IE 

OAD 1.00E--03 OPTR FAILS TO INITIATE ADS 
HP2 5.46E--02 HP FAILS; 2M1 FLO, MANUAL START 

47 4.20E--08 0.23% TEEOF ATWS 2.28E--04 ATWS INITIATOR 
MC 1.31,E--01 MAIN COND FAILS (GIVEN FW SUCCESS) AFTER ATWS 
RCFM 3.33E--01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
RPT1 6.00E--03 AUTO APT FAILS; ALL SUPPORTS AVAILABLE 
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• DOMINANT ACCIDENT SEQUENCES FOR BASE IPE MODEL QUANTIFICATION 

Number Frequency Percent Damage State Event (5) Value (6) Description (7) 
(1) (2) (3) (4) 

48 4.15t-08 0.22% LL COM DLOOP 1.60E-02 LOSS Or Oi-i-::.ITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-.J 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

49 4.02E-08 0.22% DLCOM LDC 8.70E-04 LOSS OF DC POWER IE 
OSPC 2.10E-03 OPTR FAILS TO ALIGN FOR SPC 
SVW 2.43E-02 SMALL TORUS VENT FAILS; 29, 39 AVAILABLE 
SVD 9.70E-01 SMALL DRYWELL VENT FAILS; 29, 39 AVAILABLE 

50 3.93t:-08 0.21% ILLCUM ILOUP 9.t>Vt:-U<:: LOSS ui- ui-i-::.11 t: l'UVVt:H It: 
23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
24 3.01 E-02 LOSS OF BUS 24 AFTER 23124-1 AVAILABLE, 24HR 
ICH1 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

51 3.89E-08 0.21% TLCOM GTR 7.40E+OO GENERAL TRANSIENT IE 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
SPC 2.71E-04. SPC FAILS; ALL SUPPORTS AVAILABLE 

52 3.44E-08 0.19% TEEQF ATWS 2.28E-04 ATWS INITIATOR 
MC 1.37E-01 MAIN COND FAILS (GIVEN FW SUCCESS) AFTER ATWS 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
OSL1 4.50E-02 OPTR FAILS TO INITIATE SLC {112 PUMP) (HI STR) 
OSL2 1.10E-01 OPTR FAILS TO INITIATE SLC (212 PUMPS) (POTENTIAL REC) 

53 3.40E-08 0.18% TEEQF ATWS 228E-04 ATWS INITIATOR 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
AT 1.49E-02 ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 
ORP 5.10E-02 OPTR FAILS TO INITIATE RPT 

54 3.32E-08 0.18% LICOM LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
HP1 2.88E-02 HP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 

• OSPC 2.10E-03 OPTR FAILS TO ALIGN FOR SPC 

55 3.31E-08 0.18% DISON LDC 8.70E-04 LOSS OF DC POWER IE 
24 1.13E-04 LOSS OF BUS 24, 24HR 
DG2 3.66E-01 LOSS OF DG2, 24 HRS 
SBO? 1.00E+OO SBO OCCURS IN UNIT 2 
LP 1 .OOE+OO EVENT FAILURE 
cs 1.00E+OO EVENT FAILURE 

56 3.28t-08 0.18% it:t:Or 11\l YY:> 2.28t:-04 1\1vv<:>1Nl11,.10H 
FWA 128E-01 FW FAILS (o/o OF IEs THAT ARE LOFW) 
MC 728E-01 MAIN COND FAILS (GIVEN FW FAILS) ~FTER ATWS 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
RPT1 6.00E-03 AUTO RPT FAILS; ALL SUPPORTS AVAILABLE 

57 2.97E-08 0.16% LIABM LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
HP1 2.88E-02 HP FAILS; ALL SUPPORTS AVAILABLE 
OAD 1.20E-02 OPTR FAILS TO INITIATE ADS 
ROP1 1.00E+OO EVENT FAILURE 

58 2.92E-08 0.16% TEERF ATWS 228E-04 ATWS INITIATOR 
MC 1.37E-01 MAIN COND FAILS (GIVEN FW SUCCESS) AFTER ATWS 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
AT 1.49E-02 ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 
WW/OW 2.16E-01 FRAC OF CONT FLRS IN OW (VS. WW) 

59 2.nE-08 0.15% LL COM LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
MUP 2.55E-03 MUP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
OSPC 1.60E-04 OPTR FAILS TO ALIGN FOR SPC 

60 2.71 E-08 0.15% LLABM LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
OAD 1.00E-03 OPTR FAILS TO INITIATE ADS 
HP2 5.18E-02 HP FAILS; ALL SUPPORTS AVAILABLE, MANUAL START 
ROP1 1.00E+OO EVENT FAILURE 

61 2.69E-08 0.15% TEEQF ATWS 228E-04 ATWS INITIATOR 
FWA 128E-01 FW FAILS (o/o OF IEs THAT ARE LOFW) 
MC 7.28E-01 MAIN COND FAILS (GIVEN FW FAILS) AFTER ATWS 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
OSL1 4.50E-02 OPTR FAILS TO INITIATE SLC (112 PUMP) (HI STR) 

• OSL2 1.10E-01 OPTR FAILS TO INITIATE SLC (212 PUMPS) (POTENTIAL REC) 
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TABLE 4.5.3-1 (Continued) 

• DOMINANT ACCIDENT SEQUENCES FOR BASE IPE MODEL QUANTIFICATION 

Number Frequency Percent Damage State Event (5) Value (6) Description (7) 
(1) (2) (3) (4) 

62 2.68E-08 0.14% BIABM DLOOP 1.SOE--02 LOSS OF OFFSITE POWER IE 
DGB 9.SOE--02 LOSS OF DG2/3, 6 HRS 
DG2 t.56E--01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
DG3 1.19E--01 LOSS OF DG3 AFTER DG2/3 AND 002, 6 HRS 
SBO? 1.00E+OO SBO IN UNIT 3, SBO IN UNIT 2 
OIC 3.70E--02 OPTR FAILS TO INITIATE IC (SBO, LOOP 
RVC 2.70E--02 RVC FAILS; RELIEF VALVES CLOSING (TRANS) 

63 2.68E--08 0.14% LL COM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
ICH1 2.51E--03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
OSPC 1.SOE--04 OPTR FAILS TO ALIGN FOR SPC 

64 2.63E--08 0.14% LIBON LOOP 9.60E--02 LOSS OF OFFSITE POWER IE 
2M1 2.40E--06 LOSS OF BUS 2A-1, 24HR 
DG2 1.39E--01 LOSS OF DG2, 6 HRS 
ICH1 1.00E+OO EVENT FAILURE 
ROPt 1.00E+OO EVENT FAILURE 
LP 1.00E+OO EVENT FAILURE 
cs 1.00E+OO EVENT FAILURE 

65 2.61E--08 0.14% LIABM DLOOP 1.SOE--02 LOSS OF OFFSITE POWER IE 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
HP! 2.88E--02 HP FAILS; ALL SUPPORTS AVAILABLE 
OAD 1.20E--02 OPTR FAILS TO INITIATE ADS 
ROP1 1.00E+OO EVENT FAILURE 

66 2.43E--08 0.13% LL COM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E--01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
ICH1 2.51E--03 IC1 OR IC2 FAILS; ALL SUPPORTS .AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-Ll2-)) 
SPC 1.00E+OO EVENT FAILURE 

67 2.34E--08 0.13% LL COM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
DG2 1.39E--01 LOSS OF DG2, 6 HRS 

• OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 2.71E--04 SPC FAILS; ALL SUPPORTS AVAILABLE 

68 2.32E--08 0.13% BLABM DLOOP 1.SOE--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E--01 LOSS OF DG2 AFTER 00213, 6 HRS 
241 8.78E--03 LOSS OF BUS 24-1, GIVEN 34-1 CROSSTIE AVAILABLE 
SBO? 1.00E+OO SBO IN UNIT 2, NO SBO IN UNIT 3 
ROP1 2.0SE--02 FAILURE TO REC OSP TO PREVENT CM (4-6 HRS) 
OIC2 1.00E+OO OPTR FAILS TO PREVENT LODC FLR OF IC 
LP 1.00E+OO LP A SUCCEEDS [1-(2Ll-LL1-)) 

69 2.32E--08 0.13% LL COM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 5.50E--03 SPC FAILS; 23, 28, 29, 2M1 AVAILABLE 

70 2.30E--08 0.120/o TLCOM GTR 7.40E+OO GENERAL TRAJNSIENT IE 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
FW 2.62E--03 FW FAILS; 1 PUMP. ALL SUPPORTS AVAILABLE 
OSPC 1.SOE--04 OPTR FAILS TO ALIGN. FOR SPC 

71 2.28E--08 0.12% TEERF ATWS 2.28E--04 ATWS INITIATOR 
FWA 128E--01 FW FAILS (%OF I Es THAT ARE LOFW) 
MC 7.28E--01 MAIN COND FAILS (GIVEN FW FAILS) AFTER ATWS 
RCFM 3.33E--01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
AT 1.49E--02 ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 
WW/OW 2.16E--01 FRAC OF CONT FLRS IN OW (VS. WW) 

72 228E--08 0.12% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE LOSS OF BUS 23123-1 AVAILABLE, 24HR 
23 7.80E--03 OPTR FAILS TO PROVIDE MIU TO IC 
OMUP 7.90E--03 EVENT FAILURE 
ROP1 1.00E+OO SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 
SPC 5.49E--03 LLOCA IE 

73 2231::--08 0.12% IALCOM ILLOCA 3.00E--04 LLuvA IE 
OHX 8.80E--03 OPTR FAILS TO ALIGN CCSW TO LPCI HX 
OSPC 5.00E--01 OPTR FAILS TO ALIGN FOR SPC 
OSBCS 1.70E--02 OPTR FAILS TO INITIATE SBCS 

74 2.0SE--08 0.11% LLVUM DLUUI" 1.SOE--02 LU<>~ ui- Oi-i-~11 t: POvvt:H IE 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 

• SPC 2.71E--04 SPC FAILS; ALL SUPPORTS AVAILABLE 
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• DOMINANT ACCIDENT SEQUENCES FOR BASE IPE MODEL QUANTIFICATION 
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(1) (2) (3) (4) 

75 2.03E--08 0.11% LL COM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
DG2 1.39E--01 LOSS OF DG2, 6 HRS 
23 7.80E--03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
24 3.01E--02 LOSS OF BUS 24 AFTER 23124-1 AVAILABLE, 24HR 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1 .OOE+OO EVENT FAILURE 

76 1.89E--08 0.10% LIABM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
HP1 2.88E--02 HP FAILS; ALL SUPPORTS AVAILABLE 
DAD 1.20E--02 OPTR FAILS TO INITIATE ADS 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 

77 1.82E--08 0.10% LL COM DLOOP 1.SOE--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
ICH1 2.51E--03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

78 1.78E--08 0.10% LL COM DLOOP 1.SOE--02 LOSS OF OFFSITE POWER IE 
23 7.80E--03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
24 3.01E-02 LOSS OF BUS 24 AFTER 23124-1 AVAILABLE, 24HR 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

79 1.78E--08 0.10% LL COM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
DG2 1.39E--01 LOSS OF DG2, 6 HRS 
23 7.80E--03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
24 3.01E--02 LOSS OF BUS 24 AFTER 23124-1 AVAILABLE, 24HR 
MUP 6.97E--03 MUP 'FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

• 80 1.78E--08 0.10% LL COM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E--01 LOSS OF DG2 AFTER 00213, 6 HRS 
MUP 2.55E--03 MUP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 5.49E--03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

81 1.75E--08 0.09% LL COM DLOOP 1.SOE--02 LOSS OF OFFSITE POWER IE 
DG2 1.39E--01 LOSS OF DG2, 6 HRS 
DG3 1.58E--01 LOSS OF DG3 AFTER 002, 6 HRS 
23 7.80E--03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
SBO? 1.00E+OO SBO IN UNIT 3, NO SBO IN UNIT 2 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP A SUCCEEDS (1-(2Ll-LL1-)] 
SPC 1.00E+OO EVENT FAILURE 

82 1.72E--08 0.09% LL COM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E--01 LOSS OF DG2 AFTER 00213, 6 HRS 
ICH1 2.51E--03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 5.49E--03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

83 1.SOE--08 0.09% LL COM LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 
24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OIC 3.70E--02 OPTR FAILS TO INITIATE IC (SBO, LOOP 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

84 1.56E--08 0.08% LL COM IDLuuP 1.SOE--02 LOSS OF Ot-t-::>ITE POWER IE 
23 7.80E--03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
24 3.01E--02 LOSS OF BUS 24 AFTER 23124-1 AVAILABLE, 24HR 
MUP 6.97E--03 MUP FAILS; 25 FLO . 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

• 
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85 1.54E-08 0.08% LL COM DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 
DG3 1.58E-01 LOSS OF DG3 AFTER 002, 6 HRS 
23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
SBO? 1.00E+OO SBO IN UNIT 3, NO SBO IN UNIT 2 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP A SUCCEEDS [1-(2Ll-LL1-)) 
SPC 1.00E+OO EVENT FAILURE 

86 1.50E-08 0.08% ML COM MLOCA 8.00E-04 MLOCA IE 
HP1 2.88E-02 HP FAILS; ALL SUPPORTS AVAILABLE 
OSPC 6.SOE-04 OPTR FAILS TO ALIGN FOR SPC 

87 1.40E-08 0.08% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OIC 3.70E-02 OPTR FAILS TO INITIATE IC (SBO, LOOP 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)) 
SPC 1.00E+OO EVENT FAILURE 

88 1.39E-08 0.07% BLABM DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 

' DGB 9.SOE-02 LOSS OF DG2/3, 6 HRS 
DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
DG3 1.19E-01 LOSS OF DG3 AFTER DG2/3 AND DG2, 6 HRS 
SBO? 1.00E+OO SBO IN UNIT 3, SBO IN UNIT 2 
OIC 3.70E-02 OPTR FAILS TO INITIATE IC (SBO, LOOP 
ROP1 2.05E-02 FAILURE TO REC OSP TO PREVENT CM (4-6 HRS) 
OIC2. 1.00E+OO OPTR FAILS TO PREVENT LODC FLA OF IC 

89 1.38E-08 0.07% LL COM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DG2 1.39E-01 LOSS OF DG2, 6 HRS 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
OSPC 1.SOE-04 OPTR FAILS TO ALIGN FOR SPC 

• 90 1.35E-08 0.07% TEEQF ATWS 2.28E-04 ATWS INITIATOR 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
RPT1 6.00E-03 AUTO APT FAILS; ALL SUPPORTS AVAILABLE 
OAP 5.10E-02 OPTR FAILS TO INITIATE APT 

91 1.33E-08 0.07% LL COM DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF OG2/3, 6 HRS 
MUP 2.55E-03 MUP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)) 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

92 1.29E-08 0.07% LL COM DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
ICH1 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)) 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

93 129E-08 0.07% TIABM GTR 7.40E+OO GENERAL TRANSIENT IE 
ICH2 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
HP1 2.88E-02 HP FAILS; ALL SUPPORTS AVAILABLE 
OAD 9.80E-03 OPTR FAILS TO INITIATE ADS ' 

94 125E-08 0.07% LICOM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 
24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
HP1 2.88E-02 HP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)) 
SPC 1.00E+OO EVENT FAILURE 

95 1.24E-08 0.07% TLCOM GTR 7.40E+OO GENERAL TRANSIENT IE 
MUP 2.55E-03 MUP FAILS; ALL SUPPORTS AVAILABLE 
FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 

96 1.24E-08 0.07% TLC OM GTR 7.40E+OO GENERAL TRANSIENT IE 
ICH2 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 

97 122E-08 0.07% LL COM DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 

• DG2 1.39E-01 LOSS OF DG2, 6 HRS 
DG3 1.58E-01 LOSS OF DG3 AFTER DG2, 6 HRS 
SBO? 1.00E+OO SBO IN UNIT 3, NO SBO IN UNIT 2 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP A SUCCEEDS [1-(2Ll-LL1-)] 
SPC 5.50E-03 SPC FAILS; 23, 28, 29 2M1 AVAILABLE 
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TABLE 4.5.3-1 (Continued) 
DOMINANT ACCIDENT SEQUENCES FOR BASE IPE MODEL QUANTIFICATION 

Number 
(1) 

98 

99 

100 

Notes: 

1. 

2. 

3. 

4 . 

5. 

6. 

7 . 

Frequency Percent Damage State Evant (5) Value (6) Description (7) 
(2) (3) (4) 

1.211:-08 0.07% LL COM IDLUUI' 1.SOE-02 LOSS OF Ot-t-::;ITE POWER IE 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1 .OOE+OO EVENT FAILURE 
OSPC 1.SOE-04 OPTR FAILS TO ALIGN FOR SPC 

1.16E-08 0.06% BIABM LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
DGB 9.SOE-02 LOSS OF DG2/3, 6 HRS 
DG2 1 .56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
241 8.78E-03 LOSS OF BUS 24-1, GIVEN 34-1 CROSSTIE AVAILABLE 
SBO? 1.00E+OO SBO OCCURS IN UNIT 2 
OIC 3.70E-02 OPTR FAILS TO INITIATE IC (SBO, LOOP 
RVC 2.70E-02 RVC FAILS; RELIEF VALVES CLOSING (TRANS) 
LP 1 .OOE+OO LP A SUCCEEDS (1-{2Ll-LL1-)] 

1 .16E-08 0.06% TEE RF ATWS 2.28E-04 ATWS INITIATOR 
MC 1.37E-01 MAIN COND FAILS (GIVEN FW FAILS} AFTER ATWS 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
RPT1 6.00E-03 AUTO RPT FAILS; ALL SUPPORTS AVAILABLE 
WW/OW 2.16E-01 FRAC OF CONT FLRS IN OW (VS. WW} 

"Number" refers to accident sequence ranking in the top 100 sequences .. 

"Frequency" is the frequency per year that this sequence is expected to occur. 

"Percent" is the percent of total core damage represented by this single sequence. 

"Damage St" is the plant damage state to which this sequence belongs. The fifth character presents the 
release associated with this type of sequence and is manually assigned at the end of the analysis in 
presentations of dominant sequences. 

"Event" is the list of PRT and support system event tree top events which have failed in this sequence. 

"Value" is frequency (for initiators) or probability (for failures) associated with each event. 

"Description" defines the "Event" label. 
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4.5.4 Accident Sequence Sensitivity Analysis 

The following Dresden IPE Model "parameters" were evaluated in the sensitivity analysis 
studies. The purpose of conducting these sensitivity analyses was to evaluate 
assumptions or data which if varied could have a significant impact on the analysis 
results, and thereby address model uncertainty. 

Human Error Probabilities 

Several operator actions are significant in the IPE results. These operator actions (OA) 
are listed below: 

OMUP (all events): Operator Action to supply makeup to shell side of the IC 
OSPC (all events): Operator Action to establish suppression pool cooling 
OAD (all events): Operator Action to depressurize the reactor vessel 

The human error probabilities (HEPs) for these operator actions were varied (increased 
or decreased by an order of magnitude) one at a time to determine the sensitivity of the 
overall I PE model results to these values. Each operator action has several probabilities 
due to sequence timing and/or dependencies of other operator actions. If the probability 
is greater than 0.1, that specific case was not varied because its value is determined 
primarily by dependencies on other actions . 

The results of these sensitivities are summarized in Table 4.5.4-1. Included in the table 
are the different sets of values used for the operator action probabilities. Beside each set 
of values is the respective calculated core damage frequency. 

Recovery of Offsite Power 

The base IPE model was quantified taking no credit for recovery of offsite power during 
those events in which some onsite source of AC power was available. This sensitivity 
analysis was performed to determine the impact of this assumption. The results of this 
sensitivity analysis are provided in Table 4.5.4-1. 

Conclusions 

From the results of the sensitivity analysis presented in Table 4.5.4-1, several gonclusions 
can be drawn. Increasing the human error probabilities for the significant operator actions 
by an ord.er of magnitude does result in some substantial changes in the core damage 
frequency. The model is sensitive to changes in the human error probability for the 
operator actions to: a) provide makeup to the IC, b) establish suppression pool cooling, 
and c) depressurize the reactor pressure vessel. Increasing the value of OMUP by one 
order of magnitude changed the core damage frequency from 1.9E-5 to 3.9E-5, an 
increase of about 105%. Increasing OSPC by an order of magnitude changed the core 
damage frequency from 1.9E-5 to 4.3E-5, an increase of approximately 125%. Increasing 
OAD by an order of magnitude changed the core damage frequency from 1.9E-5 to 
3.1 E-5, an increase of about 65%. Although some of these changes appear significant 
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• TABLE 4.5.4-1 
SENSITIVITY ANALYSIS RESULTS 

BASE IPE MODEL SENSITIVITY CASES 
Core Damage Core Damage 

PRT Node Value Freguency Value Freguency 
OMUP 

OMU-CS1 7.9E-03 1.9E-05 7.9E-02 3.9E-05 
OMU-CS2 1.0E-02 1.0E-01 

OMU-CS1 7.9E-03 1.9E-05 7.9E-04 1.7E-05 
OMU-CS2 1.0E-02 1.0E-03 

OSPC 
OSP-CS1 1.6E-04 1.9E-05 1.6E-03 4.3E-05 
OSP-CS2 4.4E-04 4.4E-03 
OSP-CS3 3.5E-02 3.5E-01 
OSP-CS4 2.1 E-03 2.1 E-02 
OSP-CS5 7.5E-03 7.5E-02 
OSP-CS6 5.0E-01 5.0E-01 
OSP-CS7 6.6E-04 6.6E-03 
OSP-CSB 1.1 E-01 1.1 E-01 
OSP-CS9 1.6E-03 1.6E-02 
OSP-CS10 1.1 E-02 1.1 E-01 
OSP-CS11 1.5E-01 1.5E-01 

• OSP-CS1 1.6E-04 1.9E-05 1.6E-05 1.6E-05 
OSP-CS2 4.4E-04 4.4E-05 
OSP-CS3 3.5E-02 3.5E-01 
OSP-CS4 2.1 E-03 2.1 E-04 
OSP-CS5 7.5E-03 7.5E-04 
OSP-CS6 5.0E-01 5.0E-01 
OSP-CS7 6.6E-04 6.6E-05 
OSP-CSB 1.1 E-01 1.1E-01 
OSP-CS9 1.6E-03 1.6E-04 
OSP-CS10 1.1 E-02 1.1 E-01 
OSP-CS11 1.5E-01 1.5E-01 

• 
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• TABLE 4.5.4-1 (Continued) 
SENSITIVITY ANALYSIS RESULTS 

BASE IPE MODEL SENSITIVITY CASES 
Core Damage Core Damage 

PRT Node Value Freguency Value Freguency 
OAD 

OAD-CS1 1.0E-03 1.9E-05 1.0E-02 3.1 E-05 
OAD-CS2 2.1 E-03 2;1 E-02 
0AD-CS3 9.BE-03 9.BE-02 
0AD-CS4 1.1 E-02 1.1E-01 
OAD-CS5 5.9E-02 5.9E-01 
OAD-CS6 2.5E-02 2.5E-01 
OAD-CS7 4.9E-03 4.9E-02 
OAD-CSB 1.2E-02 1.2E-01 
0AD-CS9 1.0E-03 1.0E-02 

OAD-CS1 1.0E-03 1.9E-05 1.0E-04 1.7E-05 
OAD-CS2 2.1 E-03 2.1 E-04 
0AD-CS3 9.BE-03 9.BE-04 
OAD-CS4 1.1 E-02 1.1 E-03 
OAD-CS5 5.9E-02 5.9E-03 
0AD-CS6 2.5E-02 2.5E-03 
0AD-CS7 4.9E-03 4.9E-04 
0AD-CS8 1.2E-02 1.2E-03 

• 0AD-CS9 

ROP1 (LOSP ONLY) 

1.0E-03 1.0E-04 

ROP1-1 1.00 1.9E"05 5.0E-01 1.6E-05 
ROP1-2 1.00 2.5E-01 
ROP1-3 1.00 6.2E-02 
ROP1-4 1.00 3.0E-02 
ROP1-5 1.00 2.1 E-02 
ROP1-6 1.00 1.4E-02 

• 
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initially, all of the core damage frequencies associated with the sensitivities are within the 
range of core damage frequencies reported in previous BWR probabilistic risk 
assessments. However, the increases in the core damage frequencies highlight the 
importance of maintaining good procedures and effective training. 

Decreasing human error probabilities by an order of magnitude did not result in any 
significant decrease in plant risk. For each of the sensitivity analyses in which the human 
error was reduced by an order of magnitude, the core damage frequency was not less 
than 1.6E-5, virtually unchanged from the base IPE model quantification. The conclusion 
from these analyses is that improvements in procedures or training associated with these 
operator actions (OMUP, OSPC, and OAD), without accompanying improvements in the 
hardware, would not result in any significant reduction in plant risk. 

In the base IPE model it was assumed that, provided an onsite source of AC power was 
available, no credit would be taken for recovering offsite power. It can be concluded from 
the results of this sensitivity analysis that this was a reasonable assumption. The core 
damage frequency was relatively unchanged when credit was taken for the recovery of 
offsite power (from 1 .9E-5 to 1.6E-5). It can be concluded, given that no other plant 
enhancements are considered, improvements in procedures and training associated with 
recovering offsite power in non-station blackout scenarios would not result in a significant. 
decrease in plant risk. 

4.5.5 Source Term Analysis 

Any sequence of events that causes core damage may result in a release of radioactivity 
to the environment in excess of design-basis limits. Such radioactivity releases are 
possible whether or not the containment building remains intact, because no structure is 
perfectly leak-tight. The amount of radioactivity that may be released from the 
containment building if core damage occurs is sequence-dependent and strongly 
influenced by the size and complexity of the flow paths out of the this building. Relatively 
large and unrestrictive flow paths from the containment building are expected to exist if 
the automatic containment isolation function is impaired, or a containment structural 
component fails due to high pressure and temperature, or piping attached directly to the 
reactor vessel fails in an unisolable manner. Relatively small and restrictive flow paths 
from the containment building are expected to exist if the containment integrity is 
maintained because a plant's technical specifications allow only an extremely small 
amount of containment leakage. Thus, much smaller amounts of radioactivity would be 
released to surrounding buildings and the environment if containment integrity was 
maintained during a core-damage sequence than if containment was breached. 

The large amounts of radioactivity that are associated with a severe accident occur 
because radioactive isotopes that are the by-product of the fission process accumulate 
in the fuel pellets. During core damage, the fuel pellets would overheat, chemically react 
with other reactor materials, and possibly melt and move outside of the original core 
geometry. As the fuel pellets dissociated, the highly radioactive fission products would 
be released from the fuel. Typical fission product isotopes include the Noble gases 
Xenon (Xe) and Krypton (Kr), as well as Cesium (Cs), Iodine (1), Tellurium (Te), Strontium 
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(Sr). Cesium and Iodine predominantly react to form the relatively low boiling-point (or 
volatile) compound Cesium-Iodide (Csl). Tellurium and Strontium typically oxidize and 
form relatively higher boiling-point (or non-volatile) compounds (e.g., SrO, Te02}. The 
amounts of radioactivity released from containment as these various isotopes constitute 
the so-called source term for an accident sequence. 

The purpose of a source term analysis is to quantitatively estimate the masses of the 
various fission products that are released from the containment structure for the PAT end
states (or sequences) that result in core damage. Performing actual source term 
calculations for each sequence is an impossibility, however, given the large number of 
sequences defined by the PRTs. Thus, the scope of the source term analysis was limited 
to a consideration of the 100 highest-frequency sequences. The number of fission 
product release calculations performed was further reduced by binning the 100 highest
frequency sequences according to each unique combination of their 3rd and 4th PDS 
designator letters. Since these two PDS designator letters describe functional failures, 
accident progression, and fission product release path after core damage in great detail, 
differences between the containment behavior and fission product releases for sequences 
within a bin should be enveloped by the precision of the analysis for these sequence 
characteristics. The bins identified in this manner and the PDS's corresponding to each 
bin are listed in Table 4.5.5-1. Source term characteristics are estimated for each bin by 
selecting highest-frequency sequence from each bin and simulating these sequences 
using the MAAP code. The sequences chosen to support the source term analysis are 
listed in Table 4.5.5-2 . 

4.5.5.1 Sequence Source Terms 

Key results of the MAAP analysis for each sequence listed in Table 4.5.5-2 are 
summarized in Table 4.5.5-3. A capsule summary of each sequence is presented below. 
The following characteristics are common to all of the analyses reported. 

• Normal containment leakage is modeled by a hole size equivalent to one-half of 
the leakage rate allowed ·by the plant technical specifications. 

• The sequences are analyzed for 48 hours to assure that containment behavior and 
fission product transport behavior are well-developed and that identification of 
potential accident management insights is not limited by the 24-hour mission time. 
Thus, the equipment status at 24 hours is assumed to apply through the end of the 
calculation. Also, fission product releases are reported after 48 hours of elapsed 
sequence time. 

• No credit is taken for the possibility that fission product aerosols could accrete in 
the containment failure site and eventually plug the failure. 

• No credit is taken for fission product retention in the reactor building . 
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TABLE 4.5.5·1 
BINNING OF PLANT DAMAGE STATES 

CO - DLCO, LLCO, MLCO, TLCO, ILCO, LICO, ALCO 

AB - MEAS, BLAB, LIAB, LLAB, DIAB, BIAS, TIAB 

EQ -TEEQ 

BO - DIBO, LIBO 

AY- BLAY 

ER -TEER 

BM - DIBM 
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TABLE 4.5.5-2 
ANALVZED SEQUENCE SELECTION TABLE 

Bin PDS Analyzed Seguence 
(No. From Dominant 

Accident Sequence List) 

co DLCO 1 

AB BLAB* 7 

I 

EQ TEEQ 23 

BO DIBO 16 

AV BLAY 14 

ER TEER 58 

BM DIBM 34 

The highest frequency sequence in the AB bin is Sequence 5 from the MEAS 
PDS. However, MAAP calculations from this sequence do not predict core 
damage. Therefore, the second highest frequency sequence in the AB bin 
(Sequence 7 from the BLAB PDS) was used to provide estimates of source term 
characteristics for this bin. 
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TABLE 4.5.5-3 

DRESDEN NUCLEAR STATION 
CONTAINMENT AND SOURCE TERM ANALYSIS DOMINANT SEQUENCES 

SEQUENCE TYPE co AB AV BO EQ 

Sequence No. 1 7 14 16 23 

Sequence Frequency (BIN) 1.5E-05 1.9E-06 2.8E-07 3.SE-07 4.1E-07 

Sequence Designator DLCO BLAB BLAY DIBO TEEQ 

MAAP Run Database ID No. D920510 D920811 D920810 D920512 D920903 

CORE/CONTAINMENT RESPONSE 

Time of Core Uncovery (hr) 11.4 6.14 6.15 11.3 1.3 

Time of Core Relocation (hr) 13.1 7.52 7.52 12.8 2.2 

Time of Vessel Failure (hr) 16.2 10.1 10.1 14.3 4.1 

Time of Containment Failure (hr) 27.5 39.0 16.1 24.0 1.2 

Time of Venting (hr) 16.5 -- -- 17.7 .. 

Maximum Drywell Pressure (psig) 57.1 64.2 58.6 55.2 114.3 

Maximum Drywell Temperature (°F) 668. 718. 1021. 806. 846. 

Fraction of Clad Reacted in Vessel 0.1067 0.1097 0.1123 0.0446 0.1063 

ENVIRONMENTAL RELEASE @48 Hr. 

Noble Release(%) 99.9 50.4 80.0 99.8 99.9 

Volatile FP Release (%) 5.9 2.15 14.5 24.3 13.0 

Non-Volatile FP Release(%) 0.16 2E-07 0.046 0.18 0.023 

Tellurium-based FP Release (%) 32.3 1E-05 34.6 31.2 0.48 
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TABLE 4.5.5-3 (Continued) 

DRESDEN NUCLEAR STATION 
CONTAINMENT AND SOURCE TERM ANALYSIS DOMINANT SEQUENCES 

SEQUENCE TYPE ER 

Sequence No. 58 

Sequence Frequency (BIN) 1.1E-07 

Sequence Designator TEER 

MAAP Run Database ID No. D920902 

CORE/CONTAINMENT RESPONSE 

Time of Core Uncovery (hr) 1.3 

Time of Core Relocation (hr) 2.1 

Time of Vessel Failure (hr) 3.9 

Time of Containment Failure (hr) 1.06 

Time of Venting (hr) --

Maximum Drywell Pressure (psig) 95.1 

Maximum Drywell Temperature (°F) 716. 

Fraction of Clad Reacted in Vessel 0.0983 

ENVIRONMENTAL RELEASE@ 48 Hr. 

Noble Release(%) 99.8 

Volatile FP Release (%) 66.2 

Non-Volatile FP Release(%) 1.05 

Tellurium-based FP Release(%) 20.6 
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Sequence 1 - DLCO 

Sequence Description 

This accident scenario is initiated by a loss of the main 125 VDC bus and associated 
reserve 125 VDC bus. The 125 VDC loss causes a reactor and turbine trip with the main 
condenser isolated from the reactor. For this accident scenario, the following equipment, 
systems, and operating instructions were assumed available: · 

RC - Reactivity Control: Control rods insert and scram the reactor. 

RVO, RVC - Relief Valves Open, Relief Valves Close: All relief valves open and close as 
dictated by the reactor vessel pressure. 

HP1 - Automatic initiation of HPCI and operation in the level control mode: HPCI is 
assumed to be unused after reactor vessel pressure decreases below its turbine's low 
inlet pressure setpoint that causes automatic isolation. 

OAD, ADS - Operator action to initiate ADS: Proper operation of the ADS system in 
response to an actuation demand. The operator is assumed to actuate ADS when HPCI 
isolates to maintain the reactor vessel pressure low enough that the available LPCI 
pumps can inject. 

LP, LV - Automatic operation of one train of LPCI: Automatic opening of the LPCI 
injection valve after the LPCI pump has started and reactor pressure has decreased 
below 350 psig. 

OVNT, SVW - Operator action to initiate containment venting: Containment venting 
through the two-inch wetwell vent. The operators are assumed to initiate wetwell venting 
through the SBGT system per the EOPs. 

In addition, the following characteristics of this scenario are noteworthy. 

• The Feedwater, Isolation Condenser and CAD Hydraulic systems are assumed 
unavailable. 

• Only three of the seven drywell coolers are operable as a result of the initiator. 
• Containment is successfully isolated. 

Sequence Quantification 

The pre-core damage phase of this sequence includes HPCI isolation at 5.6 hr with 
immediate operator initiation of ADS. LPCI then injects and maintains core cooling until 
there is insufficient NPSH at 8.1 hr due to suppression pool heat-up. Loss of LPCI results 
in a sustained uncovered core state starting at 11.4 hr. 

• Since recovery of vessel injection does not occur during this sequence, the vessel 
inventory boils off and the core overheats. The core damage phase of this sequence is 
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characterized by core debris relocation within the original core geometry at 13.1 hr, 
continuing core degradation, and eventual reactor vessel failure at 16.2 hr. At that time, 
about 11 % of the core Zircaloy inventory has oxidized. 

The release of core debris, steam, and water to the pedestal results in an increased 
energy load on containment, and increases the rates of change of pressure and gas 
temperature. The increased drywell gas density also is assumed to fail the drywall 
coolers by causing the fan motors to overheat. The operator initiates containment venting 
by opening the small wetwell vent for the first time when Torus Bottom Pressure exceeds 
60 psig at 16.5 hr. The operator is assumed to close this vent when Torus Bottom 
Pressure decreases below 50 psig, and then to cycle the vent as needed thereafter. 
Since there is no containment heat removal, drywell gas temperature continues to 
increase and heats the drywell shell sufficiently that drywell failure is predicted to occur 
at 27.5 hr. 

Fission products are released from the containment building via both the wetwell vent and 
the drywell failure location. At 48 hours after the sequence begins, the following fission 
product mass fractions are calculated to be released from the containment: 

• 
• 
• 
• 

Noble Gases 
Volatile Fission Products (Represented by Csl and Rbl) 
Non-Volatile Fission Products (Represented by SrO) 
Tellurium-based Fission Products (Represented by Te2 and Te02) 

Sequence 7 - BLAB 

Sequence Description 

99.9 % 
5.9% 

0.16 % 
32.0 % 

This accident scenario is initiated by a loss of off-site power and is followed by a failure 
of the diesel generators. The unit's loss of off-site power causes a reactor and turbine 
trip. For this accident scenario, the following equipment, systems, and operating 
instructions were assumed available: 

RC - Reactivity Control: Control rods insert and scram the reactor. 

OIC, ICH1 - Operator initiates Isolation Condenser: Proper operation of the IC equipment. 
The operator is assumed to initiate the isolation condenser before any relief valve opens. 
The isolation condenser is assumed to operate until battery power is exhausted at 4 
hours after the start of the sequence. 

OMUP, MUP - Operator initiates Isolation Condenser make-up: Proper operation of the 
IC make-up equipment. The operator is assumed to initiate make-up to the shell-side of 
the isolation condenser. 

• ROP2 - Operator action to restore offsite power (assumed to occur 6 hours after initiating 
event). · 
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LP, LV - Automatic operation of one train of LPCI following off site power recovery: 
Automatic opening of the LPCI injection valve after the LPCI pump has started and 
reactor pressure has decreased below 350 psig. 

OSPC, SPC - Operator action to initiate suppression pool cooling following offsite power 
recovery: Proper operation of the suppression pool cooling equipment. The operators are 
assumed to initiate suppression pool per the EOPs. 

In addition, the following characteristics of this scenario are noteworthy. 

• Containment is successfully isolated. 

Sequence Quantification 

The pre-core damage phase of this sequence includes IC loss of heat remov.al capability 
at 4 hr when the batteries are depleted. Following the loss of IC heat removal, reactor 
vessel pressure increases above the LPCI shut-off head. Intermittent operation of the 
relief valves causes suppression pool heat-up such that the suppression pool water 
temperature quickly exceeds 95° F, however, suppression pool cooling cannot be initiated 
at that time due to the unavailability of AC power. The sequence progression assumes 
that AC power is restored at 6 hr and suppression pool cooling is then assumed to be 
initiated by the operator. One LPCI pump also starts on low water level at 6 .hr, but is 
unable to inject into the vessel due to the high vessel pressure. A sustained uncovered 
core state starts at 6.14 hr. 

Since recovery of vessel injection does not occur during this sequence, the vessel 
inventory boils off and the core overheats. The core damage phase of this sequence is 
characterized by core debris relocation within the original core geometry at 7.52 hr, 
continuing core degradation, and eventual reactor vessel failure at 10.1 O hr. At that time, 

. about 11 % of the core Zircaloy inventory has oxidized. 

When the reactor vessel fails, the release of core debris, steam, and water to the 
pedestal results in an increased energy load on containment, and increases the rates of 
change of pressure and gas temperature. The LPCI pump begins injecting into the failed 
vessel once the vessel pressure drops below 350 psig at 10.11 hr. The water injected 
into the vessel immediately flows out of the lower plenum failure site and onto the core 
debris on the pedestal and drywall floors. A water pool accumulates on the drywall floor 
and its depth increases until it overflows the bottom of the downcomer pipes to the 
suppression pool. The debris in containment is cooled by· the continual water addition 
through the vessel, and the heated water that flows to the suppression pool is cooled by 
the continuing suppression pool cooling. However, the core debris and deposited fission 
products remaining within the reactor vessel continue to heat the drywall gas. The 
containment pressure and drywall gas temperature increase until drywall shell failure is 
predicted at 39 hr . 

Fission products are released from the containment building via the assumed normal 
drywell leakage area . At 48 hours after the sequence begins, the following fission 
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product mass fractions are calculated to be released from the containment: 

• 
• 
• 
• 

Noble Gases 
Volatile Fission Products (Represented by Csl and Rbl) 
Non-Volatile Fission Products (Represented by SrO) 
Tellurium-based Fission Products (Represented by Te2 and Te02) 

Sequence 14 - BLAY 

Sequence Description 

50.4 % 
2.15 % 
2E-7 % 
1E-5 % 

This accident scenario is initiated by a loss of off-site power and is followed by a failure 
of the diesel generators. The unit's loss of off-site power causes a reactor and turbine 
trip. For this accident scenario, the following equipment, systems, and operating 
instructions were assumed available: 

OIC, ICH1 - Operator initiates Isolation Condenser: Proper operation of the IC equipment. 
The operator is assumed to initiate the isolation condenser before any relief valve opens. 
The isolation condenser is assumed to operate until battery power is exhausted at 4 
hours after the start of the sequence. 

OMUP, MUP - Operator initiates Isolation Condenser make-up: Proper operation of the 
IC make-up equipment. The operator is assumed to initiate make-up to the shell-side of 
the isolation condenser. 

In addition, the following characteristics of this scenario are noteworthy. 

• No reactor vessel injection is available. 
• No containment heat removal is available. 
• Containment is successfully isolated. 

Sequence Quantification 

The pre-core damage phase of this sequence includes IC loss of heat removal capability 
at 4 hr when the battery power is depleted. Following the loss of IC heat removal, reactor 
vessel pressure increases to the relief valve setpoint. Intermittent operation of the relief 
valves increases the suppression pool water temperature but no suppression pool cooling 
can be initiated. Similarly, no systems are available to inject into the vessel. Thus, a 
sustained uncovered core state starts at 6.15 hr. 

Since recovery of vessel injection does not occur during this sequence, the vessel 
inventory boils off and the core overheats. The core damage phase of this sequence is 
characterized by core debris relocation within the original core geometry at 7.52 hr, 
continuing core degradation, and eventual reactor vessel failure at 10.1 hr. At that time, 
about 11 % of the core Zircaloy inventory has oxidized. 
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When the reactor vessel fails, the release of core debris, steam, and water to the 
pedestal results in an increased energy load on containment, and increases the rates of 
change of pressure and gas temperature. No containment heat removal is available, so 
the debris in containment heats up sufficiently to erode the concrete floor. The core 
debris and fission products remaining in the vessel, and the core debris in containment 
both radiatively heat the containment gas, while concrete erosion releases hot gases to 
the containment atmosphere. The containment pressure and drywell gas temperature 
increase until drywall shell failure is predicted at 16.1 hr. 

Fission products are released from the containment building via the drywell failure. At 48 
hours after the sequence begins, the following fission product mass fractions are 
calculated to be released from the containment: 

• 
• 
• 
• 

Noble Gases 
Volatile Fission Products (Represented by Csl and Rbl) 
Non-Volatile Fission Products (Represented by SrO) 
Tellurium-based Fission Products (Represented by Te2 and Te02) 

Sequence 16 - DIBO 

Sequence Description 

80.0 % 
14.5 % 
0.05 % 
34.6 % 

This accident scenario is initiated by a loss of one main 125 VDC bus and one reserve 
125 VDC bus. The unit's loss of DC causes a reactor and turbine trip with the main 
condenser isolated from the reactor. For this accident scenario, the following equipment, 
systems, and operating instructions were assumed available: 

RC - Reactivity Control: Control rods insert and scram the reactor. 

RVO, RVC - Relief Valves Open, Relief Valves Close: All relief valves open and close as 
dictated by the reactor vessel pressure. 

HP1 - Automatic initiation of HPCI and operation in the level control mode: HPCI is 
assumed to be unused after reactor vessel pressure decreases below its turbine's low 
inlet pressure setpoint that causes automatic isolation. 

OAD, ADS - Operator action to initiate ADS: Proper operation of the ADS system in 
response to an actuation demand. The operator is assumed to actuate ADS when HPCI 
isolates to maintain the reactor vessel pressure low enough that the available LPCI 
pumps can inject. · 

OVNT, SVW - Operator action to initiate containment venting: Containment venting 
through the two-inch wetwell vent. The operators are assumed to initiate wetwell venting 
through the SBGT system per the EOPs . 
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In addition, the following characteristics of this scenario are noteworthy: 

• The Feedwater, Isolation Condenser and CRD Hydraulic systems are assumed 
unavailable. · 

• Only three of the seven drywell coolers are operable as a result of the initiator. 
• Containment is successfully isolated. 

Sequence Quantification 

The pre-core damage phase of this sequence includes HPCI isolation at 5.6 hr. The 
operator initiates ADS when the downcomer water level falls below the Top of Active Fuel 
at 11.3 hr. Since low. pressure injection is unavailable, an uncovered core state is 
sustained from 11.3 hr. 

Since recovery of vessel injection does not occur during this sequence, the vessel 
inventory boils off and the core overheats. The core damage phase of this sequence is 
characterized by core debris relocation within the original core geometry at 12.8 hr, 
continuing core degradation, and eventual reactor vessel failure at 14.3 hr. At that time, 
about 4% of the core Zircaloy inventory has oxidized. 

The release of core debris, steam, and water to the pedestal results in an increased 
energy load on containment, and increases the rates of change of pressure and gas 
temperature. The increased drywell gas density also is assumed to fail the drywell 
coolers by causing the fan motors to overheat. The operator initiates containment venting 
by opening the small wetwell vent for the first time when Torus Bottom Pressure exceeds 
60 psig at 17.7 hr. The operator is assumed to close this vent when Torus Bottom 
Pressure decreases below 50 psig, and then to cycle the vent as needed thereafter. 
Since there is no containment heat removal, drywell gas temperature continues to 
increase and heats the drywell shell sufficiently that drywell failure is predicted to occur 
at 24.0 hr. 

Fission products are released from the containment building via both the wetwell vent and 
the drywell failure location. At 48 hours after the sequence begins, the following fission 
product mass fractions are calculated to be released from the containment: 

• 
• 
• 
• 

Noble Gases 
. Volatile Fission Products (Represented by Csl and Rbl) 

Non-Volatile Fission Products (Represented by SrO) 
Tellurium-based Fission Products (Represented by Te2 and Te02) 

Sequence 23 - TEEQ 
Sequence Description 

99.8 % 
24.3 % 
0.18 % 
31.2 % 

This accident scenario is initiated by a turbine trip with the main condenser isolated, and 
a failure of the control rods to insert. For this accident scenario, the following equipment, 
systems, and operating instructions were assumed available: 
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FWA- Feedwater available: Reactor vessel level is controlled automatically using the feed 
pumps for as long as hotwell inventory is available. 

WW/DW - Containment failure in the wetwell. 

In addition, the following characteristics of this scenario are noteworthy: 

• The main condenser hotwell inventory is initially 76,000 gallons, with a 900 gpm 
make-up flow. 

• The reactor power level will exceed the vessel relief capacity with the main 
condenser isolated, resulting in over-pressurization of the reactor vessel. As a 
result, a large hole is assumed to open in the main steam piping at 1 minute into 
the sequence. 

• The CRD Hydraulic system is assumed unavailable. 
• HPCI, LPCI, and the isolation condenser are available and assumed to operate 

automatically. No operator actions regarding use of these systems is credited. 
• Drywell coolers are operable. 
• Containment is successfully isolated. 

Sequence Quantification 

The pre-core damage phase of this sequence includes a predicted average ATWS power 
level of about 25% full power. Maintaining normal water level with this power level 
depletes the hotwell inventory in about 22 minutes, at which time· the feed pump trips. 
The high core power associated with ATWS causes a rapid drywell and suppression pool 
heat-up. The HPCI pump trips at 23 minutes as a result of high suppression pool water 
temperature. Vessel pressure decreases below the LPCI shut-off head at about 28 
minutes, so LPCI injection starts. The rapid containment heat-up leads to a large wetwell 
failure at 1.2 hr. The LPCI pumps trip on low NPSH about one minute later. Sinc:e 
vessel injection is unavailable at this point and core power is significantly greater than 
decay power levels, a sustained uncovered core state starts at 1.3 hr. 

Since recovery of vessel injection does not occur during this sequence, the vessel 
inventory boils off and the core overheats. The core damage phase of this sequence is 
characterized J>y core debris relocation within the original core geometry at 2.2 hr, 
continuing core degradation, and eventual reactor vessel failure at 4.1 hr .. At that time, 
about 10% of the core Zircaloy inventory has oxidized. 

Fission products are released from the containment building via both the wetwell vent and 
the normal drywell leakage location. At 48 hours after the sequence begins, the following 
fission product mass fractions are calculated to be released from the containment: 

• 
• 
• 
• 

Noble Gases 
Volatile Fission Products (Represented by Csl and Rbl) 
Non-Volatile Fission Products (Represented by SrO) 
Tellurium-based Fission Products (Represented by Te2 and Te02) 
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Sequence 34 - DIBM 

Sequence Description 

This accident scenario is initiated by a loss of one main 125 VDC bus and one reserve 
125 VDC bus. The unit's loss of DC causes a reactor and turbine trip with the main 
condenser isolated from the reactor. For this accident scenario, the following equipment, 
systems, and operating instructions were assumed available: 

RC - Reactivity Control: Control rods insert and scram the reactor 

RVO, RVC - Relief Valves Open, Relief Valves Close: All relief valves open and close as 
dictated by the reactor vessel pressure. · 

HP1 - Automatic initiation of HPCI and operation in the level control mode: HPCI is 
assumed to be unused after reactor vessel pressure decreases below its turbine's low 
inlet pressure setpoint that causes automatic isolation. 

OAD, ADS - Operator action to initiate ADS: Proper operation of the ADS system in 
response to an actuation demand. The operator is assumed to actuate ADS when HPCI 
isolates to maintain the reactor vessel pressure low enough that the available LPCI 
pumps can inject. 

OSPC, SPC - Operator action to initiate suppression pool cooling: Proper operation of the · 
suppression pool cooling equipment. The operators are assumed to initiate suppression 
pool per the EOPs. 

OCNTS, CNTS - Operator action to initiate containment sprays: Proper operation of 
containment spray equipment. The operators are assumed to initiate containment (both 
wetwell and drywell) sprays per the EOPs. 

In addition, the following characteristics of this scenario are noteworthy. 

• The Feedwater, Isolation Condenser and CRD Hydraulic systems are assumed 
unavailable. 

• Only three of the seven drywall coolers are operable as a result of the initiator. 
• Containment is successfully isolated. 

Sequence Quantification 

The pre-core damage phase of this sequence includes operator initiation of suppression 
pool cooling at about 7 minutes into the sequence after HPCI has initiated. HPCI isolates 
on low reactor pressure at 5.4 hr. The operator initiates ADS when the downcomer water 
level falls below the Top of Active Fuel at 11.1 hr. Since low pressure injection is 
unavailable, an uncovered core state is sustained from 11.1 hr . 

Since recovery of v~ssel injection does not occur during this sequence, the vessel 
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inventory boils off and the core overheats. During this time the wetwell pressure 
increases sufficiently that the operator initiates wetwell sprays. The core damage phase 
of this sequence is characterized by core debris relocation within the original core 
geometry at 12.4 hr, continuing core degradation, and eventual reactor vessel failure at 
14.0 hr. At that time, about 5% of the core Zircaloy inventory has oxidized. 

The release of core debris, steam, and water to the pedestal results in an increased 
energy load on containment, and increases the rates of change of pressure and gas 
temperature. The increased drywall gas density also is assumed to fail the drywall 
coolers by causing the fan motors to overheat. In response to the worsening drywell 
conditions the operator initiates drywall sprays several minutes after vessel failure. Since 
both drywall sprays and suppression pool cooling are operating, no containment failure 
occurs during this sequence. 

Fission products are released from the containment building via the assumed normal 
drywall leakage location. At 48 hours after the sequence begins, the following fission 
product mass fractions are calculated to be released from the containment: 

• 
• 
• 
• 

Noble Gases 
Volatile Fission Products (Represented by Csl and Rbl) 
Non-Volatile Fission Products (Represented by SrO) 
Tellurium-based Fission Products (Represented by Te2 and Te02) 

Sequence 58 - TEER 

1.02 % 
1 E-4 % . 
3E-7 % 
9E-6 % 

Sequence Description 

This accident scenario is initiated by a turbine trip with the main condenser isolated, and 
a failure of the control rods to insert. For this accident scenario, the following equipment, 
systems, and operating instructions were assumed available: 

FWA- Feedwater available: Reactor vessel level is controlled automatically using the feed 
pumps for as long as hotwell inventory is available. 

In addition, the following characteristics of this scenario are· noteworthy. 

• 

• 

• 
• 

• 

The main condenser hotwell inventory is initially 76,000 gallons, with a 900 gpm 
make-up flow. 
The reactor power level will exceed the vessel relief capacity with the main 
condenser isolated, resulting in over-pressurization of the reactor vessel. As a 
result, a large hole is assumed to open in the main steam piping at 1 minute into 
the sequence. 
The CRD Hydraulic systems is assumed unavailable . 
HPCI, LPCI, and the isolation condenser are available and assumed to operate 
automatically. No operator actions regarding use of these systems is credited. 
Drywall coolers are operable . 
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Containment-is successfully isolated . 
Containment failure occurs in the drywell. 

Sequence Quantification 

The pre-core damage phase of this sequence includes a predicted average A TWS power 
level of about 25% full power. Maintaining normal water level with this power level 
depletes the hotwell inventory in about 22 minutes, at which time the feed pump trips. 
The high core power associated with ATWS causes a rapid drywall and suppression pool 
heat-up. The HPCI pump trips at 23 minutes as a result of high suppression pool water 
temperature. Vessel pressure decreases below the LPCI shut-off head at about 28 
minutes, so LPCI injection starts. The rapid containment heat-up leads to a large drywell 
failure at 1.06 hr. The LPCI pumps trip on low NPSH about eight minutes later. Since 
vessel injection is unavailable at this point and core power is significantly greater than 
decay power levels, a sustained uncovered core state starts at 1.3 hr. 

Since recovery of vessel injection does not occur during this sequence, the vessel 
inventory boils off and the core overheats. The core damage phase of this sequence is 
characterized by core debris relocation within the original core geometry at 2.1 hr, 
continuing core degradation, and eventual reactor vessel failure at 3.9 hr. At that time, 
about 10% of the core Zircaloy inventory has oxidized. 

Fission products are released from the containment building via both the wetwell vent and 
the normal drywall leakage location. At 48 hours after the sequence begins, the following 
fission product mass fractions are calculated to be released from the containment: 

• 
• 
• 
• 

Noble Gases 
Volatile Fission Products (Represented by Csl and Rbl) 
Non-Volatile Fission Products (Represented by SrO) 
Tellurium-based Fission Products (Represented by Te2 and Te02 

4.5.6 Source Term Sensitivity Analyses 

99.8 % 
66.2 % 
1.05 % 
20.6 % 

Due to the complexity of a nuclear plant, the models developed to perform a Level 2 
analysis contain simplified representations of operator actions, plant and equipment 
behavior, and severe accident phenomena. These simplifications, while necessary, all 
introduce uncertainty into the base-line characterization of a plant. To describe the 
uncertainty associated with the source term calculations, a number of additional MAAP 
calculations are performed. These sensitivity calculations are based on the MAAP runs 
described in Section 4.5.5, but each differs from its base case by having one key 
sequence attribute changed in a bounding way. For example, the DLCO sequence 
described above did not include the benefit of vessel injection from a CRD hydraulic 
system pump. Since such pumps are normally on and injecting into the vessel, one 
variation on the DLCO sequence could be to include CRD hydraulic system injection into 
the vessel. In this way, a set of such source term sensitivity analyses can identify those 
plant and/or sequence attributes that have the largest effect on the likelihood or timing 
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of containment failure and the magnitude of the source term without explicitly calculating 
individual and/or combined uncertainties. 

To obtain the most insight from a sensitivity analysis, sequence attributes that have the 
largest impact on source term results must be varied. The following information sources 
were used to identify potential sensitivity calculations: 

• Table A.5 in NUREG-1335, which lists a number of key parameters for a sensitivity 
study identified by the NRC, 

• EPRI report EPRl-TR-100167 (Draft - To Be Published 1992), "Recommended 
Sensitivity Analyses for an Individual Plant Examination Using MAAP 3.08," and 

• IPE analyst insights pertaining to equipment operation, operator actions, and plant 
modeling assumptions. 

Tables 4.5.6-1 and 4.5.6-2 provide lists of the sensitivity calculations recommended by 
NUREG-1335 and the EPRI report, respectively, and indicate how these 
recommendations are dispositioned in the IPE. Table 4.5.6-3 provides a list of the 
sensitivity cases analyzed using MAAP in the Dresden IPE. 

As Table 4.5.6-3 shows, an additional base case was included in the sensitivity 
calculations performed using the MAAP code. Sequence LIAC (#138 from the dominant 
sequence list) was analyzed to investigate the impact of variations in ex-vessel core 
debris cooling when the core debris is submerged. This sequence was chosen because 
it is the highest frequency sequence in which ex-vessel core debris is water-covered and 
containment is predicted to fail. 

4.5.6.1 Additional Base Case Sequence Source Terms 

Key results of the MAAP analysis for sequence LIAC are listed in Table 4.5.6-4. A 
capsule summary of the sequence is presented below. Note that the following 
characteristics are also common to this analysis: 

• Normal containment leakage is modeled by a hole size equivalent to one-half of 
the leakage rate allowed by the plant technical specifications. 

• The sequence is analyzed for 48 hours to assure that containment behavior and 
fission product transport behavior are well-developed and that identification of 
potential accident management insights is not limited by the 24-hour mission time. 
Thus, the equipment status at 24 hours is assumed to apply through the end of the 
calculation. Also, fission product releases are reported after 48 hours of elapsed 
sequence time. 

• No credit is taken for the possibility that fission product aerosols could accrete in· 
the containment failure site and eventually plug the failure . 

• No credit is taken for fission product retention in the reactor building. 
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• TABLE 4.5.6-1 
PARAMETERS RECOMMENDED FOR SENSITIVITY STUDY BYNUREG-1335 

ISSUE TREATMENT IN IPE DISCUSSION 

Performance of Realistic performance of CHR Use of owe past RPV failure not considered due 
CHR systems systems quantified in PRTS. to difficulty in determining degraded heat transfer 
during core MAAP run D920510H performance. See Table 4.5.6-3 for MAAP run 
melt accidents considers early loss of owe. definition. See Table 4.5.6-4 for MAAP run results. 

Hydrogen Combustion treated in PES. PES concludes hydrogen combustion is not likely 
production and Production treated in MAAP to cause early OW failure, however, long-term OW 
combustion runs D920810A, 09208108, failure possible if inappropriate recovery action is 

and 092081 oc taken. See Table 4.5.6-3 for MAAP run definitions. 
See Table 4.5.6-4 for MAAP run results. 

Induced failure Not considered a 8WR issue. NC flow via SGs allow hot core gases to heat 
of the RCS surge line faster than if no NC flow. BWRs have 

no comparable NC flow path. 

Core relocation Treated in MAAP runs See Table 4.5.6-3 for MAAP run definitions. See 
Characteristics D920810A, 09208108, and Table 4.5.6-4 for MAAP run results. 

D920810C. 

Mode of RPV Encompassed by the source MAAP assumes the RPV fails at a lower head 
failure term analysis performed. penetration when the core debris temperature is 

. above the steel melting point; the hole then 

• ablates by debris flow through it. An alternative 
view is that core debris in the lower head is cooled 
until the water above is boiled away; the debris 
then heats up and causes the entire lower head to 
fall off. This alternative typically delays RPV failure 
by about an hour but cannot be modeled using 
MAAP. However, fission product releases from 
containment are expected to be lower for the later 
RPV failure mode because fission products 
released from unrelocated core debris have a 
longer time interval to be swept to the suppression 
pool and retained there. 

Fuel/coolant Treated in steam explosion PES concludes steam explosions are no threat to 
interactions PES. RPV or containment and promote debris dispersal 

and cooling. 

OCH Treated in OCH PES. PES concludes OCH would cause negligible 
containment pressurization and would not cause 
early OW failure. 

Potential for Treated in MAAP run See Table 4.5.6-3 for MAAP run definition. See 
early CF due 09208108. Table 4.5.6-4 for MAAP run results. 
to pressure 
load 

• 
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TABLE 4.5.6-1 (Continued) 
PARAMETERS RECOMMENDED FOR SENSITIVITY STUDY BY NUREG-1335 

ISSUE TREATMENT IN IPE DISCUSSION 

Long-term Treated in MCCI, LMT, and The MCCI and LMT PES's each discuss a possible 
disposition of containment over- long-term debris configuration and evaluate 
core debris pressurization PES. possible outcomes (see Table entries below). 

Since the actual ex-vessel debris distribution will be 
highly uncertain, the over-pressure PES provides a 
CF curve that reduces OW shell strength as its 
temperature increases. All IPE MAAP runs used 
this temperature-dependent failure curve. 

Potential for Treated in LMT PES and PES concludes that core debris in contact with the 
early CF due MMP runs 09205108, OW liner is unlikely to melt through if there is water 
to direct 092051 OG, and 092051 OM on the DW floor, but more likely if the OW floor is 
contact by core dry. See Table 4.5.6-3 for MAAP run definitions. 
debris See Table 4.5.6-4 for MMP run results. 

Long-term Treated in MCCI PES and PES concludes CF by pressure and/or temperature 
core-concrete MMP runs 0920603A and would occur before basemat penetration. MMP 
interactions 09208100 runs consider debris coolability uncertainty. See 

Table 4.5.6-3 for MMP run definitions. See Table 
4.5.6-4 for MAAP run results . 

NOTES: 

CHR =Containment heat removal, CF= Containment failure, OCH = Direct containment heating, DWC 
= Orywell coolers, LMT = Liner melt-through, MCCI = Molten core-concrete interaction, NC = Natural 
Circulation, PES = Phenomenological Evaluation Summary, PRTS = Plant response trees, RPV = 
Reactor pressure vessel, SG =Steam Generator 
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TABLE 4.5.6-2 
MAAP MODEL PARAMETERS RECOMMENDED FOR SENSITIVITY STUDY 

BY EPRl-TR-100167 (DRAFT - TO BE PUBLISHED 1992} 

VARIABLE TREATMENT IN IPE DISCUSSION 

·FMAXCP Encompassed by the This variable sets when the core debris mass remaining in the 
source term analysis original core nodes is "dumped" into the lower head. EPRI 
performed. report recommends changing this variable's value from 0.1 to 0.8 

for one sequence in which long-term revaporization dominates 
fission product releases. Level 2 MAAP runs and sensitivity 
cases show a variety of fission product release behavior, without 
explicitly changing this variable. For example, fission product 
releases for MAAP run 0920510 are dominated by long-term 
revaporization while MAAP run D920510M has significant early 
and late fission product releases. See Section 4.5.5 for MAAP 
run 0920510 (DLCO) definition and Table 4.5.6-3 for MAAP run 
D920510M definition: See Tables 4.5.5-3 and 4.5.6-4 for MAAP 
run results. 

FCHF Treated in MAAP runs This variable is the coefficient used in the MAAP critical heat flux 
D920603A and formula for debris coolability calculations. EPRI report says to 
09208100. change this variable value from 0.1 to 0.02, and this was done 

for the MAAP runs indicated. See Table 4.5.6-3 for MAAP run 
definitions. See Table 4.5.6-4 for MAAP run results. 

DKPLUG Treated in all Level 2 This variable is the coefficient for the Morewitz model for 
MAAP runs. plugging restricted flow paths by accretion of aerosol particles 

passing through them. EPRI report says to set this variable to a 
large value if the assumed containment failure flow path is 
assumed to be greater than 1 cm in height. All Level 2 IPE 
MAAP runs assumed large enough aerosol flow paths that 
plugging would not be effective. 

FCRBLK Treated in MAAP runs This variable selects the core "blockage" model assumed for a 
D920810A, 09208108, MAAP run. A value of 1 corresponds to the IDCOR assumption 
and D920810C. of channel-wide blockage When any node becomes molten, 

which terminates Zr oxidation in the affected channel ; a value of 
o (default) causes only molten nodes to block and allows Zr 
oxidation within an affected channel at higher elevations; a value 
of -1 allows unimpeded Zr oxidation. EPRI report says to 
change this variable from O to 1 for a station blackout sequence. 
A run corresponding to each permissible value was performed 
because this parameter's value was changed during all other 
Level 2 MAAP runs from O to 1 when at least 4 core nodes had 
more than 120% of their original U02 mass. See Table 4.5.6-3 
for MAAP run definitions. See Table 4.5.6-4 for MAAP run 
results. 

ACVENT, Treated in MAAP runs These variables represent the areas of the flow paths from the 
ADWLEK 09205108, wetwell and drywell, respectively. EPRI report recommends 

D920510C, considering both wetwell and drywell failure locations and various 
D920510G, 092051 OJ, sizes and this was done for the MAAP runs indicated. See 
D920510K, and Table 4.5.6-3 for MAAP run definitions. See Table 4.5.6-4 for 
D920510M MAAP run results. 
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TABLE 4.5.6-2 (Continued) 
MAAP MODEL PARAMETERS RECOMMENDED FOR SENSITIVITY STUDY 

BY EPRl-TR-100167 (DRAFT - TO BE PUBLISHED 1992) 

VARIABLE TREATMENT IN IPE DISCUSSION 

PC FAIL Treated in all Level 2 This variable represents containment failure pressure. EPRI 
MAAP runs. report recommends including effects of temperature on shell 

strength and this was done for all Level 2 IPE MAAP runs. 
EPRI report also says to model effects of a lower failure pressure 
in one dry sequence. This was effectively done by the early 
drywell failure of MAAP run 09208108. See Table 4.5.6-3 for 
MAAP run definitions. See Table 4.5.6-4 for MAAP run results. 

ADWF Treated in molten This variable represents drywell floor area. EPRI report says to 
c'ore-concrete investigate effect of reduced core debris spreading by using 1/4 
interaction of default value for one dry sequence. PES concludes that use 
Phenomenological of 1/4 of default value is justified only for a wet sequence. 
Evaluation Summary Analysis in PES also shows that reduced spreading in a dry 
(PES), sequence is unlikely to result in basemat failure prior to other 

potential shell failure mechanisms . 
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• TABLE 4.5.6-3 
DEFINITION OF SENSITIVITY CASES ANAL VZED USING MAAP 

SENSITIVITY 
CASE MAAP 

RUN BASE CASE 
DATABASE SEQUENCE DIFFERENCE FROM BASE ISSUE(S) ADDRESSED BY 
ID NUMBER DESIGNATOR CASE SEQUENCE SENSITIVITY CASE 

D920510A OLCO Revised LPCI pump head-flow Effect of plant modeling 
curve used to reflect best-estimate assumptions 
capability (new information 
obtained late in the project) 

D920510B OLCO 1-inch diameter hole opened in Potential for early drywell failure 
drywell shell 2 minutes after due to direct contact by core 
reactor vessel failure debris 

0920510C OLCO 10-inch diameter wetwell vent Effect of plant modeling 
area used instead of the default 2- assumptions 
inch diameter wetwell vent area 

09205100 OLCO Wetwell vent not opened Effect of plant modeling 
assumptions 

D920510E OLCO CRO hydraulic system pump Effect of plant modeling 

• 
injects constant 55 gpm assumptions 

D920510G OLCO 20 square inch hole opened in Potential for early drywell failure 
drywell shell 30 minutes after due to direct contact by core 
reactor vessel failure debris 

D920510H OLCO Orywell coolers unavailable Containment heat removal system 
performance 

D9205101 OLCO Temperature-dependent drywell Effect of plant modeling 
leakage assumptions 

D920510J OLCO 2-inch diameter drywell vent area Effect of plant modeling 
used instead of the default 2-inch assumptions 
diameter wetwell vent area 

0920510K DLCO 10-inch diameter drywell vent area Effect of plant modeling 
used instead of the default 2-inch assumptions 
diameter wetwell vent area 

D920510M OLCO 1-inch diameter hole opened in Potential for early drywell failure 
drywell shell 30 minutes after due to direct contact by core 
reactor vessel failure debris 

D920603A LIAC Parameter FCHF changed from Effectiveness of core debris 
default value of 0.1 o to 0.02 cooling and its impact on core-

concrete interactions 

• 
D920810A BLAY Parameter FCRBLK not changed Hydrogen production, core 

from default of O tci + 1 when 4 relocation characteristics 
core nodes have accumulated > 
120% of initial U02 mass 
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• TABLE 4.5.6-3 (Continued) 
DEFINITION OF SENSITIVITY CASES ANAL VZED USING MAAP 

SENSITIVITY 
CASE MAAP 

RUN BASE CASE 
DATABASE SEQUENCE DIFFERENCE FROM BASE ISSUE(S) ADDRESSED BY 
ID NUMBER DESIGNATOR CASE SEQUENCE SENSITIVITY CASE 

D920810B BLAY Parameter FCRBLK initially set to Hydrogen production, core 
-1 and not changed to + 1 when 4 relocation characteristics, and 
core nodes have accumulated > potential for early containment 
120% of initial U02 mass failure due to pressure load 

D920810C BLAY Parameter FCRBLK initially _set to Hydrogen· production, core 
+1 relocation characteristics 

D920810D BLAY Parameter FCHF changed from Effectiveness of water in cooling 
default value of 0.1 O to 0.02 core debris and its impact on long-

term core-concrete interactions 

• 

• 
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TABLE 4.5.6-4 

DRESDEN NUCLEAR STATION 
CONTAINMENT AND SOURCE TERM SENSITIVITY ANALYSIS 

REVISED LPCI CAD FLOW OF TEMP DEP. 
KEY SEQUENCE CHARACTERISTIC BASE CASE PUMP CURVE 55 GPM DW LEAKAGE 

Sequence MAAP Run Database ID No. D920510 D920510A D920510E D9205101 

Sequence Designator DLCO -- -- --

CORE/CONTAINMENT RESPONSE 

Time of Core Uncovery (hr) 11.4 15.3 14.4 11.3 

Time of Core Relocation (hr) 13.1 17.2 18.4 13.0 

Time of Vessel Failure (hr) 16.2 20.5 -- 16.1 

Time of Containment Failure (hr) 27.5 31.6 -- 27.5 

Time of Venting (hr) 16.5 20.8 33.1 16.5 

Maximum Drywall Pressure (psig) 57.1 61.2 78.9 57.0 

Maximum Drywall Temperature (°F) 668. 625. 332. 668. 

Fraction of Clad Reacted in Vessel 0.1067 0.1021 0.1079 0.1075 

ENVIRONMENTAL RELEASE @ 24 hr/48 hr 

Noble Release (%) 38.9/99.9 40.1/99.8 6E-5/13.7 38.9/99.9 

Volatile FP Release (%) 
' 

0.019/5.9 0.015/3.0 1 E-6/1 E-6 0.024/5.7 

Non-Volatile FP Release (%) 5E-5/0.16 3E-8/0.14 0.0/5E-9 SE-6/0.15 

Tellurium-based FP Release (%) 4E-5/32.3 8E-7/30.0 0.010.0 6E-5/32.2 
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D920510H 

--

13.1 

14.9 

18.1 

29.6 

18.3 

56.4 

656. 

0.0989 

47.3/99.9 

0.020/6.8 

3E-7/0.12 

2E-5/29.7 
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TABLE 4.5.6-4 (Continued) 

DRESDEN NUCLEAR STATION 
CONTAINMENT AND SOURCE TERM SENSITIVITY ANALYSIS 

KEY SEQUENCE CHARACTERISTIC BASE CASE 10' WW VENT NO VENTING 2" OW VENT 

Sequence MAAP Run Database ID No. 0920510 D920510C D920510D D920510J 

Sequence Designator DLCO -- -- --
CORE/CONTAINMENT RESPONSE 

Time of Core Uncovery (hr) 11.4 11.4 11.4 11.2 

Time of Core Relocation (hr) 13.1 13.1 13.1 12.9 

Time of Vessel Failure (hr) 16.2 16.2 16.2 16.0 

Time of Containment Failure (hr) 27.5 27.3 20.5 26.5 

Time of Venting (hr) 16.5 16.5 -- 16.4 

Maximum Drywall Pressure (psig) 57.1 56.3 72.9 57.9 

Maximum Drywall Temperature (°F) 668. 668. 671. 672. 

Fraction of Clad Reacted in Vessel 0.1067 0.1067 0.1067 0.1068 

ENVIRONMENTAL RELEASE @ 20 hr/28 hr/48 
hr 

Noble Release (%) 27.7/65.2/99.9 33.4/31.5/99.9 0.053/99.6/99.9 20.6/89.6/99.9 

Volatile FP Release (%) 0.011/0.079/5.9 0.011/0.10/5.6 6E-5/9.2/14.1 1.5/3.4/9.8 

Non-Volatile FP Release (%) 5E-8/0.014/0.16 5E-8/0.022/0.16 1 E-8/0.38/0.52 6E-7/8E-4/0.23 

Tellurium-based FP Release(%) 2E-6/1.5/33.2 3E-6/2.3/32.5 8E-7/24.5/35.5 2E-5/7 .6/33.0 
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D920510K 

--

11.2 

12.9 

16.0 

26.2 

16.4 

56.6 

669. 

0.1068 

19.6/94.3/99.9 

4.2/5.7/8.9 

1 E-6/0.1/0.23 

6E-5/9.3/32.8 
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TABLE 4.5.6-4 (Continued) 

DRESDEN NUCLEAR STATION 
CONTAINMENT AND SOURCE TERM SENSITIVITY ANALYSIS 

SMALL LMT LARGE LMT SMALL LMT 
KEY SEQUENCE CHARACTERISTIC BASE CASE EARLY DELAYED DELAYED 

Sequence MAAP Run Database ID No. D920510 D9205108 D920510G D920510M 

Sequence Designator DLCO -- -- --
CORE/CONTAINMENT RESPONSE 

Time of Core Uncovery (hr) 11.4 11.2 11.2 11.2 

Time of Core Relocation (hr) 13.1 12.9 12.9 12.9 

Time of Vessel Failure (hr) 16.2 16.0. 16.0 16.0 

Time of Containment Failure (hr) 27.5 16.0/27.6 16.5 16.5/27.5 

Time of Venting (hr) 16.5 16.4 16.4 16.4 

Maximum Drywall Pressure (psig) 57.1 57.1 57.7 57.7 

Maximum Drywall Temperature (°F) 668. 674. 644. 672. 

Fraction of Clad Reacted in Vessel 0.1067 0.1068 0.1068 0.1068 

ENVIRONMENTAL RELEASE@ 24 hr/48 hr 

Noble Release (%) 38.9/99.9 44.7/99.9 99.4/99.9 45.0/99.9 

Volatile FP Release (%) 0.019/5.9 2.5/7.2 22.4/24.8 2.5/8.7 

Non-Volatile FP Release (%) 5E-5/0.16 7E-5/0.15 0.29/0.64 7E-5/0.16 

Tellurium-based FP Release(%) 4E-5/32.3 0.'57/33.1 17.6/33.9. 0.57/33.2 

Note: 
LMT = Liner Melt-Through 
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TABLE 4.5.6-4 (Continued) 

DRESDEN NUCLEAR STATION 
CONTAINMENT AND SOURCE TERM SENSITIVITY ANALYSIS 

KEY SEQUENCE CHARACTERISTIC BASE CASE FCHF=0.02 

Sequence MAAP Run Database ID No. D920603 D920603A 

Sequence Designator LIAC --

CORE/CONTAINMENT RESPONSE 

Time of Core Uncovery (hr) 2.45 2.45 

Time of Core Relocation (hr) 3.49 3.49 

Time of Vessel Failure (hr) 5.64 5.64 

Time of Containment Failure (hr) 37.3 40.9 

Time of Venting (hr) · 15.6 15.4 

Maximum Drywall Pressure (psig) 55.2 55.2 

Maximum Drywall Temperature (°F) 656. 638. 

Fraction of Clad Reacted in Vessel 0.1083 0.1135 

ENVIRONMENTAL RELEASE@ 24 hr/48 hr 

Noble Release (%) 49.6/99.9 49.9/99.8 

Volatile FP Release (%) 0.016/3.9 0.015/3.6 

Non-Volatile FP Release(%) 5E-9/0.16 4E-7/0.15 

Tellurium-based FP Release (%) 1 E-6/13.5 3E-5/12.4 
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TABLE 4.5.6-4 (Continued) 

DRESDEN NUCLEAR STATION 
CONTAINMENT AND SOURCE TERM SENSITIVITY ANALYSIS 

KEY SEQUENCE CHARACTERISTIC BASE CASE FCRBLK=O FCRBLK=-1 FCRBLK=+1 

Sequence MAAP Run Database ID No. D920810 D920810A D9208108 D920810C 

Sequence Designator BLAY .. .. .. 

CORE/CONTAINMENT RESPONSE 

Time of Core Uncovery (hr) 6.15 6.15 6.15 6.15 

Time of Core Relocation (hr) 7.52 7.52 7.52 7.53 

Time of Vessel Failure (hr) 10.1 12.1 8.80 10.1 

Time of Containment Failure (hr) 16.1 14.8 8.84 17.9 

Time of Venting (hr) .. .. .. .. 

Maximum Drywall Pressure (psig) 58.6 79.9 104.9 55.0 

Maximum Drywall Temperature (°F) 1021. 906. 894. 858. 

Fraction of Clad Reacted in Vessel 0.1123 0.2223 0.4475 0.0593 

ENVIRONMENTAL RELEASE@ 24 hr/48 hr 

Noble Release (%) 66.7/80.0 81.1/83.3 85.2185.6 79.8/82.5 

Volatile FP Release (%) 3.7/14.5 13.5/22.1 42.5/45.7 2.6/19.3 

Non-Volatile FP Release (%) 0.046/0.046 0.36/0.36 0.15/0.15 0.079/0.084 

Tellurium-based FP Release(%) 32.2134.6 24.8/25.4 30.7/32.6 15.1/17.7 
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6.15 

7.52 

10.1 

15.8 

. . 

59.5 

1021. 

0.1119 

66.8/81.3 

4.1/16.5 

0.037/0.038 
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Sequence 138 - LIAC 

Sequence Description 

This accident scenario is initiated by a loss of off-site power. The unit's loss of off-site 
power causes a reactor and turbine trip. For this accident scenario, the following 
equipment, systems, and operating instructions were assumed available: 

RC - Reactivity Control: Control rods insert and scram the reactor 

OIC, ICH1 - Operator initiates Isolation Condenser: Proper operation of the IC equipment. 
The operator is assumed to initiate the isolation condenser before any relief valve opens. 

LP, LV - Automatic operation of one train of LPCI: Automatic opening of the LPCI 
injection valve after the LPCI pump has started and reactor pressure has decreased 
below 350 psig. 

OVNT,SVW - Operator action to initiate containment venting: Containment venting 
through the two-inch wetwell vent. The operators are assumed to initiate wetwell venting 
through the SBGT system per the EOPs.ln addition, the following characteristics of. this 
scenario are noteworthy. 

• 
• 
• 

The Feedwater and CRD Hydraulic systems are assumed unavailable . 
The drywell coolers are assumed unavailable . 
Containment is successfully isolated . 

Sequence Quantification 

The pre-core damage phase of this sequence includes IC loss of heat removal capability 
at about 1.3 hr. Following the loss of IC heat removal, reactor vessel pressure increases 
above the LPCI shut-off head until reactor pressure is controlled by intermittent operation 
of the relief valves. One LPCI pump starts on low water level at 1.53 hr, but is unable 
to inject into the vessel. Thus, a sustained uncovered core state starts at 2.45 hr. 

Since recovery of vessel injection does not occur during this sequence, the vessel 
inventory boils off and the core overheats. The core damage phase of this sequence is 
characterized by core debris relocation within the original core geometry at 3.49 hr, 
continuing core degradation, and eventual reactor vessel failure at 5.64 hr. At that time, 
about 11 % of the core Zircaloy inventory has oxidized. 

' 
When the reactor vessel fails, the release of core debris, steam, and water to the 
pedestal results in an increased energy load on containment, and increases the rates of 
change of pressure and gas temperature. The LPCI pump begins injecting into the failed 
vessel once the vessel pressure drops below 350 psig at 5.65 hr. The water injected into 
the vessel immediately flows out of the lower plenum failure site and onto the core debris 
on the pedestal and drywall floors. A water pool accumulates on the drywell floor and its 
depth increases until it overflows the bottom of the downcomer pipes to the suppression 
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pool. The debris in containment is cooled by the continual water addition through the 
vessel, but the hot water that flows to the suppression pool contributes to pool heat-up 
and containment pressurization. The operator initiates containment venting by opening 
the small wetwell vent for the first time when Torus Bottom Pressure exceeds 60 psig at 
15.6 hr. The operator is assumed to close this vent when Torus Bottom Pressure 
decreases below 50 psig, and then to cycle the vent as needed thereafter. The core 
debris and deposited fission products remaining within the reactor vessel continue to heat 
the drywell gas. Since there is no containment heat removal, drywall gas temperature 
continues to increase and heats the drywall shell sufficiently that drywell failure is 
predicted to occur at 37 .3 hr. 

Fission products are released from the containment building via the wetwell vent and the 
· drywall failure area. At 48 hours after the sequence begins, the following fission product 

mass fractions are calculated to be released from the containment: 

• 
• 
• 
• 

· Noble Gases 
Volatile Fission Products (Represented by Csl and Rbl) 
Non-Volatile Fission Products (Represented by SrO) 
Tellurium-based Fission Products (Represented by Te2 and Te02} 

99.9 % 
3.9 % 

0.16 % 
13.5 % 

4.5.6.2 Implications of Phenomenological Sensitivity Cases Investigated 

Table 4.5.6-4 provides a summary of numerical results for the MAAP run sensitivity 
cases. Table 4.5.6-5 provides an overview of the key results for these cases. A brief 
discussion of these results and quantitative estimates of the possible range of key event 
times and fission product releases are provided in the following subsections. 

4.5.6.2.1 Core Damage Timing (RPV failure timing) 

The influence of the core melt progression model, improved injection system modeling, 
and containment heat removal system performance on LPCI pump performance on core 
damage timing have been investigated by the sensitivity analyses. 

Core Melt Progression Model - MAAP allows the following three options in its core melt 
progression model. 

• Local blockage, local node cut-off (FCRBLK = 0, default value in MAAP): steam 
flow is prohibited through but not above molten core nodes. Hydrogen cannot be 
produced in molten nodes with this option, but can be produced in any other 
unmolten core node. EPRI recommends use of this option as the default. 

• Channel blockage (FCRBLK = 1 ): steam flow is prohibited through and above any 
molten core node. Relative to the default model option, this option results in an 
uncoolable geometry and a faster core melt; it also produces less hydrogen as the 
core degrades because Zircaloy oxidation cannot occur in core regions where 
there is no steam flow. 
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• TABLE 4.5.6-5 
KEY RESULTS OF SENSITIVITY CASES ANALYZED USING MAAP 

SENSITIVITY 
CASE MAAP 

RUN BASE CASE 
DATABASE SEQUENCE DIFFERENCE FROM BASE KEY DIFFERENCES FROM 
ID NUMBER DESIGNATOR CASE SEQUENCE BASE CASE RESULTS 

D920510A DLCO Revised LPCI pump head-flow Longer time for operator to 
curve used to reflect best- respond to sequence. No 
estimate capability (new other significant impact on 
information obtained late in the fission product releases. 
project) 

D920510B DLCO 1-inch dia. hole opened in No effect on timing of key 
drywell shell 2 minutes after events; significant early 
reactor vessel failure volatile release fraction. 

D920510C DLCO 10-inch dia. wetwell vent area None. 
used instead of the default 2-
inch dia. wetwell vent area 

D920510D DLCO Wetwell vent not opened Delayed Noble gas release: 
earlier volatile fission product 
release . 

• D920510E DLCO CRD hydraulic system pump No vessel failure; significantly 
injects constant 55 gpm reduce fission product 

releases. 

D920510G DLCO 20 square inch hole opened in No effect on timing of key 
drywell shell 30 minutes after events, but dominant early 
reactor vessel failure volatile release fraction. 

D920510H DLCO Drywell coolers unavailable Slightly later loss of LPCI 
pump NPSH so longer time for 
operator response; No other 
impact on fission product 
releases. 

D9205101 DLCO Temperature-dependent drywell None. 
leakage 

D920510J DLCO 2-inch dia. drywell vent area Similar Noble gas release 
used instead of the default 2- behavior; earlier volatile fission 
inch dia. wetwell vent area product release. 

D920510K DLCO 10-inch dia. drywell vent area Similar Noble gas release 
used instead of the default 2- behavior; earlier volatile fission 
inch dia. wetwell vent area product release. 

D920510M DLCO 1-inch diameter hole opened in No effect on timing of key 
drywell shell 30 minutes after events, but significant early 
reactor vessel failure • volatile release fraction . 
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• TABLE 4.5.6-5 (Continued) 
KEY RESULTS OF SENSITIVITY CASES ANALYZED USING MAAP 

SENSITIVITY 
CASE MAAP 

RUN BASE CASE 
DATABASE SEQUENCE DIFFERENCE FROM BASE KEY DIFFERENCES FROM 
ID NUMBER DESIGNATOR CASE SEQUENCE BASE CASE RESULTS 

D920603A LIAC Parameter FCHF changed from Slightly later drywell failure; no 
default value of 0.1 O to 0.02 impact on fission product 

release; slightly greater 
pedestal concrete erosion 
depth 

D920810A BLAY Parameter FCRBLK not RPV failure 2 hr. later; 650 lb 
changed from default of o to + 1 , more H2 ; drywell failure 1.3 hr. 
when 4 core nodes have earlier; slightly larger volatile 
accumulated> 120% of initial fission product release 
U02 mass 

D920810B BLAY Parameter FCRBLK initially set RPV failure 1.3 hr. earlier; 
to -1 and not changed to + 1 1850 lb more H2 ; drywell 
when 4 core nodes have > failure at RPV failure; earlier 
120% of initial U02 mass and -twice volatile fission 

product release 

• D920810C BLAY Parameter FCRBLK initially set Same RPV failure time; 325 lb 
to +1 more H2 ; drywell failure 1.8 hr. 

later; slightly larger volatile 
fission product release 

D920810D BLAY Parameter FCHF changed from Slightly later drywell failure; no 
default value of 0.1 o to 0.02 impact on fission product 

release; slightly greater 
pedestal concrete erosion 
depth 

• 
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• No local blockage, no local node cut-off (FCRBLK = -1 ): steam flow is allowed 
through and above. all core nodes at all times. Relative to the default model 
option, this option results in a coolable geometry and a faster core melt; it also 
produces much more hydrogen as the core degrades because Zircaloy oxidation 
occurs wherever there is steam flow in the core. 

All base case Level 2 MAAP runs use the default model option until four core nodes have 
accumulated more than an additional 20% of their initial fuel mass. At this time, the 
channel blockage model is assumed, which forces an uncoolable core geometry and 
thereby prevents the possibility of unrealistically optimistic predictions of core recovery 
in vessel. The impact of this modeling approach was investigated by running MAAP 
cases D920810A,B,C in which each of the .core melt progression model options was 
chosen at the beginning of the sequence and not changed throughout. The effect of the 
core melt progression model assumption is a range of 3.3 hr (8.8 hr to 12.1 hr) in vessel 
failure time. A larger spread in vessel failure times would be expected for a sequence 
which reached core damage later due to the lower decay power, while a smaller spread 
in vessel failure times would be expected for a sequence which reached core damage 
earlier. 

Improved Injection System Modeling -All Level 2 MAAP runs use a LPCI pump head-flow 
curve based on pump manufacturer's test data. Since MAAP does not account for 
system line losses, LPCI pump flow is over-predicted. This higher LPCI flow is not 
significant for most aspects of LPCI pump operation because LPCI pump flows are so 
large relative to decay heat removal requirements. However, the higher flows have larger 
net positive suction head requirements (NPSHR), and this can cause an earlier prediction 
of LPCI pump failure during a sequence than a more realistic NPSHR. SystE!m-based 
LPCI pump head-flow behavior was obtained too late in the project to be used as the 
default behavior, so its impact on core damage timing was investigated by MAAP case 
D920510A. The effect of more realistic LPCI pump performance is a delay in core 
damage and reactor vessel failure of about 4 hr. 

All Level 2 MMP runs also neglected reactor vessel injection by CAD hydraulic system 
pumps. Data obtained from the plant indicated that these pumps are capable of at least 
a 55 gpm flowrate. The impact of this flow on core damage timing was investigated by 
MMP run D92051 OE. The effect of including CAD hydraulic system injection to the 
vessel is a delay in core damage of about 5 hr and a prevention of vessel failure. 
Although the latter result is dependent on the choice of core melt progression model, it 
does show the potential for significant influence on sequence progression. 

Containment heat removal system performance - All Level 2 MAAP runs modeled the 
available drywell coolers as operating until reactor vessel failure or saturation of the 
suppression pool. At these times, the drywell atmosphere was considered to cause a 
sufficient increase in the fan motor load to cause its failure. The operation of the drywell 
coolers influences LPCI pump performance by lowering drywell pressure and, hence, 
available NPSH, which causes earlier LPCI pump failure than if the coolers were not 
operating. The impact of early drywell cooler failure on core damage timing was 
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investigated by MAAP case D92051 OH. The effect of losing drywell coolers at the start 
of a sequence is to delay core damage and vessel failure by about 2 hr. 

4.5.6.2.2 Containment Failure Timing 

The influence of the core melt progression model and ex-vessel core debris coolability on 
containment failure timing have been investigated by the sensitivity analyses. 

Core Melt Progression Model - As discussed above, MAAP allows three options in its 
core melt progression model. These options result in a variety of in-core hydrogen 
production estimates and, therefore, affect containment pressurization behavior. As 
described above, all base case Level 2 MAAP runs use the default model option until four 
core nodes have accumulated more than an additional 20% of their initial fuel mass; at 
this time, the channel blockage model is assumed. The impact of this modeling approach 
was investigated by running MAAP cases D92081 OA,B,C in which each of the core melt 
progression model options was chosen at the beginning of the sequence and not changed 
throughout. The effect of the core melt progression model assumption is a range of 2175 
lb (1425 lb to 3600 lb) for in-vessel hydrogen production, with a corresponding range of 
9.1 hr (8.8 hr to 17.9 hr) for containment failure time. A larger spread in containment 
failure times would be expected for a sequence which reached core damage earlier. due 
to the lower containment pressure and temperature that would exist at vessel failure, 
while a smaller spread in containment failure times would be expected for: a sequence 
which reached core damage later . 

Ex-Vessel Core Debris Coolability - MAAP models ex-vessel core debris cooling using a 
Critical Heat Flux (CHF) formula in which an experimentally-determined coefficient (called 
FCHF in MAAP) sets the magnitude of the heat flux out of the core debris. The default 
value of FCHF is 0.1, which corresponds to saturated pool boiling CHF. All Level 2 
MAAP runs were performed using this default value. The impact of this modeling 
approach was investigated by running MAAP cases D920603A and D92081 OD in which 
the value of FCHF was set to 0.02 to simulate a stable, long-term film-boiling condition 
on the core debris in containment. MAAP run D920603A is a "wet" case in that LPCI 
pumps inject into a failed reactor vessel and this water pours onto the core debris in 
containment; MAAP run D92081 OD is a "dry" case in that no water is provided to cool the 
core debris in containment. The effect of less effective ex-vessel core debris cooling is 
a delay of containment failure by 3.6 hr for the wet case, and a 0.3 hr earlier containment 
failure for the dry case. A later containment failure time would be expected with less 
effective core debris cooling because the steam production rate and associated 
containment pressurization rate would be decreased. 

4.5.6.2.3 Fission Product Releases 

The influence of containment failure timing, size, and location on fission product release 
behavior have been investigated by the sensitivity analyses . 

Containment Failure Timing - The time interval between reactor failure and containment 
failure is a primary influence on fission product release magnitudes because it defines the 
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time period of maximum effectiveness for naturally-occurring and operator-initiated fission 
product retention mechanisms. All non-ATWS Level 2 base case MAAP runs predicted 
significant time intervals between vessel failure and containment failure (6 to 32 hr). The 
impact on fission product releases for shorter intervals between these occurrences was 
investigated by running MAAP cases for liner melt-through (092051 OB, 092051 OM), and 
with the core melt progression model parameter FCRBLK set equal to -1 (092081 OB). 

The liner melt-through cases involved opening a small hole (one-inch diameter based on 
the Liner Melt-Through Phenomenological Evaluation Summary) at 2 minutes and at 30 
minutes after vessel failure (Note: the LMT PES estimated a likely time for occurrence as 
tens of minutes after vessel failure). Fission product releases were very similar for both 
liner melt-through sensitivity cases. Compared to the base case results, in which 
containment failure was predicted about 10.3 hr after vessel failure, the earlier 
containment failure causes much higher fission product releases at 24 hr into the 
sequence (about 100 times higher volatile fission product release and about 1 O,QOO times 
higher Tellurium-based fission product release), but has negligible effect on fission 
product magnitudes 48 hours after the start of the sequence. 

The variation of core melt progression model case involved setting the parameter (see 
above for a discussion of the MAAP core melt progression model) FCRBLK to -1 to 
maximize in-vessel hydrogen production. Containment pressure and temperature were 
sufficiently elevated at reactor vessel failure that the subsequent energy release caused 
immediate containment failure. Compared to the base case results, in which containment 
failure was predicted about 6 hr after vessel failure, the early containment failure causes 

. much higher volatile fission product releases at 24 hr into the sequence (about 13 times 
higher), but has a much smaller effect on fission product magnitudes 48 hours after the 
start of the sequence (i.e., volatile fission product releases are only about 3 times higher). 

Containment Failure Size - The size of the containment failure can have a large influence 
on fission product release magnitudes because it defines the driving force for the i"nitial 
and later fission product releases. For example, a containment failure large enough to 
quickly depressurize containment reduces the time available for naturally-occurring fission 
product retention mechanisms to operate. Subsequently in the sequence, since no 
significant pressure can build up in containment, fission products in the containment 
atmosphere are released at a lower' rate. All non-A TWS Level 2 base case MAAP runs 
used a drywell failure area of 20 sq in (per the Containment Over-Pressure 
Phenomenological Evaluation Summary) which is sufficiently large to depressurize 
containment. The impact on fission product releases of a smaller containment failure size 
was investigated by running MAAP cases with liner melt-through (092051 OB, 092051 OG), 
and the effect of a larger containment failure size was investigated by running a MAAP 
case with a temperature-dependent drywell leakage (09205101). 

The liner melt-through cases involved opening a small hole (one-inch diameter based on 
the Liner Melt-Through Phenomenological Evaluation Summary) and a large hole (20 sq. 
in.) at 30 minutes after vessel failure (Note: the LMT PES estimated a likely time for 
occurrence as tens of minutes after vessel failure). Compared to the small liner melt
through case results, the large liner melt-through causes much higher fission product 

726302SU .145/011893 4-221 



• 

• 

• 

releases at 24 hr into the sequence (about twice the Noble gas release, about 9 times 
higher volatile fission product release, about 4000 times higher non-volatile fission product 
release, and about 30 times higher Tellurium-based fission product release), but has 
much less effect on fission product magnitudes 48 hours after the start of the sequence 
(about 3 times higher volatile fission product release, and about 4 times higher non
volatile fission product release). 

The temperature-dependent drywell leakage case involved increasing the default leakage 
area by a factor of roughly ten as drywell temperature increases to 600° F. Even though 
the leakage area was increased in a relatively large way, the absolute size of the flow 
path was still very small (-.0001 sq ft). Compared to the base case results, the 
increasing containment failure area has virtually no effect on fission product magnitudes 
at 24 or 48 hours after the start of the sequence. 

Containment Venting Location - The decision to open the containment vent in the wetwell 
or drywell can have a large influence on fission product release magnitudes because of 
the fission product retention capability of the suppression pool. If the wetwell gas space 
vent is used, then the gas flow path from containment will traverse the suppression pool, 
where significant fission product scrubbing will occur. The impact on fission product 
releases of wetwell venting and drywell venting was investigated by running MAAP cases 
with wetwell venting (092051 O and 092051 DC), and with drywell venting (092051 OJ and 
092051 OK). The impact on fission product release behavior of not venting also was 
investigated (MAAP case 092051 OD) . 

For all venting cases, the appropriate vent was opened when torus bottom pressure 
exceeded 60 psig and it was closed when torus bottom pressure decreased below 50 
psig (for further discussion about venting, see the following section). The base case 
sequence fission product releases reflect opening of the two-inch diameter wetwell vent 
at 16.5 hr and subsequent drywall failure at 27.5 hr; fission product releases for the other 
cases reflect opening of the vent indicated in Table 4.5.6-4 and subsequent drywall failure 
at similar sequence times. 

Compared to the base case results, the following observations may be made. 

1. Use of the large wetwell vent has little impact on fission product release 
magnitudes or timing because both vent sizes are large enough to depressurize 
containment fairly quickly, and later fission product releases are dominated by the 
drywall failure site. 

2. Use of either drywall vent results in a much larger volatile fission product release 
(100-300 times) at 20 hours. Later fission product release magnitudes are more 
comparable as the drywall failure releases become dominant for the wetwell
venting cases. 

3 . Not venting results in negligible releases at 20 hours because drywell failure has 
not yet occurred. After drywell failure, the no venting case releases are 
comparable to the drywall venting cases. 
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Based on the above results, the following conclusions are drawn: 

1. Use of the wetwell vent is clearly preferable to use of the drywell vent, if a vent 
must be opened; 

2. The options to use the wetwell vent and to not vent both have advantages; not 
venting delays any fission product release relative to opening the wetwell vent, 
while opening the wetwell vent results in significantly lower fission product releases 
prior to drywell failure . 
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4.6 IPE Results 

This section provides a discussion and explanation of the Dresden I PE accident sequence 
results. First, the IPE screening criteria that were used to identify sequences to be 
reported to the NRC are described. Then, traditional results based on the mission time 
of 24 hours are reported: overall core damage frequency, with a subsequent breakdown 
of core damage frequency by initiating event, individual IPE screening criteria, Plant 
Damage State, containment status, and equipment/operator failures. Then, unique 
features. of the Dresden plant design are discussed, and an evaluation of the decay heat 
removal capability of the Dresden plants is presented. Finally, an innovative aspect of 
the Dresden IPE/AM program is evaluated: the so-called Accident Management (AM) 
sequence endstates. 

In the Dresden IPE/AM Program, two types of AM sequences have been defined. 
"Success with Accident Management" or "SAM" endstates have been defined for 
sequences with no core damage within 24 hours, but requiring accident management 
actions after 24 hours to assure continued long-term core cooling. "Containment success 
with Accident Management" or "CAM" endstates have been defined for sequences with 
core damage and no containment failure within 24 hours, but requiring accident 
management actions after 24 hours to assure continued long-term containment integrity. 
The method used for classifying sequences in the Dresden IPE/AM project is shown in 
Table 4.6-1 . 

4.6.1 IPE Screening Criteria 

The following screening criteria were followed to determine those important sequences 
to be reported to the NRC that might lead to core damage or unusually poor containment 
performance: 

A. Any sequence that contributes 1 E-07 or more per reactor year to core damage. 

B. All sequences within the upper 95 percent of the total core damage frequency. 

C. All sequences within the upper 95 percent of the total containment failure 
probability. 

D. Sequences that contribute to a containment bypass frequency in excess of 1 E-08 
per reactor year. 

E. Any sequence that CECo determines from previous applicable PRAs or by 
engineering judgement to be of interest irrespective of core damage frequency or 
estimated containment performance. 

The total number of unique sequences reported was determined by the criteria listed 
above, but did not exceed the 100 most significant sequences. Sequences meeting more 
than one criterion were also identified. In addition to sequences reported under the above 
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TABLE 4.6-1 

SEQUENCE CLASSIFICATION METHOD 

SEQUENCE CLASSIFIED AS: SEQUENCE TIME 

0 to 24 HR > 24 HR 

SUCCESS CD NO CD 
Vent NO Vent 
CF N/A CF 

SUCCESS WITH ACCIDENT CD NO CD 
MANAGEMENT (SAM) Vent NO Vent 

CF N/A CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
VENTED AND INTACT Vent YES Vent 

CF NO CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
VENTED AND INTACT Vent YES Vent 
(POSSIBLE CAM) CF NO CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
NOT VENTED AND INTACT Vent NO Vent 
(POSSIBLE CAM) CF NO CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
VENTED AND FAILS Vent YES Vent 

CF YES CF 

CORE DAMAGE, CONTAINMENT CD YES CD 
NOT VENTED AND FAILS Vent NO Vent 

CF YES CF 

CD = Core Damage 
Vent = Wetwell vent operated in accordance with the EOPs within 24 hours 
CF = Containment Failure 
N/A =Not Applicable 
* = Not Estimated 
CAM = Containment success with Accident Management 

NO 
NO 
N/A 

YES 
NO 
N/A 

YES 
YES 
NO 

YES 
YES 
YES 

YES 
NO 
YES 

YES 
YES 
YES 

YES 
NO 
YES 

APPROXIMATE SOURCE TERM 
MAGNITUDE 

AT 24 HR AT 48 HR 

Noble Gas 0 Noble Gas 0 
Volatile 0 Volatile 0 

Noble Gas 0 Noble Gas * 
Volatile 0 Volatile *· 

Noble Gas -25% Noble Gas -100% 
Volatile -0.01% Volatile -0.01% 

Noble Gas -25% Noble Gas -100% 
Volatile -0.01% Volatile -10% 

Noble Gas 0 Noble Gas -100% 
Volatile 0 Volatile -10% 

Noble Gas -100% Noble Gas -100% 
Volatile -10% Volatile -10% 

Noble Gas -100% Noble Gas -100% 
Volatile -10% Volatile -10% 

• 

Note: A sequence is designated as "core damage" if core damage is predicted to occur within 24 hours, in accordance with the traditional approach. 
Similarly, a sequence is designated as "containment intact" if containment failure is not predicted to occur within 24 hours, in accordance with the traditional 
approach. 
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screening criteria, any sequence that dropped below the core damage frequency criteria 
because the frequency was reduced by more than an ·order of magnitude by credit taken 
for human recovery actions not in the Dresden EOPs were identified. Additionally, 
sequences which have been designated as "SAM" and respective insights of major 
importance are also reported. 

These screening criteria are consistent with those recommended in NUREG-1335, 
Section 2. l.6 

4.6.2 Summary of Results 

This section provides a discussion and explanation of the Dresden IPE accident sequence 
results previously tabulated in Section 4.5.3. The core damage frequency (GDF) and the 
initiating event frequency are shown in Table 4.6.2-1 by initiating event. As can be seen 
from this table, the top two initiators contribute 80.1 % to the total GDF, the top three 
initiators contribute 87.6%, and 94.5% of the GDF comes from four initiating events with 
one single initiator contributing 60.2% to each of these percentages. The other initiating 
events contribute about 5% of the total core damage frequency. 

The top contributor to core damage frequency is Loss of DC Power at 60.2% followed by 
Single Unit Loss of Offsite Power at 19.9%, Medium LOCA at 7.5% and Dual Unit Loss 
of Offsite Power at 6.9% . 

The remaining discussion in this section is based upon the screening criteria presented 
in Section 4.6.1. 

• 

• 

• 

Screening criterion A. required that "any sequence that contributes l E-07 or more 
per reactor year to core damage" be identified. The first 23 sequences previously 
shown in Table 4.5.3.1 fall into this criteria. 

Screening criterion B. required that "all sequences within the upper 95 percent of 
the total core damage frequency" be identified but not to exceed a total of 100 

·sequences. The first 100 sequences previously shown in Table 4.5.3.1 add up to 
93.7% of the total GDF. 

Screening criterion C. required that "all sequences within the upper 95 percent of 
the total containment failure probability" be identified. The total containment 
failure1 probability is 1.65E-05. The sequences in the top 100 that lead to 
containment failure are identified by the letter "Q," "R," "O," or "Y" as the fourth 
character in the five-character endstate designator. The sequences with an "O" 
as the fourth character in the endstate designator are "semi-controlled" releases 

"Containment failure" here means failures due to high pressure and/or high temperature. Releases can 
occur due to venting the containment, as well, while the containment remains intact. The analysis of 
the "CO" type sequences indicates containment structural failure at about 27 hours; this is beyond the 
normally considered 24 hours but is considered containment failure in this analysis. 
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•• TABLE 4.6.2-1 
CORE DAMAGE FREQUENCY BY INITIATING EVENT 

INITIATING INITIATING EVENT CORE DAMAGE PERCENT 
EVENT FREQUENCY {/YR} FREQUENCY {/YR} CONTRIBUTION 

Loss of DC Power 8.70E-04 1.12E-05 60.2 

Single Unit LOSP1 9.60E-02 3.69E-06 19.9 

Medium LOCA2 8.00E-04 1.38E-06 7.5 

Dual Unit LOSP1 1.60E-02 1.24E-06 6.9 

ATWS3 2.28E-04 5.34E-07 2.9 

General Transient 7.4 2.68E-07 1.4 

IORV4 7.1 OE-02 1.79E-07 1.0 

Large LOCA 3.00E-04 3.66E-08 0.2 

• Small LOCA 3.00E-03 6.23E-09 <0.1 

ISLOCA5 1.14E-07 4.34E-10 <<0.1 

TOTAL 1.85E-05 100 

1. LOSP = Loss of Offsite Power 
2. LOCA = Loss of Coolant Accident 
3. ATWS = Anticipated Transient Without Scram 
4. IORV = Inadvertent Open Relief Valve 
5. ISLOCA = Interfacing System LOCA 

• 
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in which the containment is vented and later fails; there are 68 such sequences 
in the top 100 contributing 1:49E-05 to the total containment failure probability. 
The sequences with an "R" or "Q" are containment high pressure failure 
("uncontrolled releases") either in the drywell ("R") or wetwell ("Q"); within the top 
100 sequences there are 11 of these sequences contributing a total of 4.09E-07. 
There are two "Y" sequences (high temperature/pressure failure) contributing 
another 2.54E-07 to the "uncontrolled releases". These 81 sequences, therefore, 

. contribute a total of 95% to the total containment failure probability. 

Screening criterion D. required that "sequences that contribute to a containment 
bypass frequency in excess of 1 E-08 per reactor year" be identified. There are no 
interfacing system LOCA sequences which cause a containment bypass greater 
than 1 E-08 per year. 

Screening criterion E. required that any sequences deemed to be of interest be 
identified. There are no sequences of interest that fall under this criteria. 

The accident sequences as shown in Table 4.6.2-2 meet more than one screening 
criterion. Sequences #1 through #23 meet screening criterion A. All top 100 sequences 
meet screening criterion B. There are 81 sequences which meet screening criterion C. 
There are 13 sequences that meet criterion B only .. There are 64 sequences which meet 
criteria B and C only. There are 17 sequences which meet criteria A, B and C. There 
are no containment bypass (interfacing systems LOCA) sequences above 1 E-08 or within 
the top 1 00 sequences. 

The containment failure sequences for screening criterion C are summarized in 
Table 4.6.2-3. These 81 sequences contribute 95% of the total containment failure 
probability. The remaining sequences that provide the additional containment failure 
contribution fall outside the screening criteria of reporting no more than 100 sequences. 
All of the 81 reported containment failure sequences have a frequency greater than 
1 E-08. 

Containment isolation failures were not included in the accident sequence modeling. 
During normal operation, the containment is normally isolated and kept inerted with 
nitrogen and at a slightly positive pressure. Therefore, containment isolation failures were 
not modeled. 

There were no accident sequences that dropped below the core damage frequency 
criteria because the frequency had been reduced by more than an order of magnitude by 
credit taken for human recovery actions not defined in the Dresden EOPs . 
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• TABLE 4.6.2-2 
.SEQUENCES MEETING MORE THAN 1 SCREENING CRITERIA 

SCREENING CRITERIA 
SEQUENCE 
NUMBER A - >1 E-07 CDF B - 95% CDF C - 95% CFP D - > 1 E-08 Bypass 

1-4 Yes Yes Yes 
5 Yes Yes 
6 Yes Yes Yes 
7 Yes Yes 
8-9 Yes Yes Yes 
10 Yes Yes 
11-12 Yes Yes Yes 
13 Yes Yes 
14 Yes Yes Yes 
15 Yes Yes 
16-20 Yes Yes Yes 
21 Yes Yes 
22-23 Yes Yes Yes 
24-33 Yes Yes 
34 Yes 
35-40 Yes - Yes 
41-42 Yes 
43-45 Yes Yes 
46 Yes 

• 47-56 Yes Yes 
57 Yes 
58-59 Yes Yes 
60 Yes 
61 Yes Yes 
62 Yes 
63-64 Yes Yes 
65 Yes 
66-67 Yes Yes 
68 Yes 
69-75 Yes Yes 
76 Yes 
77-87 Yes Yes 
88 Yes 
89-92 Yes Yes 
93 Yes 
94-98 Yes Yes 
99 Yes 
100 Yes Yes 

• 
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Number Frequency Percent 
(1) (2) (3) 

1 8.18E-06 44.15% 

2 1.67E-06 9.02% 

3 5.05E-07 2.73% 

4 4.28E-07 2.31% 

6 3.74E-07 2.02% 

8 3.03E-07 1.63% 

9 2.42E-07 1.30% 

11 2.07E-07 1.12% 

12 1.97E-07 1.06% 

14 1.77E-07 0.96% 

16 1.59E-07 0.86% 

17 1.46E-07 0.79% 

18 1.33E-07 0.72% 

19 127E-07 0.68% 

20 1.19E-07 0.64% 

22 1.11E-07 0.60% 

TABLE 4.6.2-3 
CONTAINMENT FAILURE SEQUENCES1 

Damage State - Event Value Description 
Containment Failure (5) (6) (7) 

(Release) Type 
(4) 

DLCOM - LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled SPC 1.03E-02 SPC FAILS; 24, 29, 2R1 AVAILABLE 
DLCOM - LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled OSPC 2.10E-03 OPTR FAILS TO ALIGN FOR SPC 
MLCOM - MLOCA 8.00E-04 MLOCA IE 
Semi-Controlled OSPC 6.60E-04 OPTR FAILS TO ALIGN FOR SPC 
LLCOM - LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled OGB 9.50E-02 LOSS OF OG2/3, 6 HRS 

24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)) 
SPC 1.00E+OO EVENT FAILURE 

LLCOM- LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)) 
SPC 1.00E+OO EVENT FAILURE 

LLCOM- LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)) 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

OLCOM - LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled HP1 2.88E-02 HP FAILS; 2M1 FLO 

SPC 1.03E-02 SPC FAILS; 24, 29, 2R1 AVAILABLE 
MLCOM - MLOCA 8.00E-04 MLOCA IE 
Semi-Controlled SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 
OLCOM - LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled SPC 1.03E-02 SPC FAILS; 24, 29, 2R1 AVAILABLE 

SVW 2.43E-02 SMALL TORUS VENT FAILS; 29, 39 AVAILABLE 
SVD 9.70E-01 SMALL DRYWELL VENT FAILS; 29, 39 AVAILABLE 

BLAYN - DLOOP 1.60E-02 LOSS OF OFFSITE POWER IE 
Uncontrolled DGB 9.50E-02 LOSS OF OG2/3, 6 HRS 

OG2 1.56E-01 LOSS OF OG2 AFTER OG2/3, 6 HRS 
OG3 1.19E-01 LOSS OF OG3 AFTER 00213 AND DG2, 6 HRS 
SBC? 1.00E+OO SBC IN UNIT 3, SBC IN UNIT 2 
ROP1 2.05E-02 FAILURE TO REC CSP TO PREVENT CM (4-6 HRS) 
OIC2 1.00E+OO OPTR FAILS TO PREVENT LOOC FLA OF IC 
ROP2 3.22E-01 FAILURE TO REC CSP TO PREVENT CF (NR IN 0-6 HRS) 

DISON- LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled 241 1.99E-04 LOSS OF BUS 24-1, GIVEN BUS 24 AVAILABLE 

LP 1.00E+OO EVENT FAILURE 
cs 1.00E+OO EVENT FAILURE 

LLCOM - LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 

ROP1 1.00E+OO EVENT FAILURE 
SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 

LLCOM- LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF OG2/3, 6 HRS 

24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE. 24HR 
ICH1 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)) 
SPC 1.00E+OO EVENT FAILURE 

LLCOM - LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled 23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 

24 3.01 E-02 LOSS OF BUS 24 AFTER 23/ 24-1 AVAILABLE, 24HR 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

ILCOM - IORV 7.10E-02 IORV IE 
Semi-Controlled FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 

OSPC 6.60E-04 OPTR FAILS TO ALIGN FOR SPC 
LLCOM- LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled 23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 

24 3.01 E-02 LOSS OF BUS 24 AFTER 23/ 24-1 AVAILABLE, 24HR 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

Notes located at the end of the table. 
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Number Frequency Percent 

(1) (2) (3) 

23 1 .06E-07 0.57% 

24 9.70E-08 0.52% 

25 9.38E-08 0.51% 

26 9.37E-08 0.51% 

27 9.12E-08 0.49% 

28 8.63t:-08 0.47% 

29 826E-08 0.45% 

• 30 8.21E-08 0.44% 

31 7.84E-08 0.42% 

32 7.73E-08 0.42% 

33 6.86E-08 0.37% 

35 5.87E-08 0.32% 

36 5.69E-08 0.31% 

37 5.55E-08 0.30% 

• 
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TABLE 4.6.2-3 (Continued) 
CONTAINMENT FAILURE SEQUENCES 

Damage State - Event Value Description 
Containment Failure (5) 

(Release) Type 
(6) (7) 

(4) 

TEEQF- ATWS 2.28E-04 ATWS INITIATOR 
Uncontrolled MC 1 .37E-01 MAIN COND FAILS,(GIVEN FW SUCCESS) AFTER ATWS 

RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
AT 1.49E-02 ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 

LLCOM - LOOP 9.GOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

MUP 2.55E-03 MUP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO · LP B SUCCEEDS [1-(2Ll-LL2-)) 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

LLCOM - LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

ICH1 2.51E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1 .OOE+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

DIBON- LDC 8.70E--04 LOSS OF DC POWER IE 
Semi-Controlled 29 1.18E--04 LOSS OF BUS 29, GIVEN BUS 24-1 AVAILABLE 

LV 1.00E+OO EVENT FAILURE 
cs 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

TLCOM- GTR 7.40E+OO GENERAL TRANSIENT IE 
Semi-Controlled 2M1 2.40E--06 LOSS OF BUS 2A-1, 24HR 

ICH2 1.00E+OO EVENT FAILURE 
FW 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

LLCOM- ;LOOI' 9.GOE-02 LOSS ut- Ort-SITE POWER IE 
Semi-Controlled OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 

ROP1 1.00E+OO EVENT FAILURE 
OSPC 1.GOE--04 OPTR FAILS TO ALIGN FOR SPC 

TEEQF - ATWS 2.28E-04 ATWS INITIATOR 
Uncontrolled FWA 1.28E-01 FW FAILS \j• OF I Es THAT ARE LOFW) 

MC 7.28E-01 MAIN CON FAILS (GIVEN FW FAILS) AFTER ATWS 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
AT 1.49E-02 ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 

DLCOM - LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled LP 1.04E-04 LP TRAIN B FAILS; 241 AND 2R1 AVAILABLE 
LLCOM - LOOP 9.GOE--02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 

DG2 1 .56E-01 LOSS OF DG2 AFTER OG2J3, 6 HRS 
24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

t:!LAYN - LOOP 9.GOE-02 LOSS OF OFFSITE POWER IE 
Uncon1rolled DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 

DG2 1.56E--01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
241 8.78E--03 LOSS OF BUS 24-1, GIVEN 34-1 CROSSTIE AVAILABLE 
SBO? 1 .OOE+OO SBO OCCURS IN UNIT 2 
ROP1 2.05E-02 FAILURE TO REC OSP TO PREVENT CM (4-6 HRS) 
OIC2 1 .OOE+OO OPTR FAILS TO PREVENT LODC FLR OF IC 
ROP2 3.22E-01 FAILURE TO REC OSP TO PREVENT CF (NR IN 0-6 HRS) 

LLCOM- LOOP 9.GOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
MUP 6.97E--03 MUP FAILS; 25 FLO 
ROP1 1 .OOE+OO EVENT FAILURE 
LP 1 .OOE+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 1 .OOE+OO EVENT FAILURE 

LLCOM- DLOOP 1.GOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1 .OOE+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 1 .OOE+OO EVENT FAILURE 

DLCOM - LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled 24 1.13E-04 LOSS OF BUS 24, 24HR 

SPC 1.00E+OO EVENT FAILURE 
LLCOM- LOOP 9.GOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E--02 LOSS OF DG2/3, 6 HRS 

DG2 1.56E--01 LOSS OF DG2 AFTER 00213, 6 HRS 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 
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• 
Number Frequency Percent 

(1) (2) (3) 

38 5.14E-08 0.28% 

39 4.94E-08 0.27% 

40 4.87E-08 0.26% 

43 4.68E-08 0.25% 

44 4.53E-08 0.24% 

45 4.52E-08 024% 

47 4.20E-08 0.23% 

48 4.15t:-08 0.22% 

• 49 4.02E-08 0.22% 

50 3.93t::-08 0.21% 

51 3.89E-08 0.21% 

52 3.44E-08 0.19% 

53 3.40E-08 0.18% 

54 3.32E-08 0.18% 

55 3.31 E-08 0.18% 

56 328E-08 0.18% 

• 58 2.92E-08 0.16% 

726302SU.146/011893 

TABLE 4.6.2-3 (Continued) 
CONTAINMENT FAILURE SEQUENCES 

Damage State - Event Value Description 
Containment Failure (5) (6) (7) 

(Release) Type 
(4) 

LLCOM- DLOOP 1.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

DLCOM- LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled HP1 2.88E-02 HP FAILS; 2M1 FLO 

OSPC 2.10E-03 OPTR FAILS TO ALIGN FOR SPC 
ILCOM- IORV 7.10E-02 IORV IE 
Semi-Controlled FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 

SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 
LLCOM- LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled MUP 2.55E-03 MUP FAILS; ALL SUPPORTS AVAILABLE 

ROP1 1.00E+OO EVENT FAILURE 
SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 

LLCOM- LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled ICH1 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 

ROP1 1.00E+OO EVENT FAILURE 
SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 

DLCOM - LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled LV 5.57E-03 LV FAILS; 29 AND 2R1 AVAILABLE 

SPC 1.03E-02 SPC FAILS; 24, 29, 2R1 AVAILABLE 

TEEQF- ATWS 228E-04 ATWS INITIATOR 
Uncomrolled MC 1.37E-01 MAIN COND FAILS (GIVEN FW SUCCESS) AFTER ATWS 

RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
RPT1 6.00E-03 AUTO RPT FAILS; ALL SUPPORTS AVAILABLE 

LLVUM- ULUUI' 1.60t:-02 LO:;:; Or Url"Sll t: POVVt:H It: 
Semi-Con1rolled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS {1-{2Ll-Ll2-_J 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

DLCOM - LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Controlled OSPC 2.10E-03 OPTR FAILS TO ALIGN FOR SPC 

svw 2.43E-02 SMALL TORUS VENT FAILS; 29, 39 AVAILABLE 
SVD 9.70E-01 SMALL DRYWELL VENT FAILS; 29, 39 AVAILABLE 

LLvuM- LI.JUI' 9.60E-02 Lu:><> 01- urrS111: POvv1:11 IE 
Semi-Controlled 23 7.80E-03 LOSS OF BUS 23/23-1 AVAILABLE, 24HR 

24 3.01E-02 LOSS OF BUS 24 AFTER 23/ 24-1 AVAILABLE, 24HR 
ICH1 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

TLCOM- GTR 7.40E+OO GENERAL TRANSIENT IE 
Semi-Controlled OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 

FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 

TEEQF- ATWS 2.28E-04 ATWS INITIATOR 
Uncontrolled MC 1.37E-01 MAIN COND FAILS (GIVEN FW SUCCESS) AFTER ATWS 

RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
OSL1 4.50E-02 OPTR FAILS TO INITIATE SLC (112 PUMP) (HI STR) 
OSL2 1.10E-01 OPTR FAILS TO INITIATE SLC (212 PUMPS) (POTENTIAL REC) 

TEEQF- ATWS 2.28E-04 ATWS INITIATOR 
Uncontrolled RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 

AT 1.49E-02 ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 
ORP 5.10E-02 OPTR FAILS TO INITIATE RPT 

LICOM- LOOP 9.60E-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 

HP1 2.88E-02 HP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
OSPC 2.10E-03 OPTR FAILS TO ALIGN FOR SPC 

DISON- LDC 8.70E-04 LOSS OF DC POWER IE 
Semi-Con1rolled 24 1.13E-04 LOSS OF BUS 24, 24HR 

DG2 3.66E-01 LOSS OF DG2, 24 HRS 
SBO? 1.00E+OO SBO OCCURS IN UNIT 2 
LP 1.00E+OO EVENT FAILURE 
cs 1.00E+OO EVENT FAILURE 

IC:C:Ut"· 11' I nS 2.28t:-04 Al vv:; INI 1 IAIOH 
Uncontrolled FWA 1.28E-01 FW FAILS (%OF I Es THAT ARE LOFW) 

MC 7.28E-01 MAIN COND FAILS (GIVEN FW FAILS) AFTER ATWS 
RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
RPT1 6.00E-03 AUTO RPT FAILS; ALL SUPPORTS AVAILABLE 

TEERF- ATWS 228E-04 ATWS INITIATOR 
Uncomrolled MC 1.37E-01 MAIN COND FAILS (GIVEN FW SUCCESS) AFTER ATWS 

RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
AT 1.49E-02 ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 
WW/OW 2.16E-01 FRAC OF CONT FLRS IN OW (VS. WW) 
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Number Frequency Percent 
(1) (2) (3) 

59 2.77E--08 0.15% 

61 2.69E--08 0.15% 

63 2.68E--08 0.14% 

64 2.63E--08 0.14% 

66 2.43E--08 0.13% 

67 2.34E--08 0.13% 

69 2.32E--08 0.13% 

70 2.30E--08 0.12% 

71 2.28E--08 0.12% 

72 2.28E--08 0.12% 

73 2.23t::--08 0.12% 

74 2.05t::--08 0.11% 

75 2.03E--08 0.11% 

77 1.82E--08 0.10% 

TABLE 4.6.2-3 (Continued) 
CONTAINMENT FAILURE SEQUENCES 

Damage State - Event Value Description 
Containment Failure (5) (6) (7) 

(Release) Type 
(4) 

LLCOM- LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
Semi-Controlled MUP 2.55E--03 MUP FAILS; ALL SUPPORTS AVAILABLE 

ROP1 1.00E+OO EVENT FAILURE 
OSPC 1.SOE--04 OPTR FAILS TO ALIGN FOR SPC 

TEEQF- ATWS 228E--04 ATWS INITIATOR . 
Uncontrolled FWA 128E--01 FW FAILS \j• OF !Es THAT ARE LOFW) 

MC 728E--01 MAIN CON FAILS (GIVEN FW FAILS) AFTER ATWS 
RCFM 3.33E--01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
OSL1 4.50E--02 OPTR FAILS TO INITIATE SLC {112 PUMP) (HI STR) 
OSL2 1.10E--01 OPTR FAILS TO INITIATE SLC (212 PUMPS) (POTENTIAL REC) 

LLCOM- LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
Semi-Controlled ICH1 2.51E--03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 

ROP1 1.00E+OO EVENT FAILURE 
OSPC 1.SOE--04 OPTR FAILS TO ALIGN FOR SPC 

LIBON- LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
Semi-Controlled 2M1 2.40E--06 LOSS OF BUS 2A-1 , 24HR 

OG2 1.39E--01 LOSS OF OG2, 6 HRS 
ICH1 1.00E+OO EVENT FAILURE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO EVENT FAILURE 
cs 1.00E+OO EVENT FAILURE 

LLCOM- LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
Semi-Controlled OGB 9.50E--02 LOSS OF OG2/3, 6 HRS 

DG2 1.56E--01 LOSS OF OG2 AFTER OG2/3, 6 HRS 
24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
ICH1 2.51E--03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)) 
SPC 1.00E+OO EVENT FAILURE 

LLCOM- LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
Semi-Controlled OG2 1.39E--01 LOSS OF OG2, 6 HRS 

OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 2.71 E--04 SPC FAILS; ALL SUPPORTS AVAILABLE 

LLCOM- LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
Semi-Controlled 24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 

OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 5.50E--03 SPC FAILS; 23, 28, 29, 2M1 AVAILABLE 

TLCOM- GTR 7.40E+OO GENERAL TRANSIENT IE 
Semi-Controlled OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 

FW 2.62E--03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
OSPC 1.SOE--04 OPTR FAILS TO ALIGN FOR SPC 

TEERF - ATWS 2.28E--04 ATWS INITIATOR 
Uncontrolled FWA 1.28E--01 FW FAILS (%OF !Es THAT ARE LOFW) 

MC 728E--01 MAIN CONO FAILS (GIVEN FW FAILS) AFTER ATWS 
RCFM 3.33E--01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
AT 1.49E--02 ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 
WW/OW 2.16E--01 FRAC OF CONT FLRS IN OW (VS. WW) 

LLCOM- LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE LOSS OF BUS 23123-1 AVAILABLE, 24HR 
Semi-Controlled 23 7.80E--03 OPTR FAILS TO PROVIDE MIU TO IC 

OMUP 7.90E--03 EVENT FAILURE 
ROP1 1.00E+OO SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 
SPC 5.49E--03 LLOCA IE 

ALCOM- LLOvA 3.00E--04 ILLOCA It: 
Semi-Controlled OHX 8.80E--03 OPTR FAILS TO ALIGN ctsw TO LPCI HX 

OSPC 5.00E--01 OPTR FAILS TO ALIGN FOR SPC 
OSBCS 1.70E--02 OPTR FAILS TO INITIATE SBCS 

ILLCOM- IULUUI' 1.SOE--02 LOSS OF Ot-t-::>ITE POvvt::H IE 
Semi-Controlled OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 

ROP1 1.00E+OO EVENT FAILURE 
SPC 2.71E--04 SPC FAILS; ALL SUPPORTS AVAILABLE 

LLCOM- LOOP 9.SOE--02 LOSS OF OFFSITE POWER IE 
Semi-Controlled OG2 1.39E--01 LOSS OF OG2, 6 HRS 

23 7.80E--03 LOSS OF BUS 23/23-1 AVAILABLE, 24HR 
24 3.01E--02 LOSS OF BUS 24 AFTER 23/ 24-1 AVAILABLE, 24HR 
OMUP 7.90E--03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

LLCOM- DLOOP 1.SOE--02 LOSS OF OFFSITE POWER IE 
Semi-Controlled OGB 9.50E--02 LOSS OF OG2/3, 6 HRS 

24 7.80E--03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
ICH1 2.51E--03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 
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Number Frequency Percent 
(1) (2) (3) 

78 1 .78E-08 0.10% 

79 1 .78E-08 0.10% 

80 1.78E-08 0.10% 

81 1.75E-08 0.09% 

82 1.72E-08 0.09% 

83 1.SOE-08 0.09% 

84 1.56E-08 0.08% 

85 1.54E-08 0.08% 

86 1.50E-08 0.08% 

87 1 .40E-08 0.08% 

TABLE 4.6.2-3 (Continued) 
CONTAINMENT FAILURE SEQUENCES 

Damage Stale - Event Value Description 
Containment Failute (5) (6) (7) 

(Release) Type 
(4) 

LLCOM- DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled 23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 

24 3.01 E-02 LOSS OF BUS 24 AFTER 23/ 24-1 AVAILABLE, 24HR 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

LLCOM - LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DG2 1.39E-01 LOSS OF DG2. 6 HRS 

23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
24 3.01 E-02 LOSS OF BUS 24 AFTER 23/ 24-1 AVAILABLE, 24HR 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

LLCOM - LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

DG2 1.56E-01 LOSS OF DG2 AFTER 002/3, 6 HRS 
MUP 2.55E-03 MUP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)) 
SPC 5.49E-03 SPC FAILS; 24. 28. 29, 2R1 AVAILABLE 

LLCOM- DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DG2 1.39E-01 LOSS OF DG2. 6 HRS 

DG3 1.58E-01 LOSS OF DG3 AFTER 002, 6 HRS 
23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE. 24HR 
SBO? 1.00E+OO SBO IN UNIT 3, NO SBO IN UNIT 2 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP A SUCCEEDS (1-(2Ll-LL1-)) 
SPC 1.00E+OO EVENT FAILURE 

LLCOM- LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Con1rolled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

DG2 1.56E-01 LOSS OF DG2 AFTER DG2/3, 6 HRS 
ICH1 2.51 E-03 IC1 OR IC2 FAILS; AILL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

LLCOM- LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OIC 3.70E-02 OPTR FAILS TO INITIATE IC rcrso. LOOP 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE Ml TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1 .OOE+OO LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

ILLCOM- DLOOI' 1.60t-02 'LOSS ui- Oi-i-:.ITE POWER IE 
Semi-Controlled 23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 

24 3.01 E-02 LOSS OF BUS 24 AFTER 23/ 24-1 AVAILABLE, 24HR 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
SPC 1.00E+OO EVENT FAILURE 

LLCOM- DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DG2 1.39E-01 LOSS OF DG2, 6 HRS 

DG3 1.58E-01 LOSS OF DG3 AFTER 002, 6 HRS 
23 7.80E-03 LOSS OF BUS 23123-1 AVAILABLE, 24HR 
SBO? 1.00E+OO SBO IN UNIT 3, NO SBO IN UNIT 2 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP A SUCCEEDS [1-(2Ll-LL1-)] 
SPC 1.00E+OO EVENT FAILURE 

MLCOM- MLOCA 8.00E-04 MLOCAIE 
Semi-Controlled HP1 2.BSE-02 HP FAILS; AILL SUPPORTS AVAILABLE 

OSPC 6.SOE-04 OPTR FAILS TO ALIGN FOR SPC 
LLCOM- LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 

· Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3. 6 HRS 
24 7.80E-03 LOSS OF BUS 24124-1 AVAILABLE. 24HR 
OIC 3.70E-02 OPTR FAILS TO INITIATE IC (SBO, LOOP 
MUP 6.97E-03 MUP FAILS; 25 FLO 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

89 1.38E-08 0.07% LLCOM- LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DG2 1.39E-01 LOSS OF DG2, 6 HRS 

OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
OSPC 1.SOE-04 OPTR FAILS TO ALIGN FOR SPC 

90 1.35E-08 0.07% TEEQF- ATWS 228E-04 ATWS INITIATOR 
Uncontrolled RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 

RPT1 6.00E-03 AUTO RPT FAILS; ALL SUPPORTS AVAILABLE 
ORP 5.10E-02 OPTR FAILS TO INITIATE RPT 
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Number Frequency Percent 
(1) (2) (3) 

91 1 .33E-08 0.07% 

92 1 .29E-08 0.07% 

94 1.25E-08 0.07% 

95 1.24E-08 0.07% 

96 1.24E-08 0.07% 

97 1.22E-08 0.07% 

98 1.21t:-08 0.07% 

100 1.16E-08 0.06% 

Notes: 

TABLE 4.6.2-3 (Continued) 
CONTAINMENT FAILURE SEQUENCES 

Damage State - Event Value Description 
Containment Failure (5) (6) (7) 

(Release) Type 
(4) 

LLCOM - DLOOP 1 .SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.SOE-02 LOSS OF DG2/3, 6 HRS 

MUP 2.SSE-03 MUP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1 .OOE+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)) 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

LLCOM - DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.SOE-02 LOSS OF DG2/3, 6 HRS 

ICH1 2.51 E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 5.49E-03 SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

LJCOM - LOOP 9.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DGB 9.50E-02 LOSS OF DG2/3, 6 HRS 

24 7.SOE-03 LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC· 
HP1 2.88E-02 HP FAILS; ALL SUPPORTS AVAILABLE 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC 1.00E+OO EVENT FAILURE 

TLCOM - GTR 7.40E+OO GENERAL TRANSIENT IE 
Semi-Controlled MUP 2.55E-03 MUP FAILS; ALL SUPPORTS AVAILABLE 

FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
SPC 2.71E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 

TLCOM - GTR 7.40E+OO GENERAL TRANSIENT IE 
Semi-Controlled ICH2 2.51E-03 IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 

FW 2.62E-03 FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
SPC 2.71 E-04 SPC FAILS; ALL SUPPORTS AVAILABLE 

LLCOM - DLOOP 1.SOE-02 LOSS OF OFFSITE POWER IE 
Semi-Controlled DG2 1.39E-01 LOSS OF DG2, 6 HRS 

DG3 1.58E-01 LOSS OF DG3 AFTER DG2, 6 HRS 
SBO? 1.00E+OO SBO IN UNIT 3, NO SBO IN UNIT 2 
OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 
ROP1 1.00E+OO EVENT FAILURE 
LP 1.00E+OO LP A SUCCEEDS [1-(2Ll-LL1-)) 
SPC 5.50E-03 SPC FAILS; 23, 28, 29 2M1 AVAILABLE 

LLCOM - DLOOP 1.SOE-02 LU'>S Ot- u~~SI It: t'Om:R It: 
Semi-Controlled OMUP 7.90E-03 OPTR FAILS TO PROVIDE MIU TO IC 

ROP1 1.00E+OO EVENT FAILURE 
OSPC 1.SOE-04 OPTR FAILS TO ALIGN FOR SPC 

TEERF- ATWS 228E-04 ATWS INITIATOR 
Uncontrolled MC 1.37E-01 MAIN COND FAILS (GIVEN FW FAILS) AFTER ATWS 

RCFM 3.33E-01 FRAC OF RPS FAILURES THAT ARE MECHANICAL 
RPT1 6.00E-03 AUTO RPT FAILS; ALL SUPPORTS AVAILABLE 
WW/OW 2.16E-01 FRAC OF CONT FLRS IN DW (VS. WW) 

1. "Number" refers to accident sequence ranking in the top 100 sequences. 

2. "Frequency" is the frequency per year that this sequence is expected to occur. 

3. "Percent" is the percent of total core damage represented by this single sequence. 

4. "Damage St" is the plant damage state to which this sequence belongs. The fifth character indicates the 
associated release and is manually assigned at the end of the analysis in presentations of dominant 
sequences. "Containment failure (Release) type" denotes whether the containment failure mode leads to 
an uncontrolled release (as a containment failure with no venting) or a semi-controlled release (as a vented 
condition followed by a high temperature failure). 

5. "Event" is the list of PRT and support system event tree top events which have failed in this sequence. 

6. "Value" is frequency (for initiators) or probability (for failures) associated with each event. 

7. "Description" defines the "Event" label. 
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The core damage frequency by "plant damage state" is shown in Table 4.6.2-4. As can 
be seen from this table, a large number of the plant damage states involve a failure of 
the suppression pool cooling (SPC) function. In fact, 81 % of the top 95% contribution to 
the CDF involve plant damage states with a loss of the SPC function. This is primarily 
attributed to loss of DC power combined with SPC hardware failures, but is also due to 
operator error to establish SPC .. 

Table 4.6.2-5 identifies the key contributors, both hardware failures and operator errors 
for each of the unsuccessful events in the top 23 sequences identified by screening 
criteria A. These 23 sequences contribute approximately 79% to the CDF. Sequences 
#24 and above have a CDF contribution of less than or equal to 0.5% per sequence and 
a frequency of less than 1 E-07. 

Conclusions From Accident Sequence Quantification 

The core damage frequency of 1.85E-05 for Dresden is dominated (44.2% of CDF) by 
sequence #1, loss of DC initiating event and subsequent loss of suppression pool cooling, 
leading to late (6-24 hours) core damage. The loss of DC initiator contributes 60.2% of 
the CDF. The single-unit loss of offsite power initiator contributes 19.9% of the CDF and 
the dual-unit loss of offsite power contributes another 6.9% for a total of 26.8% 
contribution to the CDF from loss of offsite power. The loss of DC and loss of offsite 
power initiators combined contribute 87.0% of the CDF. The medium LOCA initiator 
contributes another 7.5% and these top 4 initiators contribute 94.5% of the CDF. The top 
19 accident sequences are composed of these 4 top initiators. The top 13 sequences 
have individual contributions greater than 1 % of the CDF and from sequence #14 and 
above the contributions are less than 1 % and the distribution becomes flat. 

These results show a significant contribution to CDF from support systems, specifically 
DC and AC power. Also, there is a significant contribution to CDF from suppression pool 
cooling failure. There is a minor contribution from operator actions such as failure to 
initiate suppression pool cooling, makeup to the isolation condenser, or depressurize. 

Most of the CDF occurs late (6-24 hours) which would allow for recovery actions not 
included in the model. Of the top 100 sequences, 13 lead to containment failure without 
having been previously vented but the total contribution is small; 11 of these are ATWS 
sequences and 2 are SBOs. Containment venting and subsequent failure occurs in 68 
of the top 100 sequences. In 19 of the top 100 sequences, the containment is intact. 

Summary of Screening Criteria: 

1 . sequences with core damage frequency greater than 1 E-07 
2. sequences in upper 95% of total core damage frequency 
3. sequences within upper 95% of total containment failure probability 
4. sequences with containment bypass frequency greater than 1 E-08 
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• TABLE 4.6.2-4 
CORE DAMAGE FREQUENCY BY PLANT DAMAGE STATE 

PERCENT 
STATE DESCRIPTION FREQUENCY CONTRIB 

DLCO Loss of DC Power with late core damage 1.06E-05 572 
(6-24 hours) and SPC fails 

LLCO Loss of Offsite Power (single or dual 3.27E-06 17.7 
unit) with late core damage (6-24 
hours) and SPC fails 

MLCO Medium LOCA with late core damage 7.56E-07 4.1 
(6-24 hours) and SPC fails 

MEAS Medium LOCA with early core damage 6.20E-07 3.3 
(0-2 hours), HPI failure and operator 
fails to depressurize 

BLAB Station Blackout with late core damage 6.02E-07 3.3 
(6-24 hours), operator fails to recover 
offsite power and keep IC online with 
or without LP failure 

LIAB Loss of Offsite Power (single or dual 4.45E-07 2.4 
unit) with core damage at 2-6 hours, 

• failure to makeup to IC, loss of HPI, 
operator fails to depressurize and 
recover offsite power. 

TEEQ A TWS with early core damage (0-2 4.14E-07 2.2 
hours) with failure to trip recirc 
pumps or failure to inject SLC 

DIBO Loss of DC Power with core damage at 3.07E-07 1.7 
2-6 hours LPI and CS fails 

BLAY Station Blackout with late core damage 2.81 E-07 1.5 
(6-24 hours), operator fails to 
recover offsite power and keep IC 
on line 

TLCO Transient event with late core damage 2.16E-07 1.2 
(6-24 hours), IC or makeup to IC 
failure, FW failure, and SPC failure 

ILCO Inadvertent open relief valve with core 1.77E-07 1.0 
damage late (6-24 hours), and SPC fails 

TOTAL 1.77E-05 95.5% 
of total CDF 

•• 
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• TABLE 4.6.2-5 
KEY CONTRIBUTORS TO DOMINANT ACCIDENT SEQUENCES 

SEQUENCE EVENT .NODE DESCRIPTION OF KEY CONTRIBUTORS 

1 LDC SPC One train unavailable due to loss of AC and other 
train fails due to MOV failures. 

2 LDC OSPC Operator omission of procedure steps to initiate SPC 
or failure to acknowledge alarm. 

3 MLOCA OSPC Operator omission of procedure steps to initiate SPC 
or failure to acknowledge alarm. 

4 LOSP DGB Failure of DG 2/3 to start or run, or maintenance 
unavailability. 

24 Failure of Bus 24 due to operator failure to align to 
Bus 24-1. 

OMUP Operator fails to provide makeup to IC by failing to 
start clean demineralized water pump or by selecting 
wrong switch for pumps or valves. 

ROP1 No credit is taken for recovering offsite power if some 
source of onsite power is available. 

SPC SPC is failed because Susses 23 and 24 are 

• 
unavailable to run the CCSW pumps . 

5 MLOCA OAD Operator failure misreading reactor vessel water level 
or omission of step in depressurization procedure. 

HP2 Failure of HPCI pump to start ·or run. 

6 LOSP DGB Failure of DG 2/3 to start or run, or maintenance 
unavailability. 

24 Failure of Bus 24 due to operator failure to align to 
Bus 24-1. 

MUP Failure of MOV 2-4399-7 4, diesel driven pump, and 
electric pump. 

ROP1 No credit is taken for recovering'offsite power if some 
source of onsite power is available. 

SPC SPC is failed because Susses 23 and 24 are 
unavailable to run the CCSW pumps. 

7 DLOSP DGB Failure of DG 2/3 to start or run, or maintenance 
unavailability. 

DG2 Common cause failure to start or run of DG2. 
DG3 Common cause failure to start or run of DG3. 
SBO Station blackout occurs in Unit 2 and Unit 3. 
ROP1 Failure to recover offsite power within 4 hours to 

prevent core damage. 
OIC2 No credit is taken for the operator to prevent loss of 

• DC failure of IC due to no current procedure. 
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• TABLE 4.6.2-5 (Continued) 
KEY CONTRIBUTORS TO DOMINANT ACCIDENT SEQUENCES 

SEQUENCE EVENT NODE DESCRIPTION OF KEY CONTRIBUTORS 

8 LOSP DGB Failure of DG 2/3 to start or run, or maintenance 
unavailability. 

OMUP Operator fails to provide makeup to IC by failing to 
start clean demineralized water pump or by selecting 
wrong switch for pumps or valves. 

ROP1 No credit is taken for recovering offsite power if some 
source of onsite power is available. 

SPC One train unavailable due to loss of AC and other 
train fails due to MOV failures~ 

9 LDC HP1 Failure of HPCI pump to start or run, or maintenance 
unavailability. 

SPC One train unavailable due to loss of AC and other 
train fails due to MOV failures. 

10 MLOCA HP1 Failure of HPCI pump to start or run, or maintenance 
u navai !ability. 

OAD Operator failure misreading reactor vessel water level 
or omission of step in depressurization procedure . 

• 11 MLOCA SPC Common cause failure of system due to plugging or 
common cause MOV failures. 

12 LDC SPC One train unavailable due to loss of AC and other 
train fails due to MOV failures. 

svw Failure of SBGT system fan to run or maintenance 
unavai I ability. 

SVD F.ailure of SBGT system fan to run or maintenance 
unavailability. 

13 LOSP OMUP Operator fails to provide makeup to IC by failing to 
start clean demineralized water pump or by selecting 
wrong switch for pumps or valves. 

HP1 Failure of HPCI pump to start or run-, or maintenance 
unavailability. 

OAD Operator failure dependent upon previous OMUP 
failure. 

ROP1 No credit is taken for recovering offsite power if some 
source of onsite power is available . 

• 
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• TABLE 4.6.2-5 (Continued} 
KEY CONTRIBUTORS TO DOMINANT ACCIDENT SEQUENCES 

SEQUENCE EVENT NODE DESCRIPTION OF KEY CONTRIBUTORS 

14 DLOSP DGB Failure of DG 2/3 to start or run, or maintenance 
u navai labi lity. 

DG2 Common cause failure to start or run of DG2. 
DG3 Common cause failure to start or run of DG3. 
SBO Station blackout occurs in Unit 2 and Unit 3. 
ROP1 Failure to recover offsite power within 4 hours to 

prevent core damage. 
OIC2 No credit is taken for the operator to prevent loss of 

DC failure of IC due to no current procedure. 
ROP2 Failure to recover offsite power within 6 hours (given 

offsite power was not recovered by 4 hours) to 
prevent containment failure. 

15 LOSP DGB Failure of DG 2/3 to start or run, or maintenance 
u navai labi lity. 

DG2 Common cause failure to start or run of DG2. 
241 Failure of Bus 24-1 due to failure of operator to 

crosstie to Bus 34-1 . 
SBO Station blackout occurs in Unit 2. 

• ROP1 Failure to recover offsite power within 4 hours to 
prevent core damage. 

OIC2 No credit is taken for the operator to prevent loss of 
DC failure of IC due to no current procedure. 

16 LDC 241 Failure of Bus 24-1 due to failure of feeder breaker 
from Bus 24. 

LP Failure of LP due to loss of Susses 23-1 and 24-1. 
cs Failure of CS due to loss of Susses 23-1 and 24-1. 

17 LOSP OMUP Operator fails to provide makeup to IC by failing to 
start clean demineralized water pump or by selecting 
wrong switch for pumps or valves. 

ROP1 No credit is taken for recovering offsite power if some 
source of onsite power is available. 

SPC Common cause failure of system due to plugging or 
common cause MOV failures. 

18 LOSP DGB Failure of DG 2/3 to start or run, or maintenance 
unavailability. 

24 Failure of Bus 24 due to operator failure to align to 
Bus 24-1. 

ICH1 IC failure due to failure of return MOV 2-1301-3. 
ROP1 No credit is taken for recovering offsite power if some 

• source of onsite power is available . 
SPC SPC is failed because Susses 23 and 24 are 

unavailable to run the CCSW pumps. 
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• TABLE 4.6.2-5 (Continued) 
KEY CONTRIBUTORS TO DOMINANT ACCIDENT SEQUENCES 

SEQUENCE EVENT NODE DESCRIPTION OF KEY CONTRIBUTORS 

19 LOSP 23 Failure of Bus 23 due to operator failure to align to 
Bus 23-1. 

24 Failure of Bus 24 (given operator failed to align Bus 
23} due to operator failure to align to Bus 24-1. 

OMUP Operator fails to provide makeup to IC by failing to 
start clean demineralized water pump or by selecting 
wrong switch for pumps or valves. 

ROP1 No credit is taken for recovering offsite power if some 
source of onsite power is available. 

SPC SPC is failed because busses 23 and 24 are 
unavailable to run the CCSW pumps. 

20 IORV FW Operator fails to control level causing pump trip. 
OSPC Operator omission of procedure steps to initiate SPC 

or failure to acknowledge alarm .. 

21 LDC HP1 Failure of HPCI pump to start or run, or maintenance 
unavai !ability. 

OAD · Operator failure misreading reactor vessel water level 

• or omission of step in depressurization procedure . 

22 LOSP 23 Failure of Bus 23 due to operator failure to align to 
Bus 23-1. 

24 Failure of Bus 24 (given operator failed to align Bus 
23} due to operator failure to align to Bus 24-1. 

MUP Failure of MOV 2-4399-74, diesel driven pump, and 
electric pump. 

ROP1 No credit is taken for recovering offsite power if some 
source of onsite power is available. 

SPC SPC is failed because Susses 23 and 24 are 
unavailable to run the CCSW pumps. 

23 ATWS MC Main condenser unavailable. 
RCFM Control rod mechanical failure. 
AT A TWS system actuation of recirc pump trip fails. 

• 
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4.6.3 Unique Features 

During the performance of the Dresden IPE, a number of good features were identified 
as insights by the IPE analysts. Such features are those aspects of plant design or 
operation which may contribute to reducing initiating event frequency, or to enhancing the 
capability of the station to withstand challenges to the fission product barriers. Section 
4.7.1 provides a summary of the insight process. This section highlights those features 
which are believed to be "unique" or important from the standpoint of preventing core 
damage accidents or mitigating the consequences of such accidents. 

As noted earlier in Section 2.3, the IPE model reflects the Dresden as-built condition as 
it existed in December 1990, with two exceptions: the hardened containment vent 
installation and the diesel-driven IC makeup pump installation were both included in the 
plant model because both modifications were imminent at the start of this analysis. Other 
changes in plant design or operation since that time which may affect the beneficial 
aspects of the "unique" features will be evaluated as part of the periodic review and 
update of the Dresden PAA - the "Living PAA" process. 

Table 4.6.3-1 summarizes those aspects of Dresden which are considered to be "unique" 
features. A brief description of each "unique" feature is provided in the following 
paragraphs. 

Shared Service Water System: The Service Water (SW) System at Dresden is shared 
between Units 2 and 3. This sharing significantly reduces the probability of a loss of SW 
leading to initiation of an accident condition. 

During an accident on one unit, the SW System can provide the heat removal needs of 
both units with as few as 2 out of 5 SW pumps if the unaffected unit is brought to hot 
shutdown and non-essential heat loads shed from the SW System. As a result, the· 
frequency for loss of SW capability was found to be very low. 

Isolation Condenser: Dresden is equipped with an isolation condenser (IC) system for 
closed loop cooling of the reactor after a reactor trip. This system is passive, requiring 
only one valve to be opened for it to operate. This makes the system very reliable during 
normal shutdown operations as well as during loss of AC power conditions. The IC alone 
is capable of dissipating the entire decay heat load (after 5 minutes), without loss of RPV 
inventory, and has enough shell-side water to operate for 20 minutes before makeup is 
required. Makeup to the IC can be provided by multiple sources which also provides high 
reliability of the IC makeup for long term continued operation. 

Low Pressure Coolant Injection Cross-Connect Capability: The discharge flow of the 
LPCI pumps from one unit at Dresden can be directed to the discharge header of the 
other unit as needed. This provides an alternate water source as well as motive and 
cooling capacity. This would mitigate the effects of a loss of suppression pool cooling in 
which the affected units LPCI pumps fail due to a loss of NPSH. The cross-connect of 
the two units LPCI .systems requires the opening of two locked-closed manual valves and 
four normally shut air-operated valves. 
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TABLE 4.6.3·1 
UNIQUE FEATURES OF DRESDEN STATION 

UNIQUE FEATURE 

Shared Service Water System 

Isolation Condenser 

Low Pressure Coolant Injection 
Cross-connect Capability 

Shared Condensate Storage Tanks 
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CONTRIBUTION TO RISK PROFILE 

Reduced frequency of Loss of SW 
Initiating Event 

• Reduced frequency of core damage 

• Reduced frequency of core damage 

• Reduced frequency of core damage 

• Reduced frequency of core damage 
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Shared Condensate Storage Tanks: The two condensate storage tanks at Dresden are 
normally split. However, in an emergency, condensate may be drawn from either or both 
tanks. This lineup requires the repositioning of several manual, locked closed valves. 
The normal use of the CST is makeup to the hotwell through the condensate transfer 
pumps and as the CRD and HPCI suctions. In an emergency, LPCI may be lined up to 
take a suction from the CST. 

4.6.4 Decay Heat Removal Evaluation 

This section provides an evaluation of the decay heat removal critical safety function at 
Dresden based upon the results from the IPE as required by Generic Letter 88-20. The 
purpose of the evaluation is to identify potential decay heat removal vulnerabilities for 
events initiated from power operation and to examine whether or not risks attributed to 
the loss of decay heat removal can be lowered in a cost-effective. manner. 

Decay heat removal during the first 24 hours following a plant trip is accomplished by the 
following key systems at Dresden. 

• During transient-type events, decay heat is removed via the Isolation Condenser 
(IC). If the IC fails, bleed and feed operations are needed. The bleed and feed 
operation requires a high pressure injection system (either FW or HPCI), the relief 
valves or the main conden'ser, and the associated operator actions. These coolant 
makeup sources do not depend on cooling of the suppression pool. If FW or HPCI 
fails, then the reactor is manually depressurized and the low pressure systems in 
conjunction with SPC are used. After the recirculation loop temperature is below· 
350°F the shutdown cooling system can also be used. 

• During medium or large LOCA events (excluding ISLOCA) and inadvertent open 
relief valve (IORV) events, decay heat is removed directly by the low pressure 
systems and SPC. This includes the low pressure coolant injection (LPCI) pumps 
with the containment cooling service water (CCSW) system, the core spray (CS) 
pumps and the associated operator actions. 

Given that successful decay heat removal depends upon the above systems and 
operations, the following is a discussion of these syste-ms and their respective features. 
The-discussion includes: the decay heat removal functional failures that contribute to the 
core damage frequency (CDF); enhancements proposed to reduce the decay heat failure 
contribution to the CDF; and requantification results showing the reduction in CDF 
achieved if the proposed enhancement is implemented. 

• The IC is a passive system requiring only one valve to open for operation. This 
makes the IC very reliable during normal shutdown operations as well as during 
loss of AC power conditions. The IC can remove all the reactor decay heat 
produced within minutes after reactor shutdown and has enough shell-side water 
to operate for 20 minutes before makeup is required. Makeup to the IC can be 
provided by multiple sources which also provides high reliability of the IC makeup 
for long term continued operation. The IC can take the reactor to cold shutdown. 
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• The failure probability of IC (Automatic Initiation) was calculated to be a very low 
value with all supports available. The IC system is designed to operate without 
reliance on AC Power. However, the IC is unavailable on loss of 125VDC power 
at either unit. During a long-term station blackout in which 125VDC will ultimately 
be lost due to battery depletion, the ICs can be kept in service even without DC 
power, if appropriate operator actions are taken. 

• If the MSIVs remain open, the reactor pressure will increase until the turbine
bypass valves open and steam is relieved to the main condenser. Reactor water 
level is maintained by either FW or HPCI. If the bypass valves or the main 
condenser is unavailable, then the relief valves will automatically open and relieve 
steam directly to the suppression pool. During those transient events which do not 
result in loss of either turbine bypass to the main condenser or feedwater, decay 
heat can be removed by the condenser. However, the main condenser was not 
included in the model as a heat sink because many events result in its 
unavailability. The relief valves and HPCI can function in the feed and bleed mode 
even with a station blackout provided that DC power is available. However, after 
recovery of onsite AC power SPC with the low pressure systems would be 
required to prevent suppression pool overheating and loss of net positive suction 
head (NPSH) to the low pressure pumps. 

• If the high pressure injection systems fail, the reactor vessel may be depressurized 
to allow the low pressure injection systems to· inject. This is accomplished using 
the relief valves of the Automatic Depressurization System (ADS). Manual 
depressurization (OAD) is not initiated until the low pressure systems are started 
and recirculating through their respective minimum flow lines. 

• The low pressure injection systems, LPCI and CS, can inject when reactor 
pressure is less than 350 psig. LPCI consists of four pumps, each capable of 
providing full injection flow. CS consists of two pumps, each capable of providing 
full injection flow. These pumps provide a highly redundant means of supplying 
makeup to the reactor vessel from diverse sources through redundant and diverse 
injection points. 

• If the decay heat is directed to the suppression pool through either the relief valves 
or the break (except for interfacing system LOCAs), the suppression pool must be 
cooled to maintain a minimum net positive suction head (NPSH) for the low 
pressure pumps. The heat is removed by SPC, using the LPCI pumps, heat 
exchangers, and the CCSW system. If heat is not removed by SPC, external 
sources of water can be used to obviate the dependence on NPSH from the 
suppression pool. 

In the top 100 core damage sequences, those initiated by a loss of DC power, a single 
unit loss of offsite power (LOSP), a dual unit LOSP, or a medium LOCA are significant 
contributors. About 69% of the CDF involves failures of long term decay heat removal 
using SPC resulting in long term core damage (6-24 hours). About 55% of the CDF is 
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a result of SPC equipment failures while about 14% is due to operator failure to initiate 
SPC (OSPC). 

The loss of DC initiator with subsequent failure of SPC due to equipment failures (SPC) 
or operator error (OSPC) are the top two CDF sequences contributing 44% and 9% to 
the CDF, respectively. Other loss of DC sequences with subsequent failure of SPC 
contribute another 3% to the CDF. Medium LOCA with subsequent failure of SPC 
contributes 4% to the CDF. The single unit LOSP and dual unit LOSP contribute another 
6% to the CDF due to SPC and OSPC failures, also. It must be noted that these three 
initiators lead to degraded support states which contribute to failures of the IC, as well as 
failure of SPC since, for many cases, only one train of SPC is available. 

Changes to DEOP 100 have been recommended to improve the chances for successful 
continuation of ECCS makeup to the reactor vessel during conditions in which cooling of 
the suppression pool is unavailable. This change includes manually aligning either the 
LPCI or CS pump suction to the condensate storage tank (CST) and controlling pump 
flow to control level in the vessel. This suction realignment would be made prior to 
exceeding the temperature in the suppression pool at which the ECCS pumps would lose 
NPSH and potentially fail due to cavitation. The CST would provide a relatively long term· 
source of cool water independent of the containment environment, eliminating the NPSH 
concerns and greatly extending the time for recovery of normally used equipment. 

The changes to the procedures would result in the following change to the IPE model: 
a recovery action node for the realignment of an ECCS pump to the CST would be added 
to the plant response trees as a means of recovery from failure of the suppression pool 
cooling node (SPC). See Section 6.0 for further details. 

The use of the CST as a source of water to the LPCl/CS pumps was evaluated as a 
sensitivity. The results showed a reduction in total CDF from 1.85E-05 to 3.74E-06 due 
to a reduction in the frequency of long-term decay heat removal failure sequences. The 
long-term decay heat failure of SPC was reduced to only 8% of the requantified CDF. 
The failure of the operator to initiate SPC (OSPC) accounts for most of the 8% 
contribution to the requantified CDF. 

Overall, the recommended change provides a five-fold reduction in totc;il CDF and reduces 
the contribution of long term failure of SPC to a small fraction (8.2%) of the total CDF 
which is dominated by operator action error (7.7%). This potential change will provide 
the most cost-effective improvement to reduce the decay heat removal contribution to 
CDF. 

It is felt that the evaluation of decay heat removal performed during this IPE provides 
adequate understanding of this vital function and Dresden's means for dealing with decay 
heat removal during accident conditions to resolve this generic issue . 
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4.6.5 Evaluation of AM Endstates 

SAM Endstates - The dominant Plant Response Tree sequences with SAM endstates 
from the IPE analysis have been examined to determine the plant status and equipment 
availabilities at 24 hours after the initiating event, as shown in Table 4.6.5-1. SAM 
endstates are those for which core damage has not occurred in the first 24 hr., but 
accident management actions are required after 24 hr. to provide long-term core cooling. 

Based on the information in Table 4.6.5-1, a set of possible accident management 
strategies to bring the plant to a long term safe, stable state can be developed. Since 
a relatively long time is available for accident management activities for the SAM 
endstates, the possible accident management activities include both repair of unavailable 
equipment and the implementation of alternate methods of achieving a safe, stable state. 
Note also that such actions would be undertaken under the Dresden Station's current 
Generating Station Emergency Plan. A preliminary listing of the possible accident 
management activities for each of the accident sequences from Tables 4.6.5-1 are 
presented in Table 4.6.5-2. The information in Table 4.6.5-2 also represents input to the 
Accident Management Program for Dresden, to ensure optimum response for these 
sequences, which otherwise would progress to core damage at a time beyond 24 hours 
after the initiating event. 

In identifying the possible accident management activities which could be used for each 
accident sequence listed in Table 4.6.5-1, an important facet of the IPE study became 
apparent: the failed equipment PRT nodes which lead to an accident sequence that is 
designated as a SAM endstate does not include any recovery of the equipment during 
the first 24 hours. Thus, the fault trees for each of the failed equipment nodes were 
reviewed to determine the dominant failure modes for the equipment. This information 
is presented in Table 4.6.5-3. The ICH2 MOV failure would not be recoverable, either 
from the control room or locally; however, the MUP MOV valve failure would be 
recoverable locally. It is likely that the MUP MOV malfunction would be recovered well 
before the 24-hour time frame. Thus, it can be concluded that if the IPE model had 
included recovery of failed equipment, those SAM accident sequences which involve MUP 
failures would have been labeled success with a frequency of over 95%. 

The IPE analyses of human errors includes the modeling of recovery from errors of 
commission as well as recovery from errors of omission. However, the recovery from 
human errors only credits personnel in the control room. Since the human errors are 
specified for a goal oriented set of actions, it is interesting to decompose the human error, 
as shown in Table 4.6.5-4. The results shown in the table indicate that the human errors 
which dominate the SAM accident sequences are errors of omission. All of these errors 
are recoverable at considerable times after the error has been made . 

726302SU .146/011893· ----- - 4-247 



• 
SAM INITIATING SEQUENCE 

Seq. No. EVENT FREQUENCY 

1 ATWS 1.33E-07 

·2 ATWS 1.04E-07 

3 ATWS 6.15E-08 

4 ATWS 4.86E-08 

5 ATWS 4.80E-08 

6 ATWS 4.25E-08 

7 ATWS 4.23E-08 

8 ATWS 3.87E-08 

9 ATWS 3.32E-08 

10 ATWS 3.30E-08 

11 ATWS 1.97E-08 

12 ATWS 1.96E-08 

13 ATWS 1.86E-08 
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TABLE 4.6.5-1 

SUMMARY OF SAM ENDSTATES 

DESCRIPTION OF 
FAILED PAT NODE PLANT STATUS@ 24 HOURS 

MC, OMUP Rods in, RPV pressure and cooldown maintained by HPCI turbine, torus 
heating up, RPV @ normal level. 

FWA, MC, OMUP Rods in, RPV pressure and cooldown maintained by HPCI turbine, torus 
heating up, RPV @ normal level. 

MC, RCFM, OMUP Rods out, SLC in •. RPV pressure and cooldown maintained by HPCI turbine, 
torus heating up, RPV @ normal level. 

RCFM, OSL 1, OSL2 Rods out, FW M/U @ 4,000 gpm, MC available, RPV @ high press & temp, 
Torus @ low temperature, RPV @ low level. 

FWA, MC, RCFM, Rods out, SLC in, RPV pressure and cooldown maintained by HPCI turbine, 
OMUP torus heating up, RPV @ normal level. 

MC, MUP Rods in, RPV pressure and cooldown maintained by HPCI turbine, torus 
heating up, RPV @ normal level. 

MC, ICH2 Rods in, RPV pressure and cooldown maintained by HPCI turbine, torus 
heating up, RPV @ normal level. 

FWA, OMUP Rods in, RPV pressure and cooldown maintained by HPCI turbine, torus 
heating up, RPV @ normal level. 

FWA,MC,MUP Rods in, RPV pressure and cooldown maintained by HPCI turbine, torus 
heating up, RPV @ normal level. 

FWA, MC, ICH2 Rods in, RPV pressure and cooldown maintained by HPCI turbine, torus 
heating up, RPV @ normal level. 

MC,RCFM,MUP Rods out, SLC in, RPV pressure and cooldown maintained by HPCI turbine, 
torus heating up, RPV @ normal level. 

MC, RCFM, ICH2 Rods out, SLC in, RPV pressure and cooldown maintained by HPCI turbine, 
torus heating up, RPV @ normal level. 

FWA, RCFM, OMUP Rods out, SLC in, RPV pressure and cooldown maintained by HPCI turbine, 
torus heating up, RPV @ normal level. 
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SAM INITIATING SEQUENCE 

Seq. No. EVENT FREQUENCY 

14 ATWS 1.54E-OB 

15 ATWS 1.53E-OB 
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TABLE 4.6.5-1 (Continued) 

SUMMARY OF SAM ENDSTATES 

DESCRIPTION OF 
FAILED PRT NODE PLANT STATUS@ 24 HOURS 

FWA, MC, RCFM, Rods out, SLC in, RPV pressure and cooldown maintained by HPCI turbine, 
MUP torus heating up, RPV @ normal level. 

FWA, MC, RCFM, Rods out, SLC in, RPV pressure and cooldown maintained by HPCI turbine, 
ICH2 torus heating up, RPV @ normal level. 
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TABLE 4.6.5-2 

SUMMARY OF ACCIDENT MANAGEMENT ACTIVITIES 
FOR SAM ENDSTATES FROM THE DRESDEN IPE I AM PROGRAM 

SAM Seq. No. POSSIBLE ACCIDENT MANAGEMENT ACTIVITIES 

1, 2, 3, 5, 8, 13, 14 1. Diagnose and re-initiate operator actions to provide makeup to the IC. 

6, 7, 9, 10, 11, 12, 15 1. .Implement decay heat removal with HPCI and suppression pool cooling. 

4 1. Diagnose and re-initiate operator actions to inject SLC. 
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TABLE 4.6.5-3 

DOMINANT EQUIPMENT FAILURE MODES FOR SAM ENDSTATES FROM THE DRESDEN IPE/AM PROGRAM 

EQUIP. FAILED FAILURE PROBABILITY DOMINANT FAILURE MODES % CONTRIB. 

MUP 2.55E-03 MOV 2-4399-74 Fails to Operate 73.0 
MOV 2-4399-74 Unavailable due to Maintenance 22.0 

ICH2 2.51 E-03 MOV 2-1301-3 Fails to Operate 75.0 
MOV 2-1301-3 Unavailable due to Maintenance 22.0 
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TABLE 4.6.5-4 

DOMINANT OPERATOR FAILURE MODES FOR SAM ENDSTATES FROM THE DRESDEN IPE I AM PROGRAM 

EVENT/PAT FAILURE PROBABILITY DOMINANT FAILURE MODES % CONTRIB. 

OSL1, 8.70E-03 . Omission of DEOP or Action Step 85.0 
ATWS . Selection Error, SLC switch 15.0 

OSL2, 1.10E-01 . High dependence on previously failed OSL 1 97.0 
ATWS 

OMUP, 7.90E-03 . Omission of DEOP or Action Step 63.5 
ATWS . Selection Error, pump or valve switch 33.0 
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CAM Endstates - These sequences have end state designators with "AB" as the third and 
fourth characters. Within the top 100 core damage sequences, there are 18 sequences 
in this category.1 

These sequences were investigated to determine whether the containment was 
pressurizing, heating up, or whether conditions were stable. The type "AB" sequences 
in which SPC and injection to the core debris bed continue, potentially result in 
containment failure also, but at a much later time. These sequences have a significant 
potential for avoiding containment failure through use of containment sprays to 
periodically cool the containment atmosphere, in conjunction with suppression pool 
cooling, which is functional throughout these sequences. If SPC fails at some time after 
24 hours, several alternate sources of water to the core debris remain: the condensate 
storage tank, Standby Coolant Supply, and cross-connect to the unaffected unit's LPCI 
system. Repair of the affected unit's LPCI and CCSW systems can also return SPC and 
LPCI capability. . 

Six of the CAM sequences are Station Blackout (SBO) sequences in which offsite power 
is not recovered in time to prevent core melt, but is recovered in time to supply 
containment systems and to reduce containment failure likelihood. Likewise, SPC and 
injection to the core debris bed need to be maintained and used in conjunction with 
containment sprays to prevent containment failure . 

The analysis of "CO" type sequences indicates that containment structural failure due to high 
temperature would occur at about 27-28 hours into the event. Although potentially CAM sequences, 
the "CO" sequences are considered in this study to be containment failure sequences. (See Table 
4.5.5-3 for the source term analysis results.) 
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4.7 IPE Evaluations 

4.7.1 IPE Insight Development 

In the broadest sense, insights are those observations regarding the station configuration 
or practices which may affect the risk profile of the plant. Insights can suggest changes 
to enhance the capability of the plant and the plant operators to respond to an initiating 
event to either prevent core damage or to mitigate the consequences of core damage. 
Insights can also include those "good features" which have been identified during the IPE 
process. The IPE Insights described in this section address the capability of the existing 
plant to respond to an initiating event. IPE insights are distinguished from Accident 
Management Insights (described in Section 5.2) which deal with enhancements to the 
capability of the plant emergency response organization to respond to an accident · 
situation, given that it has occurred. 

To focus the IPE analysts on the identification of IPE insights, it was necessary to 
develop structured guidance. (Reference: Commonwealth Edison's Innovative Approach 
to Integrating Accident Management With IPE, R. J. Lutz, R. A. Hammersley, R. G. Brown 
and G. T. Klopp, Proceedings of the International Conference on the Safety of Thermal 
Reactors, July 1991, Portland Oregon). The development of the guidance began with the 
definition of the aspects of the plant which can impact the severe accident risk profile, 
including: plant design features, testing and maintenance activities, the EOPs and DGAs, 
training, and plant status information. These broad features were then correlated to the 
IPE work products to define the types of IPE insights which could be obtained from each 
task of the IPE analyses, as presented in Figure 4.7.1-1. This detailed correlation of 
possible plant features vs. IPE work products was used to define a set of questions for 
each IPE task which would focus and stimulate the IPE analysts to identify insights as the 
tasks were being performed. A sample set of questions for one of the elements of the 
IPE insights development matrix (Figure 4.7.1-1) is shown in Figure 4.7.1-2. Therefore, 
at each step of the risk assessment, analysts were systematically required to answer 
questions, to stimulate the identification of insights. An example of a sample IPE insight 
that was identified during the Dresden IPE is shown in Figure 4.7.1-3. In addition to 
changes to Dresden to improve the accident risk profile, the IPE insights also include 
good features of Dresden which contribute to its present risk profile. 

The IPE insights identified in the current study are, in many cases, significantly different 
from those identified in previous PRA studies. The primary difference is in completeness 
of the search for insights and the comprehensive coverage of all of the aspects of the 
IPE. The Dresden IPE insight development methodology prescribes the identification of 
insights by each analyst as the work is ongoing, instead of the process employed in 
previous PRA studies which was backward looking from the IPE results. 

Another aspect of the IPE insights identified during this study is the overall approach of 
using best estimate analyses for the accident progression and mapping the plant EOPs 
and DGAs to the accident progression to determine those operator actions which can 
impact the accident progression. This has resulted in a comprehensive review of the 
plant's EOPs and DGAs for their impact on the progression of accidents, including core 
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FIGURE 4.7.1-1 

IPE INSIGHTS DEVELOPMENT MATRIX 

A B c D E 
IPE Functional Tasks Configuration Testing & Maintenance Procedures Training Information 

1. Initiating Events 1A 18 1C 10 1E 

2. Data Analysis 2A 2B 2C 2D 2E 

3. System Documentation 3A 3B 3C 3D 3E 

4. Event Tree Structure 4A 4B 4C 4D 4E 

s. Success Criteria SA SB SC SD SE 

G. Fault Tree Struct. I Quant. GA GB GC GD GE 

7. Human Reliability Analysis 7A 7B 7C 7D 7E 

8. Event Tree Quantification 8A 8B 8C 8D 8E 

9. Accident Progression 9A 9B 9C 9D 9E 

10. Sequence Selection 10A 10B 10C 10D 10E 
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FIGURE 4.7.1-2 
SAMPLE QUESTIONS FOR IDENTIFICATION OF IPE INSIGHTS 

PLANT RESPONSE TREE STRUCTURE 

IPE Insights Matrix Element 4A: Plant Design and Configuration 

1. Does the plant response tree structure reveal any unique accident sequence paths which 
are a result of the plant design features or configuration during an accident from power 
operation? 

2. Does the plant response tree structure reveal any unique system or support state 
dependencies which are a result of the plant design features or configuration during an_ 
accident from power operation ? 

IPE Insights Matrix Element 4B: Testing & Maintenance 

NOT ANTICIPATED TO BE APPLICABLE TO THIS ELEMENT 

IPE Insights Matrix Element 4C: Procedures 

1. Does the plant response tree structure reveal any unique accident sequences which are 
attributable to operator actions in the DEOPs, DGAs or DOPs? 

2. Does the plant response tree structure reveal any accident sequences in which the 
optimum operator actions are not implemented due to limitations in the DEOPs, DGAs or 
DOPs, including the lack of procedures to address a part of the accident progression ? 

3. Does the plant response tree structure reveal any accident sequences in which the 
operator actions are not clearly identified due to confusion in interpretation of the DEOPs, 
DGAs or DOPs and, as a result, are not included in the plant response tree model ? 

IPE Insights Matrix Element 40: Training 

1. Does the plant response tree structure reveal any accident sequences in which the 
operator actions are not clearly identified due to training in implementation of the DEOPs, 
DGAs or DOPs and, as a result, are not included in the plant response tree model ? 

IPE Insights Matrix Element 4E: Information 

1. Does the plant response tree structure reveal any accident sequences in which the optimal 
operator actions are not implemented due to lack of instrumentation or other information 
in the control room? 

2. Does the plant response tree structure reveal any accident sequences in which additional 
information availability to the operators would enhance their capability to respond to the 
event? 

3. Are there key assumptions or boundary conditions inherent in the plant response tree 
structure which could significantly impact the results of the IPE ? 

4 . Does the plant response tree structure reveal any key plant features which could be useful 
in addressing Regulatory Issue A-45 on Decay Heat Removal ? 
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FIGURE 4.7.1-3 
SAMPLE IPE INSIGHT IDENTIFICATION/EVALUATION 

ALIGNMENT OF LPCI/CS TO CST 

ANALYST: Krantz Ed A. 
ANALYST: Trainer Jack E. 
SYS: LPCI/CS 
ACC:" PHASE: Prior to Core Damage 
EXPECTED RESULT: Accident Prevention 
SOURCE: DEOP procedures review 
EOP/AOP: DEOP 100, Reactor Control; DEOP 

OBSERVATIONS: 

Log Number: DR-57/IP 

COMP: Pumps FUNCT: Injection 

200-1, Primary Cont. Control 

The only time the operators are told to align an ECCS pump (LPCI/CS) to the CST is 
during primary contaimnent flooding. For conditions where ECCS injection is successful, 
but contaimnent heat removal is failed, a LPCI or CS pump could be manually aligned to 
the CST to delay NPSH problems as the suppression pool heats up, and allow time to 
recover contaimnent heat removal options. Use of the aligmnent to the CST to just match 
decay heat removal would extend the time for recovery well beyond 24 hours. (See 
related insight DR-207/IP.) 

SEQUENCE/CONDITIONS: 
Sequences involving successful injection, but loss of cont:aimnent heat removal function. 

INSIGHT/STRATEGY: 
The DEOP for reactor control (DEOP 100) or primary contaimnent pressure (DEOP 200-1) 
should included a provision to manually align LPCI or CS to the CST when suppression 
pool cooling is not available. 

CONSTRAINTS: 
This recommendation would require a revision to the current plant DEOPs. 

I TIGER TEAM: I 
IMPLEMENTATION CATEGORY: 

Hardware Test S. Maint x Procedures Training Information 
A.Ill. Strategy A.Ill. Tools - A.Ill. Organization A.Ill. Information A.Ill. Training 

NATURE OF BENEFIT: X Major Hi.nor None 
Clarification x Utiliz. of Capab. Improve Efficiency Risk Reduction Acc. Prev. 
Acc. Mitigation - Tech Spec. Relax. Lie.Basis Simplif. Reduce Maint. Operat. Sim. 
Other(Specify): 

NATURE OF IMPACT: ! Major Ki nor None 
Licensing Basis Lie. Agreements Tech Specs Plant Hardware Operat .Compl. 
Admin. Controls Staff JU>owledge Staffing Req'mnts Plant Procedures ! Gen.Procedure 
Other(Specify): 

RECOMMENDATIONS: No Further Action ! Candidate for Distillation 

Insight Origination Date: 03/2419~ Latest Revision Date: 10/06/92 
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damage accidents. As a result of this review, a significant number of insights were 
developed relating to enhancements to the EOPs and DGAs, primarily to improve clarity 
and the chances for appropriate operator response to plant parameters. 

IPE Insight Evaluation 

For each of the over 130 IPE insights developed during the IPE, a process of evaluation 
was followed. The first step of the process was a distillation of the insights by a "Tiger 
Team", composed of individuals from CECo and the IPE Partnership. The first step of 
the distillation consisted of verifying the technical accuracy of each of the insights. The 
Tiger Team then grouped all of the insights related to the same subject together for 
further evaluation. Groupings were performed for the following subject areas: 

• 125VDC Power 
• Containment Flooding 
• ISLOCA 
• NRC Strategies 
• Loss of Offsite Power 
• PI ant Procedures 
• Containment Performance 

Some of the insights appeared into multiple subject areas (e.g., plant procedural changes 
regarding Isolation Condenser operation appear in the 125VDC Power subject group and 
the Plant Procedures subject group). 

At that point the insights within a group were evaluated for their effect on the risk profile 
of the plant. The insights with the greatest impact on the risk profile were identified. Of 
particular interest are those.insights which provide a major benefit to risk reduction and 
can be implemented with minor impact to plant hardware or procedures. 

A .further grouping of insights was performed to facilitate the disposition of plant 
enhancements by CECo management. This grouping consisted of the following types of 
enhancements: Generic Procedure Enhancements (11 % of insights), Plant Specific 
Procedure Enhancements (42%), Hardware Enhancements (27%), Training (6%), 
Information (11 %), and Test & Maintenance (3%). These percentages reflect that some 
insights appropriately affect more than one enhancement category (e.g., some plant
specific procedural insights also have generic procedure implications). 

All of the insight evaluation information was then given to the Senior Edison Management 
Review Team (SEMRT) for final evaluation and disposition. As part of their evaluation 
process, the SEMRT utilized the NUMARC Closure Guidelines . 
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4.7.2 Evaluation Against NUMARC Severe Accident Issue Closure 
Guidelines 

The results of the Dresden IPE 'have been evaluated against the NUMARC Severe 
Accident Closure Guidelines. The guidelines were used to assess the proposed 
enhancements developed via insights related to severe accidents. 

The first step in using the Severe Accident Closure Guidelines was to group the core 
damage sequences; the groupings used were those of Table 8-1 of that document. 

The grouping was carried out for all core damage sequences down to the quantification 
frequency cutoff of 1 E-15 for a given sequence. The following groups contain some 
contribution to the total core damage frequency: 

IA Accident sequences involving loss of coolant inventory makeup in which the 
reactor pressure remains high. 

18 Accident sequences involving a loss of all AC power and loss of coolqnt inventory 
makeup (i.e., station blackout). 

ID Accident sequences involving a loss of coolant inventory makeup in which reactor 
pressure has been successfully reduced . 

II Accident sequences involving loss of containment heat removal leading to 
containment failure and subsequent loss of coolant inventory makeup. 

1118 Accident sequences initiated or resulting in small or medium LOCAs for which the 
reactor cannot be depressurized and inadequate coolant inventory· makeup is 
available. 

lllC Accident sequences initiated or resulting in medium or large LOCAs for which the 
reactor cannot be depressurized and inadequate coolant inventory makeup is 
available. 

IV Accident sequences involving an ATWS leading to containment failure due to high 
pressure and subsequent loss of inventory makeup. 

V Unisolated LOCA outside containment leading to loss of effective coolant inventory 
makeup. 

The sequence numbers of the top 100 sequences included in each group are listed in 
Table 4.7.2-1 with the resulting mean group core damage frequency and percent 
contribution to the total core damage frequency. The group core damage frequency and 
contribution is based upon all sequences . 

The core damage frequency and percent contribution to the total core damage frequency 
for each group were then evaluated against Tables 1 and 2 of the Severe Accident 
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SEQUENCE 
GROUP 

IA 

IB 

ID 

II 

1118 

lllC 

IV 

v 

TABLE 4.7.2-1 
NUMARC SEVERE ACCIDENT CLOSURE GUIDELINES 

SEQUENCE GROUPING INFORMATION 

TOTAL GROUP 
SEQUENCE CORE DAMAGE % CONTRIBUTION 
NUMBERS1 FREQUENCY TO TOTAL CDF 

13, 21, 41,42,46,57, 5.5E-07 3% 
60,65, 76, 93 

7, 14, 15, 32, 62, 68, 8.6E-07 5% 
88, 99 

16, 26, 34,55,64 3.7E-07 2% 

1, 2, 4, 6, 8, 9, 12, 1.4E-05 74% 
17, 18, 19, 20,22,24, 
25, 27, 28,30,31,33, 
35,36, 37,38,39,40, 
43, 44, 45,48,49,50, 
51, 54, 59,63,66,67, 
69, 70, 72, 74, 75, 77, 
78, 79, 80, 81,82,83, 
84, 85, 87, 89,91,92, 
94, 95, 96, 97,98 

5, 10 6.1 E-07 3% 

3, 11, 73,86 7.5E-07 4% 

23,29, 47,52,53,56, 4.4E-07 2% 
58, 61, 71, 90, 100 

(None in top 100 4~3E-1 O <<1% 
sequences) 

Refers to the sequence position in the ranking of core damage sequences in descending magnitude 
of core damage frequency. 
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Closure Guidelines. Table 2 was used for the containment bypass sequences (group V 
only), and Table 1 was used for all other groups. The comparison shows that only the 
18 and II groupings are of interest with respect to the Severe Accident Closure Guidelines. 

The 18 group falls just below the category in Table 1 that suggests the licensee ensure 
that Severe Accident Management Guidance (SAMG) is in place with emphasis on 
prevention/mitigation of core damage or vessel failure, and containment failure. The 
frequency of group 18 sequences is so near the cutoff frequency for requiring SAMG that 
it was felt that SAMG should also be implemented for these sequences. 

The II group falls into the category in Table 1 that suggests the licensee: 

1. Find a cost effective plant administrative, procedural or hardware modification with 
emphasis on eliminating or reducing the likelihood of the source of the accident 
sequence initiator; or 

2. If unable to satisfy above response, treat in EOPs or other plant procedure with 
emphasis on prevention of core damage; or 

3. If unable to satisfy above responses, ensure SAMG is in place with emphasis on 
prevention/mitigation of core damage or vessel failure, and containment failure. 

These suggested actions were considered by the SEMRT in their review of potential plant 
enhancements. 

4.7.3 Results of IPE Enhancement Evaluations 

The utilization of the NUMARC Severe Accident Issue Closure Guidelines identified the 
need for the implementation of one or more plant enhancements at Dresden station 
related to sequences in which suppression pool cooling has failed. 

The Tiger Team evaluation of the risk significance of the different insights showed th.at 
the greatest improvement in plant risk could be realized by implementing a procedure 
enhancement related to alignment of LPCI or Core Spray pump suction to the condensate 
storage tank when suppression pool cooling cannot be established. This enhancement 
allows injection to the reactor vessel to be maintained when it would otherwise be lost 
due to insufficient net positive suction head for the low pressure ECCS pumps as the 
suppression pool water is heated. Intermittent operation of LPCI or CS to control level 
in the reactor pressure vessel based upon the volume of water available in the CST 
would provide core cooling well beyond 24 hours. The procedure enhancement relating 
to this plant condition has a significant impact on the sequence class requiring action by 
the Closure Guidelines. Commonwealth Edison has decided that this procedure change 
should be implemented at Dresden station. A requantification of the IPE model with an 
"example" CST suction alignment procedure enhancement was performed. This analysis 
is documented in Section 6. The requantification results considering this enhancement 
showed that the NUMARC Closure Guidelines will be met for Class II sequences without 
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requiring any additional actions. CECo is evaluating the details of implementation of the 
procedural enhancement indicated by this insight. 

The frequency of Class 18 does not require procedural or hardware modifications but its 
proximity to the NUMARC Closure Guideline frequency for requiring implementation of 
SAMG indicates that these sequences should be examined for potential enhancements. 
This sequence class is dominated by long-term station blackouts in which the isolation 
condenser (IC) ultimately is automatically isolated due to depletion of the 125VDC 
batteries. SAMG concerning means for avoiding this isolation will be implemented. A 
sensitivity analysis performed to evaluate the benefit of such actions demonstrated that 
a large reduction in the frequency of class 18 sequences would be realized if such actions 
were taken during extended station blackouts . 
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5.0 ACCIDENT MANAGEMENT 

Commonwealth Edison (CECo) has integrated the development of an Accident 
Management (AM) Program with the performance of the IPE. This process was used in 
the belief that an effective approach to AM is a structured evaluation process that is 
tightly coupled with the knowledge base developed during the IPE program. Potential and. 
possibly subtle strategies and insights are best identified and documented while related 
information is actively under evaluation by the IPE analysts. 

The CE Co AM program development and considerations for future direction are described 
in this ·section. The AM insights derived from the Dresden IPE will be evaluated in 
conjunction with future industry, owners group, and NRC guidance. 

It should be noted that CECo, in common with other nuclear plant operators, has an 
accident management program already in place. Such a program has existed almost from 
the inception of the industry. Within CECo, the current program consists of two parts. 
The first of these are the plant Emergency Operating Procedures (EOPs), the trained 
personnel who implement them, and the plant staff who support that implementation. For 
events which may proceed beyond the design bases, this first phase is supported by one 
which centers around the Generating Stations Emergency Plan (GSEP), the trained 

. respondents, and the facilities and tools to implement that plan. 

CECo believes that the management of severe accidents with potential or actual core 
damage, where the situation is beyond the realm of the EOPs, should be the 
responsibility of the emergency response organization outside the Control Room. The 
CECo AM program is being developed with this philosophy. 

5.1 Introduction to CECo's Accident Management Program 

The AM program is part of CECo's overall effort to identify, evaluate, and resolve severe 
accident issues with emphasis on 1) the prevention of such accidents, and 2) the need 
to respond effectively in the unlikely event of an accident. The objective of developing 
the input to the AM program in parallel with the performance of the IPE is to prevent the 
potential loss of valuable information that might occur if observations are not elicited and 
documented at the same time system performance, system interactions, operator actions, 
and accident progression are under study by the IPE analyst. Improved understanding 
of the plant capability to respond to accidents and the operator response to accident 
symptoms is one of the most important benefits to be obtained from the Dresden IPE, 
and the decision to develop and evaluate AM insights as part of the IPE for Dresden has 
maximized this benefit. 

The CECo process used to define the AM Program for Dresden is comparable to those 
developed by EPRI (Reference 5.1) and the NRC (Reference 5.2). Both the EPRI and 
the NRC methodologies for developing AM programs are based on an evaluation of the 
IPE results to identify accident management activities. The methodology used by CECo 
for Dresden is a forward looking process based on evaluation of each phase of the IPE 
work. 
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The GEGo approach encompasses the key aspects of the EPRI and NRG methodoiogies 
and employs a simultaneous "top-down" and "bottom-up" method as illustrated in 
Figure 5.1-1. The top-down evaluation has logically defined the elements of an intuitive 
AM program framework and identified where the various aspects of the IPE effort could 
support enhancement of these elements. The bottom-up approach examined the 
technical analysis at each of the major steps of the IPE for observations that could fall 
into one or more of the five AM framework elements. 

The GEGo AM framework elements are similar to those proposed by the NRG. The five 
elements of the GEGo AM program are: 

• Organization and Decision Making, 

• Accident Management Guidance (Strategies), 

• Galculational Tools, 

• Training, and 

• Plant Status Information 

A major feature of the GEGo framework is the broadening of the element definition to 
include more information and/or organizational ties within the framework. Differences 
include the expansion of the plant instrumentation area to include vital plant information 
needs for AM, the expansion of AM guidance to include the interface with the site 
emergency plan, and the consideration of predictive and decision making tools within the 
calculational tool element. 

The individual insights identified by the bottom-up approach were then evaluated on their 
technical merit. A qualitative assessment of their potential benefit, as well as potential 
impact, was also performed. Since individual insights related to the same plant 
feature can be contradictory or supplementary due to the nature of the insight 
identification process, all insights related to a given plant feature were then evaluated on 
an aggregate basis. A qualitative assessment was then performed for each set of 
combined insights. In some cases, a quantitative assessment of the benefits, in terms 
of improvements in th~ Dresden severe accident risk indicators (core damage frequency, 
or source term characteristics), was perf~rmed using the IPE model. 

This process is compatible with the AM guidelines developed by the industry and under 
consideration by the NRG. However, the approach is believed to have two distinct 
advantages. First, the search for insights is conducted while the analysts have the 
information fresh in their minds. Second, the search covers all aspects of the analysis, 
not just the dominant accident sequences. Thus, the approach supports an AM program 
that takes maximum advantage of the performance of the IPE for Dresden . 

It was recognized that the insights derived from a PRA might not fully address the human 
side of an AM program. To consider this aspect, a task analysis of key GSEP positions 
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was conducted by a behavioral scientist. This task analysis concentrated on three of the 
AM framework elements: organization, training, and plant status information. 

The AM program will also consider industry activities such as the development of 
"Accident Management Technical Basis" by the Electric Power Research Institute (EPRI). 

5.2 The Accident Management Insights Process 

Insights are those observations regarding station configuration or practices suggested by 
the IPE which may affect the risk profile of the plant. Insights can suggest changes to 
enhance the capability of the plant and its operators to respond to an initiating event to 
either prevent core damage or to mitigate the consequences of core damage. The IPE 
Insights (see Section 4.7.1) address the capability of the existing plant to respond to an 
initiating event. The Accident Management Insights deal with enhancements to the 
capability of the plant emergency response organization to respond to an accident 
situation, given that it has occurred. The dividing line between IPE insights and AM 
insights is not sharp; a distinction is made only to attempt to provide two broad categories 
of insights which go beyond the normal (i.e., traditional) IPE thought processes. 

In order to identify possible AM activities by each IPE analyst, it was necessary to 
develop structured guidance. The development of the guidance began with the definition 
of a logical and intuitive process for features which can impact the severe accident risk 
profile (Reference 5.3). The process identified the framework for insights which could be 
expected, including: AM strategies, calculational tools to carry out the strategies, the 
emergency response organization, AM training, and information (including plant status 
information) required to carry out AM activities. These broad features were then 
correlated to the IPE functional work products to define the types of AM insights which 
could be obtained from each task of the IPE analyses, as presented in Figure 5.2-t. 

This detailed correlation of possible plant insights vs. IPE work products was used to 
define a set of questions for each IPE task which would focus and stimulate the IPE 
analysts to identify applicable AM insights as the IPE tasks were being performed. A 
sample set of questions for one of the elements of the AM Insights Development Matrix 
(Figure 5.2-1} is shown in Figure 5.2-2. 

Each of the individual insights, identified by the IPE analysts, was evaluated by a "Tiger 
Team", composed of individuals from CECo and the IPE Partnership. The Team included 
personnel knowledgeable in Dresden plant systems and operation, severe accident 
phenomena, emergency procedures, and the emergency response organization. The role 
of the review team was to evaluate the insights from a broad perspective and to make 
technical assessments of their potential benefit and impact. (See Figure 5.2-3 for an 
example of the documentation and evaluation of one of the insights from the program.) 
The results of the evaluation team's activities form the basis for future CECo contributions 
to industry and owners group AM activities . 
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FIGURE 5.2-1 

ACCIDENT MANAGEMENT DEVELOPMENT MATRIX 

A B c D E 
Major Analysis Points Strategies Training Computational Tools Organization Information 

1. Initiating Events 1A 18 1C 10 1E 

2. Event Tree Structure 2A 28 2C 20 2E 

3. Fault Tree Structure & 3A 38 3C 30 3E 
Quantification 

4. Success Criteria 4A 48 4C 40 4E 

S. Event Tree Quantification SA SB SC SD SE 

G. Pre-Melt Analysis GA GB GC GD GE 

7. Post Melt, Pre-RV Failure Analysis 7A 78 7C 70 7E 

8. Post Melt, Post RV Failure Analysis 8A 88 0c 80 8E 

9. Sequence Selection 9A 98 9C 90 9E 
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FIGURE 5.2-2 
SAMPLE QUESTIONS FOR IDENTIFICATION OF A.M. INSIGHTS 

EVENT TREE QUANTIFICATION 

Accident Management Matrix Element SA: Strategies 

1. Do the results of quantifying the event tree suggest the need for any accident management 
strategies? Identify . 

. 2. Conversely, do those results eliminate needs previously identified outside the IPE? Identify. 

3. Do the results of the event tree quantification identify actions for which existing plant procedures 
might be clarified or enhanced to assure a greater level of assurance of successful 
implementation? 

Accident Management Matrix Element SB: Training 

1. If the results of element SA led to strategies, which positions should be afforded what type and 
what level of training in the strategies in: 

a. Normal plant staff? 
b. GSEP staff? 

2. If the results of element SD led to new organizational slots, what type and level of training should 
be afforded to those new slots? · 

3. If the results of elements SC and SE led to new computational tools or information systems, who 
should receive what type and what level of training in these areas in: 

a. Normal plant staff? 
b. GSEP staff? 

Accident Management Matrix Element SC: Computational Tools 

1. Do any of the strategies suggested by element SA require new computational tools to facilitate 
diagnosis of plant condition or to predict the plant response to possible accident management 
strategies? Identify. 

Accident Management Matrix Element SD: Organization 

1. Do any of the strategies suggested by element SA require changes to the GSEP organization, or 
assigned responsibilities within the existing organization structure? Identify. 

Accident Management Matrix Element SE: Information 

1. Do any of the strategies identified in element SA or tools developed in element SC require new 
instrumentation and/or information systems, or point to new uses for existing systems? Identify . 
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FIGURE 5.2-3 
EXAMPLE ACCIDENT MANAGEMENT INSIGHT 

CRITICAL OPERATOR ACTIONS 

ANALYST: 
ANALYST: Trainer Jack E. 
SYS: CAS/HPCI 
ACC:'" PHASE: Prior to core damage 
EXPECTED RESULT: Accident Mitigation 
SOURCE: Zion Insights Database (ZI-185/AM) 
EOP/AOP: All 

OBSERVATIONS: 

Log Number: DR-152/AM 

COMP: PUNCT: 

The EOPs and DGAs for the Dresden station were written to provide the optimal operator 
actions in response to an emergency situation. These steps are designed to minimize the 
damage to the plant and permit as rapid of a restart as possible. However, only certain 
steps are critical to the success of the particular objective of any particular 
procedure. In general, these are the steps which are identified in the HRA analyses and 
which are analyzed to determine the BRA failure rate. Information on the critical 
operator actions, as opposed to the optimal operator actions, should be available to the 
emergency response staff. Also, the training programs at the Dresden·station should 
emphasize the critical steps for success. 

SEQUENCE/CONDITIONS: 
This insight is applicable to all accident sequences. 

INSIGHT/STRATEGY: 
A.M. information on the critical operator actions, as opposed to the optimal operator 
actions, should be developed for the emergency response staff. A possible method of 
providing this information would be a set of EOPs/DGAs in which the critical steps are 
highlighted. Also, the training programs at the Dresden station should emphasize the 
critical steps for success. 

CONSTRAINTS: 
This recommendation requires no ·Change to the Dresden EOPs, DGAs, licensing documents 
or PSAR analyses. 

I TIGER TEAM: I 
IMPLEMENTATION CATEGORY: 

Hardware Test " Jllaint Procedures Training Information 
A.Ill. Strategy A.Id. Tools A.Id. Organization !. A.Id. Information A.Id. Training 

NATURE OP BENEFIT: Jllajor ,! lllinor Nona 
x Clarification Otiliz. of Capab. Improve Efficiency Risk Reduction Acc. Prev. 
- Acc. Mitigation Tech Spec. Relax. Lie.Basis Si.mplif. Reduce Jllaint. .! Operat. Sim • 

Other (Specify) : 

NATURE OP IMPACT: Jllajor !. lllinor None 
Licensing Basis Lie. Agreements Tech Specs Plant Hardware Operat .Compl. 
Admi.n. Controls .! Staff ltnowledga Staffing Req'mnts Plant Procedures Gen.Procedure 
Other(Specify): 

RECOMMENDATIONS: No Further Action !. Candidate for Distillation 

Insight Origination Data: 07 /21/92 Latest Revision Date: 
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The AM insights identified in the current study are, in many cases, different from those identified 
from previous PRA studies. The primary difference is in completeness of the search for AM 
insights and the comprehensive coverage of all of the aspects of the IPE. 

A major aspect of the approach used in the Dresden IPE, as it relates to identification and 
evaluation of AM insights, is the realistic modeling of the accident progression including EOP 
directed operator actions, and the definition of realistic success criteria. This approach ensures 
that insight identification is not driven by conservatisms in the IPE model, but are 'real' insights 
which can be used to enhance emergency response. 

Another aspect to the AM insights identified during this study is the overall I PE approach of using 
best estimate analyses, and of mapping the plant normal and emergency operating procedures 
and general abnormal procedures to the accident progression to determine those operator actions 
which can impact the accident progression. This has resulted in a comprehensive review of the 
plant procedures for their impact on the progression of accidents. As a result of this procedure 
review, a number of previously identified AM insights (e.g., the NRC "A" Strategies) were found 
to be already addressed in the current procedures. Some enhancements to the procedures have 
been suggested, primarily to improve clarity and enhance the chances for appropriate operator 
response to plant parameters. (See Section 4.7.1 ). 

5.3 Accident Management Insights 

Over 60 individual AM insights for Dresden station were identified by the IPE analysts for 
evaluation by the review Team. The distribution of insights to the AM framework elements 
concentrated on AM strategies and information as expected: 

Organization 
AM Guidance 
AM Tools 
AM Training 
AM Information 

1% 
39.% 
19 % 
1% 

40% 

In this tabulation, the insights are distributed to only the primary element. For example, in the 
case of suggested AM computational tools, training was not identified separately even though 
training on new AM tools would most likely be necessary.The Team also sorted the AM insights 
into goal oriented categories as presented in Figure 5.3-1. 

As a result of the process described above, the insights in each category were developed from 
a narrow perspective (i.e., a particular IPE task such as the large LOCA Plant Response Tree 
construction), without regard to potential benefit or impact. Thus, the Tiger Team evaluation was 
necessary to provide a perspective of the importance of the insights. 

Observations from the evaluation of the AM insights are summarized below. The AM insights 
judged to have generic procedure implications will be provided to the BWR Owners Group for 
further evaluation . 
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5.3.1 Organization and Decision Making 

CECo has evaluated the organizational needs for accident management using three 
approaches: 

• The first involved examination of the results of AM insight development and 
assessment effort described above. 

• The second approach involved the use of a top down, or logical intuitive, AM 
examination by experienced personnel. 

• The third, noted earlier, involved a task analyses, performed by a behavioral 
scientist, of the key GSEP positions. 

Current Organization 

CECo's current organization and decision making structure is built around the plant staff 
for events which lie within the design bases of the plant, and the emergency plan staff 
for AM activities for events which pass beyond that envelope. The GSEP command·, 
control, and communications channels are well established within each of these areas 
and at the interfaces between areas. Moreover, those same lines between CECo and 

. outside agencies are equally well defined and established . 

It has been determined that the existing GSEP organizational structure and delineation 
of decision-making responsibility for AM activities are both clear and well-understood, 

AM Recommendations on Current Organization 

As noted earlier, it is CECo's philosophy that AM should be the responsibility of the GSEP 
organization, not of the Control Room staff. Our evaluation suggests that AM activities 
are best addressed by the established Technical Support Center (TSC) and Emergency 
Operations Facility (EOF) organizations. AM recommendations include, for example, 
specifying the role of the TSC personnel, upon initial manning, to conduct a review of the 
accident progression up to that time and to verify the status of all DEOP-required 
mitigative actions. CECo further endorses the full complement of NUMARC 
recommendations to ensure the TSC and EOF personnel have the calculational and 
diagnostic tools available to determine the progression of the accident and to monitor the 
status of mitigative plant features. CECo acknowledges that on the order of seven to 
eleven new positions will be required in each of these organizations to provide the 
personnel to perform these corresponding functions. 

Additionally, to maintain technical awareness and expertise in severe accident 
state-of-the-art, a corporate resource is suggested. This resource would supplement the 
GSEP organization as needed, similar to the support provided by any corporate 

· organization during an emergency condition. The corporate group would follow severe 
accident research, evaluate new information, interact with the technical community on 
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severe accident issues, and maintain the technical aspects of the program at a level 
consistent with the state-of-the-art in severe accident technology. 

5.3.2 Accident Management Guidance 

As noted in Section 5.3 above, a number of insights were identified during the IPE/AM 
insight process and classified as potential AM guidance. Included in this process was a 
review of the NRC's "A" Strategies provided in Supplement 2 to GL 88-20 and the BWR 
"B" Strategies discussed in NUREG/CR-5780 (Reference 5.4). 

Two conclusions from the evaluation of AM guidance insights merit discussion: 

Prevention of Reactor Pressure Vessel Failure 

A series of experiments performed as part of the Dresden IPE I AM Program verified that 
submerging the bottom portion of the reactor vessel can prevent the failure of the reactor 
vessel after relocation of the damaged core to the lower head, given that the RPV support 
skirt is modified to allow the egress of steam from it. The RPV support skirt would require 
modification such that holes were placed in it near its junction with the RPV. The holes 
would provide for the escape of both air from the skirt during pedestal flooding and any 
steam produced given core debris relocation inside the lower plenum. The Dresden 
experiments with a support skirt without vent holes showed that steam blanketing would 
occur in the skirt and greatly reduce the ability to protect the lower head from failure . 

As a result of the experimental verification and the IPE analyses, a number of AM insights 
were identified to ensure that the reactor pedestal could be flooded prior to core damage 
in order to prevent failure of the reactor vessel and maintain the core debris inside the 
vessel. If vessel failure is prevented during a severe accident, then all of the ex-vessel 
phenomena can be precluded. This eliminates the potential for several postulated 
containment challenges (direct containment heating, ex-vessel steam explosions. and 
core concrete interactions) and the potential fission product releases associated with them 
or containment failure. The current plant configuration and existing guidance per the 
emergency operating procedures provide for flooding the containment . The time required 
to flood the containment encompasses a large range which depends upon the system 
available to supply water to the containment. The current procedures would result in the 
flooding of the torus and a portion ·of the drywall. The large volume of water required to 
flood the containment and to submerge the RPV directly impacts the timing for such 
flooding. Additionally, the complete flooding of the torus eliminates the suppression pool 
as a heat sink should the primary system rupture following flo6dup. Furthermore, the 
flooding of the wetwell gas space would preclude the use of the wetwell vents. Therefore, 
plant modifications which would allow the reactor pedestal to be flooded independently 
of the rest of the containment would be needed to assure that the RPV could be flooded 
prior to vessel failure and core damage. The pedestal would require structural 
modifications such that it could be flooded by an independent water supply without 
flooding the drywell and wetwell gas spaces. This would provide the advantage of a more 
rapid floodup and submergence of the RPV and would eliminate the adverse impact of 
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the loss of the suppression pool as a heat sink or as a fission product removal 
mechanism during wetwell venting. 

Alternate Sources for Containment Spray for Source Term Reduction 

Two classes of accidents assessed in the Dresden IPE indicate the potential for large 
fission product release fractions. These classes are an unrecovered station blackout and 
an ATWS event. Accident management strategies which employ the drywell sprays 
would be an effective means of controlling the fission product release fractions. For a 
station blackout at a given unit, alternate sources of containment spraying would include 
the cross-connection to the other unit's low pressure core injection system or to the 
plant's fire protection system. The operation of the drywell sprays even in an intermittent 
manner will effectively remove the fission products from the containment gas space. 
Additionally, containment spray operation will remove energy from the gas space such 
that both the drywell temperature and pressure would be reduced and thereby delay 
containment failure. A delay of containment failure provides additional time for the 
recovery of AC power. The operation of the containment sprays also provide cooling 
which would retard the revaporization of fission products deposited on the containment 
surfaces. The spray water would flood the core debris accumulated on the drywell and 
pedestal floor and would help to quench it and thereby terminate core concrete 
interactions. The water layer overlying the debris bed would also scrub fission products 
that could be evolved from the debris bed during its quenching ·and stabilization . 

5.3.3 Calculational Tools 

CECo currently has a numberof post-accident instruments to aid the GSEP organization 
for the current scope of accident management. It was recognized during the IPE/AM 
insight process that development of additional computational aids or tools would be 
desirable to aid the emergency response organizations in being able to monitor and 
forecast accident progression. In particular,_ the ability to predict changes in fission 
product releases and to predict the impact of various AM guidance alternatives is 
important in selecting optimal AM actions. CECo is planning to implement NUMARC's 
recommendations for up to ninety additional computational aids or tools that will be 
considered during the ongoing Accident Management Program. 

5.3.4 Training 

CECo, like other utilities, conducts training relative to accident management through the 
EOP training provided to licensed personnel, through the annual training given to GSEP 
respondents, and through the conduct of GSEP exercises. 

The industry IPE effort is yielding a number of insights which may lead directly to 
enhancements in the EOPs. Training on these potential EOP changes is expected to be 
integrated into the normal license training process . 

For accident management, the positions expected to require additional training generally 
involve those respondents who are active in the accident recovery and mitigation decision 
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making process, including those new AM positions recommended for the TSC and EOF 
organizations. The degree of training ranges from general familiarity with AM to that 
associated with obtaining a degree of expertise in severe accident behavior and the 
calculations necessary to monitor and understand accident progression. 

It is recognized that the area of training for the technology under consideration will be a 
first time effort. The ability to effectively assimilate and use this new technology will 
evolve over time to address industry and regulatory initiatives, in addition to individual 
utility activities. 

5.3.5 AM Information 

The IPE/AM insight process identified areas where development of supplemental 
information regarding severe accidents might be useful to AM personnel. Examples 
include: 

• The preferential use of Core Spray (over core injection) for debris cooling. 

• 

• 

• 

Heat removal capabilities and limitations for alternate residual heat removal 
systems. 

The critical EOP steps required for successful core cooling, containment heat 
removal, and fission product mitigation . 

Minimum equipment needs for core cooling and containment heat removal, based 
on IPE success criteria. 

• Sources, system flooding rates, and inventory available for containment flooding. 

• Use of a status board to display the critical plant information required as input for 
the TSC and EOF personnel responsible for performing the AM calculations 
identified by NUMARC, as well as the results of these calculations . 
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6.0 IPE REQUANTIFICATION 

The evaluation of the IPE results, as presented in Section 4.7, has advanced a 
recommendation to change the Dresden Emergency Operating Procedures for 
maintaining reactor vessel level (DEOP 100) during conditions of loss of the ability to 
remove heat from the suppression pool. The recommended procedure change would 
enable the suctions for either LPCI or CS pumps to be aligned to the condensate storage 
tank (CST) when the net positive suction head limits for the emergency core cooling 
system (ECCS) pumps are reached (Figure 100-F of DEOP-100). Reactor vessel level 
would then be maintained by intermittent operation of the ECCS pumps being supplied 
from the CSTs. This section presents the results of the quantification of the benefit of 
these changes, using the IPE model described in Section 4. The changes to the IPE 
model which would result from including a change in the ECCS pump suction alignment 
procedure are presented in Section 6.1; the changes in the core damage frequency and 
the uncontrolled release frequency resulting from this change are presented in 
Section 6.2. 

6.1 IPE Model Modification 

Changes to DEOP-100 have been recommended to improve the chances for successful 
continuation of ECCS makeup to the· reactor vessel during conditions in which cooling of 
the suppression pool is unavailable. This change includes aligning the LPCI and CS 
pump suctions to the condensate storage tank and controlling pump flow to control level 
in the vessel. This suction realignment would be made prior to exceeding the 
temperature in the suppression pool at which the ECCS pumps would lose NPSH and 
potentially due to cavitation. The CST would provide a relatively long term source of cool 
water independent of the containment environment, eliminating the NPSH concerns and 
greatly the extending the time for recovery of normally used equipment. 

The changes to the procedures result in two changes to the IPE model: 
a) requantification of the suppression pool cooling node (SPC) to include the 

realignment of the ECCS pumps and a means of recovery from failure of this 
node, and 

b) requantification of the operator action to align for suppression pool cooling (OSPC) 
to include the recovery action of aligning to the CST." 

The requantification of the suppression pool cooling node (SPC) on the PRTs was based 
on the following ECCS realignments: 

• The suction to the LPCI pumps from the CST must be manually opened and the 
suction from the torus must be closed by shutting the suction MOV or the manual 
valve in this line, 

• The suction to the CS pumps from the CST must be manually opened and the 
suction from the torus must be closed· by shutting the suction MOV or the manual 
valve in this line. 
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In order for this realignment to be successful, either LPCI or CS must be able to inject 
to the reactor vessel from the CST. Thus, success of ECCS realignment consists of 
either: 

• Injecting to the reactor vessel with one LPCI pump from the CST, or 

• Injecting to the reactor vessel with one CS pump from the CST. 

The changes in the failure probabilities for the SPC and OSPC nodes on the PRTs are 
shown in Table 6.1-1. The overall measure of the benefits of these EOP changes is 
reflected in the decrease in the frequency of accident sequences resulting in core 
damage. These changes in endstate frequencies also result in a decrease in the 
frequency of uncontrolled releases for core damage sequences . 
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TABLE 6.1·1 
SUMMARY OF MODIFICATIONS TO THE IPE MODEL FOR 

QUANTIFICATlpN OF ECCS PUMP SUCTION REALIGNMENT EOP CHANGES 

PRT Base Model Revised Model 
Modification Node Failure Failure Comments 

Probability Probability 

Suppression Pool SPC 2.71 E-04 6.23E-07 SPC failure AND failure to align 
Cooling to CST with all supports available 

5.SOE-03 1.27E-05 SPC failure AND failure to align 
to CST with Buses 23, 28, 29, 
and 2M 1 available 

1:03E-02 2.37E-05 SPC failure AND failure to align 
to CST with Buses 23, 28, and 
2M 1 available 

5.49E-03 1.26E-05 SPC failure AND failure to align 
to CST with Buses 24, 28, 29, 
and 2R1 available 

1.03E-02 2.37E-05 SPC failure AND failure to align 
to CST with Buses 24, 29, and 
2R1 available 

1.0 2.30E-03 SPC failure due to unavailability 
of support system AND failure to 
align to CST 

OSPC 1.60E-04 1.60E-05 OSP-CS1 

4.40E-04 4.40E-05 OSP-CS2 

'3.50E-02 3.50E-03 OSP-CS3 

2.10E-03 2.10E-04 OSP-CS4 

7.50E-03 7.50E-04 OSP-CSS 

5.00E-01 5.00E-01 OSP-CS6 

6.60E-04 6.60E-05 OSP-CS7 

1.10E-01 1.10E-01 OSP-CS8 

1.60E-03 1.60E-04 OSP-CS9 

1.10E-02 1.10E-03 OSP-CS10 

1.50E-01 1.50E-01 OSP-CS11 
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6.2 Results of !PE/Accident Management Analyses 

A quantitative assessment of the benefits of the recommended ECCS pump suction 
realignment procedure change to the Dresden IPE model, as described in Section 6.1, 

· was performed. The change to the core damage frequency or endstate frequency is 
shown in Table 6.2-1. This table breaks down the core damage frequency into several 
release frequencies. The release frequencies are combinations of endstate frequencies 
in which the core has been damaged and the containment is not intact. A "controlled 
release" is defined as resulting from those core-damage endstates in which the 
containment is vented through one of the installed vent paths. A "semi-controlled release" 
is defined as resulting from those core-damage endstates in which the containment fails 
after having been previously vented. An "uncontrolled release" is defined as resulting 
from those core-damage endstates in which the containment fails either without having 
been vented or during ATWS sequences in which venting has no impact. 

In Table 6.2.1. releases are identified which exceed the limits specified in 1OCFR100 
(releases exceeding 1OCFR100 - RE100). As can be seen from this table, essentially all 
the sequences fall into this category. There are two types of accident sequences, 
however, that greatly exceed the contribution to release of the other sequences. These 
are the A TWS sequences leading to rapid containment failure and the long-term station 
blackout sequences. These two sequence types result in releases of many times the 
volatile fission product releases expected from other RE100 events but contribute only 
4% to the total core damage frequency. Although ATWS sequences are relatively small 
contributors to core damage, they deserve specific attention due to the associated source 
term and because the IPE/AM insights indicate that this source term could potentially be 
reduced by appropriate use of drywall sprays. 

Table 6.2-2 shows the core damage frequency by Initiating Event for the case in which 
the ECCS pump suction realignment procedure change is implemented at Dresden 
station. The results from the. assessment presented in Table 6.2-2 show that the 
implementation of the change in the ECCS pump suction alignment procedure results in 
a much more uniform distribution of contribution to total core damage frequency with the 
Loss of DC Power in One Unit and the Single Unit Loss of Offsite Power initiators 
contributing nearly identically. This is distinctly different from the IPE model results 
presented in Section 4 which indicates that the Loss of DC Power in One Unit dominates 
the base results by a large amount. 
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TABLE 6.2-1 
SUMMARY OF RESULTS FROM 

QUANTIFICATION OF ECCS PUMP SUCTION REALIGNMENT EOP CHANGES 

Risk Indicator IPE Model ECCS Pump Suction Realignment Fraction of 
Procedure Change IPE Model 

Core Damage Frequency 1.85E-05 3.75E-06 0.20 

Controlled Release Frequency1 3.50E-08 4.41 E-09 0.13 
------------------------------------ ----------- ------------------------------- -----------

RE 100 Frequency2 3.50E-08 4.41 E-09 0.13 

Semi-Controlled Release3 Frequency 1.56E-05 . 8.09E-07 0.05 
----------------------------------- ----------- ------------------------------- -----------

RE 100 Frequency 1.56E-05 8.09E-07 0.05 

Uncontrolled Release4 Frequency 8.21 E-07 8.14E-07 0.99 
----------------------------------- ---------- -------------------------------~ -----------

RE100 Frequency 8.21 E-07 8.14E-07 0.99 

Endstates have one of the following fourth characters (containment systems designator): C, D, E, F, 
I, K. 

2 

3 

RE 100 is defined here as a release exceeding 1OCFR100 exposure limits to either the whole body or 
the thyroid. 

Endstates have one of the following fourth characters (containment systems designator): L, 0, P . 

Endstates have one of the following fourth characters (containment systems designator): N, Q, R, S, 
T, U, V, X, Y. 
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7.0 SUMMARY AND CONCLUSIONS 

7.1 Summary of IPE Results 

The core damage frequency for the base Dresden IPE model, which was calculated to 
be 1.9E-05, could be reduced to 3.7E-06 by incorporating the ECCS pump suction 
realignment procedure enhancement developed during the course of the Dresden IPE 
study. The core damage frequency for each of the initiating events for both the base IPE 
model and the model with the ECCS pump suction realignment procedure change 
incorporated are shown in Table 7.1-1. This table shows that this change had the most 
impact on the Loss of DC event and had smaller but significant impact on the LOSP, 
Medium LOCA and General Transient events. 

The sequences that contribute over 80% to the core damage frequency for the base 
Dresden IPE model were compared to the model with the ECCS pump suction 
realignment procedure change incorporated as shown in Table 7.1-2. This table shows 
explicitly how the key sequence distribution was changed with the pump suction 
realignment procedure enhancement incorporated. The top 20 sequences were 
significantly changed with the modifications. 

Table 7.1.3, which is based upon the top 100 sequences, provides the containment 
performance probability given that core damage has occurred. This table indicates a 
0.3% probability of intact containment (no venting or failure) and a 93.5% probability of 
containment failure associated with releases of volatile fission products. 

7.2 Conclusions 

The IPE for Dresden Station, as presented in this report, models the baseline response 
of the station to a wide range of initiating events based on the plant design, operating 
practices and emergency response procedures that were existing at the· beginning of 
1991. The IPE models and results are based on realistic predictions of the plant and 
operator response to accident initiators. The predictions are based on best estimate 
models of the plant response, system and operator action success criteria, and a 
comprehensive modeling of Dresden Emergency Operating Procedures (DEOPs) and 
abnormal operating procedures. The study includes calculations of realistic timing, a 
plant-specific evaluation of plant and common cause data, and a human reliability 
analysis that incorporates the steps in the DEOPs. Evaluation of severe-accident 
phenomena is based on Dresden-specific features and capacities. It is believed that the 
CECo IPE process is the first probabilistic safety analysis process which has employed 
this degree of realism throughout all phases of the study and the first attempt to 
comprehensively model the emergency and abnormal operating procedures. Several 
other new approaches have been used in the Dresden IPE: 

1. explicit and simultaneous performance of a probabilistic safety assessment in 
conjunction with defining an Accident Management Program, and 
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• TABLE 7.1-1 
SUMMARY OF IPE RESULTS FOR INITIATING EVENTS 

Base IPE Model Model with ECCS Pump 
Suction .Alignment lnsight1 

Initiating Event Core Damage Percent Core Damage Percent 
Frequency Contribution Frequency Contribution 
(per year) (per year) 

Loss of 125VDC in One Unit 1.12E-05 60.2 8.23E-07 22.0 

Single Unit LOSP 3.70E-06 19.9 8.21 E-07 21.9 

Medium LOCA 1.38E-06 7.5 6.88E-07 18.4 

Dual Unit LOSP 1.28E-06 6.9 7.57E-07 20.2 

Anticipated Transient without Scram 5.34E-07 2.9 5.35E-07 14.3 

General Transient 2.68E-07 1.4 6.12E-08 1.6 

Inadvertent Opening of Relief Valve 1.79E-07 0.96 1.52E-08 0.41 

Large LOCA 3.66E-08 0.20 3.67E-08 0.98 

Small LOCA 6.23E-09 0.03 6.20E-09 0.17 

• Interfacing System LOCA 4.34E-10 0.00 4.67E-10 0.01 

TOTAL 1.85E-05 3.75E-06 

• with enhancement to ECCS pump suction alignment procedure 
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TABLE 7.1-2 
SUMMARY OF IPE RESULTS 

BASE IPE MODEL 
SEQUENCE DESCRIPTION 

SEO# FREQUENCY PERCENT 

LOSS OF DC POWER IE 1 B.1BE-06 442% 
SPC FAILS; 24, 29, 2R1 AVAILABLE 

LOSS OF DC POWER IE 2 1 .67E-06 9.0% 
OPTR FAILS TO ALIGN FOR SPC 

MLOCA IE 3 5.05E-07 2.7% 
OPTR FAILS TO ALIGN FOR SPC 

LOSS OF OFFSITE POWER IE 4 4.2BE-07 2.3% 
LOSS OF DG2/3, 6 HRS 
LOSS OF BUS 24124-1 AVAILABLE, 24HR 
OPTR FAILS TO PROVIDE MIU TO IC 
FAILURE TO RESTORE OFFSITE POWER 
LP B SUCCEEDS [1-(2Ll-LL2-)] 
FAILURE OF SPC 

MLOCA IE 5 3.89E-07 2.1% 
OPTR FAILS TO INITIATE ADS 
HP FAILS; ALL SUPPORTS AVAILABLE MANUAL START 

LOSS OF OFFSITE POWER IE 6 3.74E-07 2.0% 
LOSS OF DG2/3, 6 HRS 
LOSS OF BUS 24124-1 AVAILABLE, 24HR 
MUP FAILS; 25 FLO 
FAILURE TO RESTORE OFFSITE POWER 
LP B SUCCEEDS [1-(2Ll-LL2-)] 
FAILURE OF SPC 

LOSS OF OFFSITE POWER IE 7 . 3.71 E-07 2.0% 
LOSS OF DG2/3, 6 HRS 
LOSS OF DG2 AFTER DG2/3, 6 HRS 
LOSS OF DG3 AFTER DG2/3 AND 002, 6 HRS 
SBC IN UNIT 3, SBC IN UNIT 2 
FAILURE TO REC CSP TO PREVENT CM (4-6 HRS) 
OPTR FAILS TO PREVENT LODC FLA OF IC 

LOSS OF OFFSITE POWER IE 8 3.03E-07 1.6% 
LOSS OF DG2/3, 6 HRS 
OPTR FAILS TO PROVIDE MIU TO IC 
FAILURE TO RESTORE OFFSITE POWER 
LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

LOSS OF DC POWER IE 9 2.42E-07 1.3% 
HP FAILS; 2M1 f"LD 
SPC FAILS; 24, 29. 2R1 AVAILABLE 

MLOCA IE 10 2.23E-07 1.2% 
HP FAILS; ALL SUPPORTS AVAILABLE 
OPTR FAILS TO INITIATE ADS 

MLOCAIE 11 2.07E-07 1.1% 
SPC FAILS; ALL SUPPORTS AVAILABLE 

LOSS OF DC POWER IE 12 1.97E-07 1.1% 
SPC FAILS; 24, 29, 2R1 AVAILABLE 
SMALL TORUS VENT FAILS; 29, 39 AVAILABLE 
SMALL DRYWELL VENT FAILS; 29, 39 AVAILABLE 

LOSS OF OFFSITE POWER IE 13 1.86E-07 1.0% 
OPTR FAILS TO PROVIDE MIU TO IC 
HP FAILS; ALL SUPPORTS AVAILABLE 
OPTR FAILS TO INITIATE ADS 
FAILURE TO RESTORE OFFSITE POWER 

LOSS OF OFFSITE POWER IE 14 1.77E-07 1.0% 
LOSS OF DG2/3, 6 HRS 
LOSS OF DG2 AFTER 00213, 6 HRS 
LOSS OF DG3 AFTER DG2/3 AND 002, 6 HRS 
SBC IN UNIT 3, SBC IN UNIT 2 
FAILURE TO REC CSP TO PREVENT CM (4-6 HRS) 
OPTR FAILS TO PREVENT LODC FLR OF IC 
FAILURE TO REC CSP TO PREVENT CF (NR IN 0-6 HRS) 

The asterisk {*) means that this sequence is not in the top 100 sequences. 
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MODEL WITH ECCS PUMP SUCTION 
REALIGNMENT INSIGHT 

SEO# FREQUENCY PERCENT 

36 1.89E-OB 0.5 

6 1.67E-06 4.5 

16 5.05E-OB 1.4 

... . . 

1 3.89E-07 10.4 

. . . 

2 3.72E-07 9.9 

. . . 

. . . 

3 223E-07 6.0 

. . . 

. . . 

4 1.92E-07 5.1 

5 1.77E-07 4.7 
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TABLE 7.1-2 (Continued) 
SUMMARY OF IPE RESULTS 

BASE IPE MODEL 
SEQUENCE DESCRIPTION 

SEQ# FREQUENCY PERCENT 

I LOSS ur urr-<:>11 t: l"UYVt:H It: 15 1.SH:-07 0.9% 
LOSS OF DG2/3, 6 HRS 
LOSS OF DG2 AFTER 00213, 6 HRS 
LOSS OF BUS 24-1, GIVEN 34-1 CROSSTIE AVAILABLE 
SBO OCCURS IN UNIT 2 
FAILURE TO REC CSP TO PREVENT CM (4-6 HRS) 
OPTR FAILS TO PREVENT LODC FL_R OF IC 
LP A SUCCEEDS [1-(2Ll-LL1-)] 

LOSS OF DC POWER IE 16 1.59E-07 0.9% 
LOSS OF BUS 24-1, GIVEN BUS 24 AVAILABLE 
FAILURE OF LP INJECTION PUMPS 
FAILURE OF CS 

LOSS Ur ui-i-;:,11 t: l"UYVt:H It: 17 1.46t:-07 0.8% 
OPTR FAILS TO PROVIDE MIU TO IC 
FAILURE TO RESTORE OFFSITE POWER 
SPC FAILS; ALL SUPPORTS AVAILABLE 

LOSS ui- ui-i-;:,11 t: l"UYV t::H IE 18 1.~~t::-07 0.7% 
LOSS OF DG2/3, 6 HRS 
LOSS OF BUS 24124-1 AVAILABLE. 24HR 
IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
FAILURE TO RESTORE OFFSITE POWER 
LP B SUCCEEDS (1-(2Ll-LL2-)] 
FAILURE OF SPC 

LOSS OF Oi-i-::>11 t: l"UYVt:R IE 19 1.27t:-07 0.7% 
LOSS OF BUS 23123-1 AVAILABLE, 24HR 
LOSS OF BUS 24 AFTER 23/ 24-1 AVAILABLE, 24HR 
OPTR FAILS TO PROVIDE MIU TO IC 
FAILURE TO RESTORE OFFSITE POWER 
FAILURE OF SPC 

IORV1t: 20 1.19E-07 0.6% 
FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 
OPTR FAILS TO ALIGN FOR SPC 

LOSS OF DC POWER IE 21 1.13E-07 0.6% 
HP FAILS; 2M1 FLO 
OPTR FAILS TO INITIATE ADS 

Lu;:,;:, ur Oi-i-;:,11 t: l"Uvv't:R IE 22 1.11t:-07 0.6% 
LOSS OF BUS 23123-1 AVAILABLE. 24HR 
LOSS OF BUS 24 AFTER 23124-1 AVAILABLE, 24HR 
MUP FAILS; 25 FLO 
FAILURE TO RESTORE OFFSITE POWER 
FAILURE OF SPC 

ATWS INITIATOR 23 1.0SE-07 0.6% 
MAIN COND FAILS (GIVEN FW SUCCESS) AFTER ATWS 
FRAC OF RPS FAILURES THAT ARE MECHANICAL 
ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 

LOSS OF OFFSITE POWER IE 24 9.70E-08 0.5% 
LOSS OF DG2/3, 6 HRS 
MUP FAILS; ALL SUPPORTS AVAILABLE 
FAILURE TO RESTORE OFFSITE POWER 
LP B SUCCEEDS [1-(2Ll-LL2-)] 
SPC FAILS; 24, 28. 29, 2R1 AVAILABLE 

LOSS OF OFFSITE POWER IE 25 9.38E-08 0.5% 
LOSS OF DG2/3, 6 HRS 
IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 
FAILURE TO RESTORE OFFSITE POWER 
LP B SUCCEEDS (1-(2Ll-LL2-)] 
SPC FAILS; 24, 28, 29, 2R1 AVAILABLE 

LOSS OF DC POWER IE 26 9.37E-08 0.5% 
LOSS OF BUS 29, GIVEN BUS 24-1 AVAILABLE 
FAILURE OF LP INJECTION VALVES 
FAILURE OF CS 
FAILURE OF SPC 
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MODEL WITH ECCS PUMP SUCTION 
REALIGNMENT INSIGHT 

SEQ# FREQUENCY PERCENT 

7 1.t><:t:-07 43 

8 1.59E-07 4.3 

-

-

. . . 

41 1.19E-08 0.3 

9 1 .18E-07 3.2 

. . . 
; 

10 1.06E-07 2.8 

. . . 

. . . 

. . . 
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Release 
Category' 
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N 

TABLE 7.1·3 
CONTAINMENT STATUS· SUMMARY 

Description 

No containment failure; leakage only 

Containment failure prior to vessel failure; greater than 10.0% volatiles 
released 

Late containment failure with 100% noble gases and greater than 
1.0%, but less than or equal to 10.0% volatiles released 

Late containment failure with 100% noble gases and greater than 
10.0% volatiles released 

Fifth endstate designator for core damage events . 

Frequency2 

6.01E-08 

4.36E-07 

1.66E-05 

2.54E-07 

2 The frequencies in this table are based upon the top 100 accident sequences. 

3 Conditional probability of endstate given core damage. 
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0.003 

0.024 
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2 . complete integration of the traditional Level 1 and Level 2 portions of the study by 
use of Plant Response Trees (PRTs). 

The study shows that Dresden Station is a very good plant with reliable systems. 
Dresden's systems are effective, and they have redundancy and diversity, as well as 
excess capacity. There is no critical dependence of the plant on instrument air or HVAC. 
The dual-unit site is beneficial, providing electric power cross-ties to the other unit, and 
providing shared service water. Torus water, DC power, and condensate storage tank 
inventory are also available from the other unit. 

The BWR Owners Group-based EOPs are effective in responding to severe accidents. 
The study found a number of small potential EOP improvements. The HRA indicated that 
no EOP vulnerabilities were found. This result is supported by the sensitivity analysis 
discussed in Section 4.5.4 in which key human error probabilities were reduced by an 
order of magnitude resulting in only a very small decrease in core damage frequency. 

The IPE investigation has resulted in an accurate portrayal of current risk, as well as the 
development of a model which can be used with a high degree of confidence to address 
any number of future issues regarding core damage accidents, including the development 
of a comprehensive Accident Management Program for Dresden Station. 

The core damage frequency was calculated to be 1.9E-05/yr. Dresden Station is 
somewhat sensitive to one particular initiating event, Loss of DC Power in One Unit. Of 
the total core damage frequency, 95% is spread over four initiating events; the Loss of 
125VDC Power in One Unit contributes 60% toward this total. The next three types of 
events are Single Unit Loss of Offsite Power (20%), Medium LOCA (8%) and Dual Unit 
Loss of Offsite Power (7%). 

The frequency of the most likely sequence, . a Loss of DC Power in One Unit with 
subsequent failure of suppression pool cooling, is 8.2E-06/yr; this constitutes about 44% 
to the total core damage frequency. The next most likely sequence is identical except 
that the suppression pool cooling failure is due to operator error; this sequence 
contributes about 9% to the core damage frequency (1.7E-06/yr). The next five most 
likely sequences (two medium LOCAs, a dual-unit loss of offsite power leading to station 
blackout, and two single-unit losses of offsite power) each contribute 2% to 3% of the 
total. 

A perusal of the results using the Fussell-Vesely importance measures indicates that the 
most significant hardware contributor toward total core damage frequency is the 
equipment used for suppression pool cooling. This quantitative importance of 
suppression pool cooling is influenced significantly by the impact of degraded support 
conditions; the loss of 125VDC in one unit results in loss of the isolation condenser and 
one train of suppression pool cooling, which severely reduces the plant's capability to 
remove heat from the containment. The most significant operator-related contributions 
result from the failure to implement suppression pool cooling, the failure to makeup to the 
shell side of the isolation condenser and the failure to depressurize the reactor vessel 
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when required. Based on the low overall core damage frequency, however, it is 
concluded that these actions do not represent a plant vulnerability. Nonetheless, IPE and 
AM insights have been identified to reduce the impact of failures associated with 
suppression pool cooling and to provide accident management guidance to emergency 
response organizations to ensure these important actions are achieved. 

A review of the IPE results against NUMARC Severe Accident Issue Closure Guidelines 
(NUMARC 91-04, January 1992), shows the need to investigate improvements to reduce 
one class of sequences--sequences involving loss of containment heat removal with a 
subsequent loss of coolant inventory makeup (Class 11). Enhancements to procedures 
relating to realignment of emergency core cooling system (ECCS) pump suction 
successfully reduce the contributions from this class of sequences. With these changes 
implemented, Dresden Station has a core damage frequency of 3.7E-06/yr. Based on 
the NUMARC Severe Accident Closure Guidelines, action may be taken to implement a 
procedure to realign the suction of the ECCS pumps to the condensate storage tanks 
during situations in which the suppression pool temperature is very high and no means 
of cooling is available. · 

The frequency of Class 18 does not require procedural or hardware modifications but its 
proximity to the NUMARC Closure Guideline frequency for requiring implementation of 
SAMG indicates that these sequences should be examined for potential enhancements. 
This sequence class is dominated by long-term station blackouts in which the isolation 
condenser (IC) ultimately is automatically isolated due to depletion of the 125VDC 
batteries. SAMG concerning means for avoiding this untimely isolation will be developed. 
A sensitivity analysis performed to evaluate the benefit of such actions demonstrated that 
a large reduction in the frequency of Class IB sequences would be realized if such 
actions were taken during extended station blackouts. 

A class of accident sequences have been identified in this IPE study which are termed 
SAMs (§uccess with Accident Management). The SAM accident sequences do not result 
in core damage within the first 24 hours of the initiating event, but require some additional 
operator action after the first 24 hours to achieve a long term safe, stable state. 
Consistent with traditional PRA philosophy, these have not been classified as core 
damage sequences in the IPE results. The SAM sequences have a predicted frequency 
of occurrence of 7.4E-07 per year. The SAM accident sequences identified by the 
Dresden IPE are anticipated transient without scram (ATWS) sequences in which the 
reactor has been successfully shutdown by alternate means. In these sequences actions 
are required after the initial 24 hours to ensure that long-term core cooling can be 
maintained. 

The frequency of uncontrolled release caused by high pressure and/or high temperature 
was calculated to be 8.2E-07 /yr. This frequency consisted of ATWS and station blackout 
events where venting would be unavailable or ineffective. Source terms in these 
sequences are much larger than those due to other types of accident sequences. A 
significant portion of the total core damage frequency is due to sequences in which the 
·containment is vented during the event and, though vented, fails later due to high 
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temperature (1.6E-05/yr). Another group of sequences involve venting the containment 
with the containment remaining intact; these contribute 3.SE-08/yr. In yet other 
sequences, LPCI injection or drywall sprays are used in combination with suppression 
pool cooling to prevent containment failure and limit source terms to containment leakage. 
The interfacing systems LOCA sequence frequency of 4.3E-1 O/yr at Dresden makes 
ISLOCA a negligible contributor to source term and plant risk. For an inerted 
containment, the likelihood of plant operation with a failure to isolate is extremely remote. 

Another group of accident sequences have been identified in this IPE study which are 
termed CAMs {Qontainment Success with Accident Management). The CAM accident 
sequences do not result in containment failure (venting or structural failure) within the first 
24 hours of the initiating event, but conditions are trending toward containment _failure 
unless some additional operator actions are taken. Consistent with traditional PRA 
philosophy, these have not been classified as containment failure sequences in the IPE 
results. The CAM sequences have a predicted frequency of occurrence of 2E-06 per 
year. The CAM accident sequences identified by the Dresden IPE are high pressure core 
damage events with low pressure injection systems supplying water to the debris bed~ 
In these sequences actions are required after the initial 24 hours to ensure that long-term 
containment atmosphere cooling is maintained. 

Although long duration station blackouts and ATWS sequences occur with very low 
frequency, accident management strategies are being considered to reduce the potential 
for containment failure _and to mitigate the source term release if containment failure 
cannot be· averted. These strategies are being considered specifically because the 
source term associated with ATWS events is very large. These strategies include the use 
of drywall sprays, with cross-connection to the other unit's low pressure coolant injection 
system or the firewater system as the source of injection, to reduce containment 
temperature/pressure, and remove fission product aerosols by impaction. This strategy 
would be particularly useful for ATWS sequences with an early drywell containment failure 
and loss of LPCI on low NPSH. Drywell sprays would greatly reduce the source term by 
removing airborne fission products from the drywell atmosphere before they can be 
released. This strategy also applies to station blackout sequences, since the firewater 
system operates independently of AC power. Another accident management strategy 
under consideration is a plant modification which would allow the reactor pedestal to be 
flooded for submerging the lower portion of the reactor pressure vessel. This could 
prevent failure of the reactor vessel even with relocation of the damaged core to the lower . 
head. Avoiding reactor vessel failure would -eliminate several potential containment 
challenge mechanisms and the fission product releases associated with containment 
failure. 

The IPE analyses also show no vulnerability to bypass and failure to isolate sequences. 
The initiating event frequency for interfacing system LOCAs is 4.3E-1 O/yr. Failure to 
isolate sequences are precluded because inerted containments will not be operating at 
full power unless the containment is isolated . 

726302SU.17/011893 7-8 



• 

• 

• 

The capability of the Dresden Station design is very good. The likelihood that its 
operating/emergency response staff could bring the plant to a safe, stable state in the 
unlikely. event of a severe accident without significant fission product releases (i.e., no 
core damage and/or no containment failure) is very high. Although actions will be taken 
to comply with the NUMARC Closure Guidelines, it is concluded that there are no 
"vulnerabilities" for Dresden Station which require immediate attention to improve the 
plant risk profile. 

As part of the Dresden IPE, a systematic search for insights was conducted at every 
phase of the study. This search for insights developed the key plant improvement ideas 
discussed above. The search also developed a large number of other insights for 
improvement in plant equipment, procedures, and training; for development of an Accident 
Management program; and for good features of the current plant. These insights will be 
evaluated further within the existing framework for addressing potential changes to the 
station. 

A number of good features of Dresden station contribute to the capability of the plant 
design and operating staff to respond to accidents. These features include the isolation 
condensers, a reliable SW system which is shared between Units 2 and 3, reliable 
component operating history, and a robust ECCS capability with extra capacity for long 
term ECCS injection via pump suction realignment to the CST. 

As a result of the methodology used in this study to integrate accident management 
considerations into the performance of the IPE, at a task level, enhancements and 
changes to Dresden Station have been identified which can have an impact on the risk 
profile of Dresden Station and on the capabilities of the Commonwealth Edison 
emergency response capabilities. The key insight (ECCS pump suction realignment) has 
been quantified as a part of the IPE to assess the impact of its implementation on the risk 
profile of Dresden station. Enhancements to the Dresden operating procedures for EGGS 
pump suction realignment in the event of the inability to cool the suppression pool have 
been shown to result in a significant reduction in core damage frequency. The 
implementation of other insights garnered during the IPE will also be considered in an 
orderly fashion which should result in an overall improvement in the risk profile of 
Dresden Station. While these insights do not individually have a significant quantifiable 
benefit, they are considered to be technically worthy of further consideration. 

The Dresden IPE demonstrated that MAAP i$ a very useful tool for plant analysis. It was 
found to be of value for system success criteria and for event timing, as well as for 
calculation of radioactive releases. 

During the performance of the Dresden IPE an opportunity developed to apply the 
analytical capability of the study in estimating the impact on core damage frequency of 
a proposed plant modification - the proposed installation of additional diesel generators 
at the station. This analysis was done as a sensitivity analysis and is reported on in 
Section 4.5.4. The results of this sensitivity analysis estimate that the benefit of this 
proposed modification would be minimal. 
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As a result of the Integrated IPE/AM Program, CECo has developed a unique 
understanding of the behavior of the plant under accident conditions and of the total plant 
capabilities to respond to accidents. The enhanced knowledge of Dresden Station 
developed by CECo will be invaluable in the continuing development and evaluation of 
Accident Management and IPE insights. This evaluation will be part of the periodic 
review and update of the Dresden PAA - the "Living PAA" process . 
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SUPPORT STATE EVENT TREES 

This section contains the four support state event trees used for the Dresden IPE 
quantification. · For presentation purposes, the trees are broken into sets of subtrees that 
transfer from one to another. 

A given path on a tree transfers to another.subtree if the endstate designator starts with an 
asterisk. For example, a support state with an endstate designator of "*TS21A" transfers to 
tree TS21A; where the sequ_ence continues. 

The support state event trees are presented as follows: 

• The first page of each support state event tree contains a listing of the suotrees 
related to that event 

• ·The subtrees from the list follow in order 

• A cover page .that identifies the relevant entry conditions· precedes each 
subsequent subtree· 

. ' 

• Sequences all begin with the first subtree 

----- ---- -- - --- - ---- ------------------- --------------- ------ - ---------------------
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FIGURE 4.1.2-1 SUPPORT STATE EVENT TREE FOR TRANSIENTS 

TREE TS1 DRESDEN GENERAL TRANSIENT SSET 
TREE TS2AA DRESDEN GENERAL TRANSIENT SSET 2AA 
TREE TS2A8 DRESDEN GENERAL TRANSIENT SSET 2A8 
TREE TS28A DRESDEN GENERAL TRANSIENT SSET 28A 
TREE TS288 DRESDEN GENERAL TRANSIENT SSET 288 
TREE TS2CA DRESDEN GENERAL TRANSIENT SSET 2CA 
TREETS2CB DRESDEN GENERAL TRANSIENT SSET 2C8 
TREE TS2D8 DRESDEN GENERAL TRANSIENT SSET 2D8 

··'TREE TS2EA DRESDEN GENERAL TRANSIENT SSET 2EA . 
, TREE TS2E8 DRESDEN GENERAL TRANSIENT SSET 2E8 

TREE TS2F8 DRESDEN GENERAL TRANSIENT SSET 2F8 
. TREE TS2GA DRESDEN GENERAL TRANSIENT SSET 2GA . 
TREE TS2G8 DRESDEN GENERAL TRANSIENT SSET 2G8 
TREE TS2HC DRESDEN GENERAL.TRANSIENT SSET 2HC 
TREE TS21A DRESDEN GENERAL TRANSIENT SSEt 21A 
TREE TS218 DRESDEN GENERAL TRANSIENT SSET 218 · 
TREE TS2JA DR.ESDEN -GENERAL TRANSIENT SSET 2JA 
TREE TS2J8 DRESDEN GENERAL TRANSi.ENT SSET 2J8 
TREE TS2KE DRESDEN GENERAL TRANSIENT SSET 2KE 
TREE TS2KF DRESDEN GENERAL TRANSIENT SSET 2KF 
TREE TS2LA DRESDEN GENERAL TRANSIENT SSET 2LA 
TREE TS2L8 DRESDEN GENERALTRANSIENT SSET 2L8 
TREE TS2MA DRESDEN GENERAL TRANSIENT SSET 2MA 
TREE TS2M8 DRESDEN GENERAL TRANSIENT SSET 2M8 
TREE TS2NE DRESDEN GENERAL TRANSIENT SSET 2NE 
TREE TS2NF DRESDEN GENERAL TRANSIENT SSET 2NF 
TREE TS2PE DRESDEN. GENERAL TRANSIENT SSET 2P.E 
TREE TS2PF DRESDEN GENERAL TRANSIENT SSET 2PF 
TREE TS2R DRESDEN GENERAL TRANSIENT SSET 2R 
TREE TS3A DRESDEN GENERAL TRANSIENT SSET 3A 
TREE TS38 DRESDEN GENERAL TRANSIENT SSET 38 
TREE TS3C DRESDEN GENERAL TRANSIENT SSET 3C · 
TREE TS3D . DRESDEN GENERAL TRANSIENT SSET 3D 
TREE TS3E -DRESDEN GENERAL TRANSIENT SSET 3E 
TREE TS3F DRESDEN GENERAL ,TRANSIENT SSET 3F 

(2 PAGES) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 

· (1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(J PAGE) 
{l PAGE) . 
(1 PAGE) 
(t PAGE) 
(1 PAGE). 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE)··. 

· (1 PAGE) . 
(1. PAGE) 
(1 PAGE) 
(1 PAGE) 

· (1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 
(1 PAGE) 

- --------·------------------- ----------------. ------·------ - --
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FIGURE 4.1.2-1 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS1 

Entry Conditions: Any initiating event other than Loss of Offsite Power or Loss of 
125VDC 

--------------------~--------- --------- - - --- ------
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2AA 

Entry Conditions: Main and Reserve 125VDC available 
Buses 23 and 24 available 
Bus 25 or 27 or both available 

---------~---- --------. ------~--
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DREEOFITS2AA 
DRESDEN GENERAL TRANSIENT SSET 2AA 

Pag81of1 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

· SUBTREE TS2AB 

Main and Reserve 125VDC available 
Buses 23 i=ind 24 available 
Buses 25 and 27 not available 

~· . 

,< •• 
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DREEOF\TS2AB 
DRESDEN GENERAL TRANSIENT SSET 2AB 
Page 1of1 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL . 

SUBTREE TS2BA 

Entry Conditions: Main and Reserve 125VDC available 
Bus 23 available, Bus 24 not available 
Bus 25 available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2BB 

... Entry Conditions: Main and Reserve 125VDC available 
Bus 23 available, Bus 24 not available 

· Buses 25 and 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2CA 

Entry Conditions: Main and Reserve 125VDC available 
Bus 24 available, Bus 23 not available 
Bus 25 or 27 or both available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2CB 

Entry Conditions: Main and Reserve 125VDC available 
Bus 24 available, Bus 23 not available 
Buses 25 and 27 not available 



• 

• 

• 

07/16192 15:57:42 
DREEDF\TS2CB 
DRESDEN GENERAL TRANSIENT SSET 2CB 
Pall" 1of1 

I TS2CB I DGB 

-

I 002 

CADET LOO 

1231 129 .I 
·Ts3e 

I 
I 

2 'TS3B 

3 •Ts38 

4 'TS3B 

5 'TS3B 

I s ·Ts3e 
I 7 'TS3B 

8 'TS3B 

I 9 2 

I 10 ·Ts3B 

11 'TS3B 

12 'TS3B 

• 13 'TS3B 

I 14 2 

I 15 ·Ts3e 

16 'TS3B .. 
11 ·Ts3B 

------------------------------------- -------- --



• 

• 

• 

FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2DB 

Entry Conditions: Main and Reserve 125VDC available 
Buses 23, 24, 25, 26, and 27 not available 

- ---------------~-- ---------- ------------ -------------
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2EA 

Entry Conditions: Main 125VDC available, Reserve 125VDC not available 
Bus 23 available, Bus 24 not available 
Bus 25 available 
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• FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2EB 

Entry Conditions: Main 125VDC available, Reserve 125VDC not available 
Bus 23 available, Bus 24 not available 
Bus 25 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2FB 

. Entry Conditions: Main 125VDC available, Reserve 125VDC not available 
Buses 23, 24, 25, 26, and 27 not available· 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2GA 

Entry Conditions: Reserve, 125VDC available, Main 125VDC not available 
Bus 24 available, Bus 23 not available 
Bus 27 available, Bus 25 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2GB 

Entry Conditions: Reserve 125VDC available, Main 125VDC not available 
Bus 24 available, Bus 23 not available 
Buses 25 and 27. not available 
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Fl.GURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2HC 

E"!try Conditions: Reserve 125VDC available, M.ain 125VDC not available -
· Buses 23, 24, 25, 26, and 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS21A 

Entry Conditions: Main 125VDC available, Reserve 125VDC not available 
Buses 23 and 24 available 
Bus 25 or 27 or both available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS21B 

Entry Conditions: Main 125VDC available, Reserve 125VDC not available 
Buses 23 and 24 available 
Buses 25 and 27 not available 
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---------~- --___ _.. __ -- ----- - - -------------------- --------------



•• 

• 
---- ---- ------------------------ - -------

------ -----· - -- ------- ------------ - -



• 

• 

• 
---------

FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2JA 

Entry Conditions: Main 125VDC available, Reserve 125VDC not available 
Bus 24 available, Bus 23 not available 
Bus 27 available, Bus 25 not available 
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Entry Conditions:. 

FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2JB 

Main 125VDC available, Reserve 125VDC not available 
Bus 24 available, Bus 23 not available 
Buses 25 and 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2KE 

Main and Reserve 125VDC not available 
Bus 24 available, Bus 23 not available 
Bus 27 available, Bus 25 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2KF 

Entry Conditions: Main and Reserve 125VDC not available 
Bus 24 available, Bus 23 not available 
Buses 25 and 27 not available . . . 
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Entry Conditions: 

FIGURE 4.1.2-1 . (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2LA 

Reserve 125VDC available, Main 125VDC not available 
Buses 23 and 24 available 
Bus 25 or 27 or both available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2LB 

Entry Conditions: Reserve 125VDC available, Main 125VDC notavailable 
Buses 23 and 24 available 
Buses 25 and 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2MA 

Entry Conditions: Reserve 125VDC available, Main 125VDC not available 
Bus 23 available, Bus 24 not available 

· Bus 25 available, Bus 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2MB 

Entry Conditions: Reserve 125VDC available, Main 125VDC not available 
Bus 23 available, Bus 24 not available 
Buses 25 and 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2NE 

Entry Conditions: Main and Reserve 125VDC not available 
Bus 23 and 24 available 
Bus 25 or 27 or both available' 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2NF 

Entry Conditions: Main and Reserve 125VDC not available 
Buses 23 and 24 available 
Buses 25 and 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2PE 

Entry Conditions: Main and Reserve 125VDC not available 
Bus 23 available, ~us 24 not available 
Bus 25 available, Bus 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL . 

SUBTREE TS2PF 

· Entry Conditions: . Main and Reserve 125VDC not available 
Sus 23 available, Bus 24 not available 

· Buses 25 and 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS2R 

Entry Conditions: Main and Reserve 125VDC not available 
Buses 23 and 24 not available 
Buses 25 and 27 not available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS3A 

Entry .Conditions: Main or Reserve or both 125VDC Buses available 
Bus 23 or 24 or both available 
Bus 25 or 27 or both available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS3B 

Entry Conditions: Main or Reserve or both 125VDC Buses· available 
. If Main 125VDC Bus is available, Buses 23 and 24 can be available or 
not available. 
If Main 125VDC Bus is not available, Bus 23 or 24 must be available. 

· Buses 25 and 27 are not available . 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS3C 

Entry Conditions: Reserve 125VDC available, Main 125VDC not available 
Buses 23, 24, 25, 26, and 27 not available 

----- -- ------------------- --- --------- ----------------
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• FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS3D 

Entry Conditions: Main and Reserve 125VDC Buses not available 
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FIGURE 4.1.2-1 (Continueo) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS3E 

· Entry Conditions: Main and Reserve 125VDC Buses not available 
Bus 23 or 24 or both available 
Bus 25 or 27 or both available 
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FIGURE 4.1.2-1 (Continued) 

TRANSIENT AND LOCA SUPPORT MODEL 

SUBTREE TS3F 

l;ntry Conditions: Main and Reserve 125VDC Buses not available 
Bus 23 or 24 or both available · 
Buses 25 and 27 not available 
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TREE LODC2 LOSS OF 125VDC UNIT 2 (6 PAGES) 
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·Entry Conditions: Loss of Unit 2 Main 125VDC .Battery Bus while operating at power . 
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LOSS. OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 
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FIGURE 4.1.2-3 (Continued) 

- LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 
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Entry Conditions: Main and Reserve 125VDC available 
Buses 23-1 and 24-1 available 
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FIGURE 4.1.2-3 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

Entry Conditions: 

SUBTREE LS2B 

Main and Reserve 125VDC available 
Bus 23-1 available, Bus 24-1 not available 
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LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

SUBTREE LS2G 

Entry Conditions: Main and Reserve 125VDC available 
Bus 24-1 available, Bus 23-1 not available 
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FIGURE 4.1.2-3 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

Entry Conditions: . 

SUBTREE LS2D 

Main 125VDC available, Reserve 125VDC not available 
Bus 23-1 available, Bus 24-1 not available 
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FIGURE 4.1.2-3 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

Entry Conditions: 

SUBTREE LS2E 

Reserve 125VDC available, Main 125VDC not available 
Bus 24-1 available, Bus 23-1 available or not available 
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L.OSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

SUBTREE LS2F 

Er:ttry Conditions: Main 125VDC available, Reserve 125VDC available or not available 
Buses 23-1 and 24-1 not available · 
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FIGURE 4.1.2-3 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

SUBTREE LS2G 

Entry Conditions: Reserve 125VDC available, Main 125VDC not available 
Bus 23-1 available or not available, Bus 24-1 not available 
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LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

SUBTREE LS2H 

Entry Conditions: Main and Reserve 125VDC not available 
Bus 23-1 available or not available, Bus 24-1 not available 

• 

• 
------ ---- -- - ----- -- - --- - ·- -- -- -- - ----- ------ --- -----·-··---



• 

• 

• 
---------- -

07/16192 15:57:42 

DREEDF\LS2H 

LOSS OF OFFSITE POWER UNIT 2 SSET 2H 

Pa99 1 of 1 

I LS2H 

·------ --

124 

----------------------------

CADET 1.00 

126 

•LS30 

-- --- -·- --------------- -- -----



•• 

•• 

• 
-----

FIGURE 4.1.2-3 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

SUBTREE LS3A 

Entry Conditions: Main or Reserve or both 125VDC available 
Bus 23 or 24 or both available 
Bus 25 or 27 or both available 
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FIGURE 4.1.2-3 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

SUBTREE LS3B 

Entry Conditions: Main or Reserve or both 125VDC available 
If Main 125VDC is available, Buses 23 and 24 can be available or not 
available. 
If Main 125VDC is not available, Bus 2~ must be available. 
Buses 25 and 27 are not available 
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FIGURE 4.1.2-3 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

SUBTREE LS3C 

Entry Conditions: Reserve 125VDC available, Main 125VDC not available 
Buses 23, 24, 25, 26, and 27 not available 
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FIGURE 4.1.2-3 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNIT 2 SUPPORT MODEL 

SUBTREE LS3D 

Entry Conditions: . Main and Reserve 125VDC not available 
Buses 23, 24, 25, and 27 not available 
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FIGURE 4.1.2-4 SUPPORT STATE EVENT TREE FOR LOSS OF OFFSITE POWER IN 
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. LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS2A 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main ·and Reserve 125VDC 
available 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS2B 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U3 Reserve 125VDC not available 

--------- ------------- --- ---- -------- - ------ ---- - - - - ------ ----- - - - --- ------·------
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS2C .. 

Entry Conditions: U2 Main 125VDC, U3 Main and Reserve 125VDC available 
U2 Reserve 125VDC not available 

------------ ------ -------- -------------·- -- ----~- - ------ - --- - ---- -- --- ---- -------~---
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• FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS20 

Entry Conditions: U2 Main 125VDC, U3 Main 125VDC available 
. U2 Reserve 125VDC, U3 Reserve 125VDC not available 
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-~----------- ------- --------- -------~ - -- -- - -- ------ ------ --------- --
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LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS2E 

Entry Conditions:. U2 Main 125VDC, U3 Reserve 125VDC available 
U2 Reserve 125V,OC, U3 Main 125VDC not available 
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FIGURE 4.1.2-4 (Continued) 

LO~S OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

f:ntry Conditions: 

·> .· 

. . . ~ 

· . 

' . 

SUBTREE DS2F 

U2 Main 125VDC available 
U2 Reserve 125VDC, U3 Main and Reserve t25VDC not available 
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• FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS2G 

Entry Conditions: U2 Reserve 125VDC, U3 Main 125VDC available 
U2 Main 125VDC, U3 Reserve 125VDC not available 

• 

• 
-- ---~-- -------- -- --------- - --~- ---~---~- - -- ------
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• FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS2H 

Entry Conditions: U3 Main 125VDC available 
U2 Main and Reserve 125VDC, U3 Reserve 125VDC not available 
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----- --- --------------------------- --- --- - - ------------ -- - -- -- - ----- - --- ---~-- - -- --- ----- - --- -- -
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL_ 

SUBTREE DS21 

Ent,.Y Conditions: U2 Main and Reserve 125VDC, U3 Main and Reserve 125VDC not 
available 

--------------------- -- --- - -- ------------------- ----------- ------------------ -
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FIGURE 4.1.2-4 (Continued} 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3A 

Entry Conditions: U2 Main and Reserve 125V.DC, U3 Main and Reserve 125VDC 
available 
Buses 23-1, 24-1, and 34-1 available, Bus 33-1 not available 

----- ·-- -·--- -- ------------ -------------- - --- --- ------ -- ------ ---~-- ..------·----------- --·--
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3B 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U3 Reserve 125VDC available or not available 
Buses 23-1 and 24-1 available 
Buses 33-1 and 34-1 not available 

-- ----- --~-----·---------------- ---·- ---- -----·-~-- ----- --- - ------------- ------------ -
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

Entry Conditions: 

SUBTREE DS3C 

U2 Main and Reserve 125VDC, U3 Main and Reserve 125VDC 
available 
Buses 23-1 and 34-1 .available · 
Buses 24-1 and 33-1 not available 

------- - -- -- -- -- - ----- - ------- - --- --- . - -- - -- - --- - --- -- - --- ----- - -- ----- - - ---- - -
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3D 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U3 Reserve 125VDC available or not available 
Bus 23-1 available . . 
Buses 24-1, 33-1, and 34-1 not available 
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• FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

Entry Conditions: 

• 

• 
------------~ -- -----.. 

SUBTREE DS3E 

U2 Main and Reserve 125VDC, U3 Main and Reserve 125VDC 
available 
Buses 24-1, 33-1, and 34-1 available 
Bus 23-1 not available 

---------- ------- - - ----- - -----
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

Entry Conditions: 

SUBTREE DS3F 

U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U3 Reserve 125VDC available or not available 
Buses 24-1 and 33-1 available 
Buses 23-1 and 34-1 not available 

~-~-- - ------·---- ------. ----- -- ---------··-·--- - --·-·- --------- -- - -------



., 

• 

• 

07111W215:57:42 

DREEDF\OS3F 

LOSS OF OFFSITE POWER IN UNITS 2 AND 3 SSET 3F 

Page 1of1 

I DS3F 123 124 133 

I 
I 

--- - -·- --· --------·-----· ---·----- ---·-----

CADET 1.00 

134 

1 •D548A 

2 ·D5488 

3 •D548A 

4 ·D5488 

5 •D54F 

6 •D54F 

--

- ________ _......._ ____ --- --- --------~------- ---



• 

•• 

• 

FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3G 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main and Reserve 125VDC 
available 
Buses 24-1 and 34-1 available 
Buses 33-1 and 34-1 not available 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3H 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U3 Reserve 125VDC not available 
Bus 24-1 available 
Buses 23-1 , 33-1 , and 34-1 not available 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

Entry Conditions: 

SUBTREE DS3J 

U3 Main 125VDC available, U2 Main or Reserve, or both 125VDC 
available 
U3 Reserve 125VDC available or not available 
Bus 33-1 available 
Buses 23-1, 24-1 and 34-1 not available 

,.' 

----- -- - - -- ----
------------------~ ------ - -- -- ---- --~- -- ------------ ---- - ----------
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FIGURE 4.1'.2-4 (Continueo) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3K 

Entry Conditions: U2 Main 125VDC, U3 Reserve 125VDC available 
U2 Reserve 125VDC, U3 Main 125VDC available or not available 
Bus 34-1 available 
Buses 23-1 and 24-1 .not available 
Bus 33-1 available only when U3 Main 125VDC not available 

-- -------------------- ----- ------ ---------- --------------- --------- - ---- --- ---- - - ---- --- ------- -------
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2AND 3 SUPPORT MODEL 

SUBTREE DS3L 

Entry ·Conditions: U2 Main 125VDC, U3 Reserve 125VDC avaiJable 
U2 Reserve 125VDC not available 
U3 Main 125VDC available or not available 
Buses 23-1 and 34-1 available 
Buses 24-1 and 33-1 not available 
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LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3M 

Entry Conditions: U2 Main .125VDC available 
U2 Reserve 125VDC not available . 
U3 Main and Reserve 125VDC available or not available 
Bus 23-1 available 
Buses 24'.' 1 , 33-1 and 34-1 not available 

------------ -~- -- ------------- -----
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3N 

Entry Conditions: U2 Reserve 125VDC, U3 Main 125VDC available 
U2 Main 125VDC, U3 Reserve 125VDC not available 
Bus 24-1 available 
Buses 33-1 and 34-1 not available 
B.us 23-1 available or not available 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS30 

Entry Conditions: U2 Reserve 125VDC, U3 Main 125VDC available 
U2 Main 125VDC, U3 Reserve 125VDC not available 
Buses 24-1 and 33-1 available 
Buses 23.-1 and 34-1 not available 

--------------- ----- -- ------ - ---- --- ------- ------ ----- ----------- ----- --- --- ----- -~--- ------- ---- ---- ------ - - - -- ----
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• FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3P 

Entry Conditions: U3 Main 125VDC available 
U2 Main and Reserve 125VDC, U3 Reserve 125VDC not available 
Bus 33-1 available 
Buses 23-1 , 24-1 , and 34-1 not available . 

I ' 

• 

• 



• 

• 

• 

07116192 15:57:42 

DREEDFIDS3P 
LOSS OF OFFSITE POWER UNITS 2 AND 3 SSET 3P 
Page 1of1 

I DS3P 123 

CADET 1.00 

133 134 

*DS4G 

2 *DS4G 

--- - - - ---- - ------------- ---------- -- -----------



• 

• 

• 

FIGURE 4.1.2-4 (Continued) 

LOSS OF. OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS3R 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Reserve 125VDC not available 
U3 Main 125VDC available or not available 
Buses 23-1, 24-1, 33-1, and 34-1 not available 

--·-·---- -· ------ ---- ------- -----·- ·-----------.----- ------------ - ·-- ----- ---- ·-- ------- -- -----------
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. FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL. 

Entry Conditions: 

SUBTREE DS3S 

U2 Main or Reserve or both 125VDC available 
U3 Main or Reserve available or not available 

~ Buses 23-1 , 24-1 , 33-1 , and 34-1 not av.ai.lable 

--- ----- --- -------------~- -- -- - -- - -- --- - - - - - - ---- ------ ---- ------------ --



• 

• 

07/16192 15:57:42 

DREEDF\DS3S 
LOSS OF OFFSITE POWER UNITS 2 AND 3 SSET 35 
Page 1of1 

----- - --- ----------....-- -------------- ------------- ---------·--- ----~ --- -------------- ----- - ---------

CADET 1.00 

"DS4F 

·:·.· 



• 

• 

•• 

FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS4AA 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U2 Reserve 125VDC available or not available · 
Buses 23 and 24 available 
Bus 33 not available 

. Bus 34 available or not available 
SW available 

!; • 

i . 

·-------· --------------- ----------------- - -------- -- -- --- ---------------------- ---------·----·-- ------ --
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFF~ITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS4AB 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U2 Reserve 125VDC available or not available 
Buses 23 and 24 available 
Bus 33 not available 
Bus 34 avai'lable or not available 
SW not available 

-- - -- -- -- ------ --- -------~-
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FIGURE 4.1.2-4 (Continued) 

LOSS.OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS4BA 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U3 Reserve 125VDC available or not available 
Bus 24 available 
Bus 23 not available 
Buses 33 and 34 available or not available 
SW available · 

------ --------- - - ·-- - --- ---- -- - ------- --- - - - ---- --- - - -- -- -- ------- ~-- - - --- - - --- : __ 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

Entry Conditions: 

SUBTREE DS4BB 

U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U3 Reserve 125VDC available or not available 
Bus 24 available 
Bus 23 not available 
~us 33 and 34 available. or not available 
SW not available 

--·-- --------·-------- ·-----·- - -
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS4CA 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main and Reserve 125VDC 
available 

, .. 

Buses 23 and 34 available 
·Buses 24 and 33 not available 
SW available 
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. ,· .· 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF ·OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS4CB 

Entry Conditions: U2 Main and Reserve 125VDC, U3 Main 125VDC available 
U3 Reserve 125VDC available or not available 
Bus 23 available 
Buses 24 and 33 not available 
Bus 34 available or not available 
SW not available 

.. ·, ... 

- - --------~---- --··----·-------- . ------.... --- -- -- - ---------- --- -- -- - ---- ·-- --- --- ··-- --- -- --- ----- --·----------- -- --- -- --- -
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29 •LOOP1 

30 ·seo1 
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49 •LOOP1 

50 •seo1 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL . . 

SUBTREE DS4DA 

. Entry Conditions.:· U2 Main 125VDC, U3 Reserve 125VDC available 
U2 Reserve· 125VDC, U3 Main 125VDC not available 
Buses 23 and 34 available · 
Buses 24 and 33 not available · 
SW available 

... 

·'·· 
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LOSS OF OFFSITE POWER UNITS 2 AND 3 TREE 4DA 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS4DB 

Entry Conditions: U2 Main 125VDC available 
U2 Reserve 125VDC, U3 Main 125VDC not available 
U3 Reserve 125VDC available or not available 
Bus 23 available 
Buses 24 and 33 not available 
Bus' 34 available or not available 
SW not available 

---·---- ·-. -·- ----- --- --· ----- --- -- -- ·---·---- - - -- --- - -----. ---~--- ----· ·----- ---- --- - --- -
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FIGURE 4.1.2-4 {Continued) 

LOSS OF OFFSITE POWER {LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS4EA 

Entry Conditions: U2 Reserve 125VDC, U3 Main 125VDC available 

,. 

U2 Main 125VDC, U3 Reserve 125VDC not available ·. 
Bus 24 available 
Buses 23 and 34 not available 
Bus 33 .available or not available 
SW available 

----. ------"---- ------------ - - - --- - - --- - - - - --- -- - -
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• 58 •5001 

59 0 LOOP1 

60 ·sso1 

61 0 LOOP1 

62 ·5001 

63 •LOOP1 
------·---- - ---- - 64 ·sso1 

- -- -- ---- ----- ---- - ---- -- ------
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LOSS OF OFFSITE POWER UNITS 2 AND 3 TREE 4EA 
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FIGURE 4.1.2-4 (Continued) 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS4EB 

Entry Conditions: U2 Reserve 125VDC, U3 Main 125VDC available 
U2 Main 125VDC, U3 Reserve 125VDC not available 
Bus 24 available 
Buses 23 and 34 not available 
Bus 33 available or not available 
SW not available 

- ------, -- - -·- - ----· -----
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62 'SB01 

63 'LOOP1 - -· -- -- --- ----- - - - -- - - ---- - -· --- - ----- - --·~-- - 64 'SB01 
·-- -- -- - - ---------

-----,---- -



•- FIGURE 4.1.2-4 (Continued) · 

LOSS OF OFFSITE POWER (LOOP) IN UNITS 2 AND 3 SUPPORT MODEL 

SUBTREE DS4F 

Entry Conditions: U2 Main or Reserve or both 125VDC available 

• 

• 
- - -- - -- - - - - ---- -

U3 Main and Reserve· 125VDC available or not available 
Buses 23 and 24 not available 
Buses 33 and 34 available or not available . 
SW available· or not available 

- - - - -- - -- --- -



• 

• 

• 

07/16192 15:57:42 

DREEDFIDS4F 
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13 •LOOP1. 
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FIGURE 4.1.2-4 (Continued) 

LOSS. OF OFFSITE POWER (LOOP) IN UNITS 2 AN.D 3 SUPPORT MODEL 

SUBTREE DS4G 

Entry Conditions: U2 .Main and Reserve 125VDC, U3 Reserve 125VDC not available 
U3 Main 125VDC available or not available 
Buses 23, 24, and 34 not available 
Bus 33 available or not available . 
SW not available . 

'!<'• 

. ' 
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PLANT RESPONSE TREES 

This section contains the plant response tree~ used for the Dresden IPE quantification. 

For each event there is a single plant response tree. For presentation purposes, this single 
tree is· broken into a set of subtrees that transfer from one to another. · · 

A given path on a tree transfers to another subtree if the endstate designator starts with an 
asterisk. For example, a sequence with an endstate designator of "*LLOC-2" transfers to 
tree LLOC-2, where the sequence continues. · 

The plant response trees are presented as follows: 
. . 

• The first page of the trees for each event contains a listing of the subtrees related 
to that event 

• . The subtrees from the list follow in order 

• A table that identifies the relevant entry conditions precedes- each subsequent 
subtree. 

• Sequences all begin with the first subtree _ 

Note that for some cases, tran·sfers may occur between event trees (e.g., a general transient 
sequence beginning with event tree TRAN1 with.failure of reactor trip transfers to the ATWS 
event tree, ATW1 ). Such transfers are not designated by an asterisk.· · 

--------- ----· ------ - ·----- -·- - . -------
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LARGE LOCA PAT 

TREE LLOC1 LARGE LOCA.- INITIAL PHASE 
TREE LLOC2 LARGE LOCA ~SUCCESSFUL LPI, FAILURE_ OF 

CONTAINMENT HEAT REMOVAL 
. TREE LLOC3 LARGE LOCA - LPI FAILURE 

.. , 

' '"·.' 

(1 PAGE) 
(1 PAGE) 

(1 PAGE) 

. ' 

i.'-
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lloc1 

LARGE LOCA • INITIAL PHASE 

Pa90 1 of 1 

• I LLOCA I LP I LV I cs I OHX I LPC I OSPC I SPC I OCNTS I CNTS 

scs 
2 0 LLOC2 

3 scs 
4 0 LLOC2 

I 
.. I I 

I 5 0 LLOC2 

6 scs 
I 7 0 LLOC2 
1· 8 0 LLOC2 

9 AEBM 

I 10 0 LLOC3 

I I 11 0 LLOC3 

I I 12 "LLOC3 

I 13 0 LLOC3 

14 scs 
I 15 0 LLOC2 

I 16 0 LLOC2 

17 scs 
I 18 0 LLOC2 

I 19 0 LLOC2 

20 AEBM 
.. I 21 0 LLOC3 

I I 22 0 LLOC3 

I I 23 0 LLOC3 

I 24 0 LLOC3 

25 scs 
I 26 0 Llbc2 

I 27 0 LLOC2 

28 scs 
29 ·LLOC2 

30 '
0 LLOC2. • . I 

I 

31 AEBM 

I 32 0 LLOC3 

I I .. 33 0 LLOC3 

I I 34 0 LLOC3 

I 35 0 LLOC3 

36 0 LLOC2 

37 0 LLOC3 

• 



• 

• 

.LARGE LOCA TREE 2 
SUCCESSFUL LPI, FAILURE OF CONTAINMENT HEAT REMOVAL 

LARGE LOCA PAT ENTRY CONDITION SUMMARY 

LLOCA PAT 

ii .. i!ijlll~i::·:=iii·:,:.::-.::::,;:=: 
:::::1Eif.z::::,=11:1:_,::::::1::=:H:.:,:=:::,:::,:::§::J.=,:::::::J:_:: 

LLOCA-3 S/F 

Notes:· 

1 . S = Success 
2. F = Failure .... 
3. · N = Not demanded 
4. Success of this node leads to SCS 

EQUIPMENT 

~------ ------·-·------------------------ -------· -------- ---- --·--· ----------------------- --
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lloc2 

LARGE LOCA ·SUCCESSFUL LPI, FAILURE OF CONTAIMENT HEAT REMOVAL 
Page 1 ol 1 

CNTS OSBCS secs OAVR RVNT OVNT 

I 
I 

. . .:; 

svw SVO 

CADET 1.00 

LVW LVD WW/OW 

scs 
2 scs 
3 scs 
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I 5 ALCP 
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I I 

I 
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8 ALCS 

9 ALCT 

10 ALCO 

11 ALCP 

12 ALCS 

I 
I I 

I 
13 ALCT 

14 ALCS 
_ 15 ALCT 
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LARGE LOCA TREE 3 
LPI FAILURE 

LARGE LOCA PAT ENTRY CONDITION SUMMARY 

LLOCA PRT 

LLOCA-2 

LLOCA-2 

Notes: 

S =Success 
F =Failure 

LP 

s 

s 

N = Not demanded 

LV 

s 

F 

- 1. 
2. 
3. 
4 . Success of this node leads to SCS · 

EQUIPMENT 

CS OHX/LPC OSPC/SPC OCNTS/CNTS 

s s 

~- ··-- c·---- ·-- ----.- ------ --- ------ ----- ------------- --- --- -------- -------- -------------- - ----- --- - --- ----- -------~- - - -·- - -·-
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16 AEBO. 
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18 AEBP 
19 AEBP. 
20 AEBP 
21 AEBP 
22 ~EBO 

23 AEB_P 
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25 AEBP 

"--~~~~~~~~~~~~~~~~~~~~~~~~~--~-----~------~----------~----~~-~-~------~--·-----------~-----~---------~------~-~-----~-~-~--~-.;..;;;--...;..;;;-.-.--·-- --
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TREE MLOC1 MEDIUM LOCA - INITIAL PHASE . (5 PAGES) 
TREE MLOC2 MEDIUM LOCA - VENTING PHASE, HPI SUCCESS, LPI . (1 PAGE) 

SUCCESS, POOL COOLING FAILURE . 
TREE MLOC3 MEDIUM LOCA - VENT!NG PHASE, HPI SUCCESS, LPI (1 PAGE) 

FAILURE . 
TREE MLOC4 MEDIUM LOCA - VENTING PHASE, HP INJ FAILURE, (1. PAGE) 

LPI SUCCESS, POOL COOLING FAILU.RE 
TREE MLOC5 MEDIUM LOCA.- VENTING PHASE, HP INJ FAILURE, · . '(1 PAGE) 

LPI FAILURE . 

··-.. 

. r. ,J. 

•• 
··:-: 

• 
- - -- --- --··- .... ···- - ---- - --- '----'----..,----
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mloc1 

MEDIUM LOCA • INITIAL PHASE 
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CADET 1.00 

257 'MLOC5 

258 '.MLOC. 

259 • 'MLOC5 
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263 'MLOC. 

~ 'MLOC. 

265 MEAB 

266 'MLOC. 

267 "MLOC. 

268 MEAG 
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MLOCA TREE 2 

VENTING PHASE, HPI SUCCESS, LPI SUCCESS, POOL COOLING FAILURE 
MLOCA PAT ENTRY CONDITION SUMMARY 

. EQUIPMENT 

MLOC PAT RC HP1 1 OAD/ ADS/H P26 lV cs OHX/LPC 

MLOC-3 s S/F s s F F N S/F 

MLOC-3 s S/F s F N F N N 

MLOC-4 s S/F F s s N .F F/N 3 

MLOC-4 s S/F F s F s N F 

MLOC-4 s S/F F F N s N N 

MLOC-5 s S/F F s F F. N S/F 

MLOC-5 s S/F F F N F N N. 

Notes: 

1. Success of this node implies that HP2 is available as an additional means of depressurization. 
2. Success for this node implies success of at least one LPCI pump train. 
3. Both LPCI pump trains have succeeded.· 
4. Success of this node leads to SCS. 
5. S = Success; F = Failure; N = Not demanded. 
6. This node is not asked if OAD/ADS succeed. 

• 

F 

N 

N 

N 

N 

F 

N 
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mloc2 
MEDIUM LOCA- VENTING PHASE. HPI SUCCESS, LPI SUCCESS. POOL COOLING FAILURE 

Page 1of1 

I CNTS I OVNT I svw I SVD 

I 
I I 

I 

CADET 1.00 

I LVW I LVD lwwmw 

MLCO 

2 MLCP 

3 MLCO 
I 4 MLCP 
I I 

5 MLCS I 
6 MLCT 

MLCS 

8 MLCT 
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MLOCA TREE 3 

VENTING PHASE, HPI SUCCESS, LPI FAILURE 
· MLOCA PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

• 

MLOC PAT RC HP1 1 OAD/ADS/HP26 LP2 LV cs OHX/LPC OSPC/SPC OCNTS/CNTS 

MLOC-2 s S/F s s s -S/N3 N F4 N 

MLOC-2 s S/F s s s F N N N 

MLOC-2 s S/F s s .F s N F4 N 

MLOC-2 S S/F s F N s N N N 

MLOC-4 s S/F F s s N F F/N 3 N 

MLOC-4 s S/F ·F s F s N F N 

MLOC-4 s S/F F F N. s N N N 

MLOC-5 s S/F F s F F N S/F F 

MLOC-5 s S/F F F N F N N N 

Notes:· 

1. Success of this node implies that HP2 is available as an additional means of depressurization. 
2. Success for this node implies success of at least one LPCI pump train. 
3. Both LPCI pump trains have succeeded. . 
4. Success of this node leads to SCS. 
5. S = Success; F = Failure; N = Not demanded. 
6. This node is not asked if OAD/ADS succeed. 
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mloc3 
MEDIUM LOCA - VENTING PHASE, HPI SUCCESS, LPI FAILURE 

Page 1ol1 

I CNTS 
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CADET 1.00 

I LVW I LVD 

1 MEBO 

2 MEBP 

3 MEBO 
r 
I 4 MEBP 

5 MEBP 

6 MEBP. 
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MLOCA TREE 4 

VENTING PHASE, HP INJ FAILURE, LPI SUCCESS, POOL COOLING FAILURE 
. MLOCA PRT ENTRY CONDITION SUMMARY 

EQUIPiy1ENT 

MLOC PAT RC HP1 1 OAD/ADS/HP26 LP2 LV cs OHX/LPC OSPC/SPC 

MLOC-2 s S/F s s s S/N3 N F• 

MLOC-2 s S/F s s s F N N 

MLOC-2 s s s F ·$ N F• 

MLOC-2 s S/F s F N s N N 

MLOC-3 ·s S/F s s F F N S/F 

MLOC-3 S S/F s F N F N N 

MLOC-5 s S/F F s· F ·F N . S/F 

MLOC-5 s S/F F F N F N N 

Notes: 

1. Success of this node implies that HP2 is available as an additional means of depressurization. 
2. Success for this node implies success of at le~st one LPCI pump train. 
3. Both LPCI pump trains have succeeded. · 
4. Success of this node leads to SCS. 
5. S = Success; F = Failure; N = Not demanded. 
6. This node is not asked if OAD/ADS succeed. 

• 
;.f 

. ·., 

OCNTS/CNTS 

N 

N 

N 

N 

F 

N 

F 

N 
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mloc4 
MEDIUM LOCA- VENTING PHASE, HP INJ FAILURE, LPI SUCCESS, POOL COOLING FAILURE 

Page 1of1 

I CNTS I OVNT I SVW I SVD I LVW 

I 
I I 

I I 
I 

CADET 1.00 

I LVD jww1Dw 

1 MEAC 

2 MEAD 

3 MEAE 

4 MEAF 
I 

5 MEAS I 
6 MEAT 

MEAS 

8 MEAT 
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MLOCA TREE 5 

VENTING PHASE, HP INJ FAILURE, LPI FAILURE 
MLOCA PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

MLOC .PRT RC HP1 1 OAD/ ADS/H P26 LP2 LV cs OHX/LPC 

MLOC-2 s S/F s s s S/N3 N 

MLO_C-2 s S/F s -- s s F N 

MLOC-2 s S/F _ s_ s F s N 

-MLOC-2 s S/F s F N s N 

MLOC-3 s S/F s s F F N 

MLOC-3 s S/F s F N F N 

MLOC-4 s S/F F s s N F 

MLOC-4 s S/F F s F s N 

MLOC-4 S S/F F F N s N 

Notes: 

1. Success of this node implies that HP2 is available as an additional means of depressurization. 
2. Sµccess for this node implies success of at least one LPCI pump train. -
3. Both LPCI pump trains have succeeded. 
4. Success of this node leads to SCS. -
5. S = Success; F = Failure; N = Not demanded. 
6. This node is not asked if OAD/ADS succeed. 

• 

OSPC/SPC OCNTS/CNTS 

F4 N 

N N 

F4 N 

N N 

S/F F 

N N 

F/N 3 N 

F N 

N N 
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mloc5 
MEDIUM LOCA- VENTING PHASE, HP iNJ FAILURE, LPI FAILURE 

Pa99 1 of 1 
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• SMALL LOCA PAT 

TREE SLOC1 SMALL LOCA - INITIAL PHASE (4 PAGES) 
TREE SLOC2 SMALL LOCA - VENTING PHASE, LATE HPI FAILURE, (1 PAGE) 

LPI AND/OR POOL CLG FAILURE. . 
TREE SLOC3 SMALL LOCA - VENTING PHASE, EARLY HPI FAILURE, (1 PAGE) 

LPI AND/OR POOL CLG FAILURE 
TREE SLOC4 SMALL LOCA - VENTING PHASE, CDNF AT HI PRSR, .(1 PAGE) 

LPI SUCCESS, POOL CLG FAILURE 
TREE SLOGS SMALL LOCA - VENTING PHASE, CDNF AT HI PRSR, (1 PAGE) 

LPI FLA AND/OR .POOL CLG FAILURE 
TREE SLOC6 SMALL LOCA - VENTING PHASE, LATE HPI FAILURE, (1 PAGE) 

LPI SUCCESS, POOL CLG FAILURE 
TREE SLOC7 SMALL LOCA - VENTING PHASE, LATE HPI FLA, CDNF (1 PAGE). 

HI PRSR, LPI SCS, POOL CLG FLA 
TREE SLOC8 SMALL LOCA - VENTING, LATE HPI FLA; CDNF HI PRSR, (1. PAGE) 

LPI AND/OR POOL CLG FLA 

... 

•• 
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doc I 

SMALL LOCA - INITIAL PHASE 

Paigel d• 

SLOCA I RC RVO RVC FW HP1' HP2 OAD ADS LP LY cs OHX LPC OSPC I SPC OCNTS I CNTS 

CADET 1.00 
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13 'SLOC2 
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17 'SLOC6 

18 scs 

1g 'SLOC6 

20 'SLOC6 

21 SIBM 

22 'SLOC2 

23 'SLOC2 

24 'SLOC2 

25 'SLOC2 

26 scs 

27 'SLoc6 

28 'SLOC6 

29 'SLOC6 

30 SCS. 

31 'SLOC6 

32 'SLOC6 

33 SIBM 

34 'SLOC2 

35 'SLOC2 

36 'SLOC2 

37 'SLOC2 

38 'SLOC6 

3g 'SLoci 

. 40 SIAB 

41 'SLoc7 

42 SIAB 

'3 'SLOC7 

44 'SLOC7 

45 SIAB · 

46 'SLOC7 

47 'SLOC7 

48 SIAG 

'9 ' 'SLOC8 

50 'SLOC8 

51 'SLOC8 

52 'SLOC8 

53 SIAB 

54 'SLOC7 

55 'SLOC7 

56 SIAB 

57 'SLOC7 

58 'SLOC7 

sg SIAG 

60 'SLOC8 

81 'SLOC8 

62 'SLOC8 

63 'SLOC8 

84 SIAB 
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lloc1 

SMl.l.L LOCI. • INITW. PHI.SE 

P11Qo2ol4 

• SLOCI. RC RVO RVC FW HP1 HP2 01.D I.OS LP LY cs OHX LPC OSPC SPC OCNTS CNTS 

65 'SLOC7 

88 'SLOC7 

67 SV.B 

68 'SLOC7 

" 'SLOC7 

70 SV.G 

71 'SLOCll 

72 'SLOCll 

73 'SLOCll 

74 'SLOCll 

75 'SLOC7 

76 'SLOCll 

n Sll.B 

76 'SLOC7 

78 SIA8 

80 'SLOC7 

81 'SLOC7 

82 SV.B 

83 'SLOC7 

84 'SLOC7 

85 Sll.G 

88 'SLOCll 

87 'SLOCll 

68 'SLOCll 

68 'SLOCll 

II() Sll.B 

81 'SLOC7 

82 "SLOC7 •• 83, Sll.B 

IM 'SLOC7 

85 'SLOC7 

116 Sll.G 

87 'SLOCll 

118 'SLOCll 

89 'SLOCll 

100 'SLOCll 

101 Sll.B 

102 'SLOC7 

103 'SLOC7 

104 , Sll.B 

105 'SLOC7 

106 'SLOC7 

107 Sll.G 

108 'SLOCll 

108 'SLOCll 

110 'SLOCll 

111 'SLOCll 

112 'SLOC7 

113 'SLOCll 

114 scs 
115 'SLOCB 

118 'SLOC8 

117 scs 
118 'SLOC8 

118 'SLOC8 

120 SEBM 

121 'SLOC3 

• 122 'SLOC3 

123 'SLOC3 

124 'SLOC3 

r 125 scs 
128 'SLOC8 

rl 127 'SLOC8 

128 'SLOC8 
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lloc1 

SMALL LOCA • INITIAL PHASE 

P09e3 o,. 

• SLOCA RC RVO RVC FW HP1 HP2 OAD ADS LP LY cs OHX LPC OSPC SPC OCNTS CNTS 

129 scs 
130 "SLOC6 

131 "SLOC6 

132 SEBM 

133 "SLOC3 

13' 'SLOC3 

135 'SLOC3 

136 'SLOC3 

137 scs 
138 'SLOC6 

139 'SLOC6 

140 'SLOC6 

141 scs 
142 'SLOC6 

143 'SLOC6 

14' SEBM ." 

145 'SLOC3 

146 'SLOC3 

1'7 'SLOC3 

1"8 'SLOC3 

149 'SLOC6 

150 'SLOC3 

151 SEAB 

152 'SLOC4 

153 SEAB 

15' 'SLOC4 

155 'SLOC4 

156 SEAB 

• 157 'SLOC4 

158 'SLOC4 

159 SEAG 

160 'SLOC5 

161 ."SLOC5 

162 'SLOC5 
/, 

163 'SLOC5 

16' SEAB 

165 'SLOC4 

166 'SLOC4 

187 SEAB 

166 'SLOC4 

169 'Sloe4 

170 - SEAG 

171 'SLOC5 

172 'SLOC5 

173 'SLOC5 

17' 'SLOC5 

175 . SEAB 

178 'SLOC4 

1n 'SLOC4 

178 SEAB 

179 'SLOC4 

180 'SLOC4 

181 SEAG 

182 'SLOC5 

183. 'SlOC5' 

18' 'SLOC5 

185 'SLOC5 

• 188 'SLOC4 

187 'SLOC5 

188 SEAB 

~ 
188 'SLOC4 

UK> SEAB 

11 191 'SLOC4 

192 'SLOC4 ---- - - - --- ---- ·-- ---
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SMALL LOCA ·INITIAL PHASE 

Pogo 4 ol 4 

SLOCA RC RVO RVC FW HP1 HP2 OAO ADS LP LV cs OHX LPC OSPC 

CADET 1.00 

SPC OCNTS CNTS 

1G3 SEAB 

1G4 'SLOC4 

ie5 'SLOC4 

196 SEAG 

197 'SLOC5 

198 'SLOC5 

199 'SLOC5 

200 'SLOC5 

201 SEAB·· 

202 'SLOC4 

203 'SLOC4 

204 SEAB 

205 'SLOC4 

206 'SLOC4 

207 SEAG 

208 'SLOC5 

209 'SLOC5 

210 'SLOC5 

211 'SlOC5 

212 SEAB 

213 'SLOC4 

214 'SLOC4 

215 SEAB 

216 'SLOC4 

217 'SLOC4 

218 SEAG 

219 'SLOC5 

220 'SLOC5 

221 'SLOC5 

222 'SLOC5 

223 'SLOC4 

224 'SLOC5 

225. IORV 

226 lOCA 

227 ATWS 



I 
I. 

• 

SLOCA PAT RC 

SLOCA-3 s 

SLOCA-3 s 

SLOCA-4 s 

SLOCA-4 s 

SLOCA-4 s 

SLOCA-5 s 

SLOCA-5 s 

SLOCA-6 s 

SLOCA-6 . s 

SLOCA-6 s 

SLOCA-7 s 

SLOCA-7 s 

SLOCA-7 s 

SLOCA-8 s 

SLOCA-8 s 

• 
SMALL LOCA TREE 2 

VENTING PHASE, LATE HPI FAILURE, LPI AND/OR POOL COOLING FAILURE 
SLOCA PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

RVO+RVC· FW HP1 OSPCISPC 

s F F N s s F F N FIS 

s F F N s F N F N N 

s F F N F s s N F FIN 

s F F N ·> F s F s N F 

s .F F N F F N s N N 

s F F N F s F F N FIS 

s F F N F F N F N N 

s F SIF N s s SIF SIF N F2 

s F SIF N s s s N N F2 

s F SIF N s F N s N N 

s F s F F s s N F FIN 

s F s F F s F s N F 

s F s F F F N s N N 

s F s F F s F F N FIS 

s F s F F .F N F N N 

Notes: 

1. · S = Success; F = Failure; N = Not demanded 
2. Success of this node leads to SCS 
3. Success of LP is one or more pumps running 

• 

FIN 

N 

N 

N 

N 

FIN 

N 

N 

N 

N 

N 

N 

N 

F 

N 
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aloc2 

SMALL LOCA-VENTING PHASE, LATE HPI FAILURE, LPI AND/OR POOL CLG FAILURE 
Page 1of1 

I CNTS I OVNT 1 svw I SVD 

I 
I I 

I 

-- . -·· - ·--- --------

CADET 1.00 

I LVW I LVD 

1 SIBO 

2 SIBP 

3 SIBO 
I 

SIBP I 4 

5 SIBP 

6 SIBP 



•• 

SLOCA PAT RC 

SLOCA-2 s 

SLOCA-2 s 

SLOCA-4 s 

SLOCA-4 s 

SLOCA-4 s 

SLOCA-5 s 

SLOCA-5 s 

SLOCA-6 s 

SLOCA-6 s 

SLOCA-6 s 

SLOCA-7 s 

SLOCA-7 s 

SLOCA-7 s 

SLOCA-8 s 

SLOCA-8 s 

• 
SMALL LOCA TREE 3 

VENTING PHASE, EARLY HPI FAILURE, LPI AND/OR POOL ·COOLING FAILURE 
SLOCA PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

RVO+RVC FW HP1 HP2. OAD/ADS LP LV cs OHX/LPC. OSPC/SPC 

s F s F s s .F. F ·N F/S 

s F s F s F N F N N 

s F F N F s s N F FIN 

s F F N ·F s F s N F 

s F F N F F N s N' N. 

s F ·F N F s F F. N F/S 

s F F N F F· N F N N 

s F S/F N s s S/F S/F N F2 

s F S/F N s s s N N F2 

s· F S/F N s F N s N N 

s F s F F s s· N F FIN 

s F s F F s F s N F 

s F s F F F N s N N 

s F s F F s· F F N FIS 

s .F s F F F N F N N 

Notes: 

1. S = Success; F = Failure; N = Not demanded · 
2. Success of this node leads to SC$ 
3. Success of LP is one or more pumps running 

• 

OCNTS/CNTS 

FIN 

N 

N 

N 

N 

FIN 

N 

N 

N 

N 

N 

N 

N 

F 

N 
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•loc3 
SMALL LOCA ·VENTING PHASE. EARLY HPI FAILURE, LPI AND/OR POOL CLG FAILURE 

Page 1ol1 

I CNTS I OVNT I svw I SVD 

I 
I I 

I 

CADET 1.00 

I LVW I LVD 

1 SEBO 

2 SEBP 

3 SEBO 
I 
I 

4 SEBP 

5 SEBP 

6 SEBP 
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SMALL LOCATREE 4 

VENTING PHASE, CDNF AT HIGH PRESSURE, LPI SUCCESS, POOL COOLING FAILURE 
. . SLOCA PAT ENTRY CONDITION SUMMARY 

-EQUIPMENT 

SLOCA PAT RC RVO+RVC FW HP1 HP2 OAD/ADS LP LV cs OHX/LPC OSPC/SPC OCNTS/CNTS 

SLOCA-2 s s F s i= s s F F N F/S FIN 

SLOCA-2 s s F s F - s F N F N N N 

SLOCA-3 s 5, F F N· s s F F N F/S FIN 

SLOCA-3 S S F F N S F N F N N N 

!&!,i!iiilll:-
SLOCA-5 s s F F N F s F F N F/S FIN 

SLOCA-5 s S. F F N F F N F N N N 

SLOCA-6 s s F S/F N s s S/F S/F N F2 N 

SLOCA-6 s s F $/F N s s s N N F2 N 

SLOCA-6 s s F S/F N s F N s N N N 

SLOCA-7 s· s F s F F s s N F FIN N 

SLOCA-7 s s F s F F s F s N F N 

SLOCA-7 s s· F s F F F N s N N N 

SLOCA-8 s s F s F F s F F N F/S F 

SLOCA-8 s s F s F F F N F N. N N 

Notes: 

1. S =Success; F = Failure; N,;, Not demanded 
2. Success of this node leads to SCS 
3. Success of LP is one or more_ pumps running · 
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sloc4 

SMALL LOCA - VENTING PHASE, CONF AT HI PRSR, LPI SUCCESS, POOL CLG FAILURE 

Pago 1of1 

I CNTS I OVNT I SVW I SVD 

I 
I I 

I 

CADET 1.00 

I LVW I LVO jww1ow 

1 SEAC 

2 SEAO 

3 SEAE 
I 4 SEAF 
I I 

5 SEAS I 
6 SEAT 

7 SEAS 

8 SEAT 



• 

. SLOCA PAT 

SLOCA-2 

SLOCA-2 

SLOCA-3 

SLOCA-3 

SLOCA-4 

SLOCA-4 

• 
SMALL LOCA TREE 5 

. VENTING PHASE, CDNF AT HIGH PRESSURE, LPI AND/OR POOL COOLING FAILURE 
SLOCA PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

RC RVO+RVC FW HP1 HP2 OADIADS LP ·. LV- cs OHX/LPC OSPCISPC 

s s F s F s s F F N FIS 

s s F s F s F N F N N 

s s F F N s s F F N FIS 

s s F F N s F N F N N 

s s F F N. F s s. N F FIN 

s s F F N F_ s· F s N F 

• 

OCNTSICNTS 

FIN 

N 

FIN 

N 

N 

N 

SLOCA-4 S S F F N F · F N S N N N 

========· .. ii!.·--
SLOCA-6 s s F S/F N s s S/F SIF N F2 N 

SLOCA-6 s s F SIF N s s s N ·N F2 N 

SLOCA-6 s s F S/F N s F N s N N N 

SLOCA-7 s s F s F F s s N F FIN N 

SLOCA-7 s s F s F F s F s N F N 

SLOCA-7 s s F s .F F F N s N N N 

SLOCA-8 s s F s F F s F F N FIS F 

SLOCA-8 s s F s F F . F N F N N N 

Notes: 

1. S = Success; F = Failure; N = Not. demanded 
2. Success of this node leads to SCS 
3. Success of LP is one or more pumps running 
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sloc5 
SMALL LOCA ·VENTING PHASE, CDNF AT HI PRSR, LPI FLR AND/OR POOL CLG FAILURE 

Page 1of1 

I CNTS I OVNT 1 svw I SVO 

I 
I I 

I 

-~---~- - -- -· - -

CADET 1.00 

I LVW I LVD 

SEBX 
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•• 
, SMALL LOCA TREE 6 

VENTING PHASE, LATE HPI FAILURE, LPI SUCCESS AND POOL COOLING FAILURE 
. SLOCA PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

RC RVO+RVC FW HP1 HP2 CAD/ADS LP LV cs OHX/LPC OSPC/SPC 

s s F s F S. s F F N F/S 

s s F s F s F N F . N N 

s s F F N s s F F N· FIS 

s s F F N s. F N F N N 

s· s F F N F. s s N F FIN 

s s F F N F s F s N F 

s s F F N F F N s N N 

s s .F F N F s F F N FIS 

s s F F N F F N F N N 

s s F . s F F s s N F FIN 

s s F s F F s F s N F 

s s F s . F .F F. N s N N 

s s F s F F s F F. .N FIS 

s s F s F . F F N F N N 

Notes: 

1. S = Success; F = Failure; N = Not demanded . 
2. Success of this. node leads to SCS . 
3. Success of LP is one or more pumps runnin·g 
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slodl 
SMALL LOCA- VENTING PHASE, LATE HPI FAILURE, LPI SUCCESS, POOL CLG FAILURE 
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SMALL LOCA TREE 7. 

VENTING PHASE, LATE HPI ·FAILURE, CDNF AT HIGH PRESSURE, LPI SUCCESS AND POOL COOLING FAILURE 
.SLOCA PRT ENTRY CONDITION SUMMARY 

SLOCA PRT RC 

SLOCA-2 s 

SLOCA-2 ·S 

SLOCA-3 s 

SLOCA-3 s 

SLOCA-4 s 

SLOCA-4 s 

SLOCA-4 s 

SLOCA-5 s 

SLOCA-5 s 

SLOCA-6 s 

SLOCA-6 s 

SLOCA-6 s 

:::::~~l~~i::::::::::::::::::::::::::H::::::::::::~[::::::::::: 
:::::~~mlili,t::::::::::::::::::::::::::n::::::::::::~:::·::::::::: 
t:!i9:!~~t::::1::::::::::::::::::::::: ::::::::::::::1:J:J: 

SLOCA-8 s 

SLOCA~8 s 

Notes: 

RVO+RVC · FW 

s F 

s F 

s F 

s F 

s F 

s F 

s F 

-S F 

s F 

s . F 

s F " 

s F 

s .F 

s F. 

1. S = Success; F = Failure; N = Not demanded 
2. Success of this node leads to SGS 
3. Success of LP is one or more pumps running 

HP1 ·HP2 OAD/ADS 

·s F. s 

s F s .. · 

F N s 

F N -~ 

F N' ;F 

F N F 

F N F 

F N F 

F N F 

S/F N s 

S/F N 'S 

S/F N s 

s F F .. 

F F 

EQUIPMENT 

LP LV cs OHX/LPC · OSPC/SPC OCNTS/CNTS 

s F F N F/S FIN 

F N - F .N N N 

s F F N FIS FIN 

F N F N N N 

s s N F FIN N 

s F s N F N 

F N s ·N N N 

s F F N F/S FIN 

.F N F N N N 

s S/F S/F N· F2 N 

s s N N F2 N 

F N s N N N 

s N f'/S F 

F N F N N N 
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SMALL LOCA ·VENTING PHASE, LATE HPI FLA, CDNF HI PASA, LPI SCS, POOL CLG FLA 
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. . . . . SMALL LOCATREE 8 . . 

VENTING PHASE,_ LATE HPI FAILURE, CDNF AT HIGH PRESSURE, LPI AND/OR POOL COOLING FAILURE 
SLOCA PAT ENTRY CONDITION SUMMARY . 
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sloc8 

SMALL LOCA-VENTING, LATE HPI FLA, CONF HI PRSR, LPI ANO/OR POOL CLG FLA 
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• INTERFACING SYSTEM LOCA PAT 

TREE ILOC1 ILOCA - INTERFACING SYSTEM LOCA (3 PAGES) 
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32 scs 
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I 34 VEBN 
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38 scs 
I -. 37 VEBN 

1 38 VEBN 

38 scs 
40 VEBN 

41 V!'BN 

42 VEBN 

43 VEBN 

44. scs 
45 scs 

I 48 VIBN 

I 47 VlBN 

48 scs 
I 49 VlBN' 

I 50 VlBN 

51 scs 
52 scs 

I 53 VlBN 

I 54 VIBN' 

55 scs 
I 58 VlBN 

I 57 VlBN 

58 scs 
59 VEBN 

60 VEBN 

81 VEBN 

82 VEBN 

83 scs 
84 scs ------ -· _ _, __ - ---
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INADVERTENTLY OPEN RELIEF VALVE PAT 

TREE IORV1 IORV - INITIAL PHASE 
TREE IORV2 IORV - LOW PRESSURE PHASE 
TREE IORV3 IORV - LOW PRESSURE PHASE AFTER HPCl/FW 

. FAILURE 

." 

·---· - -----·---------
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iCfV1 

IORV - INITIAL PHASE 

Page 1 of 1 
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2 ·10Rv2 

3 ·10RV3 

4 ATWS 
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• IORV TREE 2 
LOW PRESSURE PHASE 

IORV PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

IORV PAT RC OAD/ADS 

·:=:::~91¥t?:i=i:i::::=:::::::::=:,:=:::::::,:J=Ji:':::::: .:::.:::::·:·:::·:ili~i:i:::.:::::::::::.:: 
IORV-3 N/A4 

Notes: 

1 . S = Success 
2. F = Failure 
3.. ·Blank denotes "not 'applicable" 

• 

• 
-------------· --- -- - --- - - - ---~ - -- - - --
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iarv2 

!ORV· LOW PRESSURE PHASE 
Page 1·o13 
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SVD LVW LVD WW/OW 

1 scs 
2 ILCO 

3 ILCP 

4 ILCO 

5 ·ILCP 

6 ILCS 

I 
I I • I 

7 ILCT 

8 ILCS 

9 ILCT 

10 ILCO 

11 ILCP 

12 ILCO 

13 ILCP 

14 ILCS· 

I 
I I 

I 
15 ILCT 

16 ILCS 

17 ILCT 

18 scs 
19 ILCO 

20 ILCP 

21 ILCO 

22 ILCP 

23 ILCS 

I 
I I 

I 
24 ILCT 

25 ILCS 

26 ILCT 

27 ILCO 

28 ILCP 

29 ILCO· 

30 ILCP 

31 ILCS 

I 
I I 

I 
32 ILCT 

33 ILCS 

34 ILCT 

35 118M 

36 1180 

37 118P 

38 1180 

39 118P 
I 
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40 118P 

41 118P 

42 1180 

43 118P 

44 1180 

45 118P 
I. 
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46 118P 

47 118P 
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49 118P 

50 1180 

51 118P I 
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52 118P 

53 118P 

54 1180 

55 118P 

56 1180 

57 118P 
I 
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58 118P 

59 . .118P 

60 scs 
61 ILCO 

62 ILCP 

63 ILCO 

64 ILCP I 
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IORV - LOW PRESSURE PHASE 
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I I I 
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69 ILCO 
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73 ILCS 

74 ILCT 

75 ILCS 

76 ILCT 

77 scs 
78 ILCO 

79 ILCP 
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I I 
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81 ILCP 

82 ·ILCS 

83 ILCT 

84 ILCS 

85 ILCT 

86 ILCO 

87 ILCP 

88 ILCO 
I 
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89 ILCP 

90 ILCS' 

91 ILCT 

92 ILCS 

93 ILCT 

94 llBM 

95 1180 

96 llBP 

97 1180 
I . 
I 98 118P 

99 • 118P 

100. 118P 

101 1180 

102 118P 

103 1180 
I 
I 104 118P 

105 118P 

106 118P 

107 1180 

108 118P 

109 1180 
I 
I 110 118P 

111 118P 

112 118P 

113 1180 

114 118P 

115 1180 
I 
I 116 118P 

117 118P 

118 118P 

119 scs 
120 ILCO 

121 ILCP 

122 ILCO 
I 

I I 
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123 ILCP 

124 ILCS 

125 ILCT 

126 ILCS 

127 ILCT 

128 ILCO 
--- - ·---
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IORV - LOW PRESSURE PHASE 
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164 118P 

165 · 118P 

166 1180 

167 118P 

168 1180 

169 118P 

170 118P 

171 118P 

172 1180 

173 118P 

174 1180 

175 118P 

176 118P 

177 118P 

178 ILCO 

179 ILCP 

180 ILCO 

181 ILCP 

182 ILCS I 
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183 ILCT 

184 ILCS 

185 ILCT • --. 
186 1180 

187 118P 

188 1180 

189 118P 

190 118P 

191 118P 
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Notes: 

1 . S = Success 
2. F = Failure 

IORV TREE 3 
LOW PRESSURE PHASE AFTER HPCl/FW FAILURE 

IORV PRT ENTRY CONDITION SUMMARY 

EQUIPMENT 

IOAV PAT RC FW HP1 · OAD/ADS 

IORV-2 s F s N/A4 

3. Blank denotes "not applicable" 

------- -- ----- ---- ---------------- ------- ---------- ---- ---- --- --- -----
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IORV - LOW PRESSURE PHASE AFTER HPCVFW FAILURE 
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7 ILCT 

8 ILCS 

' 9 ILCT 

10 ILCO 

11 ILCP 

12 ILCO 

13 ILCP 
I 
I 14 ILCS 

15 ILCT 

16 ILCS 

17 ILCT 

18 scs 
19 ILCO 

20 ILCP 

21 ILCO 

22 ILCP 
I 
I 23 ILCS 

24 ILCT 

25 ILCS 

26 ILCT 

27 ILCO 

28 ILCP 

29 ILCO 
30. ILCP 

I 

l 31 · ILCS 

32 ILCT 

33 ILCS 

34. ILCT 
.. 

' 
35 IEBM 

36 IEBO 

37 IEBP 
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39 . IEBP 
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48 ·· IEBO 

49 IEBP 
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51 IEBP 
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iorl.3 
IORV - LOW PRESSURE PHASE AFTER HPCVFW FAILURE 
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IORV - LOW PRESSURE PHASE AFTER HPCVFW FAILURE 
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GENERAL TRANSIENT PAT 

TREE TRAN1 TRANSIENT - INITIAL PHASE 
TREE TRAN2 TRANSIENT - LOW PRESSURE PHASE, HPI FAILURE 
TREE TRAN3 TRANSIENT - LOW PRESSURE PHASE, CDNF AT HI 

PRSR, HPI FAILURE 
TREE TRAN4 TRANSIENT - LOW PRESSURE PHASE AFTER HPCI 

SUCCESS 
TREE TRANS TRANSIENT - LOW PRESSURE PHASE AFTER HPCI 

SUCCESS, CDNF AT HI PRSR 

•-•-r r•-•• ••• ••• •• - ------ --- - -- -
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tran1 

TRANSIENT - INITIAL PHASE 

Page 1ol1 {. I~ I RC I RVO I RVC IAIC I 1CH2 I OMUP I MUP I FW I HP1 I OAD I ADS I HP2 

I 
1 scs. 

2 scs 

3 *TRAN4 

1 ______ i I 
4 scs 

s *TRANS 

6 scs 

7 •TRANS 

8 •TRAN2 

i 9 •TRAN3 

10 ·*TRAN3 

11 scs 

12 *TRAN4 

1_ __ 
1 I 

13 . scs 

14 •TRANS 

1S scs 

16 *TRANS 

17 *TRAN2 

i 18 *TRAN3 

19 •TRAN3 

20 scs 

21 • 
0 TRAN4 

~ 
i 22 scs 

I 23 *TRANS 

24 scs 
-------

2S 0 TRANS 

26 •TRAN2 

27 •TRAN3 :·· I . ·I I 
28. •TRAN3 

29 scs 

30 •TRAN4 

I 
1 : I 

31 scs 

32 "-TRANS 

33 scs 

34 *TRANS 

35 *TRAN2 

36 ·. *TRAN3 

37 *TRAN3 

38 IORV 

39 LOCA 

40 Arws· 

•• 



• TRANSIENT TREE 2 
LOW PRESSURE PHASE, HPI FAILURE 

TRANSIENT PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

TRANS PAT AIC/ICH2 OMUP/MUP4 FW4 
· HP1 OAD/ADS HP24 

TRANS-3 s s F/S N/F F F . F N 

TRANS-4 s s F/S N/F F .S s N 

TRANS-5 s s F/S N/F F s F F 

Notes: 

1. S = Success 
2. F = Failure 
3. N = Not demanded . 
4. Success of this node leads to SCS 

•• ••• 
. -:· 

• 
. _ .. _ - -.-- ... ' --- - --- --~-----
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TRANSIENT - LOW PRESSURE PHASE, HPI FAILURE 
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TRANSIENT - LOW PRESSURE PHASE, HPI FAD.URE 
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78 TLCO 

79 TLCP 
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TRANSIENT· LOW PRESSURE PHASE, HPI FAILURE 
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I 
133 TLCT 

134 TLCS 

135 TLCT 

136 scs 
137 TLCO 

138 TLCP 

139 TLCO 

140 TLCP 

141 TLCS 

I 
I I 

I 
142 TLCT 

143 TLCS 

144 TLCT 

145 TLCO 

146 TLCP 

147 TLCO 

148 TLCP 

149 TLCS 

I 
I I 

I 
150 TLCT 

151 TLCS· 

152 . TLCl: 

153 TIBM 

154 TIBP 
' 155 TIBP 

156. . TISO 

157 TIBP I 
I 

158 TIBP 

159 TIBP 

iso TIBP 

161 TIBP 

162 TIBO 

163 TIBP 
I 
I 

164 TIBP 

165 TIBP 

166 TIBP 

167 TIBP 

168 TISO 

169 TIBP 
I 
I 

170 TIBP 

171 TIBP 

172 TIBP 

173 TIBP 

174 TIBO 

175 TIBP 
I 

I 
176 TIBP 

177 TIBP 

178 TLCO 

179 TLCP 

180 TLCO 

)81 TLCP 

182 TLCS 

I 
I I 

I 
183 TLCT 

184 TLCS 

185 TLCT 

186 TIBP 

187 TIBP 

188 TISO 

189 TIBP 
I 
I 

190 TIBP 

191 TIBP 



• 

• 

• 

TRANSIENT TREE 3 
LOW PRESSURE PHASE, CDNF AT HIGH PRESSURE, HPI FAILURE 

TRANSIENT PAT ENTRY CONDITION SUMMARY 

.EQUIPMENT 

TRANS PAT RC RVO+RVC AIC/ICH2 OMUP/MUP4 FW4 HP1 OAD/ADS HP24 

TRANS-2 S . s F/S N/F F F s N 

1=:::11111··1.::::::::1:,.:llll'i::i ·::,:::=::§.=:·::·1·: :=::==.',=,,:ll::·.:·::-,ili·.:::·::,:,,, __ i''!:::!:(:i!.,j:·.=.=:::=.i:::_::::ltf.l·:::_·''i·::=:·::::::,:=_:. 
···.·.·.·.·.·.·.·.···:::····· 

::::::::::::::::~::::::::::::::::: 
. TRANS-4 s s F/S N/F F s s N 

TRANS-5 s s F/S N/F F S. F F. 

Notes: 

1. · S = Success 
2. F = Failure 
3. N = Not demanded 
4; Success of this node leads to SCS 



• 

• 

• 

08/07192 14:17:28 

tran3 

TRANSIENT - LOW PRESSURE PHASE, CD/VF AT HI PRSR, HPI FAILURE 

Page 1of3 

ADS LP LV cs OSPC SPC OCNTS I CNTS 

' 

. I __ J --

. -- ·- -- -- -- I 

OVNT svw svo 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

. I 

I. 
I I 

I 

" 

I 
·1 I 

I . 

I 
I 1. 

I 

I 
I I 

I 

I I 

CADET 1.00 

LVW LVO WW/OW 

1 TIAB 

2 TIAC 

3 TIAD 

4 TIAE 

5 TIAF 

6 TIAS 

I 
I I 

I. 
7 TIAT 
5· TIAS 

9 TIAT 

10 TIAC 

11 TIAD 

12 TIAE 

13 TIAF 

14 TIAS 

I 
I I 

I 
15 TIAT 

16 TIAS 

17 TIAT 

18 TIAB 

19 TIAC 

20 TIAD 

21 TIAE 
I 22 TIAF 

23 TIAS 
. I I 

I 
24 TIAT 

25 TIAS 

26 TIAT 

27 TIAC 

28 TIAO 

29 TIAE 

30 TIAF 

31 TIAS 

I 
I I ' I 

32 'TIAT 

33 TIAS 

34 TIAT 

35 TIAG 

36 TIAY 

37 TIAY 

38 TIA)( 

39 TIAY 
I 
I 

40 .TIAY 

41 TIAY 

42 TIAY 

43 TIAY 

44 TIAX 

45 TIAY 
I. 

I 
46 TIAY 

'47 TIAY 

48 TIAY 

49 TIAY 

50 TIAX 

51 TIAY 
.1 
I 

52 TIAY 

53 TIAY 

54 TIAY 

55 TIAY 

56 TIAX 

57 TIAY 
I 
I 

58 TIAY 

59 TIAY 

60 TIAB 

61 TIAC 

62 TIAD 

63 TIAE 

64 TIAF I 



08/07192 14:17:28. CADET 1.00 

tran3 
TRANSIENT - LOW PRESSURE PHASE. CDNF AT HI PRSR, HPI FAILURE 

Page 2 of 3 

•• ADS LP LV cs OSPC SPC OCNTS CNTS OVNT SVW SVD LVW LVD WW/OW 

I I I 65 TIAS I 
66 TIAT 

67 TIAS 

68 TIAT 

69 TIAC 
I 70 TIAD 
I I 71 TIAE 

. I I 72 TIAF 
I I 

TIAS I 73 

74 TIAT 

75 TIAS 

76 TIAT 

77 TIAB 

78 TIAC· 
I 79 · TIAD 
I I 80 TIAE 

I I 81 TIAF 
I I 

82 TIAS I 
83 TIAT 

84 TIAS 

85 TIAT 

86 TIAC 
I 87 TIAD 
I I 88 TIAE . 

I I· 89 TIAF 
I I . 90 TIAS 

I 
91 TIAT 

92 TIAS • 93. TIAT 
94 -. TIAG 

95 TIAY 
I 96 TIAY 
I I 97 TIAX 

I I 
98 TIAY .1 

. 99 TIAY 

100 TIAY 

101 TIAY 
I 102 TIAY 
I I 103 TIAX 

I I 
104 TIAY I 
105 TIAY ' 

106 TIAY 

107 TIAY 
I ioe TIAY 
I I 109 . TIAX 

I I 
110 TIAY I 
111 TIAY 

112 TIAY 

113 TIAY 
I 114 TIAY 
I I 115 TIAX 

I I 
116 TIAY 

I 
117 '• TIAY 

1.18' TIAY. 

119 TIAB 

120 TIAC 
I 121 TIAD 
I I 122 TIAE • I I 123 TIAF 

I I 
124 TIAS 

I 
125 TIAT 

126 TIAS 

127 TIAT 

128 TIAC --- -- - - ·-- --·--- --- - ----- ---



08/07192 14:17:28 CADET 1.00 

tran3 
TRANSIENT· LOW PRESSURE PHASE, CONF AT HI PRSR, HPI FAILURE 

Page3 of 3 

.Ir:; I LP I LV I cs I OSPC I SPC I OCNTS I CNTS I OVNT I SVW I svo I LVW I LVO IWW/OW 

~ 129 TIAD 

130 TIAE 

131 TIAF 

~ 132 TIAS 

133 TIAT 

134 TIAS 

135 TIAT 

136 TIAB 

137 TIAC 

138 TIAO 

139 TIAE 

140 TIAF 

~ 141 JIAS 

142 TIAT 

143 TIAS 

144 TIAT 

145 TIAC 

146 TIAD 

147 TIAE 

148 TIAF 

~ 149 TIAS 

150 TIAT 

151 TIAS 

152. TIAT 

153 TIAG 

154 TIA'(' 

r 155 TIAY 

I ·156 TIAX 

el ·I -~ I y I 157 TIAY 

I - 158 TIAY 

159 TIAY 

160 TIAY 

,161 . TIAY 

162 TIAX 

163 TIAY 

164 TIAY 

165. TIAY 

166 TIAY 

~ 167 TIAY 

-168 TIAX 

169 TIAY 

170 TIAY 

171 TIAY 

172 TIAY 

173 TIAY 

174 TIAX 

175 TIAY · 

176 TIAY 

177 TIAY 

178 TIAC 

~ 179 TIAD 

180 TIAE 

~ ~ 
181 TIAF 

182 TIAS 

183 TIAT 

184 TIAS 

185 TIAT ., -I I 
186 TIAY 

187 TIAY 

I I 188 TIAY 

189 TIAX 

190 TIAY 

191 TIAY 

J .. - --- ·- ---- ---- .~ - - - -- --- ---- - ----. -- - --~ -- ' .. - ... - -··~ -



• 

• 

• 

TRANSIENT TREE 4 
LOW PRESSURE PHASE AFTER HPCI SUCCESS 
TRANSIENT PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

TRANS PAT RC RVO+RVC AIC/ICH2 OMUP/MUP4 FW4 HP1 

TRANS-2 s s F/S N/F F F 

TRANS-3 s s F/S N/F F F 
.... ::::::::::::::::·:::.:.::·:·:·:·::::::::::::::: ·:·:·:·:·:-:·:·: ·:·:·:·:·:·:·:·:··· 

rmam.•.s.••.•.'.._:'.4.•.·.: ....... •.:.•.:.•.:.•.: .. :,_•.:_i.:.:.:.:.:.:.:.:.: ,_;._:_:.::ts:tr :·:·:·:·:·:·:·:·:·:·:·:·:·: ;.;.:-:-:-:-:-:-:-· 

TRANS-5 s F/S N/F 

Notes: 

1. S = Success 
2. F = Failure 
3. N = Not demanded 
4. Success of this node leads to SCS 

--------------------

OAD/ADS HP24 

S N 

F N 



• 

• 

• 

08/07/92 14:17:28 

tran4 

TRANSIENT· LOW PRESSURE PHASE AFTER HPCI SUCCESS 
Page 1 of4 

ADS LP LV cs OSPC SPC OCNTS I CNTS 

I 

.. 

OVNT svw 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
.I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

---- -. -~ - - -- -•-' - ---- -~ - - - - -·-- - - --- - - -

SVD 

I 
I 

I 
I 

I 
I 

I 
I 

,. 
I 

I 
I 

I 
I 

I 
I 

CADET 1.00 

LVW LVD WW/OW 

1 scs 
2 TLCO 

3 TLCP 

4 TLCO 

5 TLCP 

6 TLCS 
I 
I 

7 TLCT 

8 TLCS 

9 TLCT 

10 TLCO 

11 TLCP 

12 TLCO 

13 TLCP 
I 
I 14 TLCS 

15 TLCT 

16 TLCS 

17 TLCT 

18 scs 
19 TLCO 

20 TLCP 
. ' 

21 TLCO 

22. TLCP 

23 TLCS 
I 
I 

24 TLCT 

25 TLCS · 

26 TLCT 

27 TLCO 

28 TLCP 

29 TLCO 

30 TlCP 

31 TLCS 
I 
I 

32 ,TLCT. 

33 TLCS 

34 TLCT 

35 TLBM 

36 TLBO 

37 .TLBP 

38 TLBO 

39 TLBP 

40 TLBS 
I 
I 

41 TLBT 

42 TLBS 

43 TLBT 

44 TLBO 

45 TLBP 

46 TLBO 

47 TLBP 

48 TLBS 
I 
I 

49 . TLBT 

so TLBS 

51 TLBT 

52 TLBO 

. 53 TLBP 

54 TLBO 

55 TLBP 

56 TLBS 
I 
I 

57 TLBT 

58 TLBS 

59 TLBT 

60 TLBO 

61 TLBP 

62 TLBO 

63 TLBP 
I 

64 TLBS 



08/07192 14:17:28 CADET 1.00 

tran4 

TRANSIENT - LOW PRESSURE PHASE AFTER HPCI SUCCESS 

Page 2 of 4 

• ADS LP LV cs OSPC SPC OCNTS CNTS OVNT SVW SVD LVW LVD WW/OW 

I 
I I 

65 TLBT 

66 TLBS 

67 TLBT 

68 scs 
69 TLCO 

I 70 TLCP 
I I 71 TLCO 

I I n TLCP 
I I 

73 TLCS I 
74 TLCT 

75 TLCS 

76 TLCT 

77 TLCO 

I 78 TLCP 
I I 79 TLCO 

I I 80 TLCP 
I I 

TLCS I 81 

82 TLCT 

. 83 TLCS 

84 TLCT 

85 scs 
86 TLCO 

I 87 TLCP 

I I 88 TLCO 
I I 89 TLCP 

I I 
90 TLCS 

. I 
91 TLCT 

92 TLCS • 93 TLCT 

94 TLCO 
I 95 TLCP · 
I I. 96 TLCO 

I I 97 TLCP 
I I 

98 TLCS I 
99 TLCT 

100 TLCS 

101 TLCT 

102 TLBM 

103 TLBO 
I 104 TLBP 
I .I 105" TLBO 

I I 106 TLBP 
I I 

107 TLBS I 
108 TLBT 

109 TLBS 

110 TLBT 

111 TLBO 
I 112 TLBP 
I I 113 TLBO 

I I 
114 TLBP 

I I 
115 TLBS I 
116 TLBT 

117 TLBS 

118 TLBT 

119 TLBO 
I 120 TLBP 
I I 121 TLBO 

• I I 122 TLBP 
I I 

123 TLBS I 
124 TLBT 

125 TLBS 

126 TLBT 

127 TLBO 

- ---· -- - ---- ~ - --- - -- - I 128 TLBP 
-~ -- - -- -- --



• 

• 

• 

08/07192 14:17:28 

tral'l4 

TRANSIENT· LOW PRESSURE PHASE AFTER HPCI SUCCESS 
Page 3 of 4 

ADS LP LV cs OSPC SPC 

I 

-- ---- ---- .- . 

OCNTS CNTS 

.-

- . - . -

OVNT SVW SVD 

I 

I I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

--· - - - - - - -- -·--

CADET 1.00 

LVW LVD WW/OW 

129 TLBO 

130 TLBP 

131 TLBS 

132 TLBT 

I I· I 
133 TLBS 

134 TLBT I 
135 scs 
136 TLCO 

137 TLCP 

138 TLCO 

139 TLCP 

140 TLCS 

I 
I I 

I 
141 TLCT 

142 TLCS 

143 TLCT 

144 TLCO 

145 TLCP 

146 TLCO 

147 TLCP 

148 TLCS 

I 
I I 

I 
149 TLCT 

150 TLCS 

151 TLCT 

152 scs .. 
153 TLCO 

154 TLCP . 

155 TLCO 
I 156 TLCP 

157 TLCS 
I I 

I 
158 TLCT 

159 TLCS 

160 TLCT 

161 TLCO 

162 TLCP 

163 TLCO 

164 TLCP 

165 TLCS 

I 
I I 

I 
166 TLCT 

167 TLCS 

168 TLCT 

169 TLBM 

170 TLBO 

171 TLBP 

1n TLBO 
I 173 TLBP 

174 TLBS 
I I 

I 
175 TLBT 

176 TLBS 

177 TLBT 

178 TLBO· 

179 TLBP 

180 TLBO 
I 181 TLBP 

182 TLBS 
I I 

I 
183 TLBT 

184 TLBS 

185 TLBT 

186 TLBO .. 
187 TLBP 

188 TLBO 

189 TLBP 

190 TLBS 

I 
I I 

I 
191 TLBT 

192 TLBS - - - . - --- - -



• 

• 

• 

08/07192 14:17:28 

lran4 

TRANSIENT - LOW PRESSURE PHASE AFTER HPCI SUCCESS 
Page4 of4 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT svw SVD 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

I 
193 TLBT 

194 TLBO 

195 TLBP 

196 TLBO 

197 TLBP 

198 TLBS 

I 
I I 

I 
199 TLBT 

200 TLBS 

201 TLBT 

202 TLCO 

203 TLCP 

204 TLCO 
I 205 TLCP 

206 TLCS 
I I 

I 
207 TLCT 

208 TLCS 

209 TLCT 

210 TLBO 

211 TLBP 

212 TLBO 
I 213 TLBP 

214 TLBS 
I I 

I 
215 TLBT 

216 TLBS 

217 TLBT 



• 

• 

• 

TRANSIENT TREE 5 
LOW PRESSURE PHASE AFTER HPCI SUCCESS, CDNF AT HIGH PRESSURE 

TRANSIENT PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

TRANS PAT RC RVO+RVC AIC/ICH2 OMUP/MUP4 
· FW4 HP1 OAD/ADS HP24 

TRANS-2 s s F/S N/F .F F s N 

TRANS-3 s s FIS N/F F F F N 

TRANS-4 s s FIS . N/F F s s N 

Notes:· 

1. S = Success 
2. F = Failure 
3. N = Not demanded 
4. Success of this node leads. to SCS 



08/07192 14:17:28 CADET 1.00 

trans 

TRANSIENT - LOW PRESSURE PHASE AFTER HPCI SUCCESS, CD/VF AT HI PRSR 

Page 1 of 4 

• ADS LP LV cs OSPC SPC OCNTS CNTS OVNT SVW SVD LVW LVD WW/OW 

1 TLAB 

2 TLAC 
I 3 TLAD 
I I 4· TLAE 

I I 5 TLAF 
I I 

6 TLAS I 
7 TLAT 

8 TLAS 

9 . TLAT 

10 Tl.Ac 
I 11 TLAD 
I I 12 TLAE 

I I 13 TLAF 
I I 

TLAS. I 14 

15 TLAT 

16 rus· 

17 TLAT 

18 TLAB 

19 TI.AC 
I 20 TLAD 
I I 21 TLAE 

I I ·22 TLAF 
I I 

23 TLAS I 
24 TLAT 

.25 TLAS 
25· TLA,T 
27 TLAC 

• ·I 28 TLAD 
I I 29 TLAE 

I I 30 TLAF 
I I 31 TLAS I 

32 . TLAT 

33 , TLAS 

34 ruT· 

35 TLAG 

36 TLAX 
I 37 TLAY 
I I 38 TLAX 

I I 39 TLAY 
I 1· 

40 TLAS I 
41 TLAT 

42 TLAS 

43 TLAT 

44 TLAX 
I 45 TLAY. 
I I 46 TLAX 

I I 47 TLAY 
I I 

48 TLAS 
I 

49 TLAT 

50 TLAS 

51 TLAT 

52 TLAX 
I 53 TLAY 
I I 54 TLAX 

I I 55 TLAY 
I I 

56 TLAS I 
57 TLAT 

• 58 TLAS 

59 TLAT 

60 TLAX 
I 61 TLAY 
I I 62 TLAX 

I I 63 TLAY 
I I 

64 TLAS - - -·- - -



• 

• 

• 

08/0719214:17:28 

trans 

TRANSIENT - LOW PRESSURE PHASE AFTER HPCI SUCCESS, CDNF AT HI PRSR 
Page 2 of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS 

' 

' 

., 

" 

-

.. - -· ------- -- --·- --- -

OVNT SVW SVD 

I 
I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

-

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
- --· 

CADET 1.00 

LVW LVD WW/OW 

I I 
65 TLAT 

66 TLAS 

67 TLAT 

68 TLAB 

69 TLAC 

70 TLAD 

71 TLAE 

72 TLAF 

73 TLAS 

I 
I I 

I 
74 TLAT 

75 TLAS 

76 TLAT 

77 TLAC 

78 Tl.AD 

79 TLAE 
I 80 TLAF 

81 TLAS 
I I 

I. 
82 TLAT 

83 TLAS 

84 TLAT 

85 · TLAB 

86 TLAC 

87 TLAD 

88 TLAE 
I 89 TLAF 

90 TLAS I I 
I 

91 TLAT 

92 TLAS 

93 TLAT 

94 TLAC 

95 TLAD 
96 TLAE 

97. TLAF 

98 ID\S 

I 
I I 

I 
99 TLAT 

100 TLAS 

101 TLAT 

102 TLAG 

103 TLAX 

104 TLAY 

105 . TLAX 

106 TLAY 

107 TLAS 

I 
I I 

I 
108 TLAT 

109' TLAS 

110 TLAT 

111 TLAX 

112 TI.Av 
113 TLAX 

I 114 TLAY 

115 TLAS 
I I. 

I 
116 TLAT 

117 TLAS 

118 TLAT 

119 TLAX 
120 TLAY 

121 TLAX 
122 TLAY 

123 -TLAS 

I 
I I 

I 
124 TLAT 

125 TLAS 

126 TLAT 

127 TLAX 

128 TLAY - - - -- -· - -- --



08/07192 14:17:28 CADET 1.00 

trans 

TRANSIENT - LOW PRESSURE PHASE AFTER HPCl.SUCCESS, CDNF AT HI PRSR 

Page 3 of 4 

• ADS LP LV cs OSPC SPC OCNTS CNTS OVNT SVW SVD LVW LVD WW/OW 

I 
I 

129 TLAX 

130 TLAY 

131 TLAS 

132 TLAT 

133 TLAS 

134 TLAT 

135 TLAB 

136 TLAC 
I 137 TLAD 
I I 138 TLAE 

I I 139 TLAF 
I I 

TLAS I 140 

141 TLAT 

142 TLAS 

143 TLAT 

144 TLA~ 
I ·145 TLAD 
I I 146 TLAE 

I I 147 TLAF 
I I 148 TLAS 

I 
149 TLAT 

150 TLAS 

151 TLAT 

152 TLAB 

153 TLAC 
I 154 TLAD 
I I 155 TLAE 

I I 156 TLAF • I I 
157 TLAS 

I 
158 TLAT 

159 TLAS 

160 TLAT 

161 TLAC 
I 162 TLAD 
I I 163 TLAE 

I I 164 TLAF 
',I; I I 165 TLAS . I 

166 TLAT 

167 TLAS 

168 TLAT 

169 TLAG 

170 TLAX 
I 171 TLAY 
I I 172 TLAX 

I I 173 TLAY 
I I 

174 TLAS I 
175 · TLAT 

176 TLAS 

177 TLAT 

178 TLAX 
I 179 TLAY 
I I 180 TLAX 

I I 181 TLAY 
I I 

182 TLAS I 
183 TLAT 

184 TLAS 

185 TLAT 

• 186 TLAX 
I 187 TLAY 
I I 188 TLAX 

I I 189 TLAY 
I I 

190 TLAS I 
191 TLAT 

192 TLAS - -- - ·---···- .. -- - . - -- -- -· ·-



•• 

• 

• 

08/07192 14:17:28 

trans 
TRANSIENT - LOW PRESSURE PHASE AFTER HPCI SUCCESS, CD/VF AT HI PRSR 
Page4of4 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT svw SVD 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVO WW/OW 

I 

193 Tl.AT 

194 Tl.AX 

195 Tl.AV 

196 Tl.AX 
I 197 Tl.AV 

198 Tl.AS 
I I 

I 
199 Tl.AT 

200 Tl.AS 

201 Tl.AT 

202 Tl.AC 

203 Tl.AD 

204 Tl.AE 

205 Tl.AF 

206 Tl.AS 

I 
I 1. 

I 
207 Tl.AT 

208 Tl.AS 

209 Tl.AT 

210 Tl.AX 

211 Tl.AV 

212 Tl.AX 

213 Tl.AV 

214 Tl.AS 

I 
I I 

I 
215 Tl.AT 

216 li.As 
217 Tl.AT 



• ATWS PRT 

TREE ATW1 ATWS - INITIAL PHASE (3 PAGES) 
TREE ATW2 ATWS - FW AND MC BOTH AVAILABLE, RPT SUCCESS, (1 PAGE) 

ARI FAILED 
TREE ATW3 ATWS - FW AVAILABLE, MC UNAVAILABLE, RPT (1 PAGE) 

SUCCESS, ARI FAILED 
TREE ATW4 ATWS - FW UNAVAILABLE, MC AVAILABLE, RPT (1 PAGE) 

SUCCESS, ARI FAILED 
TREE ATW5 ATWS ~ FW UNAVAILABLE, MC UNAVAILABLE, RPT (1 PAGE) 

SUCCESS, ARI FAILED 
TREE ATW6 ATWS - ARI OR SLC SUCCESS, DECAY HEAT REMOVAL (1 PAGE) 

PHASE 
TREE ATW7 ATWS - LOW PRESSURE DECAY HEAT REMOVAL (3 PAGES) 

PHASE 
TREE ATWB ATWS - LOW PRESSURE DECAY HEAT REMOVAL (3 PAGES) . . . ' 

PHASE, CDNF AT HI PRSR 

• 
- - --- -- - - - -·-- - -- -- ------



08/07/92 14:17:28 CADET1.00 

atw1 
ATWS - INITIAL PHASE 

Page 1ol3 

• I ATWS I FWA I MC RCFM AT RPT1 ORP RPT2 OAT. ARI I RVO lww/OW I 
1 scs 
2 LOCA 

3 "ATW2 
I 

4 TEEQ I 
5 TEER 

6 scs -. 
7 LOCA 

8 TEEO 

9 TEER 

10 scs 
11 LOCA 

12 TEEQ 

I 13 TEER 

I 14 TEEQ 

·15 ·TEER 

16 scs 
17 LOCA 

; 18 TEEQ 

I 19 TEER 
•' 

I 2o TEEQ 

21 TEER 

22 scs .. 
23 LOCA .. .. 24' LOCA 

" I 
25 TEEO I 
26 TEER 

; 

' 27 "ATW2 

• 
.. I 28 TEEO 

I ,. .. 29 TEER 

30 scs 
.- 31 LOCA 

32 i'EEa 
•' 

33 TEER 

34 TEEO 

35 •TEER 

36 scs 
37 LOCA 

38 TEEO. 
·39 TEER 

; 40 TEEQ 
.. 41 TEER .. 

42 "ATW2 
I 

43 TEEQ I 
44 TEER 

' 
'. 

I• 45 "ATW2 

" 
.. I 

46 TEEO I 
47 TEER 

48 TEEO 

49 TEER 

50 TEEO 

51 TEER 

52 "ATW2 
I 

53 TEEQ I 
54 TEER 

55 TEEQ 

56 TEER 

57 TEEQ 

•• 58 TEER 
.. 59 "ATW6 

: I 
60 LOCA 

I 
61 "ATW3 

62 TEEQ .. I I 
63' TEER 

64 LOCA 
. - - ---- - --- -· - - - ---- _. __ - . --·----· ----- ----·- ... ---- - --- .. - ·- ---- --- ---- . ---- .. -- -- ... - ----



• 

• 

• 

08.'07192 14:17:28 

atw1 

AlWS- INITIAL PHASE 

Pa99 2 of 3 

AlWS FWA MC RCFM AT RPT1 OAP 

:1 

I 
I 

RPT2 OAT ARI 

I 
I 

I 

I I 

I 

I 
I 

I 
I I 

I 

I 
I I 

I 

I 
I 

I 
I 

I 
I I 

I 

I 
I 

I 
I 

I 
I 

I 
I 

I 

I 

I 

CADET 1.00 

RVO WW/OW 

65 TEEO 

66 TEER 

67 LOCA 

68 TEEO 

69 TEER 

70 TEEO .• 
71 TEER 

72 *A1W3 

73 TEEO 

74 TEER 

75 TEEO 

76 TEER 

77 TEEQ 

78 TEER 

79 "A1W6 

BO LOCA 

. 81 *A1W4 

82 TEEO 

83 TEER 

84 *A1W6 

85 LOCA 

86 *ATW4 

87 TEEO 

BB TEER 

89 *ATW6 

90 LOCA 

91 TEEO 

92 TEER 

93 "ATW6 

94 LOCA 

95 TEEO 

96 TEER 

97 *ATW6 

98 LOCA, 

99 "ATW4 

100· TEEO 

101 'TEER 

102 *ATW4 

103 TEEO 
,·, 

104 TEER 

105 *ATW6 

106 LOCA 

107 TEEO 

108 TEER 

109 TEEO 

110 TEER 

111 *ATW6 

112 LOCA' 

113 TEEO. 

114 TEER 

115 TEEO 

116 TEER 

117 "ATW4 

118 TEEO 

119 TEER 

120 *ATW4 

121 TEEO 

122 TEER 

123 TEEO 

124 TEER 
125' TEEQ 

126 TEER 

127 *ATW4 

128 TEEO 
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a1W1 

ATWS - INITIAL PHASE 
Page 3 of 3 

ATWS FWA 

I 

.. 

MC RCFM 

I 
AT RPT1 ORP RPT2 OAT ARI 

I 
I 

I 
I 

I 

I 

I 
I 

' 

CADET 1.00 

RVO WW/OW 

I I 
129 TEER 

130 TEEO 

131 TEER 

132 TEEO 

133 TEER : 
134 "ATW6 

135 LOCA 

136 "ATWS 

137 TEEO 
I 
I 

138 TEER 

139 LOCA 

140 TEEO 

141 TEER 

142 LOCA 

143 TEEO 

144 TEER 

145 TEEO 

146 TEER 

147 "ATW5 

148 TEEO 
I. 
I 

149 TEER 

150 TEEO 

151 TEER 

152 TEEO 

153 TEER 



' . 

• •-
ATWS TREE 2 

FW AND MC BOTH AVAILABLE, APT SUCCESS, ARI FAILED 
ATWS PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

• 

ATWS PAT FWA . MC RCFM APT' OAT/ARI RVO (OSL 1 OR OSL2)/SLC . HP1 IC'IHP2 OAD/ADS 

ATWS-3 s F s s F s 

ATWS-4 F s s s F s 

ATWS-5 F F s s F s 

ATWS-6 F s s F s ·s 

ATWs-s• s s s s 

ATWs-s• F s s s s 

ATWS-"78 F F s s F s 

ATWS-77 F F s s s s 

ATWs-a• F F s s F F 

ATWS-87 F F s s s F 

Notes: 

1. S = Success 
2. F = Failure 
3. Blank denotes "not applicable" 
4. If FWA and MC are both success, then no transfer to A TWS-6: end state is SCS. 
5. Success leads to SCS ' 
6. This tree may be entered from ATWS-3, 4, or 5. ·Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, ~4. or -5. 
7. This tree may be entered from ATWS-6. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
8. This node consists of nodes AIC, ICH2, OMUP, and MUP. Success of IC requires the equipment response of all four nodes to be success. 
9. This node consists of nodes AT/RPT1 or ORP/RPT2. Success of APT requires the equipment response of either set of nodes to be succe.ss. 
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atw2 

ATWS - FW AND MC BOTH AVAILABLE, APT SUCCESS, ARI FAILED 

Page 1 of 1 

I RVO I OSL1 I OSL2 I SLC I OAL 

I 
I I 

I 

I 
I I 

I 

I 
I 

CADET 1.00 

jww1Dw 

1 scs 
2 SAM 

3 TEEO 

4 TEER 

5 scs 
6 SAM 

7 TEEO 

8 TEER 

9 SAM 

10 TEEO 

11 TEER 

. ) 



. ' 
I 

1-

1 
I 

·1 
I 

• • 
. ·ATWS TREE 3· . 

.FW AVAILABLE, MC UNAVAILABLE, HPT SUCCESS, ARI FAILED 
ATWS PAT .ENTRY CONDIT.ION SUMMARY . 

EQUIPMENT 

• 

ATWS PAT FWA MC RCFM .RPrt OAT/ARI RVO . (OSL1 .OR OSL2)/SLC HP1 IC1/HP2 OAD/ADS 

ATWS-4 F s s s F s 

ATWS-5 F F s s F s 

ATWS-6 F s s .F ·s s 

ATWs-6• s s s s 

ATWS-6' F s s ·s s 

ATWS-r .F F s s F s 

ATWS-77 
• F .F s s s s 

ATWS-81 F F s s F F 

ATWS-87 F F s s s F 

Notes: 

1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 

S =Success 
F =Failure 
Blank denotes "not appiicable" 
If FWA and MC. are both success, then no transfer to.ATWS-6, end state is SCS. 

, .. 

Success leads to SQS . _ . . . . . . . 
This tree may be entered from ATWS-3, 4, or 5. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
This tree may be entered from ATWS-6 .. : Therefore, equipment respon.se for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
This node consists ·of nodes AIC, ICH2, OMUP, and MUP. Success of IC requires the equipment response of all four nodes to be success. 
This node consists of nodes AT/RPT1 or ORP/RP.T2. Succ.ess of APT requires the equipment response of ei.ther set of nodes to be success. 
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atw3 
ATWS- FW AVAILABLE, MC UNVAILABLE, RPT SUCCESS, ARI FAILED 

Page 1ol1 

• I RVO I OSL1 I OSL2 I SLC I HP1 I OAD I ADS lwwrow 

1 *ATW6 

I 2 *ATW7 

I I 3 *ATW8 
I 4 *ATW8 

5 TEEQ 

6 TEER 
.. 7 *ATW6 

I 8 *ATW7 

1 I 9 *ATW8 
I 10 *ATW8 

11 TEEC 
. ";"· 

12 TEER 

13 TEEQ 

14 TEER 

••• 

. .. 



I. 

I 

. : 
' 

• 

ATWS PAT FWA MC 

ATWS-2 s s 

.;.· 

• •••• 
ATWS TREE 4 

FW UNAVAILABLE, MC AVAILABLE, APT SUCCESS, ARI FAILED 
ATWS PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

·RCFM APT' OAT/ARI RVO (OSL 1 OR OSL2)/SLC HP1 

s s F s 

IC9/HP2 

ATWS-3 S · F S S . .. F . S . _ . 

ATWS-5 F F ·S s F s 

ATWS-6 F s s F s s 

ATWS-6' s s s .s 
'\ 

ATWs-6• F s s s s 

ATWS-°74 F F s s F 

ATWS-77 F F s s s 

ATWs-a• F . F s s F 

ATWS-87 F F .s s s 

Notes: 

1. S = Success 
2. F = Failure 
3. Blank denotes "not applicable" 
4. If FWA and MC are both success, then no transfer to A TWS-6, end: state is SGS. 
5. Success leads to SGS _ . . 

• 

OAD/ADS 

s 

s 

F 

F 

6.· This tree may be entered from ATWS-3, 4, or·5. Therefore, equipment' response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
7. . This tree may be entered from ATWS-6. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4; or -5. . 
a. This node consists of nodes AIC, ICH2, OMUP, and MUP. Success of IC requires the equipment respon-se of all four nodes to be success. 
9. This node consists bf nodes AT/RPT1 or ORP/RPT2. Success ofRPT requires _the equipment response of either set of nodes to be success . 
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alW4 

ATWS • FW UNAVAILABLE, MC AVAILABLE, APT SUCCESS, ARI FAILED 

Page 1of1 

.•. ~'-R-vo ________ _...l_o_s_L1 _________ ,_o_s_L2 _________ ,_s_Lc ________ ....... l_H_P1 ________ _._lo_AD ________ __.l~AD--s _________ ,~ww---1D_w ______ ~ 

I 
I I 

I 

I 
I I 

I 

• 

• 

CADET 1.00 

1 •ATWS 

2 •ATW7 

3 •ATWB 

4 •ATWB 

5 ·TEEO 

6 TEER 

·Arws 

8 •ATW7 

9 •ATWB 

10 •ATWB 

11 TEEO 

12 TEER 

13 TEEO 

14 TEER 



• 

ATWSPRT FWA MC 

ATWS-2 s s 

ATWS-3 s F 

• 
ATWS TREE 5 

FW AND MC UNAVAILABLE, APT SUCCESS, ARI FAILED 
ATWS PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

RCFM RPT' OAT/ARI RVO (OSL 1 OR OSL2)/SLC HP1 

s s F 

s s F s 

ATWS-4 F S S S F S 

ATWS-6 F s s F s s 

ATWs-s• s s s s 

ATWS-61 F s s s s 

ATWS--,. F F s s F 

ATWS-77 F F s s s 

ATWS-8' . F F s s F 

ATWS-87 F F s s s 

Notes: 

1. S = Success 
2. F =Failure 
3. Blank denotes "not applicable" 
4. If FWA and MC are both success, then no transfer to A TWS-6, ·end state is SGS. 
5. Success leads to SGS 

•• 

IC1/HP2 OAD/ADS 

s· 

s 

F 

F 

6. This tree may be entered from ATWS-3, 4, or 5. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
7. ·This tree may be entered from ATWS-6. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
8. This node consists of nodes AIC, ICH2, OMUP, and MUP. Success of IC requires the equipment response of all four nodes to be success. 
9. This node consists of nodes AT/RPT1 or ORP/RPT2. Success of APT requires the equipment response of either set of nodes to be success. 
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atw5 

ATWS - FW UNAVAILABLE. MC UNAVAILABLE, RPT SUCCESS, ARI FAILED 

Page 1of1 

I RVO I OSL1 IWW/DW 

I 
I . I 

I 

I 
I I 

I 

CADET i.OO 

'ATW6 
·2 'ATW7 

3 'ATWB 

4 'ATWB 

5 TEEQ 

6 TEER 

'ATW6 

8 'ATW7 

9 'ATWB 

10 'ATWB 

11 TEEQ 

12 TEER 

13 , ~EQ 

14 .TEER 
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ATWS TREE 6 . . 

·ARI OR SLC SUCCESS, DECAY HEAT REMOVAL PHASE 
ATWS PAT ENTRY CONDITION SUMMARY 

·EQUIPMENT 

ATWS PAT FWA MC RCFM APT' OATiARI RVO (OSL 1 OR OSL2)/SLC HP1 IC1/HP2 CAD/ADS 

ATWS-2 .s s ·s s F s 

ATWS-3 s F s s F s 

ATWS-4 · F s s s F s 

ATWS-5 F F s s F s 

ATWS-r F F ·s s F s 

ATWS-77 F F s s s s 

ATWS-8' F F s· s F F 

ATWS-87 F s s s F 

Notes: 

1 . S = Success 
2. F = Failure 
3. Blank denotes "not applicable"· . 
4. If FWA and MC are both success, then no transfer to ATWS-6, end state is SGS. 
5. Success leads to SGS · 
6. This tree may be entered from ATWS-3, 4, or 5. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
7. This tree may be entered from ATWS-6. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
8. This node consists of nodes AIC, ICH2; OMUP, and MUP. Success of IC require~ ~he equipment response of all four nodes to be success. 
9. This node consists of nodes AT/RPT1 or ORP/RPT2. Success of APT requires the equipment response of either set of nodes to be success. 

I 
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atw6 

ATWS ·ARI OR SLC SUCCESS, DECAY HEAT REMOVAL PHASE 

Pall" 1of1 

I OMUP 

I 
I 

I HP2 

I 
I r 

I 

I 
I I 

I 

I 
I I 

I 

I 
I r 

l 

CADET 1.00 

scs 
2 SAM 

3 •ATW7 

4 •ATWB 

5 •ATWB 

6 SAM 

•ATW7 

8 •ATWB 

9 "ATWB 

10 SAM 

11 "ATW7 

12 •ATWB 
... 

13 •ATWB 

14 SAM 

15 •ATW7 

is •ATWB 

17 •ATWB 



• 

ATWS PAT FWA MC 

ATWS-2 s s 

ATWS-3 s F 

ATWS-4 F s 

ATWS-5 F F 

ATWS-6 F s 

ATWS-6' 

ATWS-69 

ATWS-81 

ATWS-87 

Notes: 

1. S =Success 
2. F = Failure 
3. Blank denotes "not applicable" 

•• 
ATWS TREE 7 

~ow PRESSURE DECAY HEAT REMOVAL PHASE 
ATWS PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

RCFM APT' OAT/ARI RVO (CSL 1 OR OSL2)/SLC 

s s F s 

s s F 

s s F s 

s s F s 

s F s s 

s s s s 

F s s s 

F F s s 

F F ·S s 

4. If FWA and MC are both success, then no transfer to A TWS-6, end state is SCS. 

HP1 IC1/HP2 

s 

F 

s 

5~ Success leads to SCS . . . 

• 

CAD/ADS 

F 

F 

6. This tree may be entered from ATWS-3, 4, or 5. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
7. This tree may be entered from ATWS-6. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
a. This node con~ists of nodes AIC, ICH2, OMUP, and MUP. Success of IC requires the equipment response of all four nodes to be success. 
9. This node consists of nodes.AT/RPT1 or ORP/RPT2. Success of RPT requires the equipment response of either set of nodes to be success .. 





08/0719214:17:28 CADET 1.00 

atw7 
ATWS - LOW PRESSURE DECAY HEAT REMOVAL PHASE 

Page2of 3 

• ADS LP LV cs OSPC SPC OCNTS CNTS OVNT SVW SVD LVW LVD WW/OW 

I 
65 TLCS 

I 66 TLCT 

67 TLCS 

68 TLCT 

69 TLCO 
I 70 TLCP 
I I 71 TLCO 

l I n TLCP 
I I 

1 73 TLCS 

74 TLCT 

75 TLCS 

76 . TLCT 

77 scs 
78 .TLCO 

I 79 TLCP 
I r 80 TLCO 

l I 81 TLCP 
I .. , 

l 82 'TLCS 
l 83. TLCT 

84 TLCS 

85 TLCT 

86 ,TLCO 
I 87 TLCP 
·I I 88 TLCO 

I ... I 
8~ TLCP 

l I . 90 TLCS I 
l 91 TLCT 

• . 92 TLCS 
:.:· 

. 93 TLCT 

. 94 . TIBM 

95 · TIBO 
r 96 TIBP 
I I 97 TIBo· 

I I 

l 98 .TIBP. 

99 TIBP 

100 TIBP. 

101 TIBO 
I 102 TIBP 
I I. 103 .' TIBO 

.l I 
· TIBP I 104 

105 TIBP. 

106 TIBP. 

107 . TIBO 
I 108 TIBP 
I I 109 TIBO 

I I 
I 110 TIBP 

111 TIBP 

112 TIBP 

113. TIBO. 
I 114 TIBP 
I I 115 .TIBO 

I r 
. I 116 TIBP 

117 TIBP. 

118 TIBP 

119 scs 
120 TLCO 

I 121 TLCP 
I I 122 TLCO • I I 123 TLCP 

I I 
I 124 TLCS 

125 TLCT 

126 TLCS 

I 
127 TLCT 

128 TLCO --- - - -- - --- ---- - - -- --- - -- -·--- - -- -- --- -·- ---- - --- - -- --- ------ -- - --- -- - - . -- - --- - - ---- - --- - -------- ------ - --- - - ---
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atw7 

ATWS - LOW PRESSURE DECAY HEAT REMOVAL PHASE 

Pago 3ol 3 

ADS LP LV cs OSPC 

.. 

SPC OCNTS CNTS 

. 

OVNT svw SVD 

I. 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I 1· 

I 

I 
I I 

I 

I 
I I 

' I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

129 TLCP 

130 TLCO 

131 TLCP 

132 TLCS 

I 
I I 

I 
133 TLCT 

134 TLC<S 

135· TLCT 

136 scs 
137 TLCO 

138 TLCP 

139 TLCO 

140 TLCP 

141 TLCS 

I 
I I 

I 
142' TLCT 

143 TLCS 

144 TI.er 
145 TLCO 

146 TLCP 

147 TLCO 

148 TLCP 

149 TLCS 

I 
I I 

I 
150 ncr 
151 TLCS 

152 TLCT 

i53 TISM 

154 TISO 

155 ·TISP 

156 TISO 

157 TISP I 
I 

158'. TISP 

159. TISP 
160 . TISO 

161 TISP 

162 TISO 

163 TISP 
I 
I 

164 TISP 

165 TISP 

166 TISO 

167 TISP 

168 TISO 

169 TISP 
I 
I 

170 TISP 

171 TISP 

1n TISO 

173 TISP 

174 TISO 

175 TISP 
I 
I 

176 TISP 

1n TISP 

178 TLCO 

179 TLCP 

180 TLCO 

181 TLCP 

182 TLCS 

I 
I I 

I 
183 TLCT 

184 TLCS 

185 TLCT 

186 TISO 

187 TISP 

188 TISO 
I 

I 189 TISP 

190 TISP 

191 TISP 
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•• 
.. ATWS TREE 8 

LOW PRESSURE DECAY HEAT R.EMOVAL PHASE, CDNF AT HIGH PRESSURE 
ATWS PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

ATWS PAT FWA MC RCFM APT' OAT/ARI RVO (CSL 1 OR OSL2)/SLC HP1 IC1/HP2 

ATWS-2 s s s s F s 

ATWS-3 s F s s F s 

ATWS-4 F ·s s s F s 

ATWS-5 F F s s F s 

ATWS-6 F s s F s s 

ATWS-6' s s s s 

ATWS-61 F s s s s 

ATWS-7' F F s s F 

ATWS-77 F F 

Notes: 

1 . S = Success 
2. F =Failure 
3. Blank denotes "not ·applicable" 
4. If FWA and MC are both success, then no transfer to A TWS-6, end !)tate is SCS. 
5. Success leads to SCS 

• 

CAD/ADS 

s 

6. This tree may be entered from ATWS-3, ·4, or 5. Therefore, equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
7. This tree may be entered from ATWS-6. Therefore, .equipment response for nodes FWA and MC will be the same as ATWS-3, -4, or -5. 
8. This node consists of nodes AIC, ICH2, OMUP, and MUP. Success of IC requires the equipment response of all four nodes to be success. 
9. This node consists of nodes AT/RPT1 or ORP/RPT2. Success of APT requires the equipment response of either set of nodes to be success. 

' . 
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atw8 

ATWS - LOW PRESSURE DECAY HEAT REMOVAL PHASE, CDNF AT HI PRSR 

Pago 1 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

,. 

I I .. --~ 

·---~-- - .. .. - . -

OVNT 

I 
-

CADET 1.00 

svw SVD LVW LVD WW/OW 

I 
I I 

I I 
I I 

I 

I 
I I 

I I 
I I 

I 

I 
I I 

I I 
I I 

I 

I 
I ,. 

I I 
I I 

I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I I I 
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atw8 

ATWS ·LOW PRESSURE DECAY HEAT REMOVAL PHASE, CONF AT HI PRSR 

Page2 ol 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

I 

.. 

.. 

--- . - I_ ----·--- .. 

OVNT svw SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I· 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

65 TIAS 

66 TIAT 

I I I 
67 TIAS 

68 TIAT 

69 TIAC 

70 TIAD 

71 TIAE 

72 TIAF 

73 TIAS 

I 
I I 

I 
74 TIAT 

75 TIAS 

76 TIAT 

77 TIAB 

78 TIAC 

79 TIAD 

BO TIAE 

81 TIAF 

82 TIAS 

I 
I I 

I 
83 TIAT 

84 TIAS 

85 TIAT 

86 TIAC 

87 TIAD 

BB TIAE 

89 TIAF 

90 TIAS 

,. 
I I 

I 
91 TIAT 

92 TIAS 

93 TIAT 

94 TIAG 

95 TIAX 

96 TIAY 

97 TIAX 
.. I 

I 98 TIAY 

99 TIAY 

100 TIAY 

101 TIAX 

102 TIAY 

103" TIAX 

104 TIAY 
I 
I 

105 TIAY 

106 TIAY 

107 TIAX 

108 TIAY 

109 TIAX 
I 
I 110 TIAY 

111 TIAY 

112 TIAY-. 

113 TIAX 

114 TIAY 

115 TIAX 
I 

I 116 TIAY 

117 TIAY 

118 TIAY· 

119 TIAB 

120 TIAC 

121 TIAD 

122 TIAE 

123 TIAF 

124 TIAS 

I 
I I 

I 
125 TIAT 

126 TIAS 

127 TIAT 

128 TIAC 
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atw8 

ATWS- LOW PRESSURE DECAY HEAT REMOVAL PHASE, CDIVF AT HI PRSR 

Page 3 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

,. 

OVNT SVW SVD 

I 
I I 

. I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

129 TIAD 

130 TIAE 

131 TIAF 

132 TIAS 

I 
I I 

I 
133 TIAT 

134 TIAS 

135 TIAT 

136 TIAB 

137 TIAC 

138 TIAD 

139 TIAE 

140 TIAF 

141 TIAS 

I 
I I 

.1 
142 TIAT 

143 TIAS 

144 TIAT 

145 TIAC 

146 TIAD 

147 TIAE 

148 TIAF 

149 TIAS 

I 
I I 

I 
150 TIAT 

15.1 TIAS 

152 TIAT 

153 TIAG 

154 TIAX 

155 TIAY 

156 TIAX 

157 TIAY 

158 TIAY 

I 
I 

159 TIAY 

160 TIAX 

161 TIAY 

162 TIAX 

163 TIAY 
I 
I 

164 TIAY 

165 TIAY 

166 -TIAX 

167 TIAY 

168 TIAX 

169 TIAY · 
I 
I 

170 TIAY 

171 TIAY 

172 TIAX 

173 TIAY 

174 TIAX 
I 
I 175 TIAY 

176 TIAY 

177 TIAY 

178 TIAC 

179 TIAD 

180 TIAE 

181 TIAF 

182 TIAS 

I 
I I 

I 
183 TIAT 

184 TIAS 

185 TIAT 

186 TIAX 

187 TIAY 

188 TIAX 

189 TIAY 
I 
I 

190 TIAY 

191 TIAY 



• LOSS-OF-OFFSITE-POWER PAT 

TREE LOOP1 LOSP - INITIAL PHASE (2 PAGES) 
TREE LOOP2 LOSP - LOW PRESSURE INJECTION PHASE, OSP NOT (4 PAGES) 

RECOVERED,HPCISUCCESS 
TREE LOOP3 LOSP - LOW PRESSURE PHASE AFTER CDNF AT HI (3 PAGES) 

PRSR, OSP NOT RECOVERED 
TREE LOOP4 LOSP - LOW PRESSURE INJECTION PHASE AFTER (3 PAGES) 

HPCI FAILURE, OSP NOT RECOVERED 
TREE LOOPS LOSP - SYSTEM RESTORATION AFTER OSP RECOVERY,_ (1 PAGE) 

AT HIGH PRESSURE 
-TREE LOOPS LOSP - LOW PRESSURE PHASE AFTER CDNF·AT HI (3 PAGES) 

PRSR, HPCI FAILURE,· OSP RECOVERED 
TREE LOOP? LOSP - LOW PRESSURE INJECTION PHASE AFTER (3 PAGES) 

HPCI FAILURE, OSP RECOVERED 
TREE LOOPS LOSP - LOW PRESSURE PHASE, HPCI SUCCESS, (4 PAGES) 

DEPRESS FAILURE, OSP NOT RECOVERED 
TREE LOOP9 LOSP - LOW PRESSURE PHASE, HPCI SUCCESS, (4 PAGES)_ 

DEPRESS FAILURE, OSP RECOVERED 
TREE LOOP10 LOSP - SYSTEM RESTORATION AFTER (1 PAGE) 

DEPRESSURIZATION AND OSP RECOVERY· 

• TREE LOOP11 LOSP - LOW PRESSURE INJECTION PHASE, OSP _ (4 PAGES)-
RECOVERED,HPCISUCCESS 

• 
- -- - - - - ----- - - - --- - -- - - - -



08/07192 14:17:2S CADET 1.00 

loop! 

LOSP - INITIAL PHASE 

Page 1 of 2 

• l~p I RC I OIC I 1CH1 I RVO I RVC l.AIC I 1CH2 I OMUP I MUP I HP1 I OAD I ADS I HP2 I ROP1 

I 
1 scs 
2 •LOOP10 

i 3 •LooP2 

{ 
4 scs. 
s •LOOPS 

s •LOOPS 

7 scs 
-{ s •LOOPS 

9 •LOOPS 

10 •LOOP7 

{ 11 •LOOP4 

12 •LOOPS 

13 •LOOP3 

14 •LOOPS 

1S •LOOP3 

1S •LOOP10 

~ 
17 •LOOP2 · 

{__u_ u 

1S scs 
19 •LOOPS 

20 •LOOPS 

21 scs 

1 22 •LOOPS 

23 •LOOPS 

24 •LOOP7 f-------- 2S •LOOP4 

2S •LOOPS 

27 •LOOP3 

• I n 2S •LOOPS 

29 •LOOP3 

30 •LOOP10 

I i 
. 31 •LOOP2 

32 scs 

i 33 •LOOPS 

34 •LOOPS 

3S scs 
-{ I 

36 •LOOPS 

37 •LOOPS 

38 •LOOP7 

1 39 •LOOP4 

40 •LOOPS 

41 •LOOP3 

42 •LOOPS 

43 •LOOP3 

44 IORV 

4S LOCA 

46 scs 
47 •LOOP10 

.i 48 •LOOP2 

49 scs + 50 •LOOPS 

S1 •LOOPS 

S2 scs r-.-- 53 •LOOPS 

54 'LOOPS 

SS •LOOP7 

~ 
56 •LOOP4 

I 
57 •LOOPS 

• I I .r-i 58 •LOOP3 

59 •LOOPS 

60 •LOOP3 

S1 •LOOP10 

62 •LOOP2 

I I I 
63 scs 

-- - - ~ --~ ----- - ··- ' I I - ··---- -~-----.--- ---- -- - 64 •LOOPS 



• 

•• 

• 

08/07192 14:17:2S 

locp1 

LOSP - INITIAL PHASE 

Page 2 of 2 

LOOP RC OIC ICH1 RVO RVC AIC ICH2 OMUP MUP HP1 OAD ADS 

I I 

I 
I 

I 
I 

I 
I I. 

I 

I 
I 

I 
. I 

I 
I I 

I 

I 
I 

I 
I . 

CADET 1.00 

HP2 ROP1 

I 
65 •LOOPS 

66 scs 
67 (•LOOPS 

68 •LOOPS 

69 •LOOP7 

70 •LOOP4 

71 •LOOPS 

n •LOOP3 

73 •LOOPS 

74 •LOOP3 

7S •LOOP10 · 

76 •LOOP2 

77 scs 
7S •LOOPS 

79 'LOOPS 

so scs 
S1 •LOOPS 

82 •LOOPS 

83 •LOOP7 

84 •LOOP4 

SS ·•LOOPS. 

86 •LOOP3 

S7 •LOOPS 

88 ·•LOOP3 

S9 •LOOP10 

90 •LOOP2 

91 scs 
92 •LOOPS 

93, •LOOPS 

94 . scs 
9S •LOOPS 

96 •LodPe 

97 •LOOP7 

9S •LOOP4 

99 •LOOPS 

100 •LooP3 

101 •LOOPS 

102 •LOOP3 

103 IORV 

104 LOCA 

10S ATWS 



• 

•• 

• 

LOOP TREE 2 
LPI PHASE, OSP NOT RECOVERED, HPCI SUCCESS 

LOOP PRT ENTRY CONDITION SUMMARY 

·EQUIPMENT 

OICllCH1 RVO ass 
OR OR OMUP IOFW 

LOOP PAT RC AICllCH2 RVC IMUP HP1 OADIADS HP2 ROP1 IFW 

·:=:11111i1:1.·:i:1
1
1:==,=1.·i1i:: .11:1111:11:1·=111H1-1-::==·:i:l=l:1:.1,~1:·:=:·=·:·.111:1:-:.: ,,.:.:1:::11:,1·: .. n:1i::::1:11~1.-.::.::=n·1-1·===.1:111i.'l·1::,:·:: .i1_:i1·11.::.1:1=1:1:::·:

1
11::=1::: .. 1::,1:1::1-11.n,1::11.1·111:1:1·.-.11: 

LOOP-3 s SIF SIN F11N F· F N F N 

LOOP-4 s SIF SIN F1IN F ·s N F N 

LOOP-5 s SIF SIN F11N s F F, s 'N 

LOOP-6 s SIF SIN F11N F F N s N 

LOOP-7 · s SIF SIN F1IN F s N s N 

LOOP-8 s SIF SIN . F11N s F F, F N 

LOOP-9 s SIF SIN F1IN s F F, s F, 

LOOP-10 s SIF SIN F1IN s s N .s N 

LOOP-11 s SIF SIN F11N s s N s F1 

Notes: 

1. Success of this node leads to SCS 
2. S =Success " 

. 3. F =Failure 
4 . N = Not demanded 

----··-· - ·-



• 

• 

• 

08.107.92 14:17:28 

loop2 

LOSP - LOW PRESSURE INJECTION PHASE, OSP NOT RECOVERED. HPCI SUCCESS 

Page 1 of4 

ADS LP LV cs OSPC SPC OCNTS CNTS 

" 

: 

" 

- - --- - -- - ---- ,. - .. - . - -- . " -

OVNT svw SYD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

-· --- - . -

CADET 1.00 

LVW LVD WW/OW 

1 scs 
2 LLCO 

3 LLCP 

4 LLCO 

5 LLCP 

6 LLCS 

I 
I I 

I 
LLCT 

8 LLCS 

9 LLCT 

10 LLCO 

11 LLCP 

12 LLCO 

13 LLCP 

14 LLCS 

I 
I I 

I 
15 .LLCT 

16 LLCS 

17 LLCT 

18 scs 
19 LLCO 

20 LLCP 

21 LLCO 

22 LLCP 

23 LLCS 

I 
I .. 

I 
24 LLCT 

25 LLCS 

26 LLCT 

27 LLCO 

28 LLCP 

29 LLCO 
I 30 LLCP 

31 LLCS 
I I 

I 
32 LLCT 

33 LLCS 

34 . LLCT 

35. LIBM 

36 LIBO 

37 LIBP 

38 Ll,BO 

39 LIBP· 

40 LIBS 

I 
I I 

I 
41 LIBT 

42 LIBS 

43 LIBT. 
44 . LIBO 

45 LIBP 

46 LIBO 

47 LIBP 

48 LIBS 

I 
I I 

I 
49 LIBT 

50 LIBS 

51 LIBT 

52 LIBO 

53 LIBP 

54 LIBO 

55 LIBP 

56 LIBS 

I 
I I 

I 
57 LIBT 

58 LIBS 

59 LIB\ 
60 LIBO 

61 LIBP 

62 LIBO 

63 LIBP 

64 LIBS 

I 
I I 



08/07/fJ'Z 14:17:28 CADET 1.00 

loop2 

LOSP - LOW PRESSURE INJECTION PHASE, OSP NOT RECOVERED, HPCI SUCCESS 

Page 2 of 4 

• I r:s I LP I LV I cs I OSPC I SPC I OCNTS I CNTS I OVNT I svw I SVD I LVW I LVD IWW/OW 

I 
65 LIBT 

66 LIBS 

67 LIBT 

68 scs 
69 LLCO ---- -· ----- -----

1 70 LLCP 

71 LLCO 

n LLCP 

~ 73 LLCS 

74 LLCT 

75 LLCS 

76 LLCT 

77 LLCO 

1 78 LLCP 

79 LLCO 

80 LLCP 

f 81 LLCS 

82 LLCT 

83 LLCS 

84 LLCT 

85 scs 
86 LlCO 

87 LLC_P 

88 LLCO 

~ 
89 LLCP 

90 LLCS 

91 LLCT 

• I n rl 
92 LLCS 

93 LLCT 

94 LLCO-

95 LLCP 

~ 
96 LLCO 

97 LLCP. 

i 98 LLCS 

99 LLCT 

100 LLCS 

101 LLCT 

102 LIBM 

103 LIBO 

f 104 -LIBP 

105 LIBO 

i 
106 LIBP 

107 LIBS· · 

108 LIBT 

109 LIBS 

110 LIBT 

111 LIBO 

1 112 LIBP 

113 LIBO 

i 
114 LIBP 

·115 LIBS 

116 LIBT 

117 LIBS 

118 LIBT 

119 LIBO 

1 I 
120 LIBP 

121 LIBO 

•I I ~ 
I 

I 
I 122 LIBP 

I 123. LIBS 
I 124 LIBT 

125 LIBS 

126 LIBT 

127 LIBO 

128 LIBP 
- -·- -- ·-· - -



• 

•• 

• 

08/07192 14:17:28 

loop2 

LOSP - LOW PRESSURE INJECTION PHASE, oSP NOT RECOVERED, HPCI SUCCESS 

Page 3 of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS 

I 

.. 

- - - - -.-----·~ ----- - . - - - - -

OVNT svw SVD 

I 

I I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

c 
I 

I 
I I 

I 

, 

I 
I I 

I 

I 
I . I 

I 

-· --.-.- - - - ·-

CADET 1.00 

LVW LVD WW/OW 

129 LIBO 

130 LIBP 

131 LIBS 

132 LIBT 

I I I 
133 LIBS 

134 LIBT I 
135 scs 
136 LLCO 

137 LLCP 

138 LLCO 

139 LLCP 

140 ucs 
I 
I I 

I 
141 LLCT 

142 LLCS 

143 LLCT-

144 LLCO 

145 LLCP 

146 LLCO 

147 LLCP 

148 LLCS 

I 
I I 

I 
149 LLCT 

150 LLCS 

i51 LLCT 

.152 scs 
153 LLCO 

154 LLCP 

155 LLCO 

156 LLCP 

157 ucs 
I 
I I 

I 
158 LLCT 

159 LLCS 

160 ucr 
161 UCO 

162 LLCP 

163 LLCO 

164 UCP 

165 LLCS 

166 LLCT 

I 
I I 

I 

167 LLCS 

168 UCT 

169 LIBM 

170 LIBO 

171 LIBP 

172 LIBO 

173 LIBP 

174 LIBS 

. I 
I I 

I 
175 LIBT 

176 LIBS 

177 LIBT 

178 LIBO 

179 LIBP 

180 LIBO 

181 LIBP 

182 LIBS 

I 
I ·I 

I 
183 LIBT 

184 LIBS 

185 LIBT 
186 .. LIBO 

187 LIBP 

188 LIBO 

189 LIBP 

190 LIBS 

I 
I I 

I 
191 LIBT 

192 LIBS -



• 

• 

• 

08/07192 14:17:28 

loop2 

LOSP - LOW PRESSURE INJECTION PHASE, OSP NOT RECOVERED, HPCI SUCCESS 

Page4 of 4 

ADS LP LV cs OSPC SPC OCNTS I CNTS OVNT SVW 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

SVD '. I LVW LVD WW/OW 

I 
193 LIBT 

194 LIBO 

195 LIBP 

196 LIBO 

197 LIBP 

198 LIBS 

I 
I . I 

I 
199 LIBT 

200 LIBS 

201 LIBT 

202 LLCO 

203 LLCP 

204 LLCO 

205 LLCP 

206 LLCS 

I 
I I 

I 
207 LLCT 

208 LLCS 

209 LLCT 

210 LIBO 

211 LIBP 

212 . LIBO 
I 213 LIBP 

214 LIBS 
I I 

I 
.. 215 LIBT 

216 LIBS 

217 LIBT 



• 

• 

• 

LOOP TREE 3 
LOW PRESSURE PHASE AFTER CDNF AT HI PRESSURE, OSP NOT RECOVERED 

L,OOP PRT ENTRY CONDITION SUMMARY 

EQUIPMENT 

OICllCH1 RVO ass 
OR OR OMUP IOFW 

LOOP PAT RC AICllCH2 RVC IMUP HP1 OADIADS HP2 ROP1 IFW 

LOOP-5 s SIF SIN F1IN s F F1 s N 

LOOP-6 s SIF SIN F11N F F N s N 

LOOP-7 s SIF SIN F11N F s N s N 

LOOP-8 s SIF SIN F11N s F F1 F N 

LOOP-9 s SIF SIN F~IN s F . F1 s F1 

LOOP-10 ·S SIF SIN . · F1IN s . s. N s N 

LOOP-11 s SIF SIN f:11N s s N s F1 

Notes: 

1. Success of this node leads to SCS 
2. S =Success 
3. F =Failure 
4 . N = Not demanded 



• 

• 

.,. 

08/07192 14:17:28 

loop3 

LOSP - LOW PRESSURE PHASE AFTER CONF AT HI PRSR, CSP NOT RECOVERED 

Page 1 ol 3 

ADS LP LV cs <;lSPC SPC OCNTS CNTS 

-· 

I J - '. ------' -- -- --

OVNT svw 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I I I 
- -- - -

CADET 1.00 

SYD LVW LVD WW/OW 

1 LIAB 

2 LIAC 

3 LIAO 

4 LIAE 
I 
I I 

I 

5 LIAF 

6 LIAS 

7 LIAT 

8 LIAS 

9 LIAT 

10 LIAC 

11 LIAO 

12 LIAE 
I 
I I 

I 

13 LIAF 

14 LIAS 

15 LIAT 

16 LIAS 

17 LIAT 

18 LIAB 

19 LIAC 

20 LIAO 

21 LIAE 
I 22 LIAF 
I I 

·I 23 LIAS 

24 LIAT 

25 LIAS 

26 LIAT 

27 LIAC 

28 LIAO 

29 LIAE 
I 

-I '1 
I 

30 LIAF 

31 LIAS 

32 LIAT 

33 LIAS 

34 LIAT 

35 LIAG 

36 LIAX 

37 LIAY 

38' LIAX 
I 
I 39 LIAY 

.40 LIAY 

41 LIAY 

42 LIAX 

43 ,LIAY 

44 LIAX 
I 
I 45 LIAY 

46 LIAY 

47 LIAY 

48 LIAX 

49 LIAY 

50 LIAX 
I 
I 51 LIAY 

52 LIAY 

53 LIAY 

54 LIAX 

55 LIAY 

56 LIAX 
I 

I 57 LIAY 

58 LIAY 

59 LIAY 

60 LIAB 

61 LIAC 

62 LIAO 

I 
63 LIAE 

64 LIAF 
-- -- --- --



• 

·-

• 

08/07192 14:17:28 

trdc3 

LODC (UNIT 2) - LOW PRESSURE PHASE AFTER CDNF AT HI PRSR 

Page 2 of 2 

ADS LP LV cs OSPC SPC 

,•' ",. 

OCNTS CNTS 

I 

CADET 1.00 

OVNT svw SVC LVW 

I 

I 
I I 

I I 
I I 

I 

I 
I I 

I 
I . I 

I 



08/0719214:1728 CADET 1.00 

loop3 

LOSP. LOW PRESSURE PHASE AFTER CONF AT HI PRSR, OSP NOT RECOVERED 

Pa90 2 of 3 

•!~ I LP I LV I cs I OSPC I SPC I OCNTS I CNTS I OVNT I svw I svo I LVW I LVD IWWtOW 

I I I 65 LIAS 

I 66 LIAT 

67 LIAS 

68 LIAT 

69 LIAC 

i 70 LIAO 

71 LIAE 

~ 72 LIAF 

~ 73 LIAS 
I 

74 LIAT 

75 LIAS 

76 LIAT 

77 LIAS 

78 LIAC 

i 79 LIAO 

80 LIAE 

81 LIAF 

~ 82 LIAS 

83 LIAT 

84 LIAS. 

85 LIAT 

86 LIAC 

{ 87 LIAO . 

I 88 · LIAE 

·q:} I 89. LIAF , 

~ 90 LIAS 

91 LIAT ..• , I . I I 
92 LIAS 

93 .. LIAT 

94 ' LIAG 

95 LIAX 

'96 LIAY 

97 LiAx 

~ 98 . LIAY 

99 LIAY 

100 LIAY 

101 LIAX 

~ ·102 LIAY · 

103 LIAX 

104 LIAY 

105 LIAY 

106 LIAY 

107. LIAX 

j I 
108 LIAY 

109 LIAX 

110, · · LIAY 

111 LIAY 

112 LIAY 

113 LIAX 

~ 114 LIAY 

·115 LIAX 

:1 I 
116 LIAY 

117 LIAY 
118 ' LIAY 

119 LIAS 

120 LIAC 

~ 121 LIAO 

el I I I I I 122 LIAE 

I 123 LIAF 

J 124 LIAS 
I 

125 LIAT 

126 LIAS 

I I 127 LIAT 

128 LIAC .. - -- -··-- .. -- --·- -~ --- -· . - - . - - - -- - - -- - - -- . -·--· - - - -- - - - - - -- -- - -.--~-- - --- - -- -- - - - -



• 

• 

• 

08/07192 14:17:28 

loop3 

LOSP - LOW PRESSURE PHASE AFTER CDNF AT HI PRSR, OSP NOT RECOVERED 

Page 3of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

.. 

OVNT 

I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
·I 

I 
I 

I 
I 

I 
I 

svw SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

. I 

I 
I r 

I 

I 
l I 

I 
" 

I 
I I 

l 

I 
I I 

I 

I 
I I 

I 

I 
I I 

1 

CADET 1.00 

LVW LVO WW/OW 

129 LIAO 

130 LIAE 

131 LIAF 
I 
I 132 LIAS 

133 LIAT 

134 LIAS 

135 LIAT 

136 LIAB 

137 LIAC 

138 LIAO 

139 LIAE 

140 
I 

LIAF 

1 141 LIAS 

' 142 LIAT 

143 LIAS 

144 LIAT 

145 LIAC 

146 LIAO 

147 LIAE 

148 LIAF 

149 LIAS 
I 

l 
... 150 LIAT 

151 LIAS 
... 152 LIAT 

153 LIAG 

154 LIAX 

155 LIAY 

156 LIAX · 

157 LIAY 

158 LIAY 

159 LIAY 

160 LIAX 

1~1 ~IAY 

162 LIAX 

163 LIAY 

164 LIAY 

165 LIAY 

166 LIAX 

167 LIAY 
1ss·· LIAX 

169 LIAY 

170 LIAY 

171 LIAY 
112·. LIAX 

173 LIAY 

174 . LIAX 
.. 

175 LIAY 

176 LIAY 

177 LIAY 

178 LIAC 

179 LIAO 

180 LIAE 

181 
I 

LIAF 

1 182 LIAS 

183 LIAT 

184 LIAS 

185 LIAT 

186 LIAX 

187 LIAY 

188 'LIAX 

189 LIAY 

190 LIAY 

191 LIAY 



• 

• 

LOOP PAT 

LOOP-2 

LOOP TREE 4 
LPI PHASE AFTER HPCI FAILURE, OSP NOT RECOVERED 

LOOP PAT ENTRY CONDITION SUMMARY 

OICllCH1 
OR 

RC AICllCH2 

S SIF 

. EQUIPMENT 

RVO 
OR OMUP 

RVC IMUP HP1 OADIADS HP2 ROP1 

s S N F 

LOOP-3 . S SIF , SIN F1IN F F N F 

iii=i421Ef'=i.·'·ji:·[=i·iiiii:::: ii'!,,:·=iliii:;::=. i.=::,i .. ,,:·:=:·:.;1§,i:i!ij'':i·: ... ::··:::.::::··lt~ji··ii.: i!i,iiii=i:=1~1.;::::::··--::,::::··i··li·i[.,iiii 
LOOP.-5 S SIF SIN F11N S . F . F1

. s 
LOOP-6 s SIF SIN F11N F F N s 
LOOP-7 · s SIF SIN F11N F s· N s 
LOOP-8 s SIF SIN F11N s F F, F 

LOOP-9 s : SIF SIN· F11N s .. .F F, s 
LOOP-10 s SIF SIN F1IN s s N s 
LOOP-11 .s SIF SIN F11N s s N s 

Notes: 

1. Success of this node leads to SCS 
2. S;::: Success 
3. F =Failure · l 

4. N = Not demanded 
1·' 

------ - -- ·-- -- -- - ...... . 

oss 
IOFW 
IFW 

N 

N 

N 

N 

N 

N 

F, 

N 

F,. 

' . 

.. 



• 

• 

• 

08/07192 14:17:28 

loap4 

LOSP - LOW PRESSURE INJECTION PHASE AFTER HPCI FAILURE, OSP NOT RECOVERED 

Page 1of3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

.. 

; .. 

1_[ 
---~ . -- -· - .. - -

OVNT svw 

I 
I I 

I 

I 
I I 

I 

.. 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I I I 
--· .. . -

CADET 1.00 

SVD LVW LVD WW/OW 

1 scs 
2 LICO 

3 LICP 

4 LICO 
I 
I I 

I 

5 LICP 

6 LICS 

7 LICT 

8 LICS 

9 LICT 

10 LICO 

11 LICP 

12 LICO 
I 
I I 

I 

13 LICP 

14 LICS 

15 LICT 

16 LICS 
·17 LICT 

18 scs 
19 LICO 

20 LICP 

21 LICO 
I 
I I 

I 

22 LICP 
23 . LICS · 

24 LICT 

25 LICS 

26 LICT 

27 .LICO 

28 LICP 

29 LICO 
I 
I I 

I 

30 LICP 

31 LICS 

32 LICT 

33 LICS 

34 LICT 

35 LIBM 

36 LIBO 

37 LIBP 

38 LIBO 
I 
I 39 LIBP 

40 LIBP 

41 LIBP 

42 LIBO 

43 LIBP 

44 LIBO 
I 
I 45 LIBP 

46 LIBP 

47 LIBP 

48 LIBO 

49 LIBP 

50 LIBO 
I 
I 51 LIBP 

52 LIBP 

53 LIBP 

54 . LIBO 

55 LIBP 

56 LIBO 
I 
I 

57 LIBP 

58 LIBP 

59 LIBP 

60 scs 
61 LICO 

62 LICP 

I 
63 LICO 

64 LICP 
--------- -



• 

• 

.. 

• 

08/07192 14:17:28 

loop4 

LOSP - LOW PRESSURE INJECTION PHASE AFTER HPCI FAILURE, OSP NOT RECOVERED 
Page 2 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

I 

' 

,.• 

' 

,. 

-

' 

- - - - - .. - . 1 -- -·--- -------

OVNT SVW 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

SVD LVW LVD WW/OW 

65 LICS 

66 LICT 

I I I 
67 LICS 

68 LICT . 

69 LICO 

70 LICP 

71 LICO 

72 LICP 

·73 LICS 

I 
I I 

I 
74 LICT 

75 LICS 

76 LICT 

77 scs 
78 LICO 

79 LICP 

80 LICO 

81 LICP 

82 LICS 

I 
I I 

I 
83 LICT 

84 LICS 

85 LICT 

86 LICO 

87 LICP 

88 LICO 

89 LICP 

90 LICS 

I 
I I 

I 
91 · LICT 

92 LICS 

93 LICT 

94 LIBM 

95 LIBO 

96 LIBP 

97 LIBO 

98 LIBP 
I 
I 

99 LIBP 

100 LIBP 

101 LIBO 

102 LIBP 

103 LIBO 

104 LIBP 
I 
I 

-105 LIBP 

106 LIBP 

107 LIBO. 

108 LIBP, 

109 LIBO 

110 LIBP 
I 
I 

111 LIBP 

112 LIBP 

113 LIBO 

114 LIBP 

115 LIBO 

116 LIBP 
I 
I 

117 LIBP 

118 LIBP 

119 scs 
120 LICO 

121 LICP 

122 LICO 

123 LICP 

124 LICS 

I 
I I 

I 
125 LICT 

126 LICS 

127 LICT 

128 LICO 



• 

• 

••• 

08/07192 14:17:28 

locp4 

LOSP - LOW PRESSURE INJECTION PHASE AFTER HPCI FAILURE, OSP NOT RECOVERED 

Pago 3 ol 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

.. 

; 

OVNT svw SVD 

I 
l I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

. I 

I 
I I 

I 

I 
I I 

I 

I 
I J· 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

129 LICP 

130 LICO 

131 LICP 

132 LICS 

I 
I I 

I 
133 LICT 

134 LICS 

135 LICT 

136 scs 
137 LICO 

138 LICP 

139 LICO 

140 LICP 

141 LICS 

I 
I I 

I 
142 LICT 

143 LICS 

144 LICT 

145 LICO 

146 LICP 

147 LICO 

148 LICP 

149 LICS 

I 
I I 

I 
150 LICT 

151 LICS 

152 LICT 

153 LIBM 

154 LIBO 

155 LIBP 

156 LIBO 

157 Lll!P 
I 
I 

158 LIBP 

159 LIBP 

160 LIBO 

161 LIBP 

162 LIBO 

163 LIBP 
, I 

I 
164 LIBP 

165 LIBP 

166 LIBO 

167 LIBP 

168 LIBO 

169' LIBP 
I 
I 

170 LIBP 

171 LIBP 

172 LIBO 

173 LIBP 

174 LIBO 

175 LIBP 
I, 

I 
176 LIBP 

177 LIBP 

178 LICO 

'179 LICP 

180 LICO 

181 LICP 

182 LICS 

I 
I I 

I 
183 LICT 

184 LICS 

185 LICT 

186 LIBO 

187 LIBP 

188 LIBO 

189 LIBP 
I 
I 

190 LIBP 

191 LIBP 



• 

' ,: 

• 
··,· 

• 

LOOP TREE 5 
SYSTEM RESTORATION AFTER OSP RECOVERY, AT HIGH PRESSURE 

LOOP PRT ENTRY CONDITION SUMMARY 

EQUIPMENT 

OIC/ICH1 RVO .ass 
·OR OR OMUP /OFW 

LOOP PAT RC AIC/ICH2 RVC /MUP HP1 QAD/ADS HP2 ROP1 /FW 

LOOP-2 s S/F S/N F1/N s ·s N F N 

LOOP-3 s S/F SIN F1/N F F .N F N 

LOOP-6· s S/F SIN . F.1/N F F N s N 

LOOP-7 s . S/F S/N . F1/N F s N s N 

LOOP-8 s S/F SIN F1/N s F F1 F N' 

LOOP-9 s S/F S/N F1/N .. s F . . F1 s F1 . 

LOOP-10 s S/F S/N . F1/N s ·s N s .N 

LOOP-11 .s ·· S/F S/N F1/N s s .N s F' 

Notes: 

1. Success of .this node leads to SCS 
2. S,,; Success 
3. F.= Failure 
A. N = Not dam.anded 

• ·1 

I I :~ 



• 

• 

08/07192 14:17:28 

loop5 

LOSP - SYSTEM RESTORATION AFTER CSP.RECOVERY, AT HIGJ'i PRESSURE 

Page 1of1 

CADET 1.00 

1 scs 
2 ··LOOP9 

3 •LOOP9 

--~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~......,.~~~~~--'-· . 4 •LboP9 

. ,• . 



•• 

-~--•.:· 

LOOP TREE 6 
LP PHASE AFTER CDNF AT HIGH PRESSURE, HPCI FAILURE, OSP RECOVERED 

LOOP PAT ENTRY CONDITION Sl,JMMARY 

EQUIPMENT 

OIC/ICH1 Rvo· oss 
OR . OR OMUP /OFW 

LOOP PAT RC AIC/ICH2 RVC /MUP HP1 OAD/ADS HP2 ROP1 /FW 

LOOP-2 s S/F S/N F1/N s s N F N 

LOOP-3 s S/F S/N F1/N F F N F N 

LOOP-4 ,S S/F S/N F1/N F s N F N 
,. ' 

LOOP-5 S S/F S/N F1/N S F F1 S . N 

1·-=,·ijllRl .. ::1.::1: .. , .. :::11:.: 1:=:·:=.=:i:: .. ,,:·n1:=·:::·,·1:1 .. =1.:§/F··l::,:1:1::-::-==:rn111,,:·11'.'.l·=.1 :::1::'.-=-.1~1.11,1,11.·1==· ~ 
LOOP-7 "S S/F · SIN F1/N F s N ·S N 

LOOP-8 s S/F S/N · · F1/N s F F, F N 

. LOOP~9 s . S/F. SIN F1/N s F F, s F, . 

LOOP-10 s S/F SIN F1/N s s N s N 

LOOP-11 s S/F S/N F1/N s s N s . F, 

Notes: 

1. Success of this node leads to SCS 
2. S =Success 
3. F =Failure 
4. · N = Not demanded 



• 

• 

• 

08/07192 14:17:28 

loop6 

LOSP - LOW PRESSURE PHASE AFTER CDNF AT HI PRSR, HPCI FAILURE, OSP RECOVERED 

Page 1of3 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT 

., 

. 

., 

I I I 
--

SVW svo 

I 
I I 

l 

I 
I r 

l 

I 
I I 

I 

I 
I I 

I 

I 
I I 

-1 

I 
I I 

l 

I 
I I 

I 

I 
I I 

I 

I I 

CADET 1.00 

LVW LVD WW/OW 

1 LIAB 

2 LIAC 

3 LIAO 

4 LIAE 

5 LIAF 

6 LIAS 

I 
I I 

I 
7 LIAT 

8 LIAS 

9 LIAT 

10 LIAC 

11 LIAO 

12 LIAE 

13 LIAF 

14 LIAS 

I 
I I 

l 
--i 15 LIAT 

16 LIAS 

17 LIAT 

18 LIAB 

19 LIAC 

20 LIAO 

21 LIAE 

22 LIAF 

23 LIAS 

I 
I I 

I 
24 LIAT 

25 LIAS 

26 LIAT 

27 LIAC 

28 LIAO 

29 LIAE 

30 LIAF 

31 LIAS 

I 
l I 

I 
32 LIAT 

33 LIAS 

34 LIAT 

35 LIAG 

36 LIAX 

37 LIAY 

38 LIAX 

39 LIAY 
I 
I 

40 LIAY 

'41 LIAY 

42 LIAX 

43 LIAY 

44 LIAX 

45 LIAY 
I 
I 

46 LIAY 

47 LIAY 

48 LIAX 

49 LIAY 

50 LIAX 
I 

l . 51 LIAY 

52 LIAY 

53 LIAY 

54 LIAX 

55 LIAY 

56 LIAX 

57 LIAY 
I 
I 

58 LIAY 
c 

59 LIAY 

60 LIAB 

61 LIAC 

62 LIAO 

63 LIAE 

64 LIAF I 



• 

• 

• 

08/07192 14:17:28 

loop6 

LOSP - LOW PRESSURE PHASE AFTER CDNF AT HI PRSR, HPCI FAILURE. OSP RECOVERED 

Page 2 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT 

I 

·• 

•· 

: 

', 

.. 

I 

svw SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
.. 

I I 
I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

65 LIAS 

66 LIAT 

I I I 
67 LIAS 

68 LIAT 

69 LIAC 

70 LIAO 

71 LIAE 

n LIAF 

73 LIAS · 

I 
I I 

I 
74 LIAT 

75 LIAS 

76 1.,IAT 

77 LIAB 

78 LIAC 

79 LIAO 

80 LIAE 

81 LIAF 

82 LIAS 

I 
I I 

I 
83 LIAT 

84 LIAS 

85 LIAT 

86 LIAC 

87 LIAO 

88 LIAE 

89 LIAF 

90 LIAS 

I 
I I 

I 
91 LIAT 

92 LIAS 

93 LIAT 

94 .. LIAG 

95 LIAX 

96 . LIAY 

97 LIAX 

98 LIAY. I 
I 

99 LIAY 

100 LIAY 

101 LIAX 

102 LIAY 

103 . LIAX· 
I 
I 104 LIAY, 

105 LIAY 

106 LIAY 

107 LIAX 

108 LIAY 

109 LIAX 
I 
I 110 LIAY 

111 LIAY 

112 LIAY 

113 LIAX 

114 LIAY 

115 LIAX 
I 

I 116 LIAY 

117 LIAY 

118 LIAY 

119 LIAB 

120 LIAC 

121 LIAO 

122 LIAE 
I .123 LIAF 

124 LIAS 
I I 

I 
125 LIAT 

126 LIAS 

127 LIAT 

128 LIAC 



• 

• 

• 

08/07192 14:17:28 

loop6 

LOSP - LOW PRESSURE PHASE AFTER CDNF AT HI PRSR, HPCI FAILURE, OSP RECOVERED 

Pa119 3 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT 

.. 

svw SVO 

I 
I I 

I 

I 
I I 

l 

I 
I r 

l 

I 
I I 

I 

·1 
I , r 

. I 

I 
I I 

I 

I 
I I 

.I 

I 
I I 

I 

I 
I r 

I 

CADET 1.00 

LVW LVO WW/OW 

129 LIAO 

130 LIAE 

131 LIAF 

132 LIAS 

I 
I I 

I 
133 LIAT 

134 LIAS 

135 LIAT 

136 LIAB 

137 LIAC 

138 LIAO 

139 LIAE 

140 LIAF 

141 LIAS 

I 
I I 

l -. 142 LIAT 

143 LIAS 

144 LIAT 

145 LIAC 

146 LIAO 

147 LIAE 

148 LIAF I 
I I 

l 149 LIAS 

150 LIAT 

151 LIAS 

152 LIAT 

153 LIAG 

154 LIAX 

155 . LIAY 

156 LIAX 
r 
I 157 LIAY 

158 LIAY 

159 LIAY 
... 160 LIAX 

161 LIAY 

162 LIAX 
I 
I 163 ·LIAY 

164 LIAY 

165 LIAY· 

166 LIAX 

167 LIAY 

168 LIAX 
I 

l 169 LIAY 

170 LIAY 

171 . LIAY 

172 LIAX 

173 LIAY 

174 LIAX 

175 LIAY 
I 
I 

176 LIAY 

177 LIAY 

178 LIAC 

179 LIAO 

180 LIAE 

181 LIAF 

182 LIAS 

I 
I I 

. I 
183 LIAT 

184 LIAS 

185 LIAT 

186 LIAX 

187. LIAY 

188 LIAX 
I 

l 189 LIAY 

190 LIAY 

191 LIAY 



• 

••• 

• 

LOOP TREE 7. 
LPI PHASE AFTER HPCI FAILURE, OSP RECOVERED 

LOOP PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

OIC/.ICH1 RVO 
OR OR OMUP 

LOOP PAT RC AIC/ICH2 RVC /MUP HP1 OAD/ADS HP2 ROP1 

LOOP-2 s S/F S/N F1/N s s N F 

LOOP-3 s S/F S/N F1/N F ·F N F 

LOOP-4 s S/F SIN F 1/N F s N F 

LOOP-5 s· S/F S/N F1/N s F F, s 
WO~ S ~ ~ ~IN F F N s 

:··::19~1~1:::,::::·:·,:.::.:::::: ::!::!·::!§!,!:: .. ::: ··:,·.:::::::::::::·:$!§!:·:,:.,!:::·,:.::.:: ·!=: .. ·:·:11:::::···: :·:;,::::::l~I!!!.!:::: .. · 
LOOP-8 s S/F SIN F1/N s F F, F 

LOOP-9 s . S/F SIN F1/N s F F, s· 

LOOP-10 ·s S/F SIN F1/N S· s N s 
., 

LOOP-11 s S/F · S/N ~,/N s ' s : N. s 

Notes: 

1. Success of this node leads to SCS 
2. S =Success 
3: F.= Failure 
4 . N = Not demanded 

ass 
/OFW 
/FW 

N 

N 

N 

N 

N. 

N 

F, 

N 

F, 

'. 
·. 

.. 



08/07192 14:17:28 CADET 1.00 

locp7 
LOSP - LOW PRESSURE INJECTION PHASE AFTER HPCI FAILURE, OSP RECOVERED 
Page 1of3 

• Ir.: I LP I LV I cs I OSPC I SPC I OCNTS I CNTS I OVNT I SVW I svD I LVW I LVD IWW/OW 

I 
1 scs 

2 LICO ---

3 LICP 

4 LICO 

~ 
5 LICP 

.·6 LICS 

7 LICT 

8 LICS 

9 LICT 

10 LICO 

~ 11 LICP 

12 LICO 

13 LICP 

i 14 LICS ' 

15 LICT 

16 LICS 

. 17 LICT 

18 'scs 
19 LICO 

~ 20 LICP 

21 LICO 

~ 22 lJCP 

{ ___ 23 LICS 

24 LICT 

25 LICS. 

26 LICJ 

27 LICO 

•• I ., . , . I . I r 
28 LICP 

I I 29 LICQ 

I 30 LICP 

i 31 LICs 

32 LICT 
33 . LICS 

34 LICT 

35 LISM 

36 LISO 

I I I I r-1 37 LISP 

38 LISO L_ 39 LISP 

40 LISP 

41 LISP 

42 t.:ISO 

~ 43 . LISP 

44 LISO 

C __ ~ LISP 

46 LISP 

47. ·LISP 

48 LISO 

49 Li SP 

50 LISO 

51 LISP 

52 LISP 

53 LISP 

54 LISO 

~ 55 LISP 

56 LISO 

57 LISP 

• I I 
58 LISP 

·59 LISP 

60 scs 

I I 
61 LICO 

I 
62 LICP 

I I 63 LICO 

I 64 LICP 



• 

• 

•• 

08/07192 14:17:28 

!Rlc3 
LODC (UNIT 2) - LOW PRESSURE PHASE AFTER CONF AT HI PRSR 

Page 1of2 

ADS LP LV cs OSPC SPC 

, . 

-

. -•' 

-

' .. 

OCNTS CNTS OVNT svw SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I . I 

I 

; 

I 
I I 

I 

I 
I I. 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

DIAB 

2 DIAC 

3 DIAD 

4 DIAE 
I 5 DIAF 

6 DIAS 
I I 

I 
7 DIAT 
.8 DIAS 

9 DIAT 

10 DIAC 

11 DIAO 

12 DIAE 

13 DIAF 

14 DIAS 

I 
I . I 

I 
15 DIAT 

16 DIAS 

17 DIAT 

18 DIAB 

19 DIAC 

20 DIAD 

21 DIAE 
I 22 DIAF 

23 DIAS 
I I 

I 
24 DIAT 

25 DIAS 

.26 DIAT 

27 DIAC 

28 DIAD 

29 DIAE 

30 DIAF 

31 DIAS 

I 
I I 

I 
32 DIAT 

33 DIAS 

34 DIAT 

35 DIAG 

36 DIAX 
37 . DIAY 

3:8 DIAX 

39 DIAY I 
40 DIAS 

I I 
I 

41 DIAT 

42 DIAS 

43 DIAT 

44 DIAX 

45 DIAY 

46 DIAX 

47 DIAY 

48 DIAS 

I 
I. I 

I 
49 DIAT 

50 DIAS 

51 DIAT 

52 DIAX 

53 DIAY 

54 DIAX 

55 DIAY 

56 DIAS 

I 
I I 

I 
57 DIAT 

58 DIAS 

59 DIAT 

60 DIAX 

61 DIAY 

62 DIAX 
I 63 DIAY 
I I 

64 DIAS 



08/07192 14:17:28 CADET 1.00 

loop7 

LOSP - LOW PRESSURE INJECTION PHASE AFTER HPCI FAILURE, CSP RECOVERED 

Page 2of 3 

• ADS LP LV cs OSPC SPC OCNTS CNTS OVNT SVW SVD LVW LVD WW/OW 

65 LICS 

66 LICT 

67 LICS 

68 LICT 

69 LICO 
I 70 LICP 
I I 71. LICO 

I I 72 LICP 
I I 

73 LICS I 
74 . LICT 

75 LICS 

76 LICT 

77 scs 
78 LICO 

I 79. LICP 
I I 80 LICO 

I I 81 . LICP 
I I 

82 LICS I. 
93· LICT .... 
84 LICS 

85 LICT 

86 LICO 
·1 · 

87 LICF' 
I I 88 LICO 

I I 89 LICP 
I . I 

90'. LICS 
I 

91 LICT 

• 92 ucs 
93 LICT .: 

94 LIBM ; . 

95, . LIBO. 
I 96 LIBP.' 
I I 97 LIBO. 

I I 
98 LIBP I 
99 LIBP 
100. LIBP 

101. LIBO 
I 102 LIBP 
I I 103 LIBO 

I I 104 LIBP I 
105 LIBP .. 

106 LIBP 

107 LIBO 
I 108 LIBP' 
I I 109 LIBO 

I I. 
110 LIBP I 
111 LIBP 

112· LIBP 

113 LIBO 
I 114 LIBP 
I I 115 LIBO 

I I 
.116 LIBP I 
117 LIBP 

118 LIBP 

119 scs 
120 LICO 

I 121 LICP 
·1 I 122 LICO ••• I . I 123 LICP 

I I 
124 LICS I 
125 LICT 

126 LICS 

I 
127 LICT 

128 LICO 



• 

•• 

• 

08/07s.! 14:17:28 

loop7 

LOSP - LOW PRESSURE INJECTION PHASE AFTER HPCI FAILURE, CSP RECOVERED 

Pa90 3 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

-· 

~ 

; 

--

--

OVNT svw SVD 

I 
I I 

I 

~ 

I 
I I 

I 

I 
I I 

I 

I 
.. 

I I 
I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

129 LICP 

130 LICO 
I 131 LICP 

132 LICS 
I I 

I 
133 LICT 

134 LICS 

135 LICT 

136 scs 
137 LICO 

138 LICP 

139 LICO 

140 LICP 

141 LICS 

I 
I 1-

I 
142 LICT 

143 LICS 

144 LICT 

145 LICO 

146 LICP 

147 LICO 

148 LICP 

149 LICS 

I 
I I 

I 
150 LICT 

151 LICS 

152 LICT 

153 LIBM 

154 LIBO 

155 LIBP 

156 LIBO 

157 LIBP I 
" I 

'158 LIBP 

159 LIBP 

160 LIBO 

161 LIBP 

162 LIBO 

163 LIBP 
I 
I 

164 LIBP 

165 LIBP 

166 LIBO 

167 LIBP 

168 LIBO 

169 LIBP 
I 
I 

170 LIBP 

171 LIBP _. 

172 LIBO 

173 LIBP 

174 LIBO 

175 LIBP 
I 
I 

176 LIBP 

177 LIBP 

178 LICO 

179 LICP 

180 LICO 

181 LICP 

·182 LICS 

I 
I I 

I 
183 LICT 

184 LICS 

185 LICT 

186 LIBO 

187 -. "llBP 

188 LIBO 

189 LIBP I 
I 

190 LIBP 

191 LIBP 



• 

• 

• 

LOOP TREE 8 
LP PHASE, HPCI SUCCESS, DEPRESS FAILURE, OSP NOT RECOVERED 

LOOP PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

OICllCH1 RVO ass 
OR OR OMUP IOFW 

LOOP PAT RC AICllCH2 RVC IMUP HP1 OADIADS HP2 ROP1 IFW 

LOOP-2 s SIF SIN F1IN s s N F N 

LOOP-3 s SIF SIN F1IN F F N F N 

LOOP-4 s SIF . SIN F11N F s N F N 

LOOP-5 s SIF SIN F11N s F F1 s N 

LOOP-6 s SIF SIN F11N F F N s N. 

LOOP-7 s · SIF SIN F11N F s N S N 

LOOP-9 s SIF . SIN F11N s· F F, s F, 

LOOP-10 . s SIF SIN · F11N s s N s N 

LOOP-11 s SIF SIN F11N s s N s F, 

Notes: 

J. Success of this node leads to scs· 
2. S =Success 
3. ' F =Failure 

. 4 . N = Not demanded 





08/07192 14:17:28 CADET 1.00 

locp8 

LOSP - LOW PRESSURE PHASE, HPCI SUCCESS, DEPRESS FAILURE, OSP NOT RECOVERED 

Page 2 of 4 

• ADS LP LV cs OSPC SPC OCNTS CNTS OVNT svw SVD LVW LVD WW/OW 

I 
I I 

65 LLAT 

66 LLAS 

67 LLAT 

68 · LLAB 

69 LLAC 
I 70 LL.AD 
I I 71 LLAE 

I I 72 LLAF 
I I 

LLAS I 73 

71. LLAT 

75 LLAS 

76 LLAT 

77 LLAC 
I 78 LL.AD 
I I 79 LLAE 

I .I 00· LLAF 
I I 

81 LLAS · 1 
82 LLAT 

83 LLAS 

.84 LLAT 

85 LLAB 

86 LLAC 
I 87 LL.AD 
I I 88' LLAE 

•I I 89 LLAF 
I . I 

90 LLAS 1· 
91 'LLAT. 

92 LLAS; • 93 LLAT 

94 LLAC 
I 95 LL.AD 
I I 96 LLAE 

I I 97 LLAF·· 
I I 

98 LLAS I 
., 99 UAT 

.100 LLAS 

., 101 LLAT 

102 LLAG 

103 LLAX 
I 104 LLAY. 
I I 105 LLAX 

I. I 106 LLAv.· 
I I 

107 LLAS I 
108 LLAT 

i09 LLAS 

110 LLAT 

111 LLAX· 
I 112 LLAY 
I I 113 LLAX 

I I 114 LLAY 
I I 

115 LLAS I 
116 LLAT 

. 
117 LLAS 

118 LLAT 

119 LLAx 
I 120 LLAY 
I I 121 LLAX 

• I I 122 LLAY 
I I 

123. LLAS I 
124 LLAT 

125 LLAS 

126 LLAT 

127 LLAX 
I 128 LLAY 



• 

• 

• 

08/07192 14:17:28 

loopll 

LOSP ·LOW PRESSURE PHASE, HPCI SUCCESS, DEPRESS FAILURE, OSP NOT RECOVERED 
Page 3 of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT 

l 
I 

.. 

.~-

svw SVD 

I I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

129 LL.AX 

130 LLAY 

131 LLAS 

132 LLAT 

I · 1 
I 

133 LLAS 

134 LLAT I 
135 LLAB 

136 LLAC 

137 LlAD 

138 LLAE 

139 LLAF 

140 LLAS 

I 
I I 

I 
141 LLAT 

142 LLAS 

143 LLAT 

144 LLAC 

145 LLAD 

146 LLAE 

147 LLAF 

148 LLAS · 

I 
I I 

I 
149 LLAT 

150 LLA5 
151 LLAT 

152 LLAB 

153 .LLAC 

154 : LLAD 

155 LLAE 

156 Li.AF 
157 LLAS 

I 
I I 

I 
158 LLAT 

159 LLAS 

160 LLAT 

161 LLAC 

162 LlAD 

163 LLAE 
I 164 LLAF 

165 LLAS 
I I 

I 
166 LLAT 

167 LLAS 

168 LLAT 

169 . LLAG 

170 LL.AX 

171 LLAY 

1n LLAX 

173 LLAY 

174 LLAS 

I 
I I 

I 
., 175 LLAT 

176 LLAS 

1n LLAT 

178 LLAX 

179 LLAY 

180 LL.AX 

181 LLAY 

182 LLAS 

I 
I I 

I 
183 LLAT 

184 LLAS 

185 LLAT 

186 LL.AX 
187 LLAY 

188 LL.AX 

189 LLAY 

190 LLAS 

I 
I I 

I 
191 LLAT 

192 LLAS 



• 

• 

• 

08/07192 14:17:28 

loop8 

LOSP - LOW PRESSURE PHASE, HPCI SUCCESS, DEPRESS FAILURE, OSP NOT RECOVERED 

Page4 of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT 

I 

. 

svw 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

SVD LVW LVD WW/OW 

I 

193 LLAT 

194 LLAX 

195 LLAY 

196 LLAX 
I 
I I 

I 

197 LLAY 

198 LLAS 

199 LLAT 

200 LLAS 

201 LLAT 

202 LLAC 

203 LLAD 

204 LLAE 
I 

.. 

I I 
I 

205 LLAF 

206 LLAS 

207 LLAT 

208 LLAS 

209 LLAT 

210 LLAX 

211 LLAY 

212 LLAX 
I 
I I 

I 

213 LLAY 

214 LLAS 

215 LLAT 

216 LLAS 

'217 LLAT 



• 

•• 

•• 

LOOP TREE 9 
LP PHASE, HPCI SUCCESS, DEPRESS FAILURE, OSP RECOVERED 

LOOP PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

OIC/ICH1 . RVO ass 
OR OR OMUP IOFW 

LOOP PAT RC AIC/ICH2 RVC IMUP HP1 .OADIADS HP2 ROP1 .IFW 

LOOP-2 s SIF SIN F1IN s s N F N .. 

LOOP-3 s SIF SIN F11N F F N F N 

LOOP-4 s SIF SIN F11N F s N .F N 

LOOP-5 s SIF SIN F11N s F F1 s N 

LOOP-6 s SIF SIN F1IN F F N s N 

LOOP-7 s SIF SIN F11N F s N s N 

LOOP-8 S SIF SIN · F1IN S F F1 F N 

:::.:11P:ef~i::,:::::::==.::=:·::r::::,:,"1·=,::.::n,:::'::,":"::::,·11::::.::::.'::=::,·::: :=::::::::1&.'.:.·::;,,:::::,==::=11::::=::=:::::=:=::::,:.:=:;.::::=·::==:" 

LOOP-10 s SIF SIN s s N s N 

LOOP-11 s· SIF SIN s s N s 

Notes: 

1. Success of this node leads to SGS 
2. S =Success 
3. F =Failure 
4. N = Not demanded 

' . 

. ' 



• 
08/07192 14:1728 

loap9 

LOSP - LOW PRESSURE PHASE, HPCI SUCCESS, DEPRESS FAILURE, OSP RECOVERED 

Page 1 of4 

ADS LP LV cs OSPC SPC OCNTS CNTS 

·. 

.. 

'• 

'----~ 
-

OVNT svw SVC 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

CADET 1.00 

LVW LVD WW/OW 

1 LLAB 

2 LLAC 

3 LLAO 
4 LLAE 

5 LLAF 
6 LLAS I 

I 
7 LLAT 

8 LLAS 

9 LLAT 

10 LLAC 

11 · LLAO 

12 LLAE 

13 LLAF 

14 LLAS 
I 
I 

15 LLAT 

16 LLAS 

17 LLAT 

18 LLAB 

19 LLAC 

20 LLAO 

21 LLAE 

22 LLAF 

23 LLAS 
I 
I 

24 LLAT 

25 LLAS 

26 LLAT 
·27 LLAC 

28 LLAO 

29 LLAE 

30 LLAF 
31 LLAS 

I 
I 

32 LLAT 

33 LLAS 

34 LLAT 

35 LLAG 

36 LLAX 

37 LLAY 

38 LLAX 

39 LLAY 

40 LLAS 
I 
I 

41 LLAT 

42 LLAS 

43 .LLAT 

44 LLAX 
., 

45 LLAY 

46 LLAX 

47 LLAY 

48 LLAS 
I 
I 

49 .LLAT 

50 LLAS . 

51 LLAT 

52 LLAX 

53 LLAY 

54 LLAX 
55 LLAY 
56 ' LLAS I 

I 
57 LLAT 

58 LLAS 
59 LLAT 

60 LLAX 
61 LLAY 

62 LLAX 

63 LLAY 
I 

64 LLAS 



• 

• 

• 

08/07192 14:17:28 

locp9 

LOSP - LOW PRESSURE PHASE, HPCI SUCCESS, DEPRESS FAILURE, OSP RECOVERED 
Page 2 of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS 

'• 

' 

' 
'· 

.. 

- . ·-

OVNT svw SVD 

I 
I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

·I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I " 

CADET 1.00 

LVW LVD WW/OW 

I .. 
65 LLAT 

66 LLAS 

67 LLAT 

68 LLAB 

69 LLAC 

70 LLAD 

71 LLAE 

72 LLAF 

73 LLAS 

I 
I I 

I 
74 LLAT 

75 LLAS 

76 LLAT 

77 LLAC 

78 LLAD 

79 LLAE 
I 80 LLAF 

81 LLAS 
. I I 

I 
82 LLAT 

83 LLAS 

84 LLAT 

85 LLAB 

86 LLAC 

87 LLAD 

88 LLAE 

89 LLAF 

90' LLAS 

I 
I. I 

I 
91 LLAT 

92 LLAS 

93 LLAT 

,94 LLAC 

95 LLAD 
. 

~ LLAE 
I 97 LLAF 

98. LLAS 
I I 

·1 
99 LLAT 
100 . LLAS, 

101 LLAT 

102 · LLAG 

103 LL.AX 

104 LI.AV 

105 LL.AX 

106 LLAY 

107 LLAS 

I 
I I 

I 
108 LLAT 

109 LLAS 

110 LLAT 

111 LL.AX 

112 LLAY 

113 LL.AX 

114 LLAY 

115 LLAS 

I 
I I 

I 
116 . LLAT 

117 LLAS 

118 LLAT 

119 LL.AX 

120 LLAY 

121 LL.AX 

122 LLAY 

123. ··LLAS 

I 
I I 

I 
124 LLAT 

125 LLAS 

126 LLAT 

127 LL.AX 

128 LLAY 



• 

• 

08.107192 14:17:28 

loop9 

LOSP ·LOW PRESSURE PHASE, HPCI SUCCESS, DEPRESS FAILURE, CSP RECOVERED 

Page3of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS 

I 

.·. 

.. 

'· 

.. 

I 

OVNT SVW SVD 

I I 

I 
I I 

I 

I 
I I 

I 

I 
,.. 

I I 
I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD YfW/OW 

129 LLAX 

130 LLAY 

131 LLAS 

132 LLAT 

I I I 
133 LLAS 

134 LLAT I 
135 LLAB 

136 LLAC 

137 LLAD 
138 LLAE 

139 LLAF 

140 LLAS 

I 
I I 

I 
141 LLAT 

142 ·LLAS 

143 LLAT 

144 LLAC 

145 LLAD 

146 LLAE 

147 LLAF 

148 LLAS 

I 
I I 

I 
149 LLAT 

150 LLAS 

151 LLAT 

152 LLAB 

153 LLAC 
.. 154 LLAD 

155 LLAE 

156 . LLAF 

157 LLAS 

I 
I I 

I 
158 LLAT 

159 LLAS 

160 LLAT 

161 LLAC 

162' LLAD 

163 LLAE 

164 LLAF 

165 LLAS 

I 
I I 

I 
1~ LLAT 

167 LLAS 

168 LLAT 

169 LLAG 

170 LLAX 

171 LLAY 

1n LLAX 

173 LLAY 

174 LLAS 

I 
I I 

I 
175 LLAT 

176 LLAS 

1n LLAT 

178 LLAX 

179 LLAY 

180 LLAX 

181 LLAY 

182 LLAS 

I 
I I 

I 
183 LLAT 

184 LLAS 

185 LLAT 

186 LLAX 
187 LLAY 

188 LLAX 

189 LLAY 

190 LLAS 

I 
I I 

I 
191 LLAT 

192 LLAS 



• 

• 

• 

08/07192 14:17:28 

loop9 

LOSP ·LOW PRESSURE PHASE, HPCI SUCCESS, DEPRESS FAILURE, CSP RECOVERED 

Pa994 of 4 

ADS LP .. LV cs OSPC SPC OCNTS I CNTS 

" 

.. 

.·' 

OVNT svw SVD 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

r; 

CADET 1.00 

LVW LVD WW/OW 

I 
193 LLAT 

194 LLAX 
" 195 LLAY 

196 LLAX 

197 LLAY 

198 LLAS 

I 
I I 

I 
199 LLAT 

200 LLAS 

201 LLAT 

202 LLAC 

203 LLAD 

204 LLAE 

205 LLAF 

206 · LLAS 

I 
I I 

I 
207 LLAT 

208 LLAS 

209 LLAl. 

210 LLAX 

211 LLAY· 

212 LLAX 
., 

213 LLAY 

214 LLAS 

I 
I I 

I 
215 LL.AT 

216 LLAS 

217 LLAT 



• 

. ' 

• 

• 

LOOP TREE 10 
SYSTEM RESTORATION AFTER DEPRESSURIZATION AND OSP RECOVERY 

LOOP PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

OICllCH1 RVO ass 
OR OR OMUP IOFW 

LOOP PAT RC AICllCH2 RVC . IMUP HP1 OADIADS HP2 ROP1 IFW 

LOOP-2 s SIF SIN F11N s ,S N F N 

LOOP-3 s SIF SIN F1IN F F N F N 

LOOP-4 s SIF SIN F11N F s N F· N 

LOOP-5 s SIF . SIN F11N s F F1 -s N 

LOOP-6 s SIF SIN F1IN F F N s N 

LOOP~? s SIF SIN F11N F s N s N 

. LOOP-8 S SIF ·SIN F11N . S· F F1 F · N 

LOOP-9 $ . SIF SIN F1IN .. S . F . F1 · S F1 
· 

·. -1!8-IRllll!a'lr&mmllllllli!ilJ 
·. LOOP-11 S · SIF SIN F1IN · S · . S . . . N . S . . F1 · 

, . . . . ' . . . 

Notes: 

· 1. . su·ccess of this node leads to SCS 
2. S = Success 
3. F =' Failure 
·4. N = Not demanded . 

.· 

·,, 



• 

• 

• 

08/071!12 14:17:28 

loop10 

LOSP - SYSTEM RESTORATION AFTER DEPRESSURIZATION AND CSP RECOVERY 

Page 1of1 

CADET 1.00 

scs 
2 •LOOP11 

3 •LOOP11 

4 •LOOP11 



• 

··-

-· 

LOOP PAT RC 

LOOP-2 s 
LOOP-3 s 
LOOP-4 s 
LOOP-5 s 
LOOP-6 s 
LOOP-7 s 
LOOP-8 ·S 

LOOP-9 s 

LOOP TREE 11 
LPI PHASE, OSP RECOVERED, HPCI SUCCESS 

LOOP PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

OICllCH1 RVO 
OR OR OMUP 

A1.CllCH2 RVC _ IMUP HP1 OADIADS HP2 ROP1 

SIF SIN F11N -S s N- F 

SIF SIN F11N F F N F 

SIF SIN F1IN F s N F 

SIF S/N F1/N s F F1 s 
SIF SIN F11N F F N s 
SIF SIN F11N F s N s 
SIF _SIN F1IN s F _F1 F 

SIF SIN F1IN s ·F F1 s 

ass 
IOFW 
IFW 

N 

N 

N 

N 

N 

N 

N 

F1 

LOOP-10 S SIF SIN F11N S S N S N -·-••1----
Notes: 

1: Success of this node leads to SGS 
2. S =Success 
3. F =Failure 

- 4. N = Not demande_d 



•• 

• 

• 

08/07192 14:17:28 

loop11 

LOSP - LOW PRESSURE INJECTION PHASE, CSP RECOVERED, HPCI SUCCESS 

Page 1 of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS 

" 

.; 

.' 

.. 

OVNT 

' 

svw SVD 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

CADET 1.00 

LVW LVD WW/OW 

1 scs 
2 LLCO 

3 LLCP 

4 LLCO 

5 lLCP 

6 LLCS 
I 
I 

LLCT 

8 LLCS 

·9 LLCT 

10 LLCO 

11 LLCP 

12 LLCO 

13 LLCP 

14 LLCS I 
I 

15 LLCT 

16 LLCS 

17 LLCT 

18 scs 
19 LLCO 

20 LLCP 

21 LLCO 

22 LLCP, 

23 LLCS 
I 
I 

24 LLCT 

25 LLCS 

26 LLCT 

27 LLCO 

28 . LLCP 

29 LLCO 

.30 LLCP 

31 LLCS 
I 
I 

32 LLCT 

33 LLCS 

34 LLCT 
.. 35 LIBM 

36 LIBO 

37 LIBP 

38 LIBO 

39 LIBP 

·40 LIBS 
I 
I 

41 LIBT 

42 LIBS 

43 LIBT ·-
·44 LIBO 

45 LIBP 

46 - LIBO 

47 LIBP 

48 LIBS 
I 
I 

49 LIBT 

50 LIBS 

51 LIBT 

52 LIBO 

53 LIBP 

54 LIBO 

55 LIBP 

56 LIBS 
I 
I 

57 LIBT 

58 LIBS 

59 LIBT 

60 LIBO 

61 LIBP 

62 LIBO 

63 LIBP 
I 

64 LIBS 



• 

• 

• 

08/07192 14:17:28 

loop11 

LOSP - LOW PRESSURE INJECTION PHASE, CSP RECOVERED, HPCI SUCCESS 

Page 2 of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT 

I 

., 

.. 

svw SVD LVW. 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I ·1 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

1.·. I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
.1 

I 

CADET 1.00 

LVD WW/OW 

I I 
65 LIST 

66 LIBS 

67 LIST 

68 scs 
69 LLCO 

70 LLCP 

71 LLCO 

72 LLCP 

73 LLCS 
I 
I 

74 LLCT 

75 LLCS 

76 LLCT 

77 LLCO 

78 LLCP 

79· LLCO 

80 LLCP 
I 

I 81 LLCS 

82 LLCT 

83 LLCS 

84 LLCT 

85 scs 
86 LLCO 

87 LLCP 

88 LLCO 

89 LLCP. 

90 LLCS 
I 
I 

91 LLCT 

92 LLCS 

93 LLCT 

94 LLCO 

95 LLCP 

96 LLCO 

97 LLCP 

98 LLCS 
.I 
I 

99 LLCT 

100 LLCS 

101 LLCT 

102 LIBM 

103 Ll!lO 

104 LISP ' 

105 LIBO .. 
106 LISP 

107 LIBS 
I 
I 

108 LIST 

109 LIBS 

110 LIST 

111 LIBO 

112 LISP 

113 LIBO 

114 LISP 

115 LIBS 
I 
I 

116 LIST 

117 LIBS 

118 LIST 

119 LIBO 

120 LISP 

121 LIBO 

122 LISP 

123 LIBS 
I 
I 

124 LIST 

125 LIBS 

126 LIST 

127 LIBO 

128 LISP 



• 

• 

·-

08/07/92 14:17:28 

loop11 
LOSP ·LOW PRESSURE INJECTION PHASE, OSP RECOVERED, HPCI SUCCESS 

Page 3 of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS 

I 
-

. 

· . . . 

OVNT SVW SVD 

I 

I I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

129 LIBO 

130 LIBP 

131 LIBS 

132 LIBT 

I I I 
133 LIBS 

134 LIBT I 
135 scs 
136 LLCO 

137 LLCP 

138 LLCO 

139 LLCP 

140 LLCS 

I 
I I 

I 
141 LLCT 

142 LLCS 

143 LLCT 

144 LLCO 

145 LLCP 

146 LLCO 

147 LLCP 

148 LLCS 

I 
I I 

I 
149 LLCT 

150 LLCS 

151 LLCT 

152 scs 
153 LLCO 

154 LLCP 

155 LLCO 

156 LLCP 

157 LLCS 

. I 

I I 
I 

158 LL~T 

159 LLCS 

160 LLCT 

161 LLCO 

162 LLCP 

163 LLCO 

164 LLCP 

165 LLCS 

I 
I I 

I 
166 LLCT 

167 LLCS 

168 LLCT 
. 

169 LIBM 

170 LIBO 

171 LIBP . 

172 LIBO 

173 LIBP 

174 LIBS 

I 
. I I 

I 
175 LIBT 

176 LIBS 

177 LIBT 

178 LIBO 

179 LIBP 

180 LIBO 

181 LIBP 

182 LIBS 

I 
I I 

I 
183 LIBT 

184 LIBS 

185 LIBT 

186 LIBO 

187 LIBP 

188 LIBO 

189 LIBP 

190 LIBS 

I 
I I 

I 
191 LIBT 

192 LIBS 



• 

• 

• 

08/0719214:17:28 

loap11 

LOSP - LOW PRESSURE INJECTION PHASE, CSP RECOVERED, HPCI SUCCESS 

Pa994 of 4 

ADS LP LV cs OSPC SPC OCNTS CNTS 

I 

OVNT svw SVD 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

CADET 1.00 

LVW LVD WW/OW 

I 

193 LIST 

194 LIBO 

195 LISP 

196 LIBO 

197 LISP 

198 LIBS 
I 
I 

199 LIST 

200 LIBS 

201 LIST 

202 LLCO 

203 LLCP 
' 204 LLCO 

205 LLCP 

206 LLCS 
I 
I 

207 LLCT 

208 LLCS 

- 209 LLCT 

210 LIBO 

211 LISP 

·212 LIBO 

213 LISP 

214 LIBS 
I 
I 

215 LIST 

216 LIBS 

217 LIST 



• STATION BLACKOUT PRT 

TREE SB01 SBO- INITIAL PHASE (3 PAGES) 
TREE SB02 · SBO -: LOW PRE.SSURE PHASE AFTER CDNF AT HIGH (3 PAGES) 

PRESSURE 
TREE SB03 SBO - LOW PRESSURE PHASE AFTER HPI FAILURE, (3.PAGES) 

OSP RECOVERED 
TREE S804 . SBO - LOW PRESSURE PHASE AFTER HPI FAILURE, FP · (2 PAGES) 

SUCCESS 
TREE.SB05 SBO - LOW PRESSURE PHASE AFTER HPI FAILURE; (3 PAGES) 

CDNF AT HI PRSR, OSP RECOVERED 
TRl;E SB06 SBO - LO.W PRESSURE PHASE AFTER HPCI SUCCES,S, - (3 PAGES) 

.. 

CDNF AT HI PRSR 
TREE SB07 SBO - LOW PRESSURE PHASE AFTER HPCI SUCCESS, (3 PAGES) 

,_ OSP RECOVERED 
. TREE SB08 · SBO - LOW PRESSURE PHASE AFTER CDNF AT HI .. (3 PAGES) 

PRSR, HPCI SUCCESS, OSP RECOVERED 

••• 

•• '-1 

' .· 



• 

• 

• 

08/071112 "' 17:28 

obol 

580 ·INITIAL PHASE 

P-ee I of3 

IE OIC ICHI RVO RVC AIC ICH2 OMUP MUP HPI ROPI OSS OFW FW OIC2 OFP FP 

CADET 1.00 

OAD ADS 

scs 
scs 
"SB06 

scs 
'SB07 

'S808 

·seoa 

8 'S807 

·seoa 

10 ·seoa 

II '5807 

12 '5808 

13 ·seoa 

" 'SB06 

15 scs 
16 'S803 

17 'S805 

18 'S805 

19 'S803 

20 'S805 

21 'S805 

22 .'SB03 

23' 'S805 

2, 'S805 

25 ·seo. 
26 '5802 

27 '5802 

28 '5802 

2ll '5802 

30 scs 
31 ;5801 

32 '5808 

33 '5808 

3' '5807 

35 '5808 

36 ·5eoa -

37 '5807' 

38 ·5808 

39 ·5eoa 

,0 . '5806 

" scs 
,2 '5803 · 

'3 'S805 

" '5805 

,5 '5803 

'8 ·seos 
,7 '5805 

'8 '5803 

,9 '5805 

50 '5805 

51 '580( 

52 'S802 

53 '5802 

5' '5802 

55 '5802 

56 scs 
57 'S807 

58 '5808 

59' ·seoa 
60 .'5807 

81 ·seoa 
82 ·seoa 

.-c:: 83 '5807 

8' '5808 



• 

•• 

• 

08/07192 1': 17:28 

lbo1 

S80 ·INITIAL PHASE 

P1992ol3 

IE OIC ICH1 RVO RVC AIC ICH2 OMUP MUP HP1 ROP1 OSS OFW FW OIC2 OFP FP 

,r 

CADET 1.00 

OAD ADS 

65 . 'SB08 

66 'SB06 

67 scs 

68 'SB03 

69 'SB05 

70 ·seo5 

71 'SB03 

72 'SB05 

73 'SB05 

7• 'SB03 

75. 'SB05 

76 'SB05 

n 'S80' 

78 'SB02 

79 'SB02 

80 'SB02 

81 'SB02 

82 'SB02 

83 'SB02 

8' scs 

85 scs 

86 'SB06 

87 scs 
88 'SB07 

89 'SB08 

80 ·seo8 

91 'SB07 

92 ·seoa 

93 'SB08 

9' 'SB07 

95 '.SB08 

96 'SBOB 

97 'SB06 

98 scs 
gg 'SB03 

'S805 

101 'SB05 

102 'SB03 

103 'SB05 

UM 'SB05 

105 'SB03 

106 'SB05 

107 'SB05 

108 '580' 

109 'SB02 

110 'SB02 

111 'SB02 

112 'SB02 

113 scs 
11' 'SB07 

115 'SBOB 

116 ·seoa 

117 'SB07 

118 'SBOB 

119 ·seoa 

120 'SB07 

121 'SBOB 

122 ·seoa 

123 'SB06 

12• scs 

c---c::::: 'SB03 

'SB05 

·seos 127 
___ 128 

'SB03 



• 

•• 

• 

08/071112 1C:17:28 

lbol 

SBO • INITIAL PHASE 

Pogo 3 ol 3 

IE OIC ICHI RVO RVC AIC ICH2 OMUP MUP HPI ROPI oss 

CADET 1.00 

OFW FW OIC2 "OFP FP OAD ADS 

~---------------1~ :: 
131 

132 
._ _____ 133 

13' 

135 

'------136 ._ _________ 137 

'------------ 138 

.-------------------- 139 
1CO 

1'1 
._ ______ 1'2 

1'3 

"' ._ ______ 1'5 

1"6 

1'7 

1'8 

'------------------------------ 1C9 

·seos 
·seos 
·seo3 
·seos 
·seos 
·seoc 
·seo2 
·seo2 
·seo2 
·seo2 
scs 
'SB07 

·seoa 
'SB08 

'SB07 

'SB08· 

·seoa 
·seo1 
·seoa 
·seoa 
'SB06 

scs 
'SB03 

·seos 
·seos 
·seo3 
·seos 
'SB05 

·seo3 
·seo5 

..... ----------------- 150 
151 
152. 

._ _____ 153 

15' 

155 
._ _____ 156 

157 

156 

'-:------ 159 ·seo5 
1so ·seoc 
161 ·seo2 
162 ·seo2 
163 ·seo2 
1ec. ·seo2 

..... ----------------- 165 scs. 
166 'SB07 

111 ·seoa 
...... _____ 168 ·seoa 

169 ·seo7 
170 'SB08 

'------- 171 'SB08 

112 ·seo7 
·173 ·seoa 

._ _____ 11c ·seoa 

'---------------------------175 'SB06 

r------------------176 SCS. 
1n ·seo3 
118 ·seos 

'------- 119 ·seos 
1ao ·seo3 
181 ·seos 

'------ 182 'SB05 

183 •SB03 

1ac ·seos 

'------- 1a5 ·seos 
188 

187 

'------188 

'SBOC 

·seo2 
'SB02 

'---------- 1ag ·seo2 
'------------- 190 ·seo2 

m ·seo2 
192 ·seo2 



• 

• 

• 

SBO TREE 2 
LOW PRESSURE PHASE AFTER CORE DAMAGENF AT HIGH PRESSURE 

SBO PAT ENTRY CONDITION SUMMARY 

SBO PAT 

SB0-3 

SB0-4 

. SB0-5 

SB0-6 

SB0-6 

SB0-7 · 

SB0-8 

OIC/ICH1 
OR 

AIC/ICH2 

S/F 

S/F 

. S/F 

S/F 

S/F 

S/F 

S/F 

RVO 
OR 

RVC 

s 

s 

s 

s 

s 

s 

s 

EQUIPMENT 

OSS/ 
OFW/ OFP OAD/ 

OMUP/MUP HP1 ROP1 FW OIC2 /FP . ADS2 

F1 F s F1 s 

F F F s 
F F s F 

s F .F 

F S F 

F s s . F1 s. 

F. s s F1 F 

Notes: 

. r. 
.2. 
3. 

... · 4. 
·5~ 

Success of this node leads to SGS . 
ADS valve$ will fail closed after four hours (battery depletion) unless offsite power is recovered 
S =Success·. · · · 

· .F = Failure 
• Blank denotes "not applicable" 

.··· . 
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abo2 

SBO - LOW PRESSURE PHASE AFTER CDNF AT HIGH PRESSURE) 

Page 1of3 

ADS ROP2 LP LV cs OSPC ISPC 

.. 

'. 

~~- -- I I 

OCNTS I CNTS I OVNT I SVW SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I . 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I I I 

CADET 1.00 

LVW LVD WW/OW 

1 BIAB 

2 BIAC 

3 BIAD 

4 BIAE 

5 BIAF 

6 BIAS 

I 
I I 

I 
BIAT 

8 BIAS 

9 BIAT 

10 BIAC 

11 BIAD 

12 BIAE 

13 BIAF 

14 BIAS 

I 
I I . 

I 
15 BIAT 

1s· BIAS 

17 BIAT 

18 BIAB 

19 BIAC 

20 BIAD 

21 BIAE 

22 BIAF 

23 BIAS 

I 
I I 

I 
24 BIAT 

25 BIAS 

26' BIAT 

'!-7 BIAC 

28 BIAD 

29 BIAE 

30 BIAF 

31 BIAS 

I 
I I 

I 
32 B.IAT 

33 BIAS 

34 BIAT 

35 BIAG 

36 .BIA)( 

37 BIAY 

38 BIA)( 

39 BIAY 
·1 
I 

40 BIAY 

41 BIAY 

42 BIA)( 

43 . BIAY 

44 BIA)( 

45 BIAY 
I 
I 

46 BIAY 

47 BIAY 

48 BIA)( 

49 BIAY 

50 BIA)( 

51 BIAY I 
I 

52 BIAY 

53 BIAY 

54 BIA)( 

55 BIAY 

56 BIA)( 

57 BIAY I 
I 

58 BIAY 

59 BIAY 

60 BIAB 

61 BIAC 

62 BIAD 

63 BIAE 

64 BIAF I 



• 

• 

• 

08/07192 14:17:28 

sbo2 

SBO - LOW PRESSURE PHASE AFTER CDNF AT HIGH PRESSURE) 

Page 2 of 3 

ADS ROP2 LP LV cs OSPC ·sPC 

I 

.. .. 

•' 

. L~--. 

OCNTS CNTS OVNT SVW SVD 

I 
I 
I I 

I 

I 
I I 

:I 

I 
I .I 

I 

I 
I I 

I 

I 
I I 

I 

I. 

I I 
I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW. 

65 BIAS 
66 BIAT 

I I I 
67 BIAS 
68 BIAT I 
69 BIAC 
70 SIAD 

71 BIAE 
72 BIAF 
73 BIAS 

I 
I I 

I 
·74 BIAT 
75 BIAS 
76 .BIAT 
77 BIAS 
78 BIAC 
79 BIAD 
80 BIAE 
81 BIAF 
82 BIAS 

I 
I I 

I 
·83 BIAT 
84 BIAS 
85 BIAT 
86 BIAC 
87 BIAD 
88 BIAE 
89 BIAF 
90 BIAS· 

I 
I I 

I 
91 . BIAT 
92 BIAS 
93 BIAT 
94 BIAG 
95 BIAlC 
96 BIAY 
97 BIAlC 
98 BIAY I 

I 
99 BIAY 
100 BIAY 
101 BIAlC 
102 BIAY 
103 BIAlC 
104 BIAY I 

I 

105 BIAY 
106 BIAY 
107 BIAlC 
108 BIAY 
109 BIAlC 
110 BIAY I 

I 
111 BIAY 
112 BIAY 
113 BIAlC 
114 BIAY 
115 BIAlC 
116 BIAY I 

I 
117 BIAY 
118 BIAY 
119 BIAS 
120 BIAC 
121 BIAD 
122 BIAE 
123 BIAF 
124 BIAS 

I 
I I 

I 
125 BIAT 
126 BIAS 
127 BIAT 
128 BIAC 
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SBO - LOW PRESSURE PHASE AFTER CDNF AT HIGH PRESSURE) 

Page 3 of 3 

ADS ROP2 LP LV cs OSPC SPC 

-

.. -· 

OCNTS CNTS OVNT svw svo 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

l 

·I 
I I 

I 

I 
I I 

I 

I .,_ 

I I 
I 

CADET 1.00 

LVW LVD WW/OW 

129 SIAD 

130 BIAE 

131 BIAF 

132 BIAS 

I 
I I 

I 
133 BIAT 

134 BIAS 

135 BIAT 

136 BIAS 

137 BIAC 

138 SIAD 

139 BIAE 

140 BIAF 

141 BIAS 

I 
I I 

I 
142 BIAT 

.143 BIAS 

144 BIAT 

145 BIAC 

146 SIAD 

147 BIAE 

148 BIAF 

149 BIAS 

I 
I I 

I 
150 BIAT 

151 BIAS 

152 BIAT 

153 BIAG 

154 BIA)( 

155 . BIAY 

156 BIA)( 

157 BIAY 
I 
I 

158 BIAY 

159. BIAY 

160 BIA)( 

161 BIAY 

162 BIA)( 

163. BIAY I 
I 

164 BIAY .. 
165 BIAY 
166. BIA)( 

167 BIAY · 

168 BIA)( 

169 BIAY 
' 

I 
I 

170 BIAY 

171 BIAY 
.-

172 BIA)( 

173 BIAY 

174 BIA)( 

175 BIAY 
I 
I 

176 BIAY 
' 1n BIAY. 

178 BIAC 

179 BIAD 

180 BIAE 

181 BIAF 

182 BIAS 

I 
I I 

I 
183 BIAT 

184 BIAS 

185 BIAT 

186 BIA)( 

-187 BIAY 

188 BIAY 

189 BIA)( I 
I 

190 BIAY 

191 BIAY 

192 BIAY 
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SBO PAT 

SBO TREE 3 
LOW PRESSURE PHASE AFTER HPI FAILURE, OSP RECOVERED 

·. SBO PRT ENTRY CONDITION SUMMARY 

OIC/ICH1 
OR 

AIC/ICH2 

RVO 
OR 

RVC OMUP/MUP 

EQUIPMENT 

HP1 ROP1 

OSS/ 
OFW/ 

FW OIC2 
OFP 
/FP 

OAD/ 
ADS2 

SB0-2 SIF SIF - F F S/F F 

SB0-4 SiF s F F F s s 
SB0-5 S/F s F F s F 

SB0-6 S/F s s F F 

SB0-6 S/F s F S F 

SB0-7 S/F s F s s. s 
SB0-8 S/F s F s s· F, F 

Notes: 

1. Success of this node leads to SCS 
2. · ADS valves will fail closed after four hours (battery depletion) unless offsite power is recovered 
3. · S = Success 
4. F = Failure 
5. Blank denotes "not applicable" 
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sbo3 

SBO - LOW PRESSURE PHASE AFTER HPI FAILURE. OSP RECOVERED 

Page 1ol3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

c 

' 

' 

'· 

I I ----

OVNT svw SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

'I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I I I 

CADET 1.00 

LVW LVD WW/OW 

scs 
2 BLCO 

3 BLCP 

4 BLCO · 

5 BLCP 

6 BLCS 

I 

I I 
I 

7 BLCT 

' 8 BLCS 

9 BLCT 

10 BLCO 

11 BLCP 

12 BLCO 

13 BLCP 

14 BLCS 

I 
I I 

I 
15 BLCT 

16 BLCS · 

17 BLCT 

18 scs 
19 BLCO 

20 BLCP 

21 BLCO 

22 BLCP 

23 BLCS" 

I 
I I 

• 1 
24 BLCT 

25 BLCS 

26 BLCT 

27 BLCO 

28 BLCP 

29 BLCO 
I 30 BLCP 

31 BLCS 
I I 

I 
32 BLCT 

33 BLCS 

34 · BLCT 

35 BIBM 

36 BIBO 

37 BIBP 
39· BIBO 

39 BIBP 
I 
I 

40 BIBP' 

41 BIBP 

42 BIBO 

43 BIBP 

44 BIBO 
I 
I 45 BIBP 

46 BIBP 

47 BIBP 

48 BIBO 

49 BIBP 

50 BIBO 

51 BIBP 
I 

I 
52 BIBP 

53 BIBP 

54 BIBO 

55 BIBP 

56 BIBO 
I 

I 57 BIBP 

58 BIBP 

59 BIBP 

60 scs 
61 BLCO 

62 BLCP 

63 BLCO 

64 BLCP I 
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sbo3 

SBO ·LOW PRESSURE PHASE.AFTER HPI FAILURE, O_SP RECOVERED 

Page 2 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

I 

; 

' 

. 

'· 

I -· 

OVNT SVW SVD 

I 
I I 

I 

r 
I I 

I 

I 
I I 

. I 

I 
I I 

I 

I 
I I ' 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

65 BLCS 

66 BLCT 

I I I 
67 · BLCS 

68 BLCT 

69 BLCO 

70 BLCP 

71 BLCO 

n BLCP 

73 BLCS 

I 
I I 

I 
74 BLCT 

75 BLCS 

76 BLCT 

77 scs 
78 BLCO 

79 BLCP 

80 BLCO 

81 BLCP 

82 BLCS 

I 
I I 

I 
83 BLCT 

84 BLCS 

85 BLCT 

86 BLCO 

87 BLCP 

88 BLCO 

89 BLCP 

90 BLCS 

I 
I I 

I 
91 BLCT 

92 BLCS 

93 BLCT 

94 BIBM 

95 BIBO 

96 BIBP 

97 BIBO 

98 BIBP I 
I 

99 BIBP 

100 BIBP 

101 BIBO 

102 BIBP 

103 BIBO 

104 BIBP 
I 
I 

105 BIBP 

106 BIBP 

107 BIBO 

108 BIBP 

109 BIBO 

110 BIBP 
I 
I 

111 BIBP 

112 BIBP 

113 BIBO 

114 BIBP 

115 BIBO 

116 BIBP 
I 
I 

117 BIBP 

118 BIBP 

119 SCS· 

120 BLCO 

121 BLCP 

122 BLCO 
123 .. BLCP 

124 BLCS 

I 
I I 

I 
125 BLCT 

126 BLCS 

127 BLCT 

128 BLCO 
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abo3 

sea -LOW PRESSURE PHASE AFTER HPI FAILURE, OSP RECOVERED 

Page 3 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

.. 

' 

' 

OVNT svw SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

" I 

I 
I I 

. I 

I 
I I 

I 

- '. 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

129 BLCP 

130 BLCO 

131 BLCP 

132 BLCS 

I 
I I 

I 
133 BLCT 

134 BLCS 

135 BLCT 

136 scs 
137 BLCO 

138 BLCP 

139 BLCO 

140 BLCP 

141 BL~ 

I 
I I 

I 
142 BLCT 

143 BLCS 

144 BLCT 

145 BLCO 

146 BLCP 

147 BLCO 

148 BLCP 

149 BLCS 

I 
I I 

I 
150 BLCT 

151 BLCS 

152 BLCT 

153 BIBM 

154 BIBO 

155 . BIBP 

156 BIBO 

·157 BIBP 
I 
I 

158 BIBP 

159 BIBP 

160 BIBO 

161 BIBP 

162 BIBO 

163 BIBP 
I 
I 

164 BIBP 

165 BIBP 

166 BIBO 

167 BIBP 

168 BIBO 

169 BIBP· 
I 
I 

170 BIBP 

171 · BIBP 

172 BIBO 

173 BIBP 

174 BIBO 

175 BIBP 
I 
I 

176 BIBP 

1n BIBP 

178 BLCO 

179 BLCP 

180 BLCO 

181 BLCP 

182 BLCS 

I 
I I 

I 
183 BLCT 

184 BLCS 

185 BLCT 

186 BIBO 

187 BIBP-

188 BIBO 

189 BIBP 
I 
I 

190 BIBP 

191 BIBP 
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SBO TREE 4 
LOW PRESSURE PHASE AFTER HPI FAILURE, FP SUCCESS 

SBO PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

OSS/ OIC/ICH1 
OR 

AIC/ICH2 

RVO 
OR 
RVC 

OFW/ OFP OAD/ 

SBO PAT 

SB0-2 · S/F S/F 

OMUP/MUP HP1 

F F 

ROP1 FW OIC2 /FP ADS2 

F S/F F 

SB0-3 S/F S F1 F S F1 s 

1111:11~1.:.-·::.:,,:1:111·11 :::::::::111::::1:1llltl·:11·1·:,:::::::1::n1.-·,.1·1.11.111:1:111:1·=·:111H1·:,1:1··:=·l:.:·:,:.:::l:l:ll.!l::111::1:1111111:1:1:1··.·I 1·111:1111:1111.:.11.:, .... ::·=1·=,1, ,:1.=l:l· .... :1111.-:1··1··=:-:·1·==·::::=.:=1.111:1,1.1··:·:' 

sso-s· . S/F s F F F 

SB0-6 S/F s s F F 

SB0-6 S/F s F S F 

SB0-7 S/F s F s s F1 s 

SB0-8 S/F s F s s F1 F 

Notes: 

1. Success of this node leads to SCS · 
2. ADS valves will fail closed after four hours (battery depletion) unless offsite power is recovered. 
3. S =:= Success 
4. · F = Failure 
5. Blank denotes "not applicable" 
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lbo4 

SBO ·LOW PRESSURE PHASE AFTER HPI FAILURE. FP SUCCESS 

P1go I ol2 

ADS ROP1A ROP2 LP LV cs SPC OCNTS CNTS OVNT .svw SVD LVW LVD 

~ 

CADET 1.00 

WW/OW 

scs 
BLAB 

BLAC 

BLAD 

BLAE 

BLAF 

BLAS 

BLAT 

,'BLAS 

10 BLAT 

11 BLAC 

12 BLAD 

13 BLAE 

14 BLAF 

15 BLAS' 

16 BLAT 

17 BLAS 

18 BLAT 

19 BLAB 

20 BLAC 

21 BLAD 

22 BLAE 

23 BLAF 

24 BLAS 

25 BLAT 

26 BLAS· 

27 BLAT 

28 BLAC 

29 BLAD 

30 BLAE 

31 BLAF 

32 BLAS 

33 BLAT 

34 BLAS 

35 BLAr 

3G BLAB 

37 BLAC 

38 BLAD 

39 BLAE 

40 BLAF 

41 BLAS 

42 BLAT 

43 BLAS 

44 BLAT 

45 BLAC 

46 BLAD 

47 BLAE 

48 BLAF 

411 BLAS 

·so BLAT 

51 BLAS 

52 BLAT 

53 BLAB 

54 BLAC 

55 BLAD 

56 BLAE 

57 BLAF 

56 BLAS 

59 BLAT 

60 BLAS 

'81 BLAT 

82 BLAC 

63 BLAD 

64 BLAE 



• 

• 

• 

08/071112 1':17:28 -S80 • LOW PRESSURE PHASE AFTER HPI FAILURE, FP SUCCESS 

P090 2 al 2 

ADS ROP1A ROP2 LP LV cs 

, 

OSPC SPC OCNTS CNTS OVNT svw 

I 
I 

I 
I 

I 

~ H 

I 

I 

CADET 1.00 

SVD LVW LVD WW/OW 

~ 
65 BLAF 

66 BLAS 

67 BLAT 

~ 
66 BLAS 

69 BLAT 

70 BLAB 

71 BLAC 

72 BLAD 

I 73 BLAE 
I I 

I I 
I 

7, BLAF 

75 . BLAS 

76 BLAT 

Tl BLAS 

78 BLAT 

79 BLAC 

80 BLAD 

I 
I I 

~1 BLAE 

82 BLAF 

I 83 BLAS 

8' BLAT 

85 BLAS 

86 BLAT 

87 BLAB 

88 BLAC 

89 BLAD 

I 90 BLAE 

I I 91 BLAF 
I I 

I 92 BLAS 

93 BLAT 

9' BLAS 

., 95 BLAT 

96 BLAC 

97 BLAD 

88 BLAE 

I 
I. I· 

I 

99 BLAF 

100 BLAS 

101 BLAT 

102 BLAS 

103 BLAT 

1°' BLAC 

105 BLAD 

1o6 BLAE 

I 
I I 

107 BLAF 

I .. 108 BLAS 

109 BLAT 

110 BLAS 

111 BLAT 

112 BLAC 

113 BLAD 

11' BLAE 

115 BLAF 

116 BLAS 

117 BLAT 

118 BLAS 

119 BLAT 
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SBO TREE 5 
LP PHASE AFTER HPI FAILURE, CDNF AT HIGH PRESSURE, OSP RECOVERED 

SBO PAT ENTRY CONDITION SUMMARY 

OIC/ICH1 
OR 

RVO 
OR 

EQUIPMENT 

- OSS/ 
OFW/ OFP OAD/ 

SBO PRT AIC/ICH2 RVC OMUP/MUP HP1 ROP1 .FW OIC2 /FP ADS2 

SB0-2 S/F S/F F F F S/F F 

SB0-3 S/F s F1. F s s 
SB0-4 S/F F F F s s· 

SB0-6 S/F s s F F 

SBQ-6 S/F s F s F 

SB0-7 S/F s F s s F1 s 
-sso-s S/F s F s s. F1 F 

Notes: 

1. Success of this node leads to SCS 
2. ADS valves will fail closed after four hours (battery depletion) unless offsite power is recovered 
3. S =Success 
4. F = Failure 
5. Blank denotes "not applicablEt 
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lbo5 

SBO - I.DYi PRESSURE PHASE AFTER HPI FAILURE, CDNF AT HI PRSR, OSP RECOVERED 

Poe• 1 ol 3 

I cs 

.. 

I I 

I 
I 

I 
I 

I 
I 

I 
I 

r 
r 

I 
I 

r 
I 

I 
I 

I I 

I 
I I 

l 

I 
I I 

I 

I 
I I 

l 

I 
l I 

I 

-· 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

r 
l r 

r 

I I 

CADET 1.00 

BIAB 

BIAC 

BIAD 

BIAE 

BIAF 
I 
I BIAS 

BIAT 

BIAS 

BIAT 

10 BIAC 

11 BIAD 

12 BIAE 

13 BIAF 
r 
r 14 BIAS 

15 BIAT 

16 BIAS 

"l 17 BIAT 

18 BIAB 

19 BIAC 

20 BIAD 

21 BIAE 

22 .BIAF 
r 
I 23 BIAS 

24 BIAT 

25 BIAS 

26 BIAT 

27 BIAC 

28 BIAD 

29 BIAE 

30 BIAF 
I 

l 31 BIAS 

l 32 BIAT 

33 BIAS' 

34 BIAT 

35. BIAG 

36 liw< 
37 BIAY 

38 BIAX· 

39 BIAY 

40 BIAY 

41 . 'BIAY 

42 BIAX 

43 BIAY 

44 BIAX 

45 BIAY 

48 BIAY 

47 BIAY 

48 BIAX 

49 BIAY 

50 BIAX 

51 BIAY 

52 BIAY 

53 BIAY 

54 BIAX 

55 BIAY 

56 BIAX 

57 BIAY 

58 BIAY 

59 BIAY 

60 BIAB 

81 BIAC 

82 BIAD 

83 BIAE 

84 BIAF 
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mos 
SBO ·LOW PRESSURE PHASE AFTER HPI FAIWRE. CDNF AT HI PRSR, OSP RECOVERED 

Pogo2ol3 

I cs 

I 

" 

' 

-

-

I 

I 
I 
I I 

I 

I 
I I 

I 

I 
.. 

I I 
I 

I 
I . I 

I 

•· 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

I wwrow I 
65 BIAS 

66 BIAT 

I r I 
67 BIAS 

68 BIAT I 
611 BIAC 

70 BIAD 

71 BIAE 

72 BIAF 

73 BIAS 

I 
I I 

I 
74 BIAT 

75 BIAS 

78 BIAT 

n BIAB 

78 BIAC 

79 BIAD 

80 BIAE 

I 81 BIAF 

82 BIAS 
I I 

I 
83 BIAT 

84 BIAS 

85 BIAT 

88 BIAC 

87 BIAD 

88 BIAE 

I av BIAF I 

VO BIAS 
I I 

I 
91 BIAT 

V2 . BIAS 

93 BIAT 

94 BIAG 

95 8IAx 
96 BIAY 

97 BIAX 
I 
I 

98 BIAY 

99 BIAY 

100 BIAY 

101 BiAX 

102 BIAY 

103 BIAX 

104 BIAY 
I 
I 

'105 BIAY 

108 BIAY 

107 BIAX 

108 BIAY 

109 BIAX 
I 
I 

110 BIAY 

111 BIAY 

112 BIAY 

113 BIAX 

114 BIAY 

115 BIAX 

118 BIAY 
I 
I 

117 BIAY 

118 BIAY 

119 BIAB 

120 BIAC 

121 BIAD 

122 BIAE 

123 BIAF 

124 BIAS 

I 
I I 

I 
125 BIAT 

126 BIAS 

127 BIAT 

128 BIAC 



• 

• 

• 

OMl7182 1•:17:28 

lbo5 

S80 ·LOW PRESSURE PHASE AFTER HPI FAILURE, CONF AT HI PRSR. OSP RECOVERED 

Poge3 ol 3 

.. 

·.· 

.. 

I 
I 

I 
I 

r 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I. I 

I 

I 
l I 

I 

I 
I I 

l 

I ; 

I I. 
l 

I 
I I 

l 

I 
I I 

I 

CADET 1.00 

129 BIAD 

130 BIAE 

131 BIAF 
I 
I 132 BIAS 

133 BIAT 

1~ BIAS 

135 BIAT 

13S BIAB 

137 BIAC 

138 BIAD 

139 BIAE 

••o BIAF 
I 
I 

,., . BIAS 

1•2 BIAT 

·~ BIAS 

-. 1" BIAT 

1.S BIAC 

••& BIAD 

••7 BIAE 

l.S BIAF 
I 
I ••9 BIAS 

150 BIAT 

151 BIAS 

152 BIAT 

153 BIAG 

IS. BIAX 

155 BIAY 

156 BIAX 

157 BIAY 

156 BIAY 

159 BIAY 

180 BIAX 

161 .BIAY 

162 Bl~ 

163 'BIAY 

1M BIAY 

165 BIAY 

166 BIAX 

167 BIAY 

. 168 BIAX 

169 BIAY 

170 BIAY 

171 BIAY 

172 BIAX 
., 

173 BIAY 

17• . BIAX 

175 BIAY 

176 BIAY 

1n BIAY 

178 BIAC 

179 BIAD 

180 BIAE 

181 BIAF 
I 
I 182 BIAS 

183 BIAT 

1M BIAS 

185 BIAT 

188 BIAX 

187 BIAY 

188 BIAY 

189 BIAX 

190 BIAY 

191 BIAY 
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SBO TREE 6 
LOW PRESSURE PHASE AFTER HPCI SUCCESS, CDNF AT HIGH PRESSURE 

SBO PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

OIC/ICH1 RVO OSS/ 
OR OR OFW/ OFP OAD/ 

SBO PAT AIC/ICH2 RVC OMUP/MUP HP1 ROP1 FW OIC2 /FP ADS2 

SB0-2 S/F S/F F F F S/F F 

SB0-3 S/F s F, F s F, s 

SB0-4 S/F. . s F F F s .. s 

SB0-5 S/F s F F s F, - F 

. SB0-7 S/F s F .s s s 

SB0-8 S/F s F s s F 

Notes: 

1. Success of this node leads to SCS 
2. ADS valves will fail closed after four hours (battery depletion) unless offsite power is recovered 
3. S =Success 
4. F = Failure 
5. Bla-nk denotes "not applicable" . 
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sbo6 

SBO - LOW PRESSURE PHASE AFTER HPCI SUCCESS, CDNF AT HI PRSR 

Page 1of3 

ADS ROP2 LP LV cs OSPC SPC 

'• 

" 

. 

I I 

OCNTS CNTS OVNT SVW SVD 

I 
I I 

I· 

,. 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

' 

I 
I I 

I 

" 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I I I 

CADET 1.00 

LVW LVD WW/OW 

1 BLAB 

2 BLAC 

3 BLAD 

4 BLAE 
'5 BLAF 

6 BLAS 

I 
I I 

I 
7 SLAT 

8 BLAS 

9 SLAT 

10 BLAC 

11 BLAD 

12 BLAE 

13 BLAF 

14 BLAS 

I 
I I 

I 
15 BLAT 

16 BLAS 

17 BLAT 

18 BLAB 

19 BLAC 

20 BLAD 

21 BLAE 

22 BLAF 

23 BLAS 

I 
I I 

I 
24 BLAT 

25 BLAS 

26 BLAT .. 
27 BLAC 

28 BLAD 

29 BLAE 
I 30 BLAF 

31 BLAS 
. I I 

I 
32 BLAT 

33 .. BLAS 

34 BLAT 

35 BLAG 
: 

36 BLAX 

37 . BLAY 

38 BLAX 

39. BLAY 
I 
I 

40 BLAY 

.41 "BLAY 

42 BLAX 

43 BLAY 

44 BLAX 

45 BLAY 
I 
I 

46 BLAY 

47 BLAY 

48 BLAX 

49 BLAY 

50 BLAX 

51 BLAY 
I 
I 

52 BLAY 

53 BLAY 

54 BLAX 

55 BLAY 

56 BLAX 

57 BLAY 
I 
I 

58 BLAY 

59 BLAY 

60 BLAB 

61 BLAC 

62 BLAD 

63 BLAE 

64 BLAF I 



• 

• 

• 

08/07192 14:17:28 

sbo6 

SBO - LOW PRESSURE PHASE AFTER HPCI SUCCESS, CDNF AT HI PRSR 

Page 2 ol 3 

ADS ROP2 LP LV cs. OSPC SPC 

I 

.. 

: 

,. 

.. 

I 

OCNTS CNTS OVNT svw SVD 

I 
I 

. I I 
I 

I 
I I 

I 

I 
I I 

I 

' 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

65 BLAS 

66 BLAT 

I I I 
67 BLAS 

68 BLAT I 
69 BLAC 
70 BLAD 

71 BLAE 

72 BLAF 

73 BLAS 

I 
I I 

I 
74 BLAT 

75 BLAS 

76 BLAT 

77 BLAB 

78 BLAC 

79 BLAD 

80 BLAE 

81 BLAF 

82 BLAS 

I 
I I 

I 
83 BLAT 

84 BLAS 

85 BLAT 

86 BLAC 

87 BLAD .. 
88 BLAE 

89 BLAF 

90 BLAS 

I 
I I 

I 
91 .BLAT 

92 BLAS 

93 ·BLAT 

94 BLAG 

95 BLAX 

96 BLAY 

97 BLAX 

98 BLAY I 
I 

99 BLAY 

100 BLAY 

101· BLAX 

1o2 BLAY 

103 BLAX 

104 BLAY 
I 
I 

105 BLAY 

106 BLAY 

10r BLAX --· 
108 BLAY 

109 BLAX 
I 
I 110 BLAY 

111 BLAY 

112 BLAY 

113 BLAX 

114 BLAY 

115 BLAX 

116 BLAY I 
I 

117 BLAY 

118 BLAY 

119 BLAB 

120 BLAC 

121 BLAD 

122 BLAE 

123. BLAF 

124 BLAS 

I 
I I 

I 
125 BLAT 

126 BLAS 

127 BLAT 

128 BLAC 



• 

• 

• 

08/07192 14:17:28 

1bo6 

SBO ·LOW PRESSURE PHASE AFTER HPCI SUCCESS, CDNF AT HI PRSR 

Page 3 of 3 

ADS ROP2 LP LV cs OSPC .SPC 

' 

OCNTS CNTS OVNT SVW 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

I 
I 

SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

.. 

I 
I I 

I 

' 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

129 BLAD 

130 BLAE 

131 BLAF 
I 

I 132 BLAS 

133 BLAT 

134 BLAS 

135 BLAT 

136 BLAB 

137 BLAC 

138 BLAD 

139 BLAE 

140 BLAF 
I 
I 141 BLAS 

142 BLAT 

143 BLAS 

144 BLAT 

145 BLAC 

146 BLAD 

147 BLAE 

148 BLAF 
I 
I 149 BLAS 

150 BLAT 

151 BLAS 

152 BLAT 

153 BLAG 

154 BLAX 

155 BLAY 

156 BLAX 

157 BLAY 

158 BLAY 

159 . BLAY. 

160 BLAX 

161 BLAY 

162 "BLAX 

163 BLAY . 

164 BLAY 

165 BLAY 

166 BLAX 

167 BLAY. 

168 BLAX 

169 BLAY 

170 BLAY 

171 BLAY 

172 BLAX 

173 BLAY 

174 BLAX. 

175 BLAY 

176 BLAY 

177 BLAY 

178 BLAC 

179 BLAD 

180 BLAE 

181 .BLAF 
I 
I 182 BLAS 

183 BLAT 

184 BLAS 

185 BLAT 

186 BLAX 

187 BLAY 

188 BLAY 

189 BLAX 

190 BLAY 

191 BLAY 

192 BLAY 



• 

• 

• 

SBO TREE 7 
LOW PRESSURE PHASE AFTER HPCI SUCCESS, OSP Rf;COVERED 

SBO PAT ENTRY CONDITION SUMMARY 

· EQUIPMENT 

OIC/ICH1 OSS/ 
OR 

RVO 
OR OFW/ OFP OAD/ 

SBO PRT AIC/ICH2 RVC OMUP/MUP HP1 ROP1 . FW OIC2 /FP ADS2 

SB0-2 · S/F S/F F F F S/F F 

SB0-3 S/F s F s s 

SB0-4 S/F s F· F F s s 
SB0-5 S/F s F s F1. F 

SB0-6 S/F s s F F 

SB0-6 S/F s F s F 

lil/:1:1:1:1::11lili/,/lii:/1l·1· 

SB0-8 S/F s s ·s F' F 

Notes: 

1. Success of this node leads to SCS 
2. ADS valves will fail closed after four hours (battery depletion) unless offsite power is recovered 
3. S = Success · 
4. F = Failure 

. 5. Blank denotes "not applicable" 

,'; 



• 

• 

• 

OSI0719214:17:28 

sbo7 

SBO - LOW PRESSURE PHASE AFTER HPCl.SUCCESS, OSP RECOVERED 

Page 1of3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

' 

' 

,. 

' 

. 

·---· --~J I 

OVNT SVW 

I 
I I 

I 

I 
I I 

I 

' 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I ,, 

. I 

I 
I I 

I 

I 
I I 

SVD LVW LVD WW/OW 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 
'· 

I 
I I 

I 

I 
I 

. 

.. 

I 
I 

I 
I 

I 
I 

I 

CADET 1.00 

1 scs 
2 BLCO 

3 BLCP 

4 BLCO 

. 5 BLCP 

6 BLCS 

7 BLCT 

8 BLCS 

9 BLCT 

10 BLCO 

11 BLCP 

12 BLCO 

13 BLCP 

14 BLCS 

15 BLCT 

16 BLCS 

17 . BLCT 

18 scs 
19 BLCO 

20 BLCP 

21 BLCO 

22. · BLCP 

. 23 BLCS 

24 BLCT 

25 BLCS 

26 BLCT 

27 BLCO 

28 

29 

30 

BLCP 

BLCO 

BLCP 

31 BLCS 

32 BLCT 

33 BLCS 

34 BLCT 

35 BLBM 

36 BLBO 

37 BLBP . 

.38 BLBO 

39 . BLBP 

40 BLBP 

41 BLBP 

42 BLBO 

43 · BLBP 

44 BLBO 

4s BLBP 

46 BLBP 

47 BLBP 

46 BLBO 

49 BLBP 

50 BLBO 

51 BLBP 

52 BLBP 

53 BLBP 

54· BLBO 

55 BLBP 

56 BLBO 

57 BLBP. 

58 

59 

60 

BLBP 

BLBP 

scs 
61 BLCO 

62 BLCP 

63 BLCO 

64 BLCP 



• 

• 

• 

08/07192 14:17:28 

sbo7 

CADET 1.00 

SBO - LOW PRESSURE PHASE AFTER HPCI SUCCESS, OSP RECOVERED 

Page 2 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT svw SVD 

I 
I ·I 

I 

I 
I I 

I 

LVW 

I 
I 

LVD WW/OW 

I ,.... __ ss 
-------11 66 

67 

I sa 

BLCS 

BLCT 

BLCS 

BLCT 

BLCO 

BLCP 

BLCO 

BLCP 

-BLCS 

BLCT. 

BLCS 

I 
I 

69 

70 

71 

72 

73 

74 
75 

76 BLCT 

77 scs 
78 BLCO 

79 

..------------ 80 I 

BLCP 

BLCO 

BLCP 

BLCS 
I 1.-------- 81 

I .----- 82 

---- 83 BLCT 
,__ ___ 84 BLCS 

L------------------1 85 BLCT 

.------------------ 86 BLCO 
I -------------- 87 B_LC::P 

1.___--11 .----------- 88 · BLCO 

1.__ __ -fl ..-------- 89 BLCP 
I : ,.....,__ __ 90 BLCS 

'------4 91 BLCT 

.----- 92 BLCS 
L-------------------1 093 BLCT 

..-----------------------..-, 94 BLBM 
,..... .............................. ------------ 95 BLBO I 
I I 

I 

96 

1.----------- 97 

....------- 98 1.._ __ -f 99 

..------------------101 

I ....------------------1~ 
I I 

I i...----------103 
I ,..... ......................... __ l04 

BLBP 

BLBO 

BLBP 

BLBP 

BLBO. 

BLBP 

BLBO. 

BLBP 

------- 105 BLBP 

'---------------------~106 
r-----------------107 

I .----------------108 
I I ...----------109 I I 

I .-------- 110 

BLBP · 

BLBO 

BLBP 

BLBO 

BLBP 

'-------- 111 BLBP 

'---------------------- 112 BLBP 
..-----------------113 BLBO 

.-----41 ..--------------114 . '----4' 115 
I 

BLBP · 

BLBO 

BLBP .-------- 116 
I 
I 

.................................... ...,.. 117 BLBP 

'----------------------- 118 BLBP ..-------------------------------119 scs ..------------------120 BLCO 
.-----4' .---------------121 

.----f 
1.___--11 .----------1~ 

- l.__ __ --11 ....----------1~ 
I I 
----41 ..----- 124 

.. _____ -1 ____ 125 '-----------1 
,__ ___ 126 

r--------1 
I_-·-

~---------------------------------1 ____ 121 

BLCP 

BLCO 

BLCP 

BLCS 

BLCT 

BLCS 

BLCT 

BLCO -·--- _, _________ .. __________________ 128 



• 

•• 

• 

08/07192 14:17:28 

abo7 

SBO - LOW PRESSURE PHASE AFTER HPCI SUCCESS, OSP RECOVERED 
Pa99 3 of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS 

., 

.. 

.. 

OVNT svw SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

CADET 1.00 

LVW LVD WW/OW 

129 BLCP 
130 BLCO 
131 BLCP 
132 BLCS 

I 
I I 

I 
133 BLCT 
134 BLCS 
135 BLCT 
136 scs 
137 BLCO 
138 BLCP 
139 BLCO 
140 BLCP 
141 BLCS 

I 
I I 

I 
142 BLCT 
143 BLCS 
144 BLCT 
145 BLCO 
146 BLCP 
147 BLCO 
148 BLCP 
149 BLCS 

I 
I I 

I 
150 BLCT 
151 BLCS 
152 BLCT 

.153 BLBM 
154 BLBO 
155 BLBP 
156" BLBO 
157 BLBP I 

I 
158 BLBP 
159 BLBP 
160 BLBO 
161 BLBP 
162 BLBO 

I 

I 163 BLBP 
164 BLBP 
165 BLBP 
166 BLBO 
167 BLBP 
168 BLBO 

I 
I 169 BLBP 

170 BLBP 
171 BLBP 
1n BLBO 
173 BLBP 
174 BLBO 
175 BLBP I 

I 
176 BLBP 
177 BLBP 
178 BLCO 
179 BLCP 
180 BLCO 
181 BLCP 
182 BLCS 

I 
I I 

I 
183 BLCT 
184 BLCS 
185 BLCT 
186 BLBO 
187 BLBP 
188 BLBO 
189 BLBP I 

I 
190 BLBP 
191 BLBP 



• 

• 

SBO TREE 8 
LP PHASE AFTER CDNF AT HIGH PRESSURE, HPCI SUCCESS, OSP RECOVERED 

SBO PAT ENTRY CONDITION SUMMARY 

OIC/ICH1 
OR 

RVO 
OR 

EQUIPMENT 

OSS/ 
OFW/ OFP OAD/ 

SBO PAT AIC/ICH2 RVC OMUP/MUP HP1 ROPJ FW OIC2 /FP ADS2 

SB0-2 S/F S/F F F S/F F 

SB0-3 - S/F s F s F, s 

SB0-4 S/F s F F F s s 

SB0-5 S/F s F F s F, F 

SB0-6 S/F s s F F 

SB0-6 S/F s F s F 

. SB0-7 S/F s F S. s 'S 

Notes: 

1. Success of this node leads to SGS 
2. ADS valves will fail closed after four hours (battery depletion) unless offsite power is recovered 
3. S =Success 
4. F =Failure 
5. Blank denotes "not applicable" 



• 

• 

• 

08107192 14:17:28 

sbo8 

SBO - LOW PRESSURE PHASE AFTER CONF AT HI PRSR, HPCI SUCCESS, CSP RECOVERED 

Page 1of3 

ADS LP LV cs OSPC SPC OCNTS I CNTS OVNT 

·' 

·-- ~- I I I 

svw SVD 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I 
I I 

I 

I I 

CADET 1.00 

LVW LVD WW/OW 

1 BLAB 

2 BLAC 

3 BLAD 

4 BLAE 

5 BLAF 

6 BLAS 

I 
I I 

I 
7 BLAT 

8 BLAS 

9 BLAT 

10 BLAC 

11 BLAD 

12 BLAE 

13 BLAF 

14 BLAS 

I 
I ·I 

I 
15 BLAT 

16 BLAS 

17 BLAT 

18 BLAB 

19 BLAC 

20 BLAD 

21 BLAE 
I 22 BLAF 

23 BLAS 
I I , 

I 
24 BLAT 

25 BLAS 

26 BLAT 

27 BLAC 

28 BLAD 

29 BLAE 

30 BLAF 

31 BLAS 

I . 
I I 

I 
32 BLAT 

33 BLAS .. 
34 BLAT 

35 BLAG 

36 BLAX 

37 BLAY 

38 !;!LAX 

39 BLAY 
I 
I 

40 BLAY 

41 BLAY 

42 BLAX 

43 BLAY 

44, BLAX 

45 BLAY 
I 
I 

46 BLAY 

47 BLAY 

48 BLAX 

49 BLAY 

50 BLAX 

51 BLAY 
I 
I 

52 BLAY 

53 BLAY 

54 BLAX 

55 BLAY 

56 BLAX 
I 

I 57 BLAY 

68 BLAY 

59 BLAY 

60 BLAB 

61 BLAC 

62 BLAD 

63 BLAE 

64 BLAF I 



• 
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• 

08/0719214:17:28 

abo8 

SBO ·LOW PRESSURE PHASE AFTER CONF AT HI PRSR, HPCI SUCCESS, OSP RECOVERED 
Page 2 ol 3 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT 

I 

" 

.. 

I --~-~--- --

svw SVD 

I 

I 
I . I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 

I 

I 
I I 

I I 
I 

CADET 1.00 

LVW LVD WW/OW 

65 BLAS 

66 BLAT 
I I 

67 BLAS 

68 BLAT 

69 BLAC 

70 BLAD 

71 BLAE 

72 BLAF 
I 

I 73 BLAS 

74 BLAT' 

75 BLAS 

76 BLAT 

77 BLAB 

78 BLAC 

79 BLAD 

80 BLAE 

81 BLAF 

82 BLAS 
I 
I 

83 BLAT 

84 . BLAS 

85 BLAT 

86 BLAC 

87 BLAD 

88 BLAE 

89 BLAF 

90 BLAS 
I 
I 

91 BLAT 

92· BLAS 

93 BLAT 

94 BLAG 

95 BL.AX, 

96. BLAY 

97 BL.AX 

98· BLAY 

99 BLAY 

100 BLAY· 

101 B.L.AX 
102. BLAY 

,. 
103 BL.AX 

104 BLAY 

105 BLAY 

100 BLAY 

107 BL.AX 

108 BLAY 

109 BL.AX 

110 'BLAY 

111 BLAY 

112 BLAY 

113 BL.AX 

114 BLAY 

115 BL.AX 

116 BLAY 

117 BLAY 

118 BLAY 

119 BLAB 

120 BLAC 

121 BLAD 

122 BLAE 

123. BLAF 

124 BLAS 
I 

. I 
125 BLAT 

126 BLAS 

127 BLAT 

128 BLAC 



• 

• 

• 

08/07192 14:17:28 

sbo8 

SBO - LOW PRESSURE PHASE AFTER CD/VF AT HI PRSR, HPCI SUCCESS, CSP RECOVERED 

Page 3of 3 

ADS LP LV cs OSPC SPC OCNTS CNTS OVNT 

.. 

'. 

svw SVD 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
. I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I 
I I 

I I 
I 

I. 
I I 

I I 
I 

CADET 1.00 

LVW LVD WW/DW 

129 BLAD 
130 BLAE 

131 BLAF 

132 BLAS 
I 
I 

133 BLAT 

134 BLAS 

135 BLAT 

136 BLAB. 
137 BLAC 

138 BLAD 

139 BLAE 

140 BLAF 

141 BLAS 
I 
I 

142 BLAT 
·143 .. BLAS 

144 BLAT 

145 BLAC 

146 BLAD 

147 BLAE 

148 BLAF 

149 BLAS I 
I 

150 BLAT 

151 BLAS 

152 BLAT 

153 BLAG 

154 BLAX 
.. 

155 BLAY 

156 ··BLAX 

157 B~Y 
158 BLAY 

159 BLAY 

160 BLAX 

16f BLAY 

"162 BLAX 

163 BLAY 

164 BLAY 

165 BLAY 

166 BLAX· 

167 BLAY 

168 BLAX 

169 BLAY 

170 BLAY 

171 BLAY 

172 BLAX 

173 BLAY 

174 BLAX 

175 BLAY 

176 BLAY 

177 BLAY 

178 BLAC 

179 BLAD 

180 BLAE 

181 BLAF 

182 BLAS 
I 
I 

183 BLAT 

184 BLAS 

185 BLAT 

186 BLAX 

187 BLAY 

188 BLAX 

189 BLAY 
190. BLAY 

191 BLAY 
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LOSS OF 125VDC P RT 

TREE TRDC1 LODC (UNIT 2) - INITIAL PHASE 
TREE TRDC2 . LODC (UNIT 2) - LOW PRESSURE PHASE . 
TREE TRDC3 LODC (UNIT 2) - LOW PRESSURE PHASE AFTER CDNF 

AT HI PRSR . 

(1 PAGE) 
(2 PAGES) 
(2 PAGES) 
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trdc1 

LODC (UNIT 2) - INITIAL PHASE 
Page 1of1 

I 
I 

I HP1 

I 

I I 

I 

I 
I 

CADET 1.00 

1 'TRDC2 

2 scs 
3 'TRDC3 

4 scs 
5 'TRDC3 

_6 'TRDC2 

'TRDC3 

8 •TRDC3 

9 IORV 

10 LOCA 

11 ATWS 



• LODC TREE 2 
LOW PRESSURE PHASE . 

LODC PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

LODC PAT RC RVO+RVC HP1 OAD ADS HP2 

LODC-3· s s S/F F F. 

Notes: 

1. S = Success 
2. F = Failure 

- 3. Blank denotes "not applicable" 

• 

• 



08/10/92 07:58:06 CADET 1.00 
trdc2 

LODC (UNIT 2) - LOW PRESSURE PHASE 

Page 1of2 

• ADS LP LV cs OSPC SPC OCNTS CNTS OVNT svw SVD LVW LVD WW/OW 

1 scs 
2 DLCO 

I 3 DLCP 
I I 4 DLCO 

I I 5 DLCP 
I I 

6 DLCS I 
7 DLCT 

8 DLCS 

9 DLCT. 

10 DLCO 
I 11 DLCP 
I I 12 DLCO 

I I 13 DLCP 
I I 

DLcS I 14 

15 DLCT 

16 DLCS 

17 DLCT 

18 ·SCS 

19 DLCO 
I 20 DLCP 
I I 21 DLCO 

I I 22 DLCP 
I I 

23 DLCS I 
24 DLCT 

25 DLCS 

26 DLCT 

27 DLCO 
I 28 DLCP • I I 29 DLCO 

I I 30 DLCP 
I I 

I 
31 DLCS 

32 DLCT 

33 DLCS 

34 DLCT 

35 DIBM 

36 . DIBO 
I 37 DIBP 
I I 38 DIBO 

I I 39 DIBP 
I I 

40 . DIBS . I 
41 DIST 

42 DIBS 

43 DIST 

44 DIBO 
I 45 DIBP 
I I 46 DIBO 

I I 47 DIBP 
I I 

DIBS I 48 

49 DIST 

50 DIBS 

51 DIST 

52 DIBO 
I 53 DIBP · 
I I 54 DIBO 

I I 55 DIBP 
I I 

I 56 DIBS 

57 DIST' 

• 58 DIBS 
59· DIST 

60 0180 
I 61 DIBP 
I I 62 DIBO 

I I 
63 DIBP 

I I 
64 DIBS 

~ <--.------



08/10/92 07:58:06 CADET 1.00 

trdc2 

LODC (UNIT 2) ·LOW PRESSURE PHASE 
Page 2of 2 

• I ADS I LP I LV I cs I OSPC I SPC I OCNTS I CNTS I OVNT lsvw I SVD I LVW I LVD IWW/OW 

65 DIBT 
66 DIBS I 

I I 

67 DIBT 
68 DLCO 
69 DLCP .. 1 · 

I I 70 DLCO 
71 DLCP 
n DLCS 

I I 
I I 

I 
73 DLCT 
74 DLCS 
75 DLCT 
76 DIBO 

I 77 DIBP 
I I 78 DIBO 

79 DIBP 
80 DIBS 

I I 
.. I I 

I 
81 DIBT 

82 DIBS 

83 OIBT 

• 

•• .. 



•• 

• 

LODC TREE 3 
LOW PRESSURE PHASE AFTER CDNF AT HIGH PRESSURE 

LODC PAT ENTRY CONDITION SUMMARY 

EQUIPMENT 

LODC PAT RC RVO+RVC HP1 OAD ADS 

LODC-2 s s S/F s s 

Notes: 

1. S =Success· 
2. F = Failure ; ' 

3. Blank denotes "not applicable" 

- . >~.-.---.-....--~- ·. 

HP2 



• 
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C><J CATE VALVE 

& AIR OPERATED CATE VAL\t: 

~ MOTOR OPERATED GATE VALVE 

........ GATE VALVE 

~ AIR OPERATED GATE VALVE 

~ MOTOR OPERATED GATE VALVE 

GLOBE VALVE 

AIR OPERATED GLOBE VALVE 

MOTOR OPERATED GLOBE VALVE 

GLOBE VALVE 

AIR OPERATED GLOBE VALVE 

MOTOR OPERATED GLOBE VALVE 

~ SAITTY R£UEF. VALVE 

~' AIR OP ER.A TED SAFETY RELIEF VAL VE 

FlOW ORIFICE 

RESTRICTION OCVICE 
(SINGLE OR MULTI-STAGE) 

ri.ow NOZZLE OR VENTURI 
PIPE SECTION 

FlL TER/STRAINER 

IJJ DUPLEX STRAINER 

. , 0 MOTOR DRIVEN PUMP 

I ESa I HEAT EXCHANGER 

> > TRANSFER 

NQTADQN QEEIN!TI()NS 

OPEN 

Q.OSED 

OPEN 

Q.OSED 

F.O. • FAILS OPEN 
LO. • LOCKED OPEN 
r.c. - FAILS a.OSED 

IRC. • INSIDE R£ACTOR CONTAINMENT 
ORC. • OUTSIDE REACTOR CONTAINMENT 
Ll.P. • LOCKED IN Pl.AC[ 

N.O. • NORMAU Y OPEN 
N.C. • NORMALLY CLOSED 

LC. • LOCKED Q.OSED 

FIGURE 4.2.1-1. 

RJ CHECK VALVE 

r=tt::J ORIFlCE CHECK VALVE 

C::eilll STOP CHECK 

~ NEEDl£ VAL VE 

1 ........ 1 BUTTERFl Y VALVE 

l~I AIR OPERA TED BU TTERfl Y VAL VE 

l~I MOTOR OPERATED BUTTERll.Y VALVE 

I+ I BUTTERFlY VALVE 

1+1 AIR OPERA TED BU TTERFl Y VAL VE 

l~I MOTOR OPERATED. BUTTERFlY VALVE 

Io I BALL VALVE 

161 AIR OPERATED BALL VALVE 

I ~ I MOTOR OPERATED BALL VALVE 

I• I 

l~I 
l~I 

BALL VALVE 

AIR OPERATED BALL VALVE 

MOTOR OPERATED BALL VALVE 

I I MISCELLANEOUS EQUIPMENT 

LJ TANK 

0 REORC .. PUMP 
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LCV2-3302 
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HOTYof:LL 

CONDENSATE 
PUMP - 2D 

2D-3302 

• 

FIGURE 4.2.1.1-1 

2:.3302-8-502 

2-3302-A-502 

2-3304 

UNIT 2 CONDENSATE --: CONDENSER HOTWELL TO SJAE CONDENSERS 

29-5401 

SJAE 
CONDENSER 

'--------- 2-3303-8-501 

I 
2-3341-7 

2A-5401 

SJAE 
CONDENSER 

M-15. REV JR 
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FlGURE 4.2.1.1-2 

B 

FlGURE 4.2.1.1-2 
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FICURE'.,4.2.1.1-1 
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FIGLIRE 4.2.1.1-2 

2-JJ99-1 J3A 2-3J01A 

2-JJ99-1 J3B 2-33018 

2-J301C 

2-3301 E 

2-JJ01C 

UNIT 2 CONDENSATE - CL.AND STEAM CONDENSERS TO CONDENSATE DEMINERALIZERS 
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ncuRE 4.2.1.1-J 

2-A-5501 
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DEMINERAUZER 
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2-JJ02C 

2-0-5~1 
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DEMINERALIZER 

2-JJ02F 

2-G-5501 
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DEMINERAUZER 
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M-15, REV JR 
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FIGURE 4.2.1.1-2 

172630200 
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TO 
TURBINE 

HOOD SPRAY 

ro 

LCV2-330J 

TO 
CST 

• 

CONOENSA 1t BOOSTER 
PUMP - 20 

20-3401 

CONOENSA Tt BOOSTER 
PVMP - 2C 
. 2C-3401 

FIGURE 4.2.1.1-3 

UNIT 2 CON DEN SA TE CONDENSATE BOOSTER PUMPS 

2-3401-{)-501 

2-3401-0-500 

2-3824-C-500 

2-3824-C-501 

2-3401-C-~1 

rCV2-3401 

• 

TO ... ,. 
CCN>EN5£R 

TO 
R.r .P. 
S A 

M-1~. REV JR 
M-16. REV U 
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REACTOR rEEO 
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H 

FIGURE 4.2.1.1-J 

FIGURE 4.2.1.1-3 
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M 

2-34019 
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COOLER 

2A2-3102 

DRAIN 
COOLER 

2A3-J102 
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COOLER 
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r.w. 
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2A2-3101 

r.w. 
. HEATER 

2A3-3101 

r.w. 
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r.w. 
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282-3103 

r.w. 
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r.w. 
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2C2-J104 
M 

r.w. 
HEATER 

2-34028 

2CJ-J104 

r.w. 
HEATER 

FIGURE 4.2.1.1-4 
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2-3405-A-500 

REACTOR rEEO 
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2-3811-JIA 2-~A-~ 
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TO 
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2-J208C 2-3201-C 

2-32088 2-3201-8 

2-3208A 2-3201-A 

• 

0 

ncuRE 4.2.1.1-~ 

M-14, REV KP 
M-16, REV U 
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FAJ 
2-eo 
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r.w. 
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2-3204A 

202-3105 

r.w. 
Q 

HEATER 
2-32028 2-32048 

RGURE 4.2.1.1-6 

2DJ-3105 

r.w. 
2-3202C 

HEATER 
2-3204C 

2-3203 

M-14, REV KP 

FIGURE 4.2.1.1-5 

UNIT 2 FEEDWATER - "D" FEEDWATER HEATE.RS 
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rlGURE 4.2.1.1-5 
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N 

2-J20SA 

N 

2-32058 

2-22C>-62A 

2-22C>-59. 

FROM 
RWCU 

FROM 
HPO 
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2-220-628 

FIGURE •U.1.1-6. 

UNIT 2 FEEDWATER - THE .REACTOR PRESSURE VESSEL 

• 

M-14, REV KP 
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2-ZlH-14 
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LPO~------
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cs 

FIGURE 4.2.1.2--:1 

UNIT 2 HIGH PRESSURE COOLANT INJECTION 

s 

HPQ I rwc 

I 

2-2399-718 2-2399-778 

ORYWELL 

REACTOR 
VESSEL 

REF: M-H, REV KP 
M-29, SH 1, REV AU 
M-35, SH 1, REV BU 
M-51, REV AK 

• 
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082492 

EllERCENCY 
OIL PUMP -· 
D.C. 

OIL COOLER 

llODULATING 
RELIEF 

·VALVE 

PUllP PRllllNG · " 

50pal9 

AUXILIARY 
OIL PUllP -

' D.C. 
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@. 
DUPLEX 

Oil 
FILTER 

HPCI PUMP OIL TANK 

-FIGURE 4.2.1-2-2 

PRV2 

' PRV1 

HIGH PRESSURE 
OIL PUllP -

SHAn DRIVEN 

PUllP PRllllNG 

HPCI P·UMP /TURBINE OIL SYSTEM 

10psl9 

20pai9 

MODULATING 
RELIEF 
VALVE 

PUUP 
BEA RI NC 

TURBINE 
BEARINGS 

CONTROL Oil 
TO TRIP AND 
SPEED CONTROLS. 

, ANO v.£AR 
DETECTOR 

H\1lRAUUC Oil 
. TO STOP AND 
CONTROL VALVES 

:.1 

REF: GEK- 786, CHAP. 26 
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0 
-' 

0 
-' 
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CST 
2/3-3303A 

1------!l•TO CORE SPRAY SUCTION 
/-~--TO HPO SUCTION 

2-1501-5C 

2-1501-50 

<.I 
-' 

u 
;;; 
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51 
i· 
N 

<.I 
-' 

~ 
CST 

2/3-3303A 

0 
;;; 
I 

51 
~ 

• 

2-1~01-11.A 

M 

2-1!I01-13A 

r.c. r.c. 

2-1599-82 2-1599-81 2-1501-35 

2-1!1()1-118 

2-1501-1JB 

. . 
FIGURE 4.2.1 . .3-1 

UNIT 2 LPCI SYSTEM 

• NOTE: 's' DESIGNATES A COMPONENT 
THAT MUST CHANGE STA TE 
TO ALLOW INJECTION FLOW. 

2-1!I01-27A 2-1!I01-28A 

rROM 
SHU100""' 

COOLING _j ,----

DRYWELL 
SPRAY 

RECIRC SYSTEM 
·Loop A 

SUPPRESSION 
POOL 

SUPPRESSION 
POOL 
4" SPRAY 
RING 

OUTSIDE INSIDE 
CONTAINMENT I CONTAINMENT 

I 
I 
I 
I 

I 
SH~,g~.... I 

COOLING ,----_J 

REF: M-29, SH 1, REV AUi 
M-27, REV YB 
M-51, REV AK 
M-32, RE:V AG 

ORYWELL 
SPRAY 

RECIRC SYSTEM 
Loop 8 

SUPPRESSION 
POOL 

SUPPRESSION 
POOL 
4" SPRAY 
RING 
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1726J020X 
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CRIB 
HOUSE 

SUCTION 

2A-1501-44 · 

28-1501-44 

~ 
VAULT 

PUMP COOLER 

VAULT 
PUMP COOLER 
~ 

2C-1501-44 

20-1501-'44 

2-1501-lA LO. 

2-1501-2A 

2-1501-18 L.O. 

2-1501-28 

2-1501-lC L.0. 

2-1501-20 

• 
SW 

KEEP-FILL 

LO. 

2-1501-4A 

SW 
KEEP-FILL 

LO. 

2-1501-49 

LPO 
FIGURE 

4.2.1.3-1 

LPO. 
FIGURE 

4.2.U-1 

FIGURE 4.2.1.3-2 

2A-150J 
CCHX 

2B-150J 
CCHX 

2-1501-JA 

UNIT 2 C.ONTAINMENT COOLING SERVICE WATER (CCSW) 

SW 
OVERBOARD 

SW 
OVERBOARD 

• 

REF: M-29, SH 2, REV R 
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SUC110I SUClla. 

FIGURE 4.2.1.4-1 

UNIT 2 CORE SPRAY SYSTEM 

_,.., ..... .... -
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~---JH 

21~1.-

TURSI NE 
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HEAT 
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P!1 .. -·1 
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I ! I I 
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~ atO-J-l. 

;rn I I + + ,_._ 
I I 
~ ~ 

GEN. M'YOROCEN· COOl.£RS 

I 
D 

I -11 !1--11 ;r'° 
~ 

COOLERS IN STEAM TUNNEL 

FIGURE 4.2.1.5-1 

CEN(RATOR 
STATOR WATER 

COCl..ERS 

DIAGRAM OF THE SERVICE WATER SYSTEM 
(SHEET 1 OF J) 
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Sh. 1 

sh. 1 

Sh. 1 

11el l., 

• 

~ ~ @ TO UNIT 3 
L!_J>-----IJ>o1t<111•--11J> .. .i..i ... --+----<.';COND. HOT'llELL 

mccw HEAT 
EXCHANGERS 

111)-)-Jt(ll 111)-)-JeOJ 

.I ·~i~l JB:~f r-IW.0•"""1---l ~IS ~ ....... -1-·--{ .__, ~-, ~~ 
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• 
CEN. HYOROCEN COOLERS 

Sh. 1 c >--------.------1..,_~,...1-·--'-----------------'--t>--~----~ 
B Sh. 1 

Sh. 1 

1726J02EA 
082692 

TCV~IOIA 

,.,o. MC SET 
Qil COOLERS 

Sh. 1 o 

RBCCW HEAT 
EXa.tANCERS 

COOLERS 1• STEAM ·ruNNEL 

L 
; )-Ml >+-IOI 

GENERATOR 
STATOR WATER 

COOLERS 

FIGURE 4.2.1.5-1 
DIAGRAM C:£ SERI.ICE WATER SYSTEM 

(SHEET 2 (:£ J) 
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SH. 1 

Unit ·2 
Emergency 

Air Coolers 

H 

2-JIJ~02 

. ,.. --

SH. 1 · 

Uni I J 
Emergency 

Air Coolers 

J-JHlhJ4l 

UNIT 2 CCSW KEEP FILL 

UNIT J CCSW KEEP FILL 

~ 

J-J91..-JJ4 

.l-JIH-60J 

,;. 

~ ... .ii 
~ 

!- : J, 

l-J9J4-B~OO 

FIGURE 4.2.1.5-1 
DIAGRAM OF· SERVICE WATER SYSTEM 

(SHEET 3 OF J) 

, .. 

FROM OGCW 

2-JaJJ-~04 

TO UNIT 2 CCSW Hx DISCHARGE 

FROM DGCW 

~H~4 

,;. ~ 
ii 

~ : 

J-l9J~OO 

Tci UNIT J CCSW Hx DISCHARGE 

REF: t.4'-22. REV BH 
t.1-2J. REV.'H 
t.1-J7, SH 5, REV AA 
t.1-J7, SH 8. REV A 
t.1-355, REV NL 
t.1-J75, REV C 
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UNIT 3 

2/J-J82G-500 

1726302EC 
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A 

J-382()-8-500 

TBCCW HEAT 
EXCHANGERS 

EXPANSION 

• 
CIRCULATING 

WATER PUMPS 

RV2-J899-226 TANK 

2-J817.,-A-501 

2-3817-8-501 

· 2-3803-501 

2•-5815 

EHC FLUID 
COOLERS 

FIGURE 4.2.1.6-1 

F .C. 

LCV-2-3801 

DEMINERAUZED 
WATER 

2-3821-500 2/J-381°9-500 

CHEMICAL 
FEEDER 

2-3804 

2-3801-A-501 2-3801-A-500 

2-3801-8-501 2-3801-9-500 

REF: M-21, REV LP 
M-354. SH 1. REV AC 

UNIT 2 TURBINE BUILDING CLOSED· COOLING WATER (TBCCW) SYSTEM 
SHEET 1 ·oF 2 

• 

UNii .3 

B 
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SERVICE WATER 
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-
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,, ,_ __ _ 
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•) 

20-3401 2C-J401 
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~---<I OIL COOLER !2-~_!-sm 

I I -
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' J-.-t-104 
. I l 
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rlGURE 4.2.1.6-1 

BUS DUCT 
COOLER 

28-7701 

BUS DUCT 
COOLER 

2A-7701 

. UNIT 2 TURBlNE BUILDING CLOSED COOLING WATER (TBCCW) SYSTEM 
. SHEET 2 a' 2 

g . § 

i Al l[RNATOR ± 
• EXCITER l 
~ COOLERS ~ 

REr: M-21, REV LP 
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2-3903-B-500 

SERVICE WATER SUPPLY 

TBCCW 

. HEAT EXCHANGERS 

SW DISCHARGE 

HEADER 

2-3903-A-500 

2-3904-500 

TCV-2-3903 
F.O. 

2-3904-501 

REF: M-22, REV BH 

FIGURE 4.2.1.6-2 

SERVICE WATER SUPPLY 

TO TBCCW HEAT EXCHANGERS 



• • • 
>-
I-
z 

TR-81 ::i 
0 

MO~ 
r~-7 

GOOSE LAKE 
DWIGHT & 

WILMINGTON 
JOLIET 
.34 KV 

TRIO. ~· ) 

z 
0 
N 
< 
::::!: 

I-
w 
:::; 
0 ...., 

TO/FROM 

u z I-
0 w 

_J N :::; _J < 
~ 0 

::::!: ...., 

GRID 

ELECTRIC '4 ~ 
JUNCTION 

TO/FROM 
GRID 

PONTIAC 
MIDPOINT 4'4---~• 

) 6-7 
OCB ) 2-.3 

GOODINGS ....__... 
GROVE 

) .3-4 

1
J 4-5 POWERTON+-+I 

TR2 

FLEXIBLE 
LINKS 

~vJ 
BUS 4 

N.0. 

4160V 

ES23.2n 
Es 21.2D 

TR21 · TR22 

N.C. 

--------·--.) 4-8 4160V 

I) 8-15 1~345 KV ~ ~: :~.:? . TR-8' 

t) 
N.O. 

t) 

MOO ) 9-8 MOD ~ E D -i 
ELECTRIC +-~l___ ~ TR.3

2 
TR.31 >-----------' 

JUNCTION ~ . 
. OCB ) 10-9 I 

BUS 2 

BUS 1 

1.38 KV 
LINE BUS 

UNIT 1 OUTPUT BREAKER 

) 11-14 . .345 KV ~ 
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345 KV AND 138 KV DISTRIBUTION 

GEN 

REF:12E-1, REV D 
12E-2C, REV A 
12E-29.35, REV C 
12E-29.35A, REV G 
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FIGURE 4.2.1.7-2A 

DRESDEN UNIT 2 ELECTRICAL DISTRIBUTION 

) N.C. 
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DIESEL · 
GENEl'lATORS 
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BUS 20 

~~~ 2402 
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BUS 24 

~ TO/FROM 

2432 BUS 34-1 
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• 

12E-2301, SH 1, REV AA 
12E-2301, SH 2, REV Z 
12E-2301, SH 3, REV AB 
12E-2303, SH 1, REV K 
12E-2303, SH 2, REV K 
12E-2328, REV D 
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TABLE 4.2.2-1 
INITIATOR/FRONTLINE SYSTEMS DEPENDENCY MATRIX 

INITIATING EVENT FW CONO 

Transient w/ FW and MC available 

Transient w/ FW available & MC unavailable C(1) 

Transient w/ FW unavailable & MC available C(1) 

Transient FW & MC unavailable C(1) ·. C(1) 

LOOP (single unit) C(2) P(3) 

LOOP (dual unit) C(2) P(3) 

IORV 0(5) 0(5) . 

Loss of 125VOC (single unit) ' P(4) · P(4) 

Loss of 125VOC (dual unit) .. P(4) P(4) 
'" LLOCA 0(5) 0(5) 

MLOCA :·_ 0(5) 0(5) 
.. 

SLOCA 0(5) 0(5) 

ISLOCA 0(5) 0(5.) 
.. 

Notes for Table 4.2.2-1: 
. . 

1. ·Frontline system has failed a.s part of the IE definition: -

2. Feed.pumps are:powered from 4160 Buses 21, 22. 

RPS 

P(6) · 

P(6) .·. 

" 
' ' .. 

3. ·Condensate pumps are pqwered from 4160 ~uses 23, 24-, The diesel generators provide alternate power. 
A LOOP will leave the system in a degraded state. . . · . · · . · 

4. 125VOC power is required to close the 4160VAC pump current breakers. 
" 

5. · A LOCA will deplete the inventory of the condense~ ·leading to a los~ of suction to the FW and CONO pumps. 
. ' . ' 

·5. The RPS Motor Generators (MGs) are powered from '480VAC buses 2e·& 29. The diesel generators provide 
alternate power to these buses .. A LOOP will leave the system power supply in a degraded state; however, 
RPS is a.fail-safe system and.a loss of power will lead to a reactor scram. · 



• • • 
TABLE 4.2.2-2 

INITIATOR/SAFETY SYSTEMS DEPENDENCY MATRIX 

INITIATING EVENT APT ARI ERV TR/SRV sv HPCI ADS LPCI cs IC 

Transient w/ FW and MC available 1(9) 1(9) 1(9) 

Transient w/ FW available & MC 1(9). 1(9) 1(9) 
unavailable 

Transient w/ FW unavailable & MC 1(9) 1(9) 1(9) 
available 

.· .. 

Transient FW & MC unavailable 1(9) 1(9) 1(9) 

LOOP (single unit) P(8) P(S) P(8) 

LOOP (dual unit) P(S) P(8) P(S) 

IORV P(10) P(10) P(10) D(3) 

Loss of 125VDC (single unit) P(1) · P(1) P(1) P(1) P(1) P(1) P(1) C(7) 

Loss of 125VDC (dual unit) C(2) C(2) C(2) 
' 

C(2) C(2) C(2) C(2) C(7) 

LLOCA C(3) P(4) P(4) 

MLOCA -0(3,4) . P(4) P(4) 

SLOCA D(3,4) 
' 

P(4) P(4) 

ISLOCA D(3,4) P(5) P(5) P(5) 

Notes for Table 4.2.2-2: 

1. Loss of single DC will degrade these systems. 

2. Loss of both DC buses will .fail these systems. 

3. HPCI requires steam from the reactor to operate; depending on the time to lose steam pressure, HPCI may be available for a short time. 



• ••• • 
Notes for Table 4.2.2-2 (continued): 

4. A LOCA may create a path by which injected coolant can bypass the core and flow directly out the break to the containment. 

5. These systems interface with the RPV and are evaluated as initiators of ISLOCAs. An ISLOCA could cause at least one train of these systems to be 
unavailable. · 

6. The IC isolation valves are powered from 25.0VDC which gets the power supply from 28, 29. 

7. Loss of either 125VDC bus activates the IC high steam flow signal and isolates the IC for both units. 

8. These systems involve pumps that are powered from ESF AC buses. The· alternate power source is from diesel generators 2 and 213. A LOOP will 
leave the system in a degraded state. · 

9. The rapid pressure surge in the reactor vessel due to an ATWS would challenge the relief valve system and could cause them to stick open. 

1 o. IORV fails at least one of the ERVs or SVs or the TR/SRV. 



• 
INITIATING EVENT 

Transient w/ FW. and MC availabl.e 

Transient w/ FW available & MC 
unavailable 

Transient w/ FW unavailable & MC· 
available 

Transient FW & MC unavailable 

LOOP (single unit) 
' LOOP (dual unit) 

IORV, 

Loss of 125VDC (sin,gle unit) 

Loss of 125VDC (dual unit) 

LLOCA 

MLOCA 

SLOCA 

ISLOCA 

Notes for Table 4.2.2-3: 

• 
TABLE 4.2.2-3 

INITIATOR/ADDITIONAL SYSTEMS. DEPENDENCY MATRIX 

SLC SBCS SPC CNTS FP SBGT 

P(1) P(1) P(1) P(1) P(4) P(1) 

P(1) P(1) P(1) P(1) P(4) P(1) 

P(2) P(2) · 

C(3) C(3) 

HARD VENT 

P(1) 

P(1) 

.. 

• 

1. These systems involve equipment that is powered from ESF buses. Alternate power sources are the DG2 and DG 2/3. A LOOP will leave the ·system 
in a degraded state using emergency power sources. ' . -

2. Loss of a single DC bus will degrade these systems. 

3. Loss of both DC buses will fail these systems. , , 
I , 

4. .Fire Protection is backed up with diesel fire pumps. A loss of AC would leave the system in a degraded state using emergency equipment. 



• • 
TABLE 4.2.2-4 

INITIATOR/SUPPORT SYSTf;MS DEPENDENCY MATRIX 

INITIATING EVENT TBCCW SW ccsw DGCW ECCS-FILL 

Transient w/ FW and MC available 

Transient w/ FW available & MC unavailable 
" 

Transient w/ FW unavailable & MC available 

Transient FW & MC unavailable 

LOOP (single unit) P(1) P(1) P(1) P(1) P(1) 

LOOP (dual unit) . P(1) P(1) . P(1) P(1) P(1) 

IORV 

Loss of 125VDC (single unit) P(8) P(8) 

Loss of 12svoc (dual unit) P(8) P(8) 

LLOCA 

MLOCA 

' SLOCA 
-

ISLOCA 

: ,; 

• 
CLEAN COND 
DEMIN TRANS INST AIR 

P(t) P(1) .· P(1) 

P(1) P(1) P(1) 

P(2) 



• • • 
· TABLE 4.2.2-4 (C.ontinued) · . 

INITIATOR/SUPPORT SYSTEMS DEPENDENCY MATRIX 

PUMPBACK SUPP OFFSITE 
INITIATING EVENT AIR HVAC CST POOL HW CAS POWER OG2 OG 2/3 

' Transient w/ FW and MC available 

Transient w/ FW available & MC unavailable 

Transient w/ FW unavailable & MC available 

Transient FW & MC unavailable 

LOOP (single unit) P(1) P(1) C(10) 0(4)· 0(4) 

LOOP (dual unit) P(1) P(1) C(10) 0(4) 0(4) 

IORV 

Loss of 125VOC (single unit) P(3) C(4) P(4) 

Loss of 125VOC (both units) C(3) C(4) 

LLOCA 

MLOCA .. 

SLOCA 

ISLOCA 



• •• 
TABLE 4.2.2-4 (Continued) 

INITIATOR/SUPPORT SYSTEMS DEPENDENCY MATRIX 

NON-ESF NON-EMERGENCY 4160VAC ~160VAC 480VAC 
INITIATING EVENT AC BUSES ESF AC BUSES B_US 23-1 BUS 24-1 BUS 28 

Transient w/ FW and MC available 

Transient wi FW available & MC unavailable 

Transient w/ FW unavailable & MC available 

Transient FW & MC unavailable 

LOOP (single unit) C(5) P(1) P(1) P(1) P(1) 

LOOP (dual unit) C(5) P(1) P(1) P(1) P(1) 

IORV 

Loss of 125VDC (single unit) P(6) P(6) C(6) C(6) 

Loss of 125VDC (dual unit) C(6) C(6) C(6) C(6) C(6) 

LLOCA 

MLOCA 

SLOCA ' 

ISLOCA 

• 
480VAC 250VDC 250VDC 
BUS 29 TB MCC2 TBMCC3 

P(1) P(1) P(1) 

P(1) P(1) P(1) 

C(6) 



• • 
TABLE 4.2.2-4 (Continued) 

INITIATOR/SUPPORT SYSTEMS DEPENDENCY MATRIX 

125VDC MN 125VDC MN ESS SER 
INITIATING EVENT Bus 2A-1 Bus 3A INST Bus Bus 

Transient w/ FW and MC available 

Transient w/ FW available & MC unavailable 

Transient w/ FW unavailable & MC available , 

Transient FW & MC unavailable 

LOOP (single unit) P(1) P(1) 

LOOP (dual unit) P(1) P(1) 

IORV 

Loss .of 125VDC (single unit) C(7) 

Loss of 125VDC (dual unit) C(7) C(7) 

LLOCA 

MLOCA 

SLOCA I 

ISLOCA 

Notes for Table 4.2.2-4: 

• 

RPS Buses 

C(9) 

C(9) 

1. Unavailability of offsite power eliminates one of the redundant power supplies of these components and requires the use of emergency power supplies. 

' ' 

2. One of the compressors depends on Unit 3 125VDC for control power (2-4706). 

3. CAS is separated into Division I and II, and will operate degraded on loss of on,e 125VDC, and will not function on loss of all 125VDC. 

4. Both DGs must have DC to start and remain runnin·g. The loss of AC power supplies creates the operating· requirement for the DGs. 

5. Non-ESF AC buses (4160VAC 21, 22) do not have an emergency power supply backup. 



• • • 
Notes for Table 4.2.2~4 (continued): 

6. Breaker control power comes from one DC bus, alternate from the other bus. 

7. Loss of DC is defined as loss of the buses. 

8. Control power for pump breakers. is supplied from the 125VDC bus. 

9. The RPS Motor Generators (MGs) are powered from 480VAC buses 28 & 29. The diesel generators provide alternate power to these buses. A LOOP 
will leave the system power supply in a degraded state; however, RPS is a fail-safe system and a loss of power will lead to a reactor scram. 

10. Support system has failed as part of the IE definition. 



• • • 
TABLE 4.2.2-5 

SYSTEM/SYSTEM DEPENDENCY MATRIX - UNIT 2 

U2/3 TRI HARD 
SYSTEM DEP FW COND RPS RPT ARI ERV SRV sv HPCI ADS LPCI cs IC SLC SBCS SPC CNTS FP SBGT VENT 

FW I 
.. 

COND I C(1) 

RPS I 
' RPT· I 1(10) 

ARI I 1(10) 

ERV I P(9) 

TR/SRV I P(9) 

sv I 

HPCI I 

ADS I P(5) 

LPCI x C(2) C(3) 

cs I 

IC I -~ 

SLC I 

SBCS I D(6) D(6) 

SPC I D(4) 0(4) 

CNTS I 

FP s A(7) A(7) 

SBGT I 

HARD I '· A(B) 
VENT 



• • • 
Notes for Table 4.2.2-5: 

1. Feedwater suction is dependent on the condensate pumps. 

2. Motive force to Suppression Pool Cooling is the LPCI pumps. 

3. Motive force for CNTS is the LPCI Pumps. 

4. The heatup of the suppression pool without SPC over time will cause a failure of LPCI, CS. 

5. For high pressure sequences, LPCI will not be able to inject wi~hout _ADS. 

6. Feedwater and condensate pumps will fail after.pumping down the hotwell without SBCS. 

7. FP can be used as a backup water supply to the IC and as an alternate water injection source to the RPV. 

8. The HARD VENT provides an. alternate means of depressurizing .the containment. 

9. ADS uses the ERV and TR/SRV in ADS mode of operation. 

-1 O. APT and ARI use the same A TWS system sensors. Upon exceeding 1240 psig in the reactor vessel or upon reaching -59 inches reactor water level, 
APT trips the recirculation pumps and ARI energizes valves to vent the scram air header, initiating a reactor scram. 



• TABLE 4.2.2-6 
FRONTLINE SYSTEM/SUPPORT SYSTEM DEPENDENCY MATRIX - UNIT 2 

SUPPORT SYSTEM U2/3 OEP FW CONO RPS 

TBCCW I C(1) 0(1) 

SW s 
CCSWA I 

CCSWB I 

OGCW x 
'' 

ECCS FILL I 

CLEAN OEMIN s 
CONO TRANS s 

'· 

INST AIR ' x P(2) 0(3) 

PUMPBACK AIR I 

HVAC ~ . I 0(3) 

CST s 0(4) 0(2) 

SUPP POOL I 

• HOTWELL I . C(5) C(3) 

GAS. I 

OFFSITE POWER s 
OG2 I 

OG2/3 s 
'· 

NON-ESF AC BUSES I C(6) 

NON-EMERGENCY ESF AC BUSES I C(4) A(1) 

4160VAC BUS 23-1 I 

4160VAC BUS 24-1 x 
480VAC BUS 28 I 0(4) · P(1) 

480VAC BUS 29 I 0(4) P(1) 

250VOC TBMCC2 s 
250VOC TBMCC3 s 
125VOC MN BUS 2A-1 s C(7) P(4) P(2) 

125VOC MN BUS 3A s P(7) P(4) P(2) 

120/240 MN INST BUS I 

ESSENTIAL SERVICE BUS I P(2) 0(3) 

• RPS BUSES I C(1) 
·' 



• 

• 

• 

Notes for Table 4.2.2-6: 

FW 

1. Loss of flow in TBCCW system would result in loss of cooling to RFP oil coolers and overheating of RFP 
bearings due to hot feedwate_r that is being pumped. 

2. . Instrument air supplies all air-operated valves in FW&C systems. Feedwater Regulating Valves fail as-is on 
loss of IA or control signal. The RFP recirculation valves fail open on loss of instrument air or control power. 

3. Interlocked with RF.Ps to prevent start unless ventilation fan is running. Ventilation fans required for air cooling 
for RFP motors. 

4. . Low hotwell level results in delayed dependence upon the CST. Makeup water is usually supplied by vacuum 
drag from the CST, via the normal makeup valve. Emergency makeup water supplied by two hotwell makeup 
pumps when emergency makeup· valve opens on a "low-low level" s_ignal for hotwell. 

5. Feedwater pumps require condensate and condensate booster pumps to provide sufficient NPSH, or pumps 
trip on low suction pressure. Depletion of hotwell would result in low suction pressure. 

6. · RFP Pump 2A is supplied by 4160VAC SWGR 21, RFP Pump 2B is supplied by 4160VAC SWGR 22; RFP 
Pun:ip 2C can be powered from either4160VAC SWGR 21 or 22. · · 

7. 125VDC power is required to cl.ose 4160VAC pump circuit breakers to provide motive power to .start · 
non-operating pumps. Assuming RFP 2Aand 2B are normally operating, standby pump RFP 2C, when it is 
to be powered from .SW~R 21, requires 125VDC Main Bus 2A-2 to close its breaker; when powered fr.om 
SWGR 22, i~ requires 125VDC Reserve Bus 2B-2. 125VDC Main" Bus 2A-2 also feeds the RFP lube oil" 
system low pressure trip circuit: With loss of DC, all RFPs are tripped. . 

',~' 

- . 

· 1. Loss 9fflow in TBCCW system would result in delayed failure of condensate pumps due to loss. of pump se.al 
cooling. 

-. . ' . . 
2. · Low hotwell level results in delayed dependence upon the CST. Makeup water is usually supplied by vacuum 

drag from the CST, _via .the normal makeup valv.e. Emergency makeup water supplied by two hotwell makeup 
pumps when emergency makeup valve opens on a "low-low level" signal for hotwell. 

. . 
3. · Makeup to the hotwell is via two air-operated valves (LCV 2-3301, 3302), air service is instrument air, and . 

control power is from the Essential Service Bus·. · 



• 
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Notes for Table 4.2.2-6 (continued): 

4. Condensate system components are powered by the following buses: 

RPS 

AC POWER 
4160V -

SWGR 23 
SWGR 24 

480V-
SWGR 26 
SWGR 27 
MCC 25-2 
MCC 26-1 
MCC 27-1 
MCC 28-2 
MCC 29-2 

DC POWER 
125V -

MN BUS 2A-1 
RES BUS 2B-1 

Power to Condensate and Condensate Booster pumps 2A and 2B 
Power to Condens.ate and Condensate Booster pumps 2C and 20 

Power to Condensate Vacuum Pump and RFP Vent. Fan 2B 
Power to Condensate Demineralizer Air Compressor 
Power to various motor-operated valves and pumps 
Power to various motor-operated valves and pumps 
Power to various motor-operated valves and pumps 
Power to Condensate Transfer Jockey Pump and Condensate Transfer Pump 2A 
Power to Condensate Transfer Pump 2B 

Control power to SWGR-23-powered components 
Control power to SW~R-24~powered components 

1. Normal power to RPS buses A and B is supplied by two MG sets. The· A and B MG sets are powered from· 
M.CCs 28-2 and 29-2 respectively. Reserve power to RPS buses is supplied from MCC 25-2. 

2. Backup scram valve solenc;>ids. · 

,:, 



• TABLE 4.2.2-7 
SAFETY SYSTEM/SUPPORT SYSTEM DEPENDENCY MATRIX - UNIT 2 

U2/3 
SUPPORT SYSTEM DEP APT ARI ERV TRISRV sv HPCI ADS LPCIA LPCIB CS A CS B IC 

TBCCW · I 

SW s 

CCSWA I 0(1) 

CCSWB I 0(1) 

DGCW x 
ECCS FILL I C(1) C(2) C(2) C(2) C(2) 

CLEAN DEMIN s C(1) 

CONDTRANS s A(1) 

INST AIR x P(4) 

PUMPBACK AIR I P(1) 

HVAC I 0(2) 

CST s C(S) A(4) A(4) A(4) A(4) 

SUPP POOL I A(S) C(4) C(4) C(4) C(4) 

HOTWELL I 

• CAS I C(3) C(2) C(3) C(3) C(3) C(3j 

OFFSITE POWER s 

DG2 I 

DG2/3 s 

NON·ESF AC BUSES I 

NON-EMERGENCY ESF AC I 
BUSES " 

4160VAC BUS 23-1 I C(S) -C(6) 

4160VAC BUS 24-1 x ' 
C(S) C(6) 

480VAC BUS 28 I C(S) C(6) 

480VAC BUS 29 . I 0(2) C(S) · C(6) 

250VDC TBMCC2 s 

250VDC TBMCC3 s C(6) 
... 

C(2) 

125VDC MN BUS 2A-1 s P(1) P(1) C(1) A(6) P(3) C(S) P(S) C(6) C(3) 

125VDC MN BUS.3A s P(1) P(1) A(1) C(6) P(3) P(S) C(S) C(6) C(3) 

1201240 MN INST BUS - I A(2) A(2) 

ESSENTIAL SERVICE BUS I A(2) A(2) 

RPS BUSES I 

• 



• 

• 
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Notes for Table 4.2.2-7: 

APT & ARI 

1. The A TWS Division I logic is powered from 125VDC RB DC Panel 2 with alternate power from the instrument 
bus. ATWS Division II logic i.s powered from TB Reserve Bus 2B-1 with alternate power from the essential 
bus. The ATWS valves and APT field breaker relay are powered by 125VDC alone. 

2. Nuclear Boiler Instrumentation for pressure and level setpoint trips are provided by Rosemount transmitters . 
which provide an electrical output signal to the Analog Trip System (ATS) and ATWS system. Power supplies 
for the ATS system are as follows: 

Division I - 24/48VDC Distribution Panel 2A and 120VAC from MCC 28-1 (stepped down) 

Division II - 24/48VDC Distribution Panel 3A and 120VAC from MCC 29-1 (stepped down) 

The Instrument Bus powers battery chargers for the 24/48VDC Batteries. 

1. Electromatic relief valves require 125VDC power to open. Normal supply is from TB MN Bus 2A-1 with 
alternate power available from TB Res. Bus 2B-1. 

1. Failure of Keep-Fill system could potentially cause damage to front-line system at startup due to water hammer 
if the suction is from the torus. · 

. . 

2. There is a delayed dependency on HVAC for room cooling but it is insignificant for the HPCI mission time. 
A Sargent & Lundy study of April .1985 indicates HPCI can operate 152 hours without HVAC before HPCI Area 
high temperature (200°F) occurs~. Power for HPCI area cooler is supplied by 480V MCC 29-4. 

3. .HPCI system auto-starts_ on low-low Reactor water level (-59 in.) or High Drywell Pressure (+2 psig). 

4. Instrument Air is required to maintain HPCI ~teamline drain valves 64, 65 open. Valves automatically Close 
on HPCI initiation and fail closed on loss of IA. 

5. Initial source of water is CST, but suction switches to suppression pool on high SP level or low level in CST . 
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Notes for Table 4.2.2-7 (continued): 

6. Power supplies for HPCI components and logic are as follows: 

1. 

2. 

3. 

125VDC TB 2A-1 

125VDC TB 2B-1 

120/240VAC 
Essential Serv. 
Bus 

120/240VAC 
Instrument Bus 

250VDC Reactor 
Building MCC 
#2, Bus 2A. 
12E-2321 

250VDC Reactor 
Building MCC 
#2, Bus 2B 
12E-2321 

Reserve Feed to HPCI Sys Lcigic and Control Panel 902-39, 12E-2322 

Main Feed to HPCI Sys Logic and Control Panel. 902-39, 12E-2322A 

HPCI Instrument Panels 902-3, 902-19, 12E-2325 

Panels 902-3, 902-4, 902-19, 902-38, 902-39, 12E-2325 

Condenser Hotwell Condensate Pump 
Gland Seal Exhauster ·· 
Auxiliary Lube Oil Pump 
Emergency Lube Oil Pump 

M02-2301-3, HPCI Steam Supply Valve 
M02-2301-6, CST Supply to HPCI Pump Suction 
M02-2301-8, HPCI Pump Discharge to Fee_dwater Line 
M02-2301-14,·HPCI Pump Minimum Flow Discharge to the Torus· 
M02-2301-35, Torus Supply to HPCI Pump Suction 
M02-2301-36, Torus Supply to HPCI Pump Suction 
M02-2301-48; Gland Seal Condensate/Lube. Oil Cooling Return to HPCI Pump 
Suction · · · 

Target Rock SRV requires nitrogen from Pumpback Air System to open valve for ADS mode of operation. The . 
TR/SRV does not have an accumulator at the valve, so the TR/SRV is assumed to fail on loss of pumpback. 
air. 

ADS auto initiates on Reactor Water level .less than -59 in. AND Drywall Pressure above +2 psig atte.r 
120 seconds if a low pressure ECCS pump is running with ·1 ob psig discharge; or on low-low reactor water 
level (-59 in.) alone after 8.5 minutes if a low pressure ECCS pump is running. 

125V~C power is required for ADS logic and valve solenoids as noted: 

Logic: 

Valves: 

Div. I 
Div. II 

Normal 
Alternate 

TB Main Bus 2A-1 
TB Res Bus 2B-1 (TB MN Bus 2A-1 alternate) 

TB Main Bus 2A-1 
TB Res Bus 2B-1 · 

LPCI & CS 

1. LPCI used in the injection cooling mode requires CCSW to the LPCI Heat Exchangers for transfer of decay . 
heat to ultimate heat sink. In this mode, LPCI provides containment heat removal function, as well. 

2. ·Failure of ECCS Fill system could potentially cause damage to frontline system at startup due to water 
hammer. Tech Specs require the ECCS Fill system to be in operation in order to consider LPCI and Core 

·Spray systems operable. 
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Notes for Table 4.2.2-7 (continued): 

3. Common Actuation Sensors auto-start both Core Spray and LPCI pumps on High Drywall Pressure ( +2 psig) 
OR Low-Low Reactor water level (-59 in.) AND Reactor Low Pressure (<350 psig) OR Low-Low Reactor water 
level maintained for greater than 8.5 minutes. 

4. Initial source of water is the suppression pool; suction can be switched to CST manually if required. 

5. LPCI system components are.powered by the following buses: 

AC POWER 
4160V -

BUS 23-1 
BUS 24-1 

480V-
MCC 28-1 

MCC 28-7 
MCC 29-1 
MCC 29-4 

MCC 29-7 

DC POWER 
125V -

RB DC PNL 2 

LPCI PUMPS 2A, 28 
LPCI PUMPS 2C, 2D 

MOV 1501-3A 
MOV 1501-27A 
MOV 1501-28A 
LPCl/CS AREA COOLER 2A 
MOV 1501-5A 
MOV 1501-58 
MOV 1501-11A 
MOV i501-13A 
MOV 1501-18A 
MOV 1501-19A 
MOV 1501-20A 

· MOV 1501-32A 
MOV 150f-38A 
MOV 1501-21A, 22A 
MOV 1501-27B, 288 
MOV 1501-38 
MOV 1501-5C 
MOV 1501-5D 
MOV 1501-118 
MOV 1501-138 
MOV 1501-188 
MOV 1501-198 
MOV 1501-208 
MOV 1501-328 
MOV 1501-388 
LPCl/CS AREA COOLER 28 
MOV 1501-21 B, 228 

LPCI Pumps 2A, 2B circuit breaker control power (main feed) 
LPCI Pumps 2C, 2D circuit breaker control power (alternate feed) 

TB RES BUS 28-1 LPCI Pumps 2C, 2D circuit breaker control power (main feed) 
LPCI Pumps 2A, 2B circuit breaker control power (alternate feed) 
LPCI Loop B System II initiation circuitry 
Permissive Circuitry 

TB MN BUS 2A-1 LPCI Loop A System I initiation circuitry 
Permissive Circuitry 



• 
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Notes for Table 4.2.2-7 (continued): 

6. CS System Components are powered by the following buses: 

AC POWER 
4160V - .. 

SVIJGR 23-1 
SWGR 24-1 

480V-
MCC 28-1 
MCC 29-4 
MCC 29-1 

DC POWER 
125V -

RB DC PNL 2 

Power to Pump 2A-1401 
Power to Pump 2B-1401 

Power to valves M02-1402-3A, 38A, 4A, 24A, 25A 
Power to valves M02-1402-3B, 38B, 4B 
Power to valves M02-~402-24B, 25B 

Power to close circuit breaker for CS Pump 2A-1401 
TB RES BUS 2B-1 . Power to close 'circuit breaker for CS Pump 2B-1401; aiso used for System II 

initiation control logic 
MN BUS 2A-1 Power for System ·I initiation control logic 

1. . .Primary water source for is'olation condenser makeup is the clean demin system;. alternate water sources are 
from the contaminated CSTs.and the fire protection water system.· 

2. 250VDC Power Bus RB MCC 2A provides power to M02-1301-2,3. 480VAC MCC 28-1 or 38-1 (selectable) 
provide power to M02-1301-1, 4 .. M02-1301-3 Is the only valve that requires operation to initiate IC. 

3. 125VDC Main Bus 2A-1 AND Reserve Bus 2B-1 are required to provide power to High Steam Flow Sensing 
Logic. Steam flow isolation logic is de-energize to actuate, therefore, loss of either DC supply simulates an 
isolation signal.· Due to the sharing of the DC system, loss of DC in one unit will cause an isolation of both 
units' res. · 



• TABLE 4.2.2-8 
ADDITIONAL SYSTEMS/SUPPORT SYSTEM DEPENDENCY MATRIX - UNIT 2 

U2/3 HARD 
SUPPORT SYSTEM DEP SLC SBCS SPCA SPC B CNTS FP SBGT VENT 

TBCCW I 

SW s C{1) C{1) 

CCSWA I C{1) C{1) 

CCSWB I C{1) C{1) 

DGCW x 
ECCS FILL I C{2) C{2) C{2) 

CLEAN DEMIN s 
COND TRANS s 
INST AIR x C{2) ,C{1) 

1k. 

PUMPBACK AIR I 

HVAC I ' 
CST s A{3) 

••• 
SUPP POOL I C{3) 

HOTWELL I 

CAS I 

OFFSITE POWER s 
DG2 I 

DG2/3 .s 
NON-ESF AC BUSES I 

NON-EMERGENCY ESF AC I C{2) 0(2) 
BUSES 

4160VAC BUS 23-1 I C{3) P{4) 

4160VAC BUS 24-1 x C{3) P{4) 

480VAC BUS 28 I P{1) C{3) P{4) C{1) 

480VAC BUS 29 I P{1) C{3) P{4) 

250VDC TBMCC2 s 
250VDC TBMCC3 s 
125VDC MN BUS 2A-1 s C{3) P{3) P{4) 

125VDC MN BUS 3A s P{3) C{3) P{4) 

• 120/240 MN INST BUS I 

ESSENTIAL SERVICE BUS I C{2) C{1) 

RPS BUSES I 



• 
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Notes for Table 4.2.2-8: 

1. SLC pump A, Explosive Valve 2A-1106A and SBLC suction line heat tracing supplied by 480VAC MCC 28-1; 
SLC Pump 8, Explosive Valve 2A-11068, SBLC suction line heat tracing and SBLC tank heater supplied by 
480VAC MCC 29-1. 

1. . Secondary water makeup source to hotwell (Primary is CST). f1equires operable SW pump. 

:2: 480VAC power MCC 25-1 provides power to open normally closed MOV 2-3901, 3902 valves to Unit 2 
· Hotwell. 

1. LPCI in suppr~ssion pool or injection cooling mode requires CCSW to LPCI Heat Exchangers for transfer of 
decay heat to ultimate heat sink. 

2. Failure of ECCS Fill system could potentially cause damage to frontline system at startup .due. to water 
hammer. Tech Specs require the ECCS Fill system to be in operation in order to consider LPCI systems 

·operable. · · 

3. Power supplies for LPCI components used in suppression pool cooling mode are the same as described in· · 
Note 6 of Table 4.2.2-7 under the LPCI heading. Power is required to shut LPCI .injection line valves for 
suppression pool cooling mode of operation. · 

1. LPCI in Containment Spray cooling mode requires CCSW to LPCI Heat Exchangers for transfer of decay heat . 
to ultimate heat sink. 

2. Failure of ECCS Fill system could potentially cause damage to frontline system at startup due to water · 
hammer. Tech Specs require the ECCS Fill system to be In operation in order to consider LPCI systems 
operable. · · 

3. Initial source of water is suppression pool; suction can be switched to CST manually if required. 

4. Power supplies for LPCI components used in containment spray cooling mode are the same as described in · · 
Note 6 of Table 4~2.2-7 under the LPCI heading. Power is required to shut LPCI injection line valves and 
suppression pool cooling valves for containment spray cooling mode of operation. · 

1. Unit 2 service water maintains pressure in fire main during normal plant conditions in addition to serving as 
a backup for the fire protection water system. 

2. Unit 213 fire pump and Unit 1 fire pump are started and controlled by DC power from two dedicated 24V 
batteries. 120VAC from MCC 20-2 (fed from Bus 24) is required for the battery charger for these batteries. 
Delayed dependence . 

1. ·Isolation valve, air supply valve and Unit 2/3 Fan (A) is powered from MCC 28-2. Fan discharge valve and 
electric heater is powered from MCC 28-3. 



• 

• 

• 

Notes for Table 4.2.2-8 (continued): 

2. The containment vent valves to SBGT are supplied by instrument air. Control power to these valves is 
supplied from the ESS Bus. 

HARD VENT 

1. The valves in the Augmented Primary Containment vent system are all air operated valves supplied from 
instrument air. Control power is supplied from the Essential Services Bus. · 



• TABLE 4.2.2-9 
SUPPORT SYSTEM/SUPPORT SYSTEM DEPENDENCY MATRIX - UNIT 2 

U2/3 ccsw ccsw ECCS CLEAN CONO INST 
SUPPORT SYSTEM OEP TBCCW SW A 8 OGCW FILL OEMIN TRANS AIR 

TBCCW I 0(1) 

SW s 0(1) C(1) C(1) 

CCSWA I 

CCSWB I 

OGCW x 
ECCS FILL I 

CLEAN OEMIN s 0(2). 

CONO TRANS s A(1) 

INST AIR. x · P(3)· 0(2) 

PUMPBACK AIR I 

HVAC I. 0(2) 0(2) 

CST s· 

SUPP-POOL I 

HOTWELL I 

CAS I 

•• OFFSITE PWR s 
OG2 I 

OG 213 s 
NON-ESF AC BUSES I 

NON-EMERGENCY ESF AC BUSES I C(4) C(1) C(3) C(3) C(1) C(3) 

4160VAC BUS 23-1 I 

4160VAC BUS 24-1 x 
480VAC BUS 28 I 0(1) C(3) . C(1) C(2) C(1) 

480VAC BUS 29 I C(3) C(1) P(1) 

250VOC TBMCC2 s P(1) 

250VOC TBMCC3 s 
125VOC MN BUS 2A-1 s P(1) C(3) A(3) 

125VOC MN BUS 3A s P(1) A(3) C(3) C(3) 

120/240 MN INST BUS I 

ESSENTIAL SERVICE BUS I 

RPS BUSES I 

• 



• TABLE 4.2.2-9 (Continued) 
SUPPORT SYSTEM/SUPPORT SYSTEM DEPENDENCY MATRIX - UNIT 2 

PUMP- NON-EM 
BACK SUPP NON-ESF ERG ESF 

SUPPORT SYSTEM AIR HVAC CST POOL HW CAS OG2 OG2/3 BUS BUS 

TBCCW 

SW P(2) A(1) 

CCSWA 

CCSWB 

OGCW A(2) C(1) C(1) 

ECCS FILL 

CLEAN OEMIN 

CONOTRANS C(1) 

INST.AIR 

PUMPBACK AIR 

HVAC 0(2) 0(2) 

CST 

SUPP POOL 

HOTWELL 

CAS •• OFFSITE PWR C(1) · C(1) 

OG2 A(2) 

OG2/3 A(2) 

NON-ESF AC BUSES 

NON-EMERGENCY ESF AC BUSES P(1) 

4160VAC BUS 23-1 

4160VAC BUS 24-1 

480VAC BUS 28 P(2) P(1) P(3) C(3) 

480VAC BUS 29 P(2). P(~) C(3) P(3) 

250VOC TBMCC2 

250VOC TBMCC3 

125VOC MN BUS 2A-1 P(1) A(3) C(3) P(2) P(3) 

125VOC MN BUS 3A P(1) C(3) A(3) P(2) P(3) 

120/240 MN INST BUS 

ESSENTIAL SERVICE BUS 

RPS BUSES 

•• 



• TABLE 4.2.2-9 (Continued) 
SUPPORT SYSTEM/SUPPORT SYSTEM DEPENDENCY MATRIX-· UNIT 2 

250V 250V 125VDC 125VDC ESS 
4160 4160 480V 480V TB TB MN BUS MN BUS INST SER RPS 

SUPPORT SYSTEM 23-1 24-1 28 29 MCC2 MCC3 2A-1 3A BUS BUS BUS 

TBCCW 

SW 

CCSWA 

CCSWB 

DGCW 

ECCS Fill 

CLEAN DEMIN 

COND TRANS 

,. INST AIR 

PUMPBACK AIR 

HVAC 

CST 

SUPP POOL 

CAS 

HOTWELL 

• OFFSITE PWR C(1) C(1) 

-DG2 A(2) 

DG2/3 A(2) 

NON-ESF AC BUSES 

NON-EMERGENCY ESF AC BUSES A(1) A(1) 

4160VAC BUS 23-1 C(1) 

4160VAC BUS 24-1 .. C(1) 

480VA9 BUS 28 A(1) C(1) A(1) C(1) A(1) P(1) 

480VAC BUS 29 A(1) A(1) A(1) ·· 0(1) C(1) . P(1) 

250VDC TBMCC2 A(1) 

250VDC TBMCC3 

125VOC MN BUS 2A-1 C(3) A(3) .C(2) A(2) 

125VOC MN BUS 3A · A(3) C(3) A(2) C(2) · 

120/240 MN INST BUS 

ESSENTIAL SERVICE BUS 

RPS BUSES . 

• 
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Notes for Table 4.2.2-9: 

TBCCW 

1. Cooling water for the TBCCW heat exchangers is provided by the service water system. Delayed failure on 
loss of SW. 

2. Clean demineralized water is used for makeup to the TBCCW Expansion Tank. Delayed failure if level cannot . 
be maintained. 

3. Instrument air is required to open expansion tank level control valve. Manual bypass around level control valve 
is provided. 

4. Power to pump 2A-3801 is provided by MCC 25-1. Power to pump 28-3801 is provided by MCC 27-1. 
120VAC power for solenoid for LCV-2-3801 is provided by stepped-down power from MCC 27-1. 

1. · Power for SW system components is provided by the following buses: 

AC POWER 
4160V -

SWGR 23 
· SWGR 24 

480V-
MCC 25-1 

12QV - · 
MCC 28-2 

DC POWER 
250V-

·125V -

TB MCC·2 

TB BUS 2A-1 
(28-1 alternate) 
TB BUS 2B-1 
(2A-1 alternate) 

Pow~r to Pump 2-A-3901 
Power to Pump 2-8-3901, 2/3-3901 

Power for MOV 2-3901, 3902 

Power for Sfrainer5 2-3902; 2/3-390.2 ·(stepped down) 

Power for MOV 2A-3903, 28-3903, 2-3904 •. 2-3905 

Power to close CB for Pump 2A 

Power to close CB for Pumps 28, 2/3 

... 

2. Instrument air is necessary to shift the SW pump strainers and operate the flush and drain valves. 

ccsw 

1. . The Keep-Fill system uses service water to keep the CCSW discharge piping filled to avoid ''water hammer'' 
upon pump start, which could potentially cause system damage. 

2. Delayed dependency on loss of HVAC to CCSW pumps B & C pump cubicle coolers.· 
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Notes for Table 4.2.2-9 (continued): 

3. Power for CCSW system components is provided by: 

AC POWER 
4160V -

SWGR 23 
SWGR 24 

480V - · 
MCC 28-1 
MCC 29-4 
MCC28~2 
MCC 29-2 

DC POWER 
125V -

Power to Pumps A, B 
Power to Pumps C, D 

Power for MOV 2-1501-3A 
Power for MOV 2-1501-3B 
CCSW cubicle cooler fans 
CCSW cubicle cooler·fans 

TB MN BUS 2A-1 Control Power to close CB for CCSW Pumps A, B 
(2B-1 alternate) 
TB RES BUS 2B-1 Control Power to close CB for CCSW Pumps C, D 
(2A-1 alternate) 

DGCW 

1. Power for the DGCW system pumps is provided by 480VAC buses: 

AC POWER 
, 480V -

MCC 29-2 
MCC 28-3 

ECCS Keep-Fill 

DGCWpump2 
DGCW pump 2/3 

1. The condensate transfer jockey pump provides a backup supply for the ECCS Keep-Fill system. 

2. Power for the ECCS Keep-Fill jockey pump is from 480VAC Bus MCC 28-1. 

Clean Demin 

1. Clean demin system is completely shared between units and its pumps are powered from Unit 2. Power for 
the clean demineralizer pumps and IC supply v~lve is provided by 480VAC power: 

-480V ~ 
MCC 25-2 
MCC29-3 

COND TRANS 

Power to Clean Demin Pump 2/3 A, B 
Power to Clean Demin Supply Valve (MOV-4399-74) to Isolation Condenser 

1. Condensate jockey pump is powered by 480VAC MCC 28-2. 

INST AIR 

1. TBCCW system provides cooling water to IA compressors and aftercoolers. Air compressors are assumed 
to fail immediately upon loss of cooling; systems with air receivers will continue to perform their function for 
some period after compressor failure. 

2. Service-air-system provides a backup to the IA system. 
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Notes for Table 4.2.2-9 (continued): 

3. Power to components of the IA system is as follows: 

AC POWER 
480V-

120V -

SWGR 26 
SWGR 27 
SWGR 37 

MCC 25-1 
MCC 25-2 

DC POWER 
125V-

Power to Compressor 2-4706 
Power to Compressor 2-4715 
Power to Compressor 3-4732. 

Control power for Compressors 2-4706, 4715 
Power for IA/SA cross-tie valve A0~2-4701-500 

TB RES BUS 2B-2 Control power for Compressor 2-4706 

Pumpback Air 

1. Unit 2 RBCCW supplies cooling water to pumpback air compressors in both Unit 2 and Unit 3. 

2. Pumpback air compressors 2A and 2B are powerep by 4BOVAC MCC 28-1 and 29-1, respectively. Nitrogen 
makeup supply provides backup to the- Pumpback Air system . 

.1. .Power supplies for various HVAC .components are noted under the frontline or support systems listed a~ 
:having a, dependency upon HVAC, e.g., LPCI, CCSW, etc. · · 

2. · HPCI and Reactor Building emergency air coolers normally supplied by SW can be supplied by DGCW through 
check valves on loss of SW. 

1. Condensate transfer system provides makeup to the hotwell. Backup is provided by the Service Water 
Standby Coolant Supply (SBCS) line. 

1." The Common Actuation System (GAS) provides actuation signals to HPCI, LPCI, ADS, and CS. The power 
supplies to CAS are: · 

Divisi,on I - 125VDC TB MN BUS 2A-1 

Division II - 125VDC TB RES BUS 2B-1 

1. Diesel Cooling Water (DGCW) pump 2 provides cooling to DG 2. Failure after a short delay if lost. The 
service water return piping is used, but requires no valves for return water to the river . 

2. DG Room Exhaust Fan 2 provides HVAC for DG 2. Leads to loss of engine control circuitry on prolonged loss 
of ventilation. 
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Notes for Table 4.2.2-9 (continued): 

3. Power for components required for DG 2 support are as follows: 

AC POWER 
480V-

MCC 29-2 

MCC 28-2 

DC POWER 
. 125V -

Power for Diesel Oil Transfer Pump 2, DGCW Pump 2, and DG Room Exhaust Fan 
2 . . 

Power for Diesel Starting Air Compressor 2A, Turbocharger Lubricating Oil Pump, 
Circulating Lubricating Oil Pump, and cooling water immersion heater. 

TB RES BUS 2B-1 Control and excitation, and related loads for DG 2 
RB DIST PANEL 2 Backup for control and excitation 

DG 2/3 

1. Diesel Cooling Water (DGCW) pump 2/3 provides cooling to DG 213. Failure after a short delay if lost. The 
service water return ·piping is used, but requires no valves for return water to the river. 

2. DG room exhaust fan 2/3 provides HVAC for DG 2/3. Leads to loss of engine control circuitry on prolonged 
loss of ventilation. · 

3: · Power.for components required for DG 2/3 support are as follows:· 

AC POWER 
480V-

MCC 28-1 
MCC 28-3 
MCC 29-4 

DC.POWER 
125V-

Power for Diesel Oil Transfer Pump 2/3, Power for DG Room Exhaust Fan 2/3 
Power. for DGCW Pump 2/3 
Power for Turbocharger Lubricating Oil pump, circulating lubricating oil pump, and 
cooling water immersion heater_. 

RB DC PANEL 2 Control and excitation.and related loads for DG 2/3 
(RB DC PANEL 3) 
(alternate power) 

Non-ESF Buses 

1. Offsite power sources provide power for 4160VAC buses 21 and 22, via the normal unit auxiliary transformer 
(TR21) or the alternate reserve auxiliary transformer (TR22). · 

2. Control power is supplied from the 125VDC buses. The normal control powerJor 4160VAC Bus 21 is supplied 
from TB 125VDC Bus 2A-2 with alternate power from TB Res Bus 2B-2. The normal control power for 
4160VAC Bus 22 is supplied from TB Res Bus 28-2 with alternate power from TB 125VDC Bus 2A-2. 

NON-Emergency ESF Buses and 4160VAC Buses 23-1 and 24-1 

1. Offsite power sources provides power for 4160VAC buses 23 and 24 via the unit auxiliary transformer (TR 21) 
·or the reserve auxiliary transformer (TR 22). Buses 23 and 24 provide normal feed to 4160VAC buses 23-1 
and 24-1. 

2. · 4160VAC buses 23 and 24 can receive power from the onsite emergency DGs through manual connections 
with buses 23-.1 and 24-1, respectively. Bus 23-1 can be connected to Unit 2 emergency swing DG 2/3. 
Bus 24-·1 can be connected to the Unit 2 emergency DG 2. 
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Notes for Table 4.2.2-9 (continued): 

3, The 4160VAC non-ESF emergency buses receive DC control power from the 125VOC buses. A primary feed 
and alternate feed is provided. 4160VAC Bus 23-1 receives 125VDC control power for circuit breakers from 
RB DC Panel 2 with alternate power from TB Res Bus 2B-1. 4160VAC Bus 24-1 receives 125VDC control 
power for circuit breakers from TB Res Bus 2B-1 with alternate power from RB DC PNL 2. 

480VAC Buses 28 and 29 

1 . 480VAC Buses 28 and 29 receive power from 4160VAC Buses 23-1 and 24-1 , respectively .. 480VAC Buses 
28 and 29 can be cross-tied together. 

2. .125VDC control power for supply to MCCs 28 and 29 are provided by RB DC PNL 2 and TB Res Bus 2B-1, 
respectively. MCC 28 re·ceives alternate· .125VDC control power from TB Res Bus 2B-1 ; MCC 29 receives 
alternate 125VDC control power from RB DC PNL 2; 

250VDC TBMCC2 . 

. ' . 
1. 250VDC Bus TBMCC2 normally receives· power from 250VDC Battery .Charger 2 or it can receive power from 

Battery Charger 2/3, or. the 250VDC Unit 2 batteries. Battery Charger 2 is powered by 480VAC MCC 28~2. 
Battery Charger 2/3 is powered by 480VAC MCC 29-2 (or 39-2). TBMCC2 supplies 250VDC loads in both 
Units 2 and 3. · · 

250VDC TBMCC3 

1 : 250VDC Bus TBMCC3 normally receives power from 250VDC Battery Charger 3 or it can receive po~er from 
Battery Charger 2/3, or the 250VDC Unit 3 batteries. Battery Charger 3 is powered by 480VAC MCC 38-2 · .• 
(Unit 3 480VAC supplies are not shown in Table): Battery Chargef2/3 is powered by 480VAC MCC 29-2 (or 
3~-2) .. TBMCC 3 ~upplies 250VDC loads in both Units 2 and 3. · · 

125VDC TB MN BUS 2A-1 and TB MN BUS 3A . 

1. · The 125VDC TB Main Bus 2A-1 receives povier from Baltery Bus 2 which is normally powered by Battery. 
Charger 2 or it can receive power from Battery Charger 2A, or the· Unit 2 125VDC batteries. Battery Charger 2 · · · 
is powered by 480VAC MCC 29-2. Battery Charger 2A is powered by 480VAC MCC 28-2. TB MN Bus 2A-1 
supplies 125VDC loads in both· Units 2 and 3. The 125VDC TB Main Bus 3A receives power from Battery, . 
Bus 3 which is normally powered by Battery Charger·3 or it can receive power from Battery Charger 3A, or 
the Unit 3 125VDC batteries. Battery Charger 3 is powered by 480VAC MCC 39-2. Battery Charger 3A is 

.Powered by 480VAC MCC 38-2. TB MN Bus 3A supplies.125VDC.loads in both Uni's 2 and 3. (Unit 3 
480VAC supplies are not shown in Table). · · 

INST BUS 

1. Th.e 120/240V main instrument bus normally receives power via a 480VACf120-240V transformer from 480VAC 
MCC 2·0~2. A reserve power supply is available from MCC 25~2 via the reserve in~trl!ment and RPS 
transformer. 

ESS SERV BUS 

1. The essential services bus normally receives power by 480VAC MCC 29 which is rectified to 250VDC and 
then inverted to 120VAC via a static switch. The 250VDC TB Battery Bus also taps into the normal feed path 
between the rectifier and inverter. If the.normal supply path fails, alternate AC feeds the static switch from · .. 
480V MCC 25 through a 120V regulator. A second alternate AC power supply comes from MCC 28-2 through 
a power-seeking Automatic Bus Transfer. 
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Notes for Table 4.2.2-9 (continued): 

RPS Buses 

1. The RPS buses A and B receive power via 480V MCCs 28 and 29, respectively. Each uses a motor-generator 
(MG) to regulate the power supply to the sensors and instrumentation in the RPS. A flywheel on each MG 
prevents momentary losses of power to the MG set from generating a trip signal to the reactor . 

---.--~.-: -
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COMPONENT TYPE GROUPING 
AND FAILURE MODE 

U-2 Diesel Generator Failure to Start 

U-2 Diesel Generator Failure to Run 

U-3 Diesel Generator Failure to Start 

U-3 Diesel Generator Failure to Run 

2/3 Diesel Generator Failure to Start 

2/3 Diesel Generator Failure to Run 

Diesel Generator Cooling Water Pump . 
Failure to Start 

Diesel Generator Cooling Water Pump 
Failure to Run/Function 

4160 Supply Breaker Failure to 
Open/Close 

4160 Supply Breakers Spurious 
Opening/Fails to Function 

Diesel Generator Output Breaker 
Failure to Open/Close 

Diesel Generator Output Breaker · 
Spurious Opening/Fails to Function 

HPCI Turbine Failure to Start 

HPCI Turbine Failure to Hun/Function 

Condensate/Condensate Booster 
Pumps Failure to Start1 

. 

• 
TABLE 4.4.1-3 

DRESDEN-SPECIFIC COMPONENT FAILURE RATES 

TOTAL 
.COMPONENT FAILURE NUMBER OF NUMBER OF 

SYSTEM .TYPE CODE COMPONENTS FAILURES3 

.. 
' 

DG DG A 1 2 

DG DG x 1 4 

DG DG A . 1 6 

DG DG. x 1 3 

DG .DG A 1 4 

DG · DG x 1 1 

DG PM ·A 3 1 

DG PM X, F· 3 2 
.. 

.. 
Ac· CB 

. 
D,K 38 4 

AC 
.. 

CB U,F 38 4 

DG CB D,K 4 0.5 
.. 

.DG CB .·LJ, F 4 3 
. ·' 

·HI·- PT .. A 2 1 

HI ·PT X, F 2 0.5 

FW PM A 16 4· 

. . 

• 
NUMBER OF 

DEMANDS OR FAILURE 
HOURS RATE 

129 D 1.55 x 10·21D 

316 H 1.27 X 10·21H 

117 D 5.13 x 10·21D 

265 H 1.13 X 10·21H 

117 D 3.42 x 10·21D 

321 H 3.12 X 10·3/H 

1011 D 9.89 x 10"'/D 

1794 H 1.12 X 10"3/H 

4510 D 8.87 x 10"'1D 

2331984 H 1.72 X 10~/H 

. 1396 D 3.58 x 10-4/D . 

1210 H 2.48 X 10·3/H 

145 D 6.90 x 10"3/D 

235 H 2.20 X 10"'/H 
(IEEE)2 

2018 D 1.98 x 10"3/D 



• 

COMPONENT TYPE GROUPING 
AND FAILURE MODE 

.. 

Condensate/Condensate Booster 
Pumps Failure to Run/Function 

CCSW Pumps Failure to Start 

CCSW Pump Failure to Run/Function 

Reactor Feed Pump Failure to Start 

Reactor Feed Pump Failure to 
Run/Function 

SBGT Fan Failure to Start 

SBGT Fans Failure to Run/Function 

SBGT Dampers Failure to 
Open/Close/Function 

Motor Operated Valve Failure to 
Open/Close/Function 

AC Transformers Failure to Function 
(UAT & RAT) 

Diesel Fire Pumps Failure to Start 

Diesel Fire Pumps Failure to 
Run/Function 

Core Spray Pump Failure to Start 

Seriice Water Pump Failure to Start 

Service Water Pump Failure to 
Run/Function 

• 
TABLE 4.4.1-3 (Continued) 

DRESDEN-SPECIFIC COMPONENT FAILURE RATES 

TOTAL 
COMPONENT FAILURE NUMBER OF NUMBER OF 

SYSTEM TYPE CODE COMPONENTS FAILURES3 

FW PM X, F 16 7 

cc PM A 8 5 

cc PM X, F 8 5 

FW PM A 6 0.5 

FW PM X, F. 6- 5 

Gt FN A 2 0.5 

GT .- FN X, F 2 0.5 

GT, ALL OM o·, K, F 10 1 

ALL MV D,K,F 370 86 

' . ' 

AC TR F· 4 0.5 

FP PD A 2 1 

FP PD X, F 2 4 

cs PM A 4 2 

SW PM A 5 0.5 

sw. PM X, F 5 0.5 

• 
NUMBER OF 

DEMANDS OR FAILURE 
HOURS RATE 

526881 H 1.33 X 10"5/H 

828 D 6.04 X 10"3/D 

18922 H 2.64 X 10 ... /H 

830 D 6:02 x 10·•10 

154930 H 3.23 X 10-5/H 

463 D 1.00 x 10"5/D 
(4550)2 

6767H 7 .39 X 10·5 /H 

1277 D 7.83 X 10 ... /D 

45840 D 1.88 x 10"3/D 

210379 H 7.10 X 10-1/H 
(IEEE)2 

. 742 D 1.35 x 10"3/D 

364 H 1.10 X 10·21H 

636 D 3.14 x 10"3/D 

84 D 2.78 x 10"3/D 
(IEEE)2 

303169 H 1.65 X 10~/H 
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TABLE 4.4.1 ~3. (Continued) 

. DRESDEN-SPECIFIC COMPONENT FAILURE RATES· 

-
.. TOTAL NUMBER OF 

. COMPONENT TYPE GROUPING COMPONENT-. FAILURE NUMBER OF NUMBER OF DEMANDS OR FAILURE 
AND FAILURE MODE SYSTEM TYPE -CODE COMPONENTS . FAILURES3 HOURS RATE 

125/250VDC Batteries Failure to DC BY -F 4· 0.5 245472 H 6.10 X 10·11H 
Function (IEEE)2 

125/250VDC Battery Chargers Failure_ DC BC F 7 0.5 429576 H 1 . 16 X 10·5 /H 
to Function 

CAD Pumps Failure to Start CR .PM· A 4 0.5. 733 D 6.82 X 10 ... /D 

CAD, Pumps Failure to Run/Function QR PM. X, F· .4 0.5 99261 H 5.04 X 10-6/H 
-

LPCI Pumps Failure to Start LI PM A 8 4 1656 D 2.42 x 10"3/D 

LPCI and Core Spray Pum·ps Failure Ll,CS PM X, F, 12 2 8191 H 2.44 X 10 ... /H 
to Run/Function .. 

All Air Operated Valves Failure to. ALL AV D, K, F. 88 .21 . 22405 D 9.37 x 10-4/D 
Open/Close/Function 

SLC Pumps Failure to Start . SC PM A "" . ' .4 0.5 306 D 1.63 x 10"3/D 

SDC Pumps Failure to Run/Function SD. PM· X, F 4 1 52939 H 1.89 X 10"5/H 

TBCCW Pumps Fails to Run/Function TB PM X, F 4 0.5 122736 H 4.07 X 10-6/H 

HPCI Room Coolers Fails to Start HI· BL A 2 1 28 D 1.60 X 10-6/D 

.. (2815)2 

Notes for Table 4.4.1-3: 

1. Fails to start is considered common to each pump. Fails to run Is on a case-by-case basis. Further explanation is provided in the system notebook. 

2. Generic Data (IEEE, 2815, and 4550) used in accordance with "Special Co_nditlonS" of Data Collection Guide. · 

3. . All "Number of Failures" shown as Q.5 indicate that a fa.ilure did not occur for the subject c?mponents during ·the review period. 
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COMPONENT 
TYPE 

U-2 Diesel 
Generator 

U~3 Diesel 
Generator 

2/3 Diesel 
Generator 

AC Transformers 
(UAT +RAT) 

AC 4KV X-Tie 
Breaker 

AC4KV 
Breakers 
Non-X-Tie, 
Non-Pump 
Supply 

Diesel Generator 
Output Breaker 

HPCI Turbine 

CCSW Pump 

Core Spray 
Pump 

Service Water 
Pump 

• 
TABLE 4.4.1-4 

.. SUMMARY OF DRESDEN-SPECIFIC MAINTENANCE UNAVAILABILITIES 
Period of Record: January ·1984 through November 1990 

. . 

NO.OF TIME REQUIRED 
COMPONENT FAILURE NUMBER OF EVENTS OPERATIONAL PER 

AVERAGE 
oos 

SYSTEM TYPE CODE COMPONENTS (X) COMPONENT (HR) (HR/EVENT) 

DG DG_ M 1 28 45563 55.47 

DG ·DG M 1 14 42128 31.33 

DG DG M 1 29 59028 59.87 

AC TR M 4 1 61368 3.00 

" AC CB M 36 22 61368 40.41 

AC CB M 2 1 59028 129.5 

: 

DG CB M 4 2 51437 3.17 

HI PT M 2 26 43846 29.83 

cc PM M ·0 58 43846 61.68 

cs PM M 4 9 61368 .40.31 

SW .. PM M .. 5 13 59028 82.76 

• 

MAINT-
EN AN CE 
UNA VAIL 

3.41 x 10·2 

1.04 x 10·2 

2.94 x 10·2 

1.22 X 10·5 

7.24 x 10·3 

5.76 X 10·5 

3.08 X 10·5 

8.85 x 10·3 

1.02 x 10·2 

1.48 x 10·3 

3.65 x 10·3 
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TABLE 4.4.1-4 (Continued) 

SUMMARY OF DRESDEN-SPECIFIC MAINTENANCE UNAVAILABILITIES 
· Period of Record: Jamfary 1.984 through November 1990 

NO.OF TIME REQUIRED AVERAGE MAINT-
COMPONENT COMPONENT - FAILURE NUMBER OF EVENTS OPERATIONAL PER oos ENANCE 

TYPE SYSTEM TYPE CODE COMPONENTS (X) . COMPONENT (HR) (HR/EVENT) UNAVAIL 

Condensate/ FW PM M 16 53 43846 85.90 6.49 x 10·3 

Condensate 
Booster Pump1 

Reactor Feed FW PM M 6 37 43846 35.86 5.04 x 10·3 

Pump 

TBCCW Pump TB PM M 4 . 9 61368 20.44 7.50 x 10 .... 

125/250VDC DC BY M 4 13 61368 68.48 3.63 x 10-3 

Batteries 

125/250VDC DC BC M 7 44 61368 89.31 9.15 x 10·3 

Battery Chargers 

SBGT Fan GT FN M 2 29 61368 54.22 1.28 x 10·2 

SBGT Dampers GT DM M 10 8 61368 91.32 1.19 x 10·3 

Control Rod CR PM M 4 19 43846 99.09 1.07 x 10·2 

Drive Pump 

All Motor ALL MV M 370 99 43846 91.69 5.60 x 10 .... 
Operated Valves c 

' 
LPCI Pumps LI PM M 8 12 61368 35.24 8.61 x 10·• 

Diesel Driven FP PD· M 2 111 61368 67.58 6.11 x 10·2 

Fire Pumps 

LPCI Heat LI HE M 4 7 61368 68.84 1.97 x 10·3 

Exchangers 

All Air Operated ALL AV M 88 21 43846 52.15 . 2.84 x 10 .... 
Valves ' 
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COMPONENT 
TYPE 

Diesel Generator 
Cooling Water 
Pumps 

TBCCW Heat 
Exchanger 

SLC Pumps 

SDCPumps 

HPCI Room 
Cooler 

Note: 

•• 
TABLE 4.4-.1-4 (Continued) 

SUMMARY OF DRESDEN-SPECIFIC MAINTENANCE UNAVAILABILITIES 
Period of Record: January 1984 through November 1990 

NO.OF TIME REQUIRED 
COMPONENT FAILURE NUMBER OF EVENTS OPERATIONAL PER 

AVERAGE 
oos 

SYSTEM TYPE CODE . COMPONENTS (X) COMPONENT (HR) (HR/EVENT) 

DG PM M 3 5 51437 69.58 
' 

TB HE M 4 18 61368 8.67 

SL PM M 4 25 43846 22.81 

SD PM· M 4 26 43846 35.02 

HI BL M 2 7 43846 10.02 

1. Unavailabilities are considered common to each pump. Further explanation is provided in the system notebook. 

• 

MAINT-
ENANCE 
UNAVAIL 

2.25 x 10·3 

6.35X 10_. 

3.25 x 10-3 

5.19 x 10'3 

8.00 x 10-4 



• TABLE 4.4.1-5 
COMMON CAUSE FAILURE DATA FOR DRESDEN IPE 

COMP SYSTEM EVENT DESCRIPTION VALUE UNIT SOURCE 

AM ALL CC event (2 out of 2) MGL factor: 3.70E-03, 1.11 E-08 HR IEEE 
Generic - Safety Valve Prematurely Opens 
(per hr.), Rate: 3.00E-06 

AS· PC CC event (2 out of 4) MGL factor: 8.00E-02, 2.40E-05 .D IREP. 
Generic - PORV Fails to Open (per dem.), 
Rate: 3.00E-04 

AS PC CC event (3 out of 4) MGL factor: 5.68E-02, 1.70E-05 D IREP 
Generic - PORV Fails to Open (per dem.), 
Rate: 3.00E-04 

AS PC CC event (4 out of 4) MGL factor: 1.70E-01, 5.10E-05 D IREP 
Generic - PORV Fails to Open (per dem.), 
Rate: 3.00E-04 

AV ALL CC event (2 out of 2) MGL factor: 6.50E-02, 6.09E-05 D DRESDEN 
All Air Operated Valves Failure to .. 

. Function/Open/Close (per dem.), 
Rate: 9.37E-04 

• CB AC CC eve.nt (2 out of 2) MGL factor: 5.40E-02, 9.29E-08 HR DRESDEN 
4160 Supply Breakers Spurious Opening · 
(per hr.), Rate: 1.72E-06 . 

CB AC CC event (2 out of 2) MGL factor: 5.40E-02, 5.40E-10 HR IEEE 
Generic - 480V Circuit Breaker Fails 
Spurious Open (per hr.), Rate: 1.00E-08 

CB AC CC event (2 out of 3) MGL factor: 2.80E-02, 4.82E-08 HR DRESDEN 
4160 Supply Breakers Spurious Opening 
(per hr.), Rate: 1.72E-06 · 

CB AC CC event (2 out of 3) MGL factor: 2.80E-02, 1.15E-10 HR IEEE 
Generic - 480V Circuit Breaker Fails 
Spurious Open (per hr.), Rate: 1.00E-08 

CB AC CC event (2 out of 4) MGL factor: 2.80E-02, 4.34E-05 D DRESDEN 
4160 Supply Breaker Failure to 
Open/Close/Function (per dem.), 
Rate: 1.55E-03 

CB AC · CC event (2 out of 4) MGL factor: 2.80E-02, 4.82E-08 HR DRESDEN 
4160 Supply Breakers Spurious Opening 
(per hr.), Rate: 1.72E-06 

CB AC CC event (3 out of 3) MGL factor: 5.21 E-02, 8.96E-08 HR 
' 

DRESDEN 
4160 Supply Breakers Spurious Opening 

• (per hr.}, Rate: 1.72E-06 

CB AC 
: 

CC event (3 out of 3) MGL factor: 5.21 E-02, 5.21 E-10 HR IEEE 
Generic - 480V Circuit Breaker Fails 
Spurious Open (per hr.), Rate: 1.00E-08 



• TABLE 4.4.1-5 (Continued) 
COMMON CAUSE FAILURE DATA FOR DRESDEN IPE 

COMP SYSTEM EVENT DESCRIPTION VALUE UNIT SOURCE 

CB ALL CC event (2 out of 2) MGL factor: 5.40E-02, 1.62E-04 D 4550· 
Generic - Circuit Breaker Fails to 
Transfer/Function/Open/Close (per dem.), · 
Rate: 3.00E-03 

CN ; ALL CC event (2 out of 2) MGL factor: 1.80E-ci2, 1.53E-07 D TOPS 
Generic - Relay Contacts Fail to 
Open/Close/Function (per dem). 
Rate: 8.50E-06 

co ALL· CC event (2 out .of 2) MGL factor: 1.80E-02, 5.40E-o8 HR 4550 
Generic - Relay Coil Shorted/Fails to 
Function (per hr.), Rate: 3.00E-06 · 

.. 

CV ALL CC event (2 out of 2) MGL factor: 2.90E-03, 2.32E-07 D IEEE 
Generic - CV Fails to Open (per dem.), 

.. Rate: 8.00E-05 .. 

CV ALL CC event (2 out of 4) MGL factor: 2.90E-03, 2.32E-07 D IEEE 
·Generic - CV Fails to. Open (per dem.); · · - . 

• Rate: 8.00E-05 
. . 

CV ALL. CC event (3 out of·4) MGL factor: 2.09E"03, · 1.67E-07 D IEEE 
Generic - CV Fails to bpen (per dem.), 
Rate: 8.00E-05 

CV. ALL CC event (4 out of 4) MGL factor: 3.?0E-03, ·.2.96E~07 D IEEE 
Generic - CV Fails to Open (per dem:),. 
Rate: 8.00E-05 

DG 2DG CC event (2 out of 3) MGL factor: 3.75E-o3; 4.76E-05 HR DRESDEN 
U-2 Diesel Generator Failure to Run 

'• 

(per hr.), Rate: 1.27E-02 .. 

DG 2DG CC event (3 out of 3) MGL factor: 1.20E-03, . 1.52E-05 HR DRESDf:N 
J .. 

U-2 Diesel Generator Failure to Run ' . 

(per hr.), Rate: 1.27E-02 

DG 3D(3 .. CC event (2 out of 3) MGL factor: 3.75E-03, 1.92E-04 D DRESDEN 
U-3 Diesel Generator Failure fo Start 

.. 
'' (per dem.), Rate: 5.13E-02 

DG 3DG CC event (3 out of 3) ·MGL factor: 1.20E-03, · 6.16E-05 D DRESDEN, 
.U-3 Diesel Generator Failure to Start 
(per _dem.), Rate: 5.13E-02 

DM ALL CC event (2 out of 2) MGL factor: 1.80E-02, 1.40E-05 D DRESDEN 
Dampers Failure to Open/Close/Function 

• (per dem.), Rate: 7.83E-04 

ES ALL . CC event (2 out of 2) MGL factor: 1.80E-02, 9.53E-08 HR IEEE. 
Generic - Level Switch Fails to 
Open/Close/Function (per hr.), 

- •• ~ •• --..-- r, 
.. Rate: 5;30E-06 



• TABLE 4.4.1-5 (Continued) 
COMMON CAUSE FAILURE DATA FOR DRESDEN IPE 

COMP SYSTEM EVENT DESCRIPTION VALUE UNIT SOURCE 

EV ALL CC event (2 out of 2) MGL factor: 1.80E-02, 5.40E-05 D 4550 
Explosive valve does not open (per dem.), 
Rate: 3.00E-03 

FL ALL CC event (2 out of 3) MGL factor: 1.15E-02, 3.45E-07 HR 2815 
Generic - Strainer/Filter Plugged (per hr.), 
Rate: 3.00E-05 

FL ALL CC event (3 out of 3) MGL factor: 1.33E-02, 3.99E-07 HR 2815 
Generic - Strainer/Filter Plugged (per hr.), 
Rate: 3.00E-05 

FN GT CC event (2 out of 2) MGL factor: 1.20E-02, 8.86E-07 HR DRESDEN 
SBGT Fans Failure to Function/Run 
(per hr.), Rate: 7.39E-05 

FN GT CC event (2 out of 2) MGL factor: 1.20E"02, 1.20E-07 D 4550 
SBGT Fans Failure to Start (per dem.), 
Rate: 1.00E-05 

• FN ALL CC event (2 out of 2) MGL factor: 1.20E-02, 1.20E-07· HR 4550 
Generic - HVAC Fan Fails.to Run (per hr.), 
Rate: 1.00E-05 

FN ALL CC event (2 out of 2) MGL factor: 1.20E-02, 3.60E-06 D 4550 
Generic - HVAC Fan Fails to Start 
(per dem.), Rate: 3.00E-04 

KV ALL CC event (2 out of 2) MGL factor: 1.80E-02, 1.80E-06 D IREP 
Generic - Stop Check Valve Fails to Open 
(per dem.), Rate: 1.00E-04 · 

MV ALL CC event (2 out of 2) MGL factor: 1.00E-02, 1.87E-05 D DRESDEN 
Motor Operated Valve Failure to 
Open/Close/Function (per dem.), 
Rate: 1.87E-03 

PD FP CC event (2 out of 2) MGL factor: 1.80E-02, .1.98E-04 HR DRESDEN 
Diesel Fire Pumps Failure to Run/Function · 
(per hr.), Rate: 1.10E-02 

PD FP CC event (2 out of 2) MGL factor: 1.SOE-02, 2.43E-05 D DRESDEN 
Diesel Fire Pumps Failure to Start 
(per dem.), Rate: 1.35E-03 

PD ALL CC event (2 out of 2) MGL factor: 1.80E-02, 1.44E-05 HR 4550 
Generic - Diesel Driven Pump Fails to Run 
(per hr.), Rate: 8.00E-04 

• PD ALL CC event (2 out of 2) MGL factor: 1.80E-02, 5.39E-04 D 4550 
Generic - Diesel Driven Pump Failure to 
Start (per dem.), Rate: 3.00E-02 



• TABLE 4.4.1-5 (Continued) 
COMMON CAUSE FAILURE DATA FOR DRESDEN IPE 

COMP SYSTEM EVENT DESCRIPTION VALUE UNIT SOURCE 

PM cc CC event (2 out of 4) MGL factor: 5.33E-04, 1.40E-07 HR DRESDEN 
CCSW Pump Failure to Ru.n/Function 
(per hr.), Rate: 2.64E-04 

PM cc CC event (2 out of 4) MGL factor: 5.33E-04, 3.21 E-06 D DRESDEN 
CCSW Pumps Failure to Start (per dem.), 
Rate: 6.04E-03 

PM cc CC event (3 out of 4) MGL factor: 4.16E-04, 1.09E-07 HR. DRESDEN 
· CCSW Pump Failure to Run/Function 
(per hr.); Rate: 2.64E-04 

PM cc CC event (3 out of 4) MGL factor: 4.16E-04, 2.51 E-06 D DRESDEN 
CCSW Pumps Failure to Start (per de~.). 
Rate: 6.04E-03 

PM cc CC event (4 out of 4) MGL factor: 7.11 E-04, 1.87E-07 HR DRESDEN 
CCSW Pump Failure to Run/Function 
(per hr.), Rate: 2.64E-04 

• PM cc CC event.(4 out of 4) MGL factor: 7.11E-04, 4.29E-06 D DRESDEN 
CCSW Pumps Failure to Start (per dem.), 
Rate: 6.04E-03 

) 

PM CD CC event (2 out of 4) MGL factor: 5.33E-04, 7.0BE-09 HR DRESDEN 
Condensate/Condensate Booster Pumps 
Failure to Run/Function (per hr.), 
Rate: 1.33E-05 

PM CD CC event (2 out of 4) MGL factor: 5.33E-04, 1.05E-06 D DRESDEN 
Condensate/Condensate Booster Pumps 
Failure to Start (per dem.), Rate: 1.98E-03 

PM CD CC event (3 out of 4) MGL factor: 4.16E-04, 5.53E-09 HR DRESDEN 
Condensate/Condensate Booster Pumps 
Failure to Run/Function (per hr.), 
Rate: 1.33E-05 

PM CD CC event (3 out of 4) MGL factor: 4.16E-04, 8.23E-07 D DRESDEN 
Condensate/Condensate Booster Pumps 
Failure to Start (per dem.), Rate: 1.98E-03 

PM CD CC event ( 4 out of 4) MGL factor: 7 .11 E-04, 9.45E-09 HR DRESDEN 
Condensate/Condensate Booster Pumps 
Failure to Run/Function (per hr.), 
Rate: 1.33E-05 

PM CD CC event (4 out of 4) MGL factor: 7.11 E-04, 1.40E-06 D DRESDEN 

• Condensate/Condensate Booster Pumps . 
Failure to Start (per dem.), Rate: 1.98E-03 

PM. cs CC event (2 out of 2) MGL factor: 1.1 OE-03, 2.68E-07 HR DRESDEN 
Core Spray Pump Failure to Run/Function 

.. (p~r_hr.), Rate: 2.44E-04 



• TABLE 4.4.1-5 (Continued) 
COMMON CAUSE FAILURE DATA FOR DRESDEN IPE 

COMP SYSTEM EVENT DESCRIPTION VALUE UNIT SOURCE 

PM cs CC event (2 out of 2) MGL factor: 1.1 OE-03, 3.45E-06 D DRESDEN 
Core Spray Pump Failure to Start 
(per dem.), Rate: 3.14E-03 

PM DG CC event (2 out of 3) MGL factor: 7.00E-03, 7.84E-06 HR DRESDEN 
Diesel Generator Cooling Water Pump 
Failure to Run/Function (per hr.), 
Rate: 1.12E-03 

.. 

PM DG CC event ·(3 out of 3) MGL factor: 8.40E-04, 9.41E-07 HR DRESDEN 
Diesel Generator Cooling Water Pump 
Failure to Run/Function (per hr.), 
Rate: 1.12E-03 

PM FW CC event (2 out of 3) MGL factor: 7.00E-03, 2.26E-07 HR DRESDEN 
Reactor Feed Pump Failure to Run/Function 
(per hr.), Rate: 3.23E-05 · 

PM FW CC event (2 out of 3) MGL factor: 7.00E~03, 4.21 E-06 D DRESDEN 
Reactor Feed Pump Failure to Start 

• (per dem.), Rate: 6.02E-04 

PM FW CC event (3 out of 3) MGL factor: 8.40E-04, 2.71E-08 HR DRESDEN 
Reactor Feed Pump Failure to Run/Function 
(per hr.), Rate: 3.23E-05 

PM FW CC event (3 out of 3) MGL factor: 8.40E-04, 5.0SE-07 D DRESDEN 
Reactor Feed Pump Failure to Start 
(per dem.), Rate: 6.02E-04 

PM: u · CC event (2 out of 4) MGL factor: 5.33E-04, 1.30E-07 HR DRESDEN 
. ~PCI Pumps Failure to Run/Function 
(per hr.), Rate: 2.44E-04 

PM LI CC event (2 out of 4) MGL factor: 5.33E-04, 1.28E-06 D DRESDEN 
LPCI Pumps Failure to Start (per dem.), 
Rate: 2.42E-03 

PM LI CC event (3 out of 4) MGL factor: 4.16E-04, 1.01 E-07 HR DRESDEN 
LPCI Pumps Failure to Run/Function 
(per hr.), Rate: 2.44E-04 

PM LI CC event (3 out of 4) MGL factor: 4.16E-04, 1.00E-06 D DRESDEN 
LPCI Pumps Failure to Start (per dem.), 
Rate: 2.42E"03 

PM LI CC event ( 4 out of 4) MGL factor: 7 .11 E-04, 1.73E-07 HR DRESDEN 
LPCI Pumps Failure to Run/Function 

• (per hr.), Rate: 2.44E-04 

PM LI . CC event (4 out of 4) MGL factor: 7.11 E-04, 1.72E-06 D DRESDEN 
LPCI Pumps Failure to Start (per dem.), 
Rate: 2.42E-03 



•• TABLE 4.4.1-5 (Continued) 
COMMON CAUSE FAILURE DATA FOR DRESDEN IPE 

COMP I SYSTEM EVENT DESCRIPTION VALUE UNIT SOURCE 

PM SL CC event (2 out of 2) MGL factor: 1.1 OE-03, 1.79E-06 D DRESD.EN 
SLC Pumps Failure to Start (per dem.), 
Rate: 1.63E-03 

PM SW CC event (2 out of 4) MGL factor: 5.33E-04, ·8.79E-10 HR IEEE 
Service Water Pump Failure to Run/Function 
(per hr.), Rate: 1.65E-06 

PM SW CC event (2 out of 4) MGL factor: 5.33E-04, 1.48E-06 D IEEE 
Service Water Pump Failure to Start 
(per dem.), Rate: 2.78E-03 

PM SW CC event (3 out of 4) MGL factor: 4.16E-04, 6.86E-10 HR IEEE 
Service Water Pump Failure to Run/Function 
(per hr.), Rate: 1.65E-06 

PM SW CC event (3 out of 4) MGL factor: 4.16E-04, 1.15E-06 D IEEE 
Service Water Pump Failure to Start . 
(per dem.), Rate: 2.78E-03 

. 

• PM ALL CC event (2 out of 2) MGL factor: 1.10E-03, 1.10E-07 HR 2815 
Generic - Motor Driven Pump· Fails to Run 
(per hr.), Rate: 1.00E-04 

PM ALL CC event (2 out of 2) MGL factor: 1.1 OE-03, . 4.29E-06 D IEEE 
Generic - Motor Driven Pump Fails to Start 
(per dem.), Rate: 3.90E-03 

PS ALL CC event (2 out of 2) MGL factor: 1.BOE-02, 3.60E-09 HR 2815 
.• Generic - Pressure Switch Fails to 

Operate/Open/Close (per hr.), 
Rate: 2.00E-07 

RE ALL CC event (2 out of 2) MGL factor: 1.BOE-02, 9.17E-09 HR TOPS 
Generic - Relay Fails During Operation 
(per hr.), Rate: 5.1 OE-07 

sv ALL CC event (2 out of 4) MGL factor: 8.33E-03, 7.83E-09 .D IEEE 
Generic - SOV Fails to Operate/Open/Close 
(per dem.), Rate: 9.40E-07 

sv ALL CC event (3 out of 4) MGL factor: 6.00E-03, 5.64E-09 D IEEE 
Generic - SOV Fails to Operate/Open/Close 
(per dem.), Rate: 9.40E-07 

SW ALL CC event (2 out of 2) MGL factor: 1.BOE-02, 3.05E-09 HR TOPS 
Generic - Switch (General Type) Fails 
(per hr.), Rate: 1.70E-07 

• Tl ALL CC event (2 out of 2) MGL factor: 1.BOE-02, 9.17E-09 HR TOPS 
Timing relay fails to function, Rate: 5.1 OE-07 



• TABLE 4.4.1-5 (Continued) 
COMMON CAUSE FAILURE DATA FOR DRESDEN IPE 

COMP SYSTEM EVENT DESCRIPTION VALUE UNIT SOURCE 

TR AC .CC event (2 out of 2) MGL factor: 1.BOE-02, 1.28E-08 HR IEEE 
AC Transformers Failure to Function (UAT & 
RAT) {per hr.), Rate: 7 .1 OE-07 

TR AC CC event (2 out of 3) MGL factor: 1.1 SE-02, 8.17E-09 HR IEEE 
AC Transformers Failure to Function (UAT & 
RAT) (per hr.), Rate: 7.10E-07 

TR AC CC event (3 out of 3) MGL factor: 1.33E-02, 9.44E-09 HR IEEE 
AC Transformers Failure to Function (UAT & 
RAT) (per hr.), Rate: 7.10E-07 

TS ALL CC event (2 out of 2) MGL factor: 1.BOE-02, 7.02E-09 HR IEEE 
Generic - Temperature Switch Fails .to 
Open/Close/Func~ion (per hr.), 
Rate: 3.90E-07 

• 
'. -_, 

•• 



• -• • 
TABLE 4.4.1-6 

DRESDEN IPE GENERIC FAILURE DATA 

COMP SYSTEM - FAILURE MODE FAILURE CODE FAILURE RATE/UNITS SOURCE 

AV ALL AOV Spuriously Closes v 1.000E-07/HR 4550 

AV ALL AOV Spuriously Opens u 5.000E-07/HR 4550 

AV ALL AOV Plugged p 1.000E-07/HR 4550 

BL ALL Air Cooler Fails to Operate F 1.000E-06/D 2815 

CV ALL CV Fails to Close K 2.000E-06/HR 2815 

CV ALL CV Leakage L 3.000E-06/HR 2815 

CV ALL CV Ruptures R 2.660E-08/HR REOS 

KV ALL Stop Check Valve Fails to Open 
--

D 1.000E-04/D IREP 

FL ALL Strainer/Filter Plugged p 3.000E-05/HR 2815 

FN HVAC HVAC Fan Fails to Run x 1.000E-05/HR 4550 
' 

FN HVAC HVAC Fan .Fails to Start A 3.000E-04/D 4550 

GE ALL DC Motor Generator Fails to Operate F 3.bOOE-06/HR 2815 

HV ALL HOV Fails to Operate/Close F 1.000E-05/HR 2815 

HV ALL HOV Fails to Close K 2.000E-3/HR IEEE 

HV ALL HOV Spuriously Closes v 1.000E-07/HR RE02 

HV ALL HOV Spuriously Opens u 5.000E-07/HR RE02 

HV ALL HOV Plugged p 1.000E-07/HR 4550 

HE ALL Heat Exchanger Tube Leak (250 tubes)- L 7.500E-07/HR 2815 

HE ALL Heat Exchanger Shell Rupture R 3.000E-06/HR 2815 

HE ALL Heat Exchanger Blockage p 5.700E-06/HR 4550 

MV ALL MOV Spuriously Closes v 1.000E-07/HR 4550 



•• 

COMP SYSTEM 

MV · ALL 

MV ALL 

MV ALL 

OR ALL 

OR ALL 

PA OTHER 

PM OTHER 

PM OTHER 

pp ALL 

AM ALL 

AM ALL 

AM,· RPV 
AS 

AM, RPV 
AS 

AM ALL 

sv ALL 

sv ALL 

sv ALL 

TK SLC 

TK ALL 

xv ALL 

• 
. TABLE 4.4.1-6·. (Continued) 

DRESDEN IPE GENERIC FAILURE DATA 

FAILURE MODE FAILURE CODE 

MOV Spu.riously Opens u 
MOV Plugged p 

MOV Ruptures R 

Orifice Plugged _ p 

Orifice Ruptures R 

Auxiliary Shaft :Driven Pump Fails fo Run x 

Motor Driven Pump Fails to Run x 

Motor Driven Pump Fails to Start A 

Pipe Plugs Boron Precipitation p 

Relief Valve Fails to Open D 

Relief Valve Fails to Reclose K 

Primary Safety Valve Fails ·to Open Pressure Relief D 

Primary Safety Valve Fails to Reclose K 

Safety Valve Prematurely Opens u 
SOV Spuriously Closes v 

SOV Spuriously Opens u 

SOV Plugged p 

Tank Plugs-Boron Precipitation. p 

Tank Ruptures R 

Manual Valve Fails to Open/Closed D, K·· 

• 
FAILURE RATE/UNITS SOURCE 

5.000E-07/HR 4550 

1.000E-07/HR 4550 

2.660E-08/HR REOS 

6.000E-07 /HR 2815 

3.000E-08/HR 2815 

1.000E-04/HR RE06 

1.000E-04/HR 2815 

3.900E-03/D IEEE 

7.700E-07/HR IEEE 

3.000E-04/D IREP 

2.000E-02/D IREP 

1.000E-05/D 4550 

1.600E-02/D 4550 

3.000E-06/HR IEEE 

1.QOOE-07/HR RE01 

5.000E-07/HR RE01 

1.000E-07/HR 4550 

7.700E-07/HR IEEE 

8.000E-10/HR WASH 

6.000E-05/D IEEE 



• •• • 
' . 

TABLE 4.4.1-6 (Continued) 
DRESDEN IPE GENERIC FAILURE DATA 

COMP SYSTEM. FAILURE MODE ·FAILURE CODE FAILURE RATE/UNITS SOURCE 

xv ALL .Manual .Valve Plugged p ' 1.000E-07/HR 4550 

BS ALL Bus Fails All Modes F 3.000E-08/HR 2815 

BY ALL Battery (Wet Cell) Fails to Provide Proper.Output · F 2.000E-06/HR 2815 

BC ALL Battery Charger Fails to Operate F 6.000E-07/Hr •2815 

CB ALL Large AC Circuit Breaker Fails Spurious Open/Fails Open U,O 1.000E-06/HR 4550 

CB DC· Molded Case Circuit Breaker Fails Spurious Open u 4.000E-08/HR IEEE 

CP ALL Capacitor Fails F 2.200E-0~/HR TOPS 

FU ALL · Fuse Opens Prematurely B 3.000E-06/HR '2815 

IV ALL Inverter Fails to Operate F 6.000E-05/HR 2815 

LS ALL Limit Switch Fails to Operate F 6.000E-06/HR 2815 

PS ALL Pressure Switch Fails to Operate/Ope!l/Close F, D,K 2.000E-07/HR -· 2815 

as ALL Torque Switch Fails to Operate F 2.000E-07/HR 2815 

CN ALL Relay Contacts Fail to Function/Open/Close/Fails Open F, D, K,O 8.500E-06/D TOPS 

RE ALL Relay Coil Shorted : s 1.000E-07/HR TOPS 

RE ALL Relay Coil Opens Q 1.000E-08/HR TOPS 

RE ALL Relay Fails During Operation, Composite of 451, 453, 454 F 5.1 OOE-07 /HR TOPS 

RE ALL Relay Contacts Spuriously Open u 8. 700E-08/H R TOPS 
--

SW ALL Switch (General Type) Fails 
.. 

F 1.700E-07/HR TOPS 

" 

TL ALL Level Sensor Fails to. Function .. F 4.900E-06/HR TOPS 

TP RPS·, Pressure Sensor Fails .. F 2.800E-06/HR TOPS 
CAS 



• 
f . 

COMP SYSTEM 

TR ALL 

CA ALL· 

TF ALL 

AB ALL 

PR ALL 

SD ALL 

ER ALL 

DC ALL 

EF ALL 

AD ALL 

TP ALL 

ES ALL 

TS ALL 

DI ALL 

VA ALL 

VA ALL 

Tl .ALL 

TT ALL 

DE ALL 

EV ALL 

FS ALL 

•• 
TABLE 4.4.1-6 (Continued) 

DRESDEN IPE GENERIC FAILURE DATA 

FAILURE MODE FAILURE CODE 
.. 

Power Transformer Fails All Modes F 

Cabling Fails Open Circuit (per Circuit) (Fails to Function) F 

Flow Transmitter Fails to Function F 

Automatic Bus Transfer Fails to Transfer F 

Overcurrent Protective Relay Fails to Operate, Spurious Closing F,V 

Solid State Device Fails to Function F 

Voltage Regulator Fails to Function F 

DC Power Supply Fails to Function F 

Electrical Filter Fails to Function F 

Signal Comparator Loss of Function .. F 

. Pressure Transmitter Loss of F.unction F 

Level Switch .Fails to Open/Close/Loss of Function ·. ·· D, K, F 

Temperature Switch Fails to Close/Loss of Function D,F 

D.etector (Computation Module - Electronic) Fails to Function F 

Undervoltage Protective Relay Fails to Function .. .. F 
. 

Undervoltage Protective Relay Spu~iously Open/Close' · U,V 

Timing Relay Fails to Function F 

Temperature Transmitter F.ails to Function - " F 

Diode or Rectifier Fails to Function . F. 

Explosive Valve Does Not Open D 

Flow.Switch Spurious Closing V, F 

• 
FAILURE RATE/UNITS SOURCE 

6.000E-07/HR 2815 

3.400E-07/HR IEEE1 

5.900E-06/HR IEEE 

2.700E-05/HR IEEE 

7.300E-07/HR IEEE 

6.900E-07/HR IEEE 

3.000E-06/HR IEEE 

5.300E-06/HR IEEE 

7.100E-06/HR · IEEE 

8.000E-08/HR IEEE 

1.700E-06/HR IEEE 

5.300E-06/HR IEEE 

3.900E-07/HR IEEE 

3.000E-07/HR. IEEE 

5.1 OOE-07/HR TOPS 

1: 790E-06/HR IEEE 

5.1 OOE-07/HR TOPS 

2.390E-06/HR IEEE 

. 6.,900E-07/HR ·IEEE 

3.00E-03/D 4550 

3.000E-07 /HR. IEEE 
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COMP SYSTEM 

Pl ALL 

PR ALL 

RD ALL 

co ALL 

CN ALL 

PS ALL 

TC ALL. 

CV ALL 

sv ALL 

CB AC 

CB AC 

.BS ALL 

CV ALL 

IA OTHER 

PM OTHER 

TR AC 

xv ALL 

IV ALL 

BS DC 

AD ALL 

• 
TABLE 4.4.1-6 (Continued) 

DRESDEN IPE GENERIC FAILURE DATA 

FAILURE MODE FAILURE CODE 

Power Interface Module (Computation Module - Electronic) Fails F 
to Function 

Overcurrent Protective Relay Spurious Opening u 

Rupture Disc Ruptures Prematurely H 

Solenoid Coil Fails to Function R .. 

Contact Spurious Open u 

Pressure Switch Spurious Close v 
Temperature Controller (Thermostat) Fails to Function F 

Check Valve Fails to Open/Close D,K 

SOV Fails to Operate/Open/Close F,D,K 

480 AC Circuit Breaker Spurious Open u 

480 AC Circuit Breaker Fails to Close K 

Maintenance Unavailability Sus M 

Maintenance Unavailability CV M 

Maintenance Unavailability Instrument Air Compressor M 

Maintenance Unavailability MOP M 

Mainte_nance Unavailability Transformer M 

Maintenance Unavailability Manual Valve M 

Maintenance Unavailability Inverter M 

Maintenance Unavailability DC Bus M 

Maintenance Unavailability A TWS Signal Comparator·. M 

• 
FAILURE RATE/UNITS SOURCE 

3.000E-07/HR IEEE 

8.?00E-08/HR TOPS 

3.9.00E-06/HR 4550 

3.900E-06/HR 4550 

8.700E-08/HR TOPS 

3.000E-08/HR IEEE 

5.780E-06/HR IEEE 

8.000E-05/D ·IEEE 

9.400E-07/D IEEE 

1.000E-08/H IEEE 

9.950E-04/D IEEE 

8.040E-07/D IEEE 

8.000E-04/D RE04 

2.000E-03/D 4550 

2.000E-03/D 4550 

1.620E-06/D IEEE 

8.000E-04/D 4550 

1.000E-03/D 4550 

9.500E-08/D IEEE 

4.900E-06/D IEEE 



l r. 

i 
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TABLE 4.4.1-6 . (Continued) 

DRESDEN IPE GENERIC FAILURE DATA 

COMP SYSTEM. FAILURE MODE- FAILUR!= CODE 

AD ALL Maintenance Urialiailability A TWS Signal Comparator M 
'-

Maintenance Unavailability Dampers DM ALL " M 

FN ALL Maintenance Unavailability Fans M 

Notes for Table 4.4.1-6: 

1. Secondary Source EGG-SSRE-8875 

COMP Component type identification code (from fault tree analysis guidelines). 

SYSTEM System identification code-(fi-om fault tree analysis guidelines): 

-FAILURE RATE/UNITS 

4.900E-06/D 
.. 

8.000E-04/D 

2.000E-03/D 

ALL Indicates that the entry can apply to all systems for which system- or component-specific data are not available .. 

2815 NUREG/CR-2815 

4550 NUREG/CR-4550 

WASH WASH-1400 

• 
SOURCE 

IEEE 

4550 

-4550 

RE01 No data for SOV spuriously opens or SOV spuriously closes_in NUREGs, use MOV failure rate for these failure modes from NUREG/CR-4550. 
' . . : . . 

RE02 No data for HOV spuriously opens or HOV spuriously closes in -N~REGs, use AOV failure rate for these failure modes from Nl.)REG/CR-4550. 

RE03 No mai_ntenance unavailability data for PORV in NUREGs, use maintenance ·unavailability for AOV (same value as MOV and XV) from 
NUREG/CR-4550. 

RE04 No data for manual valve failure to remain open in NUREGs,.use manual valve failure rate for failure to remain closed from NUREG/CR-4550 for 
both failure modes. · · 

RE05 No maintenance unavaiiability data for CV _in NUREGs, use maintenance unavailability for XV from NUREG/CR-4550. 

RE06 No data for shaft-driven pump FTR in NUREGs, use failure rate for motor~driven pump· FTR from NUREG/CR-2815. 



• 
Notes for Table 4.4.1~6 (co~tinued): 

RE07 No data for maintenance unavailability of process air compressors in ·NUREGs or IEEE .. Use maintenance unavailability for inslrument air 
compressor from 4550. · · 

REOS Wash 1400 value used for MOV rupture at CECo request. 

TOPS WCAP-10271 (Westinghouse pro.prietary class 2). 

'• ·. 



• TABLE 4.5.2-1 
UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 

EVENT -. UNAVAILABILITY 

ATWS 

ATWS ACTUATION FAILS; ALL SUPPORTS AVAILABLE 1.49E-02 

ARI FAILS; ALL SUPPORTS AVAILABLE 6.46E-07 

ARI FAILS; 2M1 FAILED 1.14E-o4 

. ARI FAILS; 2R1 FAILED . 1.14E-o4 

AUTO RPT FAILS; ALL SUPPORTS AVAILABLE 6.00E-03 

AUTO RPT FAILS; 2M1 FAILED 6.06E-03 

AUTO RPT FAILS; 2R1 FAILED 6.06E-03 

MANUAL RPT FAILS 6.00E-03 

CORE SPRAY 

CS FAILS; 1/2 PUMPS, ALL SUPPORTS AVAILABLE · 2.19E-o4 
.. 

CS FAILS; 1 PUMP; 24-1,·29, OR 2R1 FAILED 1.39E-02 

CS FAILS; 1 PUMP; 23-1, 28, OR 2M1 FAILED 1.39E-02 

FEEDWATER & CONDENSATE 

FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE (ILOC) 6.56!=-05 

FW FAILS; 1 PUMP, 23 FAILED (ILOC) 3.91E-o4 

FW FAILS; 1 PUMP, 24 FAILED (ILOC) 4.10E-o4 

FW FAILS; 1 PUMP, ALL SUPPORTS AVAILABLE 2.62E:.03 

FW FAILS; 1 PUMP, 23 FAILED 2.78E-03 

FW FAILS; 1 PUMP, 24 FAILED 2.94E-03 

FW FAILS; 1 PUMP, 25 FAILED 3.15E-03 

FW FAILS; 1 PUMP, 23 AND 25 FAILED 3.31E-03 

FW. FAILS; 1 PUMP, 26 FAILED 6.0?E-03 

FW FAILS: 1 PUMP, 24 AND 26 FAILED ' 6.40E-03 

FW FAILS; 1 PUMP, 2R1 FAILED 2.73E-03 

FW FAILS; 1 PUMP, 23 AND 2R1 FAILED · 2.89E-03 

FW FAILS: 1 PUMP, 24 AND 2R1 FAILED 3.06E-03 

FW FAILS; 1 PUMP, 25 AND 2R1 FAILED 327E-03 

FW FAILS; 1 PUMP, 23, 25 AND 2R1 FAILED 3.43E-03 

FW FAILS; 1 PUMP, 26 AND 2R1 FAILED 6.19E-03 

FW·FAILS; 1 PUMP, 24, 26 AND 2R1 FAILED 6.52E-03 



• 

• 

• 

TABLE 4.5.2-1 (Continued) 
UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 

EVENT 

HPCI 

HP FAILS; 2R1 FAILED 

HP FAILS; 2M1 FAILED 

HP FAILS; ALL SUPPORTS AVAILABLE 

HP FAILS; 2R1 FAILED, MANUAL START 

HP FAILS; 2M1 FAILED, MANUAL START 

HP FAILS; ALL SUPPORTS AVAILABLE, MANUAL START 

ISOLATION CONDENSER 

IC1 OR IC2 FAILS; ALL SUPPORTS AVAILABLE 

MUP FAILS; 25 FAILED 

MUP FAILS; ALL SUPPORTS AVAILABLE .. 
~ 

.MUP FAILS; 28 AND 29 FAILED 

AIC FAILS (AUTO INITIATION OF IC) 

TORUS/DRYWELL VENT 

SMALL TORUS VENT FAILS; 28, 29, 25, 39 AVAILABLE 

SMALL TORUS VENT FAILS; 29, 25, 39 AVAILABLE 

SMALL TORUS VENT FAILS; 28, 29, 25 AVAILABLE 

SMALL TORUS VENT FAILS; 28, 25, 39 AVAILABLE 

SMALL TORUS VENT FAILS; 28, 29, 39 AVAILABLE 

SMALL TORUS VENT FAILS; 25, 39 AVAILABLE 

SMALL TORUS VENT FAILS; 29, 39 AVAILABLE 

SMALL TORUS VENT FAILS; 28, 25 AVAILABLE 

~MALL TORUS VENT FAILS; 28, 29 AVAILABLE 

SMALL TORUS VENT FAILS; 28, 39 AVAILABLE 

SMALL TORUS VENT FAILS; 39 AVAILABLE 

SMALL TORUS VENT FAILS; 28 AVAILABLE 

LARGE TORUS VENT FAILS; 28, 29, 25, 39 AVAILABLE 

LARGE TORUS VENT FAILS; 29, .. 25, 39 AVAILABLE 

LARGE TORUS VENT FAILS; 28, 25, 39 AVAILABLE 

LARGE TORUS VENT FAILS; 28, 29, 39 AVAILABLE 

LARGE TORUS VENT ~AILS; 25,39 AVAILABLE 

LARGE TORUS VENT FAILS; 2S, 39 AVAILABLE 

LARGE TORUS VENT FAILS; 28, 39 AVAILABLE 

LARGE TORUS VENT FAILS; 39 AVAILABLE 
-

UNAVAILABILITY 

2.88E-02 

2.88E-02 

2.88E-02 

5.18E-02 

5.46E-02 

5.18E-02 

2.51 E-03 

6.97E-03 

2.55E-03 

2.55E-03 

2.51 E-05 

1.nE-03 

229E-02 

229E-02 

1.nE-03 

1.nE-03 

229E-02 

2.43E-02 

229E-02. 

229E-02 

1.nE-03 

2.43E-02 

229E-02 

2.39E-03 

2.40E-03 

2.39E-03 

2.39E-03 

.2.40E-03 

3.84E-03 

2.39E-03 

3.86E-03 



• 
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TABLE 4.5.2-1 (Continued) 
UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 

EVENT 

TORUSIDRYWELL VENT (Continued} 

SMALL DRYWELL VENT FAILS; 28, 29, 25, 39 AVAILABLE 

SMALL DRYWELL VENT FAILS; 29, 25, 39 AVAILABLE 

SMALL DRYWELL VENT FAILS; 28, 29, 25 AVAILABLE 

SMALL DRYWELL VENT FAILS; 28, 25, 39 AVAILABLE 

SMALL DRYWELL VENT FAILS; 28, 29, 39 AVAILABLE 

SMALL DRYWELL VENT FAILS; 25, 39 AVAILABLE 

SMALL DRYWELL VENT FAILS; 29, 39 AVAILABLE 

SMALL DRYWELL VENT FAILS; 28, 25 AVAILABLE 

SMALL DRYWELL VENT FAILS; 28, 29 AVAILABLE 

SMALL DRYWELL VENT FAILS; 28, 39 AVAILABLE 

SMALL DRYWELL VENT FAILS; 39 AVAILABLE-

SMALL DRYWELL VENT FAILS; 28 AVAILABLE 

LARGE DRYWEU. VENT FAILS; 28, 29, 25, 39 AVAILABLE 

LARGE DRYWELL VENT FAILS; 29, 25, 39 AVAILABLE 
'. 

LARGE DRYWELL VENT FAILS; 28, 25, 39 AVAILABLE -

LARGE DRYWELL VENT FAILS; 28, 29, 39 AVAILABLE 

LARGE DRYWELL VENT FAILS; 25, 39 AVAILABLE. 

LARGE DRYWELL VENT FAILS; 29, 39 AVAILABLE 
' 

LARGE DRYWELL VENT FAILS; 28, 39 AVAILABLE 

LARGE DRYWELL VENT FAILS; 39 AVAILABLE 
I 

LOW PRESSURE COOLANT INJECTION 

LF'CI PUMP CROSS-TIE FAILS; ISLOCA ALL SUPPORTS AVAILABLE 

LPCI PUMP & INJECTION VALVE FAILS; ISLOCA ALL SUPPORTS AVAILABLE 

LPCI PUMP CROSS-TIE FAILS; ISLOCA 28 AVAILABLE 

LPCI PUMP & INJECTION VALVE FAILS; ISLOCA 241, 2R1, 2M1, 29, 

LPCI PUMP CROSS-TIE FAILS; ISLOCA 29 AVAILABLE 
.. 

LPCI PUMP TRAIN A FAILS; 231 AND 2M1 AVAILABLE 

LPCI PUMP TRAIN B FAILS; 241 AND 2R1 AVAILABLE 

LPCI PUMP TRAINS A&B FAIL; ALL SUPPORTS AVAILABLE 

INJECT. VALVE FAILS; All SUPPORTS AVAILABLE - ·--

INJECT. VALVE FAILS; 28, 2R1AND2M1 AVAILABLE 

INJECT. VALVE FAILS; 29, 2M1 AND 2R1 AVAILABLE 

INJECT. VALVE-FAILS;.28.AND 2M1 AVAILABLE 

UNAVAILABILITY 

5.50E-01 

9.70E-01 

9.70E-01 

5.50E-01 

5.50E-01 

9.70E-01 

9.70E-01 

9.70E-01 

9.70E-01 

5.50E-01 

9.70E-01 

9.70E-01 

6.70E-01 

6.70E-01 

6.70E-01 

6.70E-01 

6.70E-01 

8.00E-01 

6.70E-01 

8.00E-01 

2.44E-05 

-2.62E-03 

2.44E-03 

2.69E-03 

2.44E-03 

1.04E-04 

1.04E-04 

4.05E-06 

2.52E-03 

5.52E-03 

2.52E-03 

5.58E-03 



• 
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TABLE 4.5.2-1 (Continued) 
UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 

EVENT 

LOW PRESS~RE COOLANT INJECTION (Continued) 

INJECT. VALVE FAILS; 29 AND 2R1 AVAILABLE 

. INJECT. VALVE FAILS; 28, 2R1 AND 2M1 AVAILABLE, CAS NOT REQ 

INJECT. VALVE FAILS; 29, 2M1 AND 2R1 AVAILABLE, CAS NOT REO 

INJECT. VALVE FAILS; 28 AND 2M1 AVAILABLE, CAS NOT REO 

INJECT. VALVE FAILS; 29 AND 2R1 AVAILABLE, CAS NOT REQ 

INJECT. VALVE FAILS; ALL SURPORTS AVAILABLE, CAS NOT REQ 

INJECT. VALVE FAILS; 28, 29; 2R1, CAS AVAILABLE 

INJECT. VALVE FAILS; 28, 29, 2M1, CAS AVAILABLE 

INJECT. VALVE FAILS; 29, 2M1, CAS AVAILABLE 

INJECT. VALVE FAILS; 28, 2R1, CAS AVAILABLE 

INJECT. COOLING FAILS; ALL SUPPORTS AVAILABLE 

INJECT. COOLING FAILS; 23, 28, 2M1 AVAILABLE 

INJECT. COOLING FAILS; 24, 29, 2R1 AVAILABLE 

SUPPRESSION POOL COOLING FAILS; ALL SUPPORTS AVAILABLE 

SUPPRESSION POOL COOLING FAILS; 23, 28, 29, 2M1 AVAILABLE 

SUPPRESSION POOL COOLING FAILS; 23, 28, 2M1 AVAILABLE 

SUPPRESSION POOL COOLING FAILS; 24, 28, 29, 2R1 AVAILABLE · 

SUPPRESSION POOL COOLING FAILS; 24, 29, 2R1 AVAILABLE 

CONTAINMENT SPRAY FAILS; ALL SUPPORTS AVAILABLE 

CONTAINMENT SPRAY FAILS; 28, 2M1, 2R1 AVAILABLE 

CONTAINMENT SPRAY FAILS; 29, 2M1, 2R1 AVAILABLE 

-
CONTAINMENT SPRAY FAILS; 28, 2M1 AVAILABLE 

CONTAINMENT SPRAY FAILS; 29, 2R1 AVAILABLE 

AUTOMATIC DEPRESSURIZATION SYSTEM 

ADS FAILS; 2M1 AVAILABLE 

ADS FAILS; ALL SUPPORTS AVAILABLE 

ADS FAILS; 2R1 AVAILABLE 

SLC 

SLC FAILS; 112 PUMPS; ALL SUPPORTS AVAILABLE 

SLC FAILS; 212 PUMPS; ALL SUPPORTS AVAILABLE 

. SLC FAILS; 28 FAILED 

SLC FAILS; 29 FAILED 

UNAVAILABILITY 

5.57E-03 

5.87E-03 

2.87E-03 

5.87E-03 

2.87E-03 

2.87E-03 

5.57E-03 

2.58E-03 

2.58E-03 

8.56E-03 

2.11E-04 

5.41.E-03 

5.41E-03 

2.71E-04 

5.50E-03 

1.03E-02 

5.49E-03 

1.03E-02 

7.65E-07 

4.68E-05 

4.68E-05 

8.08E-05 

8.08E-05 

4.79E-08 

4.79E-08 

1.41E-05 

2.41E-04 

1.04E-02 

8.25E-03 

8.25E-03 
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TABLE 4.5.2-1 (Continued) 
UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 

EVENT 

REACTOR PROTECTION SYSTEM 

FRAC OF RPS FAILURES THAT ARE MECHANICAL 

FAILURE OF RPS 

RVC 

RVC FAILS; RELIEF VALVES CLOSING (TRANS) 

RVC FAILS; RELIEF VALVES CLOSING (ATWS W/MC) 

RVC FAILS; RELIEF VALVES CLOSING (ATWS W/O MC) 

RVC FAILS; RELIEF VALVES OPENING (TRANS) 

RVC FAILS; RELIEF VALVES OPENING (ATWS W/MC) 

RVC FAILS; RELIEF VALVES OPENING (ATWS W/O MC) 

AC ELECTRIC POWER 

LOSS OF BUS 24 AFTER 23/ 24-1AVAILABLE .• 24HR 

LOSS OF BUS 26 AFTER 25, 24HR 

. LOSS OF BUS 27 AFTER 26, 24HR 

LOSS OF BUS 27 AFTER 261L.OSS OF BUS 24, 24HR 

LQSS OF BUS 27 AFTER 25, 24HR ' 
LOSS OF BUS 27 AFTER 25 AND 26, 24HR 

.. 

LOSS OF BUS 29 AFTER 28, 24HR 

LOSS OF BUS 24-1 AFTER 23-1/BUS 24 AVAILABLE, 24HR 

LOSS OF DG2 AFTER DG2/3, 6 HRS 

LOSS OF DG2 AFTER DG2/3, 24 HRS 

LOSS OF DG3 AFTER DG2, 24 HRS 

LOSS OF DG3 AFTER DG2/3, 24 HRS 

LOSS OF DG3 AFTER DG2/3 AND DG2, 24 HRS 

LOSS OF DG3 AFTER DG2, 6 HRS 

LOSS OF DG3 AFTER DG2/3, 6 HRS 

LOSS OF OG3 AFTER DG2/3 AND DG2, 6 HRS 

LOSS OF BUS 23, 24HR 

LOSS OF BUS 23123-1AVAILABLE,24HR 

LOSS OF BUS 24, 24HR 

LOSS OF BUS 24124-1AVAILABLE,24HR 
... 

LOSS OF BUS 25, 24HR 

LOSS OF BUS 25/LOSS OF BUS 23 

LOSS OF BUS 25/LOSS OF BUS 24 

UNAVAILABILITY 

3.33E--01 · 

3.00E--05 

2.70E--02 

1.60E--01 

3.60E--01 

8.00E-12 

1.10E-04 

1.50E--07 

3.01E--02 

1.17E--02 

1.23E-04 

5.66E--02 

1.17E--02 

1.00e+OO 

2.18E--02 

2.34E--02 

1.56E--01 

4.16E--01 

3.SSE--01 

3.94E--01 

3.81 E--01 

1.58E--01 

1.59E--01 

1.19E--01 

1.13E-04 

7.SOE--03 

1.13E-04 

.. 7.80E--03 

1.53E--06 

1.54E--05 

1.18E-04 
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TABLE 4.5.2-1 (Continued) 
UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 

EVENT 

AC ELECTRIC POWER (Continued) 

LOSS OF BUS 26, 24HR 

LOSS OF BUS 26/LOSS OF BUS 24 

LOSS OF BUS 26/LOSS OF BUS 25 

. LOSS OF BUS 27, 24HR 

LOSS OF BUS 27/LOSS OF BUS 24 

LOSS OF BUS 27/LOSS OF BUS 25 

LOSS OF BUS 28, GIVEN BUS 23-1, BUS 29 AVAILABLE 

LOSS OF Bl!S 28, GIVEN BUS 29 AVAILABLE 

LOSS OF BUS 28, GIVEN BUS 23-1 AVAILABLE ; 

LOSS OF BUS 29, GIVEN BUS 24-1, BUS 28 AVAILABLE 

LOSS OF BUS 29, GIVEN.BUS 28 AVAILABLE 

LOSS OF BUS 29, GIVEN BUS 24-1 AVAILABLE 

LOSS OF BUS 23-1, GIVEN BUS 23 AVAILABLE 

LOSS OF BUS 23-1, GIVEN DG2/3 AVAILABLE 

LOSS OF BUS 24-1, GIVEN BUS 24 AVAILABLE 

LOSS OF BUS 24-1, GIVEN 34-1 CROSSTIE AVAILABLE 

LOSS OF BUS 24-1, GIVEN DG2 AVAILABLE 

LOSS OF DG2, 6 HRS 

LOSS OF DG2, 24 HRS 

LOSS OF DG2/3, 6 HRS 

LOSS OF DG2/3, ·24 HRS 

LOSS OF BUS 34 AFTER 33/ 34-1AVAILABLE,24HR 

LOSS OF BUS 36 AFTER 35, 24HR 

LOSS OF BUS 37 AFTER 36, 24HR 

LOSS OF BUS 37 AFTER 36/LOSS OF BUS 34, 24HR 

LOSS OF BUS 37 AFTER 35, 24HR 

LOSS OF BUS 37 AFTER 35 AND 36, 24HR 

LOSS OF BUS 39 AFTER 38, 24HR 

LOSS OF BUS 34-1 AFTER 33-1/BUS 34 AVAILABLE, 24HR 

LOSS OF BUS 33, 24HR . 

LOSS OF BUS 33133-1 AVAILABLE, 24HR 

LOSS OF BUS 34, 24HR 

LOSS OF eus·34i34-1 '.AVAILABLE, 24HR 

UNAVAILABILITY 

1.SSE-06 

3.02E-03 

1.18E-04 . 

1.SSE-06 

3.02E-03 

1.18E-04 

3.16E-06 

1.40E-02. 

1.18E-04 

3.16E-06 

1.40E-02 

1.18E-04 

2.00E-04 

1.53E-06 

1.99E-04 

8.78E-03 

1.53E-06 

1.39E-01 

3.66E-01 

9.50.E-02 

1.65E-01 

3.01E-02 

1.17E-02 

1.23E-04 

5.66E-02 

1.17E-02 

1.00&+00 

2.18E-02 

2.34E-02 

. 1.13E-04 

7.80E-03 

1.13E-04 

7.80E-03 



• 
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TABLE 4.5.2-1 (Continued) 
UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 

EVENT 

AC ELECTRIC POWER (Continued) 

LOSS OF BUS 35, 24HR 

LOSS OF BUS 35/LOSS OF BUS 33 

LOSS OF BUS 35/LOSS OF BUS 34 

LOSS OF BUS 36, 24HR 

LOSS OF BUS 36/LOSS OF BUS 34 

LOSS OF BUS 36/LOSS OF BUS 35 

LOSS OF BUS 37, 24HR 

LOSS OF BUS 37/LOSS OF BUS 34 

LOSS OF BUS 37/LOSS OF BUS 35 

LOSS OF BUS 3s, GIVEN BUS 33-1, BUS 39 AVAILABLE 
.•. 

LOSSCOF BUS 38, GIVEN BUS 39 AVAILAB,LE 

LOSS OF BUS 38, GIVEN BUS 33-1 AVAILABLE 

LOSS OF BUS 3l!, GIVEN BUS 34-1, BUS 38 AVA!LABLE . 
LOSS OF BUS 39, GIVEN BUS 38 AVAILABLE 

LOSS OF BUS 39, GIVEN BUS 34-1 AVAILABLE ' 

LOSS OF BUS 33-1, GIVEN BUS 33 AVAILABLE 

LOSS OF BUS 33-1, GIVEN DG2/3 AVAILABLE 

LOSS OF BUS 34-1, GIVEN BUS 34 AVAILABLE 
.. 

LOSS OF BUS 34-1, GIVEN 24-1 CROSSTIE AVAILABLE 

LOSS OF BUS 34-1, GIVEN DG3 AVAILABLE. 

LOSS OF DG3, 6 HRS 

LOSS OF DG3, 24 HRS . 

COMMON ACTUATION SYSTEM 

LOSS OF UNIT 2 CAS, LP INIT ON HOP & LLRL 

LOSS OF UNIT 2 CAS, LP INIT ON HOP & LLRL, LOSS 2A-1 

LOSS OF UNIT 2 CAS, LP INIT ON HOP & LLRL, LOSS 2B 

LOSS OF UNIT 2 CAS, LP INIT ON HOP & LLRL 

LOSS OF UNIT 2 CAS, LP INIT ON HOP & LLRL, LOSS 2A-1 

LOSS OF UNIT 2 CAS, LP INIT ON HOP & LLRL, LOSS 2B 

LOSS OF UNIT 2 CAS, HP INIT ON HOP, ALL DC AVAIL ' . -

LOSS OF UNIT 2 CAS, HP INIT ON HOP, LOSS 2A-1 

LOSS.OF UNIT 2 CAS, HP INIT ON HOP, LOSS 2B 

LOSS OF UNIT 2 CAS: HP-INIT ON LLRL, ALL DC AVAIL 

UNAVAILABll.JTY 

1.53E--06 

1.54E-05 

1.18E-04 

1.SSE--06. 

3.02E.03 

1.18E-04 

1.SSE--06 

3.02E-03 

1.18E-04 

3.16E-06 

1.40E-02 

f.18E-04 

· 3.16E--06 

1.40E-02 

1.18E-04 

2.00E-04 

1.53E--06 

1.99E-04 

8.78E-03 
.,. 

1.53E--06 

1.39E-01 

3.66E-01 

6.04E--06 

3.34E-04 

3.32E-04 

4.83E-12 

1.SOE--06 

1.86E-08 

3.75E-05 . 

4.87E-05 

4.97E-05 

4.17E-05 



• 
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TABLE 4.5.2-1 (Continued) 
UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 

EVENT 

COMMON ACTUATION SYSTEM (Continued) 

LOSS OF UNIT 2 CAS, HP INIT ON LLRL •. LOSS 2A-1 

LOSS OF UNIT 2 CAS, HP INIT ON LLRL, LOSS 2B 

DC ELECTRIC POWER 

LOSS OF BUS 2A-1, 24HR 

LOSS OF BUS 28, 24HR 

LOSS OF UNIT 2 RB 250VDC, 24HR 

LOSS OF BUS 3A, 24HR 

LOSS OF BUS 38-1, 24HR 

TURBINE BUILDING CLOSED COOLING WATER 

\ 

LOSP, LOSS OF UNIT 2 TBCCW, 24HR 

LOSP, LOSS OF UNIT 2 TBCCW/LOSS OF BUS 27 
" 

LOSP, LOSS OF UNIT 2 TBCCW/LOSS OF BUS 25 

LOSS.OF UNIT 2 TBCCW, 24HR . ' 

LOSS OF UNIT 2 TBCCW/LOSS OF BUS 27 

LOSS OF UNIT 2 TBCCW/LOSS OF BUS 25 

SERVICE WATER. 

DULOSP LOSS OF SERVICE WATEPJ24, 33, 34 AVAILABLE " 

DULOSP LOSS OF SERVICE WATEPJ33, 34 AVAILABLE 

DULOSP LOSS OF SERVICE WATEPJ24, 34 AV~ILABLE 

DULOSP LOSS OF SERVICE WATEPJ24, 33 AVAILABLE '• 

DULOSP LOSS OF SERVICE WATEPJ34 AVAILABLE 

DULOSP LOSS OF SERVICE WATEPJ24 AVAILABLE 

DULOSP LOSS OF SERVICE WATEPJ23, 24, 34 AVAILABLE 

DULOSP LOSS OF SERVICE WATEPJ23, 34 AVAILABLE 

!JULOSP LOSS OF SERVICE WATEPJ23, 24 AVAILABLE 

LOSP LOSS OF SERVICE WATER, 24HR 

LOSP LOSS OF SERVICE WATER/LOSS OF BUS 23 OR 2A-1 

LOSP LOSS OF SERVICE WATER/LOSS OF BUS 24 OR 2B 

LOSP LQSS OF SERVICE WATER/LOSS OF 2312A-1 & 2412B 

LOSS OF SERVICE WATER, 24HR 

LOSS OF SERVICE WATER/LOSS OF BUS 23 OR 2A-1 

LOSS.OF SERVICE WATER/LOSS OF BUS 24 OR 2B 
- - ---..--. -~ 

LOSS OF SERVICE WATER/LOSS OF BUSES 23/2A-1 & 2412B 

UNAVAILABILITY 

3.17E-04 

328E-04 

2.40E-06 

3.36E-06 

1.68E-06 

2.40E-06 

3.36E--06 

.2.54E--05 

4.01E--03 

4.91E--03 

3.0SE--06 

1.02E-04 

6.SOE--03 

8.35E--05 

2.49E-04 

2.49E-04 

2.49E-04 

1:31 E--02 

1.31 E--02 

8.35E--05 

2.49E-04 

2.49E-04 

1.63E--06 

1.53E-04 

8.0SE--05 

1.39E--02 

.326E--07 

1.14E-04 

1.14E-04 

1.39E--02 
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TABLE 4.5.2-.1 (Continued) 
UNAVAILABILITY OF SYSTEMS AND PLANT FUNCTIONS 

EVENT 

PRT SPECIAL EVENTS I OTHERS 

SBCS FAILS; STANDBY COOLANT SUPPLY VALVES OPENING 

RVNT FAILS; ALL SUPPORTS AVAILABLE XXX. 

FIRE PROTECTION FAILS; ALL SUPPORTS AVAILABLE 

SBO IN UNIT 2, NO SBO IN UNIT 3 

SBO IN UNIT 3, SBO IN UNIT 2 

SBO IN UNIT 3, NO SBO IN UNIT 2 

SBO OCCURS IN UNIT 2 

FRAC OF CONT FLRS IN OW (VS. WW) 

FW FAILS (o/o OF IEs THAT ARE LOFW) 

MAIN COND FAILS (GIVEN FW SUCCESS) AFTER ATWS 

MAIN COND FAILS (GIVEN FW FAILS) AFTER ATWS 

RECOVER OFF-SITE POWER 

. FAILURE TO REC OSP TO PREVENT CM (0-.5 HR) 

FAILURE TO REC OSP TO PREVENT CM (.5-1 HR) 

FAILURE TO REC OSP TO PREVENT CM (1-2 HRS) 

FAILURE TO REC OSP TO PREVENT CM (2-4 HRS) 

FAILURE TO REC OSP TO PREVENT CM (4-6 HRS) 

FAILURE TO REC OSP TO PREVENT CM (>8 HRS) · 

COND FAILURE TO REC OSP (AFTER ROP1) (4 HR) 

FAILURE TO REC OSP TO PREVENT CF (NR IN 0-.5 HR) 

FAILUR~ TO REC OSP TO PREVENT CF (NR IN 0-1 HR) 

FAILURE TO REC OSP TO PREVENT CF (NR IN 0-4 HRS) 

FAILURE TO REC OSP TO PREVENT CF (NR IN 0-6 HRS) 

UNAVAILABILITY 

7.84E-03 

1.00E-03 

1.16E-01 

1.00e+OO 

1.00e+OO 

1.00e+OO 

1.00&+00 

2.SOE-01 

1.28E-01 

1.37E-01 

7.28E-01 

4.98E-01 

2.48E-01 

6.15E-02 

2.96E-02 

2.05E--02 

1.42E-02 

4.80E-01 

1.30E-02 

2.66E-02 

2.23E-01 

3.22E-01 
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APPENDIX A 
NUREG-1335/DRESDEN IPE REPORT CROSS REFERENCE 



• COMPARISON OF NUREG-1335 REQUIREMENTS TO DRESDEN IPE REPORT 

NUREG-1355 Item (Section) Dresden IPE Regort Section 

• Executive Summary (Table 2.1) Executive Summary or Section 1.0 
Summary of the Dresden IPE 

• General Methodology (2.1.1) Section 2.4 - General Methodology 

• Information Assembly (2.1.2) Section 2.3 - Info. Ass. 
Plant Layout Section 4.3.1 
List of P RA Studies Section 2.3 
Description of Plant Documentc;ition Section 2.3 
Description of Walkdown Activity Section 2.3 

• Accident Sequence Delineation (2.1.3) Section 4.1 - Accident Seq. Delin. 
List of Initiating Events Secti.on 4.1.1 
Developed or Adapted Event Trees Section 4.1 .3 
Separate Event Trees - Special ·Section 4.1.3 
Events 
Support System Event Trees Section· 4.1.2 

• Accident Sequence Grouping Section .4.1 .3 
Discussion 
List or Summary of Bins of Acc. Section 4.1.3 
Sequence 
Spatial or Phenomenological Sections 4.2.2 & 4.3.3 
Dependencies 

• System Analysis (2.1.4) · Section 4.2 Systems Analysis 
Description Simplified Diagram FL & Section 4.2.1 
Supp Sys. 
Fault Trees Retained (i.e., not in Section 4.2.3 (Statement) 
Report) 

· Depende~cy Matrix Including Shared Section 4.2.2 
Systems 
Differences Between Subject Plant & Sections 4.2.2 (Dual Unit -
Reference Plant Dependency) & 4.2.3 
Method Used for Unavailability of . Sections 4.3.1 & 4.4.1 
Hardware & Data 

• 



• . . Quantification Process (2.1.5) Section 4.4 & 4.5 
Types of Common Cause & Data Section 4.4.3 
Internal Flooding Initiators & Section 4.4.4 
Quantification Impact 
Types of Human Failure Considered Section 4.4.2 
List of Human Rel. Data & Time Section 4.4.2 
Available for 0.R.A. 
List of Plant Specific Exp. Items, Sections 4.4.1 
Method Used & Data 
Method for Accident Sequence Section 4.5 

.··, - .. Quantification 
i ... Front-end Results & Screening (2.1.6) Sections 4.5.3 & 4.6.1 

D·escribe How Screening Criteria Sections 4.5.3 & 4.6.1 
Used 
:> Identify Sequences Meetfng Sections 4;5.3 & 4.6.1 

More than one 
> Systemic Sequence > 1x10-7/yr Sections 4.5.3 & 4.6.1 
> Systemic Sequence in Upper Sections 4.5.3 & 4.6.1 · 

95% 
> Upper 95% Total Containmen.t . · Sections 4.5.3 ·& 4.6.1 

• Failure Freq. 
> Bypass Frequency >1 x1 o-11yr Sections 4.5.3 & 4.6.1 
> Any Sequence Determined to be Sections 4.5.3 & 4.6.1 

. Important 
.., List of Sequences Selected Sections 4.5.3 & 4;6.1 

List of Major Contributor to Those. Section 4.6.2 
. Selected 
Thorough Discussion of Decay Heat Section 4.6.4 
Removal 
List of any "Vulnerabilities" (i.e., Section 7.2 
areas for improvement) 
Identification of Sequences that are Section 7.1 
low due to low human error rates 
Other USI or GSI Evaluations Section 2.6 

• Back-End - Containment Response (2.2) Section 4.3 
- ·intro. Section 4.3 

• General Methodology (2.2.1) Section 4.3 
Cognizance & Use of the Issue Section 4.3 
Papers 

• . Plant Data & Description (2.2.2.1) Section 4.3.1 

• Identify & Highlight Significant Data · Section 4.3.1 
Geometry Section 4.3.1 



• .. Plant Models & Methods'·for Physical Section 4.3.2 
Prpcesses (2.2.2.2) 

Provide Documentation of Analytical , Section 4.3.2 
Model 
Reference Those Well Represented Section 4.3.2 
in Literatures 

• Bins & Plant Damage Status (2.2.2.3) . Section 4.1 .3 
Justification for Bi.ns on Back-End Section 4.1 .3 . 
Similarity 
Results of Binning Section 4.1 .3 & 4.6.2 

• Containment Failure Characterization Section 4 .. 3.3 
(2.2.2.4). 

Comparison or Assessments of · Section 4.3.3 
Strength , 
Failure Mechanisms Section 4.3.3 · 

• · Containment Event Trees (2.2.2.5) Sections 4.1.3 & 4.3.4 . . 

- Pathways for_ Isolation Failures Sections 4.3.3 & 4·;3.4 , 
S_ignals Required to Isolate Section 4.3.3 

··Penetration· 

• Potential for Generating the Signals. . Section 4.3.3 . 
· for all Events 
... E)(amination of Testing & Section 4.3.3 ... 

Maintenance Procedures 
. Quantification of each Isolation· . Section 4.5.3 
Failure Mode 

• Accident Progression & CET Sections 4.3.4 & 4.5 
Qµantification (2.2.2.6) ~- . 

Characterize Containment · . ·.Section 4.5.5 
Performance for each CET 

·Each Predicted Load Should be Section 4.3.2 
Adequately Supported 

.; . Use of EOP & Verify Adequate Section 4.3.1 
Training 

. ' . - Documentation to Support Availability · Section 4.4.5 
& Survivability · 
Description of Data :used in Section 4.3.1 
Conditional Probability of Non-
Isolation 
Description of Sequence Assessment Section 4.3.3 

.· for Bypass 

• Methods for Handling · · · · · · Sections 4.1.3, 4.3~2. &-· 4.3.3 
Phenomenological Uncertainty 



• Radionuclide Release Characterization Sections 4.5.5, 4.6.2, & 7.1 • 
(2.2.2.7) 

Estimates of Source Term for Sections 4.6.2 & 7 .1 
Sequences Exceeding Criteria 
Rationale for Combining Source Section 4.5.5 
Term into Categories . 
Containment Failure Mode & Timing Sections 4.6.2 & 7.1 
Accident Management with Regard to Section 5.3 
Source Term · 
Ranking of Release Categories ·sections 4.6.2 & 7.1 

• Safety Features & Potential Plant Section .4.6.3 
Improvements (2.3) 

Unique/or Important Features Section 4.6.3 .-: _. 

Worthwhile Strategies for Which Section 4.6.2 
Credit was Taken 
Identify Potential Improvements Section 4.7.2 
Implemented 9r Selected for 
Implementation 

.. Discuss Anticipated Benefit~ & . , Section 4.7 .2 
Downside . •• Tabular· form Options Scheduled for ·Section 4.7.2 ., 

Implementation. & Respective Timing 

• Utility Te~m & Internal Review (2.4) Section 3.0 
Cognizance ·Sections 3.1 & 3.2 
Quality Control Sections 3.1 & 3:2 

• Consideration of External Events (2.5) ··Section 1 .1 

,·· .. 

...... 
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DRESDEN IPE/AM PROJECT TEAM KEY MEMBER RESUMES 

• 
. ... .. ,, . 

••• 
.. ·--.-'-'--~-- ' 



• 

• 

CECo TEAM 

G. T. Klopp 
X. M. Polanski 

· R. C. Harding 
· R. V. Stanisic 

L. W. Raney 
P. G. Cretans 
J. T. Hawley 
M. R. Kalache · 
P. D. Knoespel 
R. J. Christensen 
.S. K. Wang 

TIGER TEAM 

B. S. Monty 
T. S. Andreychek · 
A. J. Hammersley 

.J. C. Carter 

DRESDEr'J IPE/AM PROJECT TEAM MEMBERS 

IPEP TEAM 

M. F. Hinton 
B. Malinovic 
R. A. Osterrieder 
J. E. Trainer . 
R. F. Buell 
E. A. Krantz 
W. E. Berger 

. SMST 

N. J. Uparulo · 
R. E. Henry 
J. A. Raulston · 
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EXPERIENCE 

TIMOTHY S. ANDREYCHEK 

Mr. Andreychek is a Principal Engineer with the Nuclear and Advanced 
Technology Division of the Westinghouse Electric Corporation. Currently, 
he is involved in developing accident management guidance for industry 
application. · Mr. Andreychek has over 19 years experience with 
Westinghouse, all in nuclear energy related fields .. 

1991 - Present Mr. Andreychek serves on the CECo IPE/AM program insight evaluation 
("Tiger") team. He is supporting the developrnent of generic accident. 
man~gement guidance through WOG activities. Mr. Andreychek has ~lso 

1980 - 1991 

1975 - 1980 

1973 - .1975 

· served on an EPRI "expert" panel that reviewed ex-vessel" core debris 
· coolability for advanced reactor designs. · 

Mr. Andreychek was the lead engineer for several two-phase flow and 
. heat transfer test . performed to support the design of the Advanced 
Pressurized Water Reactor (APWR) ~md the advanced passive plant . 
(APGOO). ·He was also ·the program manager for a Design Basis Ev~nt 
Design Criteria (DBE DC) program conducted for the Tennessee Valley 
Authority. He·was also a lead engineer in the development of thermal 
hydraulic methodology to evaluate both pressurized thermal shock (PTS) 

. concerns and general crack and flaw growth in reactor vessels and their. 
nozzles. Mr. Andreychek worked on-site at TVAs Sequoyah Nuclear 
Plant from mid-1986 through mid-1 ~87 as a lead licensing engineer· for 
Westinghouse to resolve plant restart issues; during this time developed, 
implemented, and trained plant person.nel on a process to :prepare, 
submit, and impl_ement changes. to the plant technical specifications .. · 
From September, 19,80 through January, 1981, Mr. Andreychek served 
.as an interim Shift Techf'!_ical Advisor at the Salem Nuclear Generating 
Station. · ·· 

Mr. Andreychek was the lead engineer for thermal and hydraulic tests and 
. analyses performed to support the design of the Clinch River Breeder 

Reactor . 

. Mr. Andreychek was the lead engineer for the planning, design; and 
operation of a proprietary test to study the heat transfer and fluid flow . ·. 
behavior in a reactor core under loss of coolant conditions. 
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1972 - 1973 

EDUCATION 

TIMOTHY S. ANDREYCHEK (continued) 

Mr. Andreychek worked on the design, fabricatiqn, testing, and · 
performance . analysis of. thermo-electric power modules for 
extraterritorially applications. 

M.S., Industrial Engineering, University of Pittsburgh (Engineering Management Program),· 
1983 . 
M.S., Mechanical Engineering, 1978 
B.S., Mechanical Engineering, 1970 

•, ' 

' . 

. ~ . 
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EXPERIENCE 

1990 - Present 

· 1977 - 1990 

1976 - 1977 

EDUCATION 

''WILLIAM E. BERGER, JR. 

Mr. Berger is a Manager of Fauske & Associates, Inc. and directs several 
IPEs. He has extensive experience ih the design and modific.ations to . 
both PWR and BWR nuclear generating stations. His work in this area 
has involved .station process systems, control and instrumentation and 
electrical distribution systems. In addition, Mr .. Berger has experience in 
performing and reviewing equipment qualification. 

Mr. Berger is Manager of Nuclear Projects with Fauske & Associates, Inc. 
·involved with the Individual Plant Evaluations. 

· An Associate and Senior Electric Project Engineer for Sargent & Lundy, 
Mr. Berger was responsible primarily for. the development and 
modification packages for operating nuclear power stations. This work 

·involved conceptual design, coordination of walkdowns and integration of 
schedules with plant outages. Design modifications included changes to 
the Auxiliary .Power System, NSSS and BOP Process Systems .. An 
understanding of plant system functions; safety requirements and overall 
plant operation was an integral part of preparing design modifications . 

In addition to design ·modifications, numerous studies were al.so 
performed by Mr. Berger which include system reliability, failure modes 
and effects analysis and economic evaluation of ·alternatives. He was 
also involved with the development of technical guidelines for ~quipment 
qualification. He also has experience with new .Plant des.ign. These 
designs involved development of control schemes ·for plant systems and 
the preparation of spe~ifications for the selection of equipment. 

As a~ engineer in the system planning division of Stone & Webster, 
Mr. Berger performed stability and load flow studies, developed compt,1ter 
models of power system·s and a variety of voltage studies. 

Purdue University, S.S. Electrical Engineering, 1972 
Illinois Institute of Technology, M.S. Electrical Engineering, 1976 
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ROBERT F. BUELL 

EXPERIENCE 
., 

1990 - Present Senior Analyst, TENERA, LP ..• Idaho Falls, Idaho. Developed fault trees 
to predict plant damage and fission product release probabilities during 
postulated accident conditions for the Dresden Nuclear Power Station 
Individual Plant Examination (IPE). Responsible for the assessment of 
nuclear plant responses duri_ng_these accident scenarios. 

198~ - ·1990 . Qu·ality Control Engineer; Chandler" Engineering, Redmond, Washington. 

1989 

1986 - 1988. 

1,983 - 1986 

EDUCATION 

·'Responsible for all mechanical inspections and .specialty testing during 
installation of life -suppo_rt, hazardous material and biological waste 
systems during construction/remodeling of a Naval Critical Care Facility .. 
Responsible for engineering ana.lysis of existing systems and approval of 
start-up testing for a central steam plant. · 

Quality Control Engineer, .Jim . Takisaki Inc., Seattle, Washington. 
Reviewed and approved all mechanical· submittals required in the .. 
construction of. a multi-million dollar office building. Ensured compliance 

. With contractor specifications and nation testing standards. Prqvided 
resolution to emergent technical ·and installation problems.~ . 

. . 
Nuclear Plant Engineer, Westinghouse Electric Corporation, Idaho Falls, 
Idaho .. Qualified_: 1) Engineering Officer of the Watch (EOOW), 2) 
Engineering Duty Officer (EDO), and 3) Nuclear Plant Engineer (NPE) at 
two Reactor Plants (A 1 W). Supervised a crew of ·expert nuclear 
operators in the operations, testing, maintenance, and repair of the 

· reactors and associated power plant. · 

Overhaul Engineer, Westinghouse Electric Corporation, Idaho f'alls, 
Idaho. Responsible for preparation of takeoff lists fo.r a major· overhaul 

· and refueling of a nuclear plant. Deveioped documentation for technical. 
work requirements to ensure. work me~ Department of Energy quality 
specifications. Provided emergent problem resolution and .technical 
support. Selected for a Tiger Team· to support expediting recovery from 
the overhaul. 

B.S. Mechanical· Engineering, Washington State University, 1983 
Naval ,Nuclear Power School, 1986 · 
Naval Nuclear Prototype Training, 1987 
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EXPERIENCE 

1988 :.. Present 

' ' ' . 

_JAMES C. CARTER, Ill 

Mr. Carter is manager of Nuclear Applications in TENERA's Nuclear 
Safety Services Division. He has over 22 years of experience in Nuclear · 
Safety Thermal-Hydraulic/Severe Accident Analysis and Lice.nsing 
activities involving every major u:s. reactor and containment type. 
Mr. Carter was the lead investigator on numerous nuclear safety design· 
and severe accident issues at a nuclear utility and manageq the 
successful Industry Severe Accident Program, IDCOR. He was a key 
member of the American Nuclear Society's International Committee to 
review the U.S. NRC's Probabilistic Risk Assessment of five U.S. nuclear 
plants, NUREG-11~0 with the publication of the committee's evaluation 

· report in 1990. He has conducted several international' workshops on· 
severe accident issues and PRA technology and helped establish the 
severe accident policy of one foreign government. He is currently lead for 

· · TENERA accident management activities. 

Manager, Nuclear Risk Managem.ent, Knoxville Office, TENERA, LP. 
·Mr. Carter manages and provides technical direction of the Knoxville 

. Branch· of th.e Nuclear Safety Services Group which performs· PRA, 
severe accident analyses and safety analyses for the nuclear uti.lity 

. industry, EPRI, DOE, and to non-nuclear companies involved iri 
· hazardous processes. He has conducted Severe Accident Program 

assessrnerits for the Savannah .River Laboratory New Production Reactor 
and the· DOE ,Advanced Reactor Severe Accident Program. He ha~ 
conducted regulatory assessment and response programs for the Rocky 
Flats Weapons Complex. He completed the IDCOR closure program in 

. 1988 . 

.. . 
1984 - 1988 ·Manager of Systems Engineering, lntern~tional Technology Corporation.· 

1982 - 1984 

· · He performed the roles of the IDCOR Project, Technical and As.sistant 
Program Manager from 1985 through completion of .the Program in 1988. 
In these roles he was responsible for planning, budget, management and 
technical direction bf IDCOR program tasks, as well as interaction with 
management of the Nuclear Regulatory Commission. He also performed 

. . several of the program technical tasks. · 

Manager of the Nuclear Energy Dept., Technology for Energy 
Corporation. - His responsibilities included the management of plant 
systems tasks of the Industry Degraded Core Rulemaking (IDCOR) · 
Program, and the marketing, planning, and performance of 
thermal-hydraulic and nucl~ar safety analysis. · 



• 
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1971 - 1982 

1967 - 1969 

EDUCATION 

JAMES C. CARTER, Ill (continued) 

Manager of Nuclear Analysis, Tennessee Valley Authority. Responsible 
for nuclear reactor containment safeguards analysis, design-basis 
accidents, thermal-hydraulic transient analysis, reactor operational 
transient analysis, and design break forcing function analysis using 
RETRAN, Relap4-Mod5, Relap-5, TRAC, Contempt, SPA, COMPARE, 
and HEATING 5 computer codes. He was also responsible for TVA · 
investigations into degraded core phenomena and hydrogen control 
studies. Responsibilities covered all TVA nuclear plants, including BWRs 

. h_aving Mark I and Mark Ill containments, Westinghouse PWRs with ice 
condenser containments, Combustion Engineering system BO.plants with 
dry spherical containments, and B&W 205 plants with dry cylindrical 
containments. Represented TVA on the Mark I Containment Owners 
Group and the analysis subcommittee for Westinghouse and Combustion 
.Engineering Owners Groups. 

As Lead Engineer he performed and supervised analysis and PSAR and 
· . FSAR preparation of Chapters 6, 15, and others for the Sequoyah (W); 
· .. Bellefonte {B&W), and.:Vellow Creek (CE) Nuclear Plants . .Represented. 

' TVA on the BWR Mark I Containment Owners Group and was 
responsible for coordination of TVA's overall containment modifications 
effort. He had lead.assignment in TVA's.evaluation of Away-From-Reactor 
Spent Fu_el Storage Facilities. · · · 

Nuclear Engineer, Knolls Atomic Power Laboratory, General. Electric 
Company, Schenectady, New York. Mr. Carter had responsibilities for the 
development and performance of thermal-hydraulic and physics tests on . 
the DIG naval nuclear prototype reactor: 

North Carolina State University, B.S., Nuclear Engineering, 1967 
North Carolina State University, M.S., Nuclear Engineering, 1971 
Union College, New York, Graduate Study, Theoretical Physics, 1968-1969 
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RAYMOND J. CHRISTENSEN 

EXPERIENCE 

. 1989 - Present Senior Staff Engineer for CECo, Nuclear Engineering Design Support, 
PAA/HF Group responsible for performing review of systems and is a 
member of Dresden's Tiger Team. Also CECo's Human Factors 
Coordinator. 

1984 - 1989 CECo, Unit1 Operating Engineer, Dresden Nuclear Power Station. 

1975 - 1984 CECo, Shift Engineer SRO, Dresden Nuclear Power Station - Licensed . 
Shift Supervisor. · 

1972 - 1975 CECo, Shift Foreman SRO, Dresderi Nuclear Power Station - Licensed 
Shift Supervisor. 

1968 - 1975 US Navy, Reactor Operator, USS Sculpin SSN 590. 

EDUCATION 

A.A. Nuclear Reactor Technology, Joliet Junior College, 1982 
· B.S. Nuclear Engineering Technology, Northern Illinois University, 1981 · 



• 
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· PHILLIP G. CRETEN$ 

EXPERIENCE 

1991 - Present Mr.· Cretens is a Senior Staff Engin.eer at Commonwealth ·Edison 
Company, Nuclear Engineering Department 

1989'- 1991 

'1982 - 1988 

PAA Group Support ~ Review Zion and Dresden system models and 
equipment survivability study. Developed various internal PAA 
databases. · · 

. . . . 

Equipment Database Technical Lead - Prepared project plan, schedule, 
cost estimate and summary report for the planning phase ·of the 
equipment database project. 

Environmental Qualification Planner Prepared environmental 
qualification program master action plan and project action plans. 

Advanced Light Water :Reactor (AR) Reyiew Program Coordinator--: 
Developed mission statement, key objectives, c;iction · 'pl~n. and 

· implementation procedure for the ALWR review prog.rar:n ... ·Coordinated 
. all CECo and non-CECo ALWR document review activities; ·· · 

· Startup Test· Program Reviewer - Prepared startup- test ·reports for ·. 
Braidwood units one and two. . . . 

Commonwealth Edison Company,· ·Braidwood· Station. · Assistant 
·"Superintendent, Work Planning Department - Responsible for all planning· 
activities duri.ng the pre-license and post-license phases of _the stfition. .., 

. Assistant . Superintendent, ·. Station_ Startup, Operating_ · - Station ': 
responsibility and authority for evaluating operational status· of systems· 
and. accepting these systems from the Pre-Operational Testing 
Department and Construction Department. 

Assistant Superintendent, Operating ·Department Responsible for 
operating plant equipment and systems in a safe, efficient, cost-effective, 
and professional manner in accordance with. State and Federal 
regulations, permits, and licenses. 
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1979 - 1982 

1973 - 197!;} 

, EDUCATION 

PHILLIP G. CRETEN$ (continued) 

Operating Engineer - Responsible for operation of the units. Provided 
functional control to the licensed Shift Supervisors and staff for safe and 
reliable operation of the unit. 

Commonwealth Edison Company, LaSalle County Station 
Shift Control Room Engineer - Licensed Shift Supervisor responsible for 
providing advanced technical assistance to the operating shift in the 
control room during all phases of plant operation . 

. Operating Department Staff - Coordinated the development of LaSalle 
·Station Emergency Response Procedures (WOGs), Station Coordinator 
for first LaSalle Station GSEP Exercise and Shift Foreman during Unit 1 
testing and startup. phases. · · · 

Commonwealth Edison Company, Quad Cities Station _ 
Operating Shift Foreman - Licensed Shift Superyisor responsible for 
coordinating equipm~nt operations and directing plant evolutions outside 
the control room. 

Radwaste Supervisor - Responsible for processing in-plant liquid, solid, 
and gaseous radioactive wastes. 

Maintenance Staff Engineer - Responsible for prep~ring outage 
modification packages and . supervising the installation of the 
modifications .. 

Technical Staff Department Group Leader :- Responsible for electrical, 
mec:.hanical, and thermal performance of the Nuclear Steam Supply 
System (NSSS) and Balance· of Plant (B9P) systems and components. 

BSEE, University of Michigan, Ann Arbor, Michigan, 1973 . 

. ' .. ~ .. 
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EXPERIENCE 

ROBERTJ.HAMMERSLEY 

Dr. Hammersley is a Vice President of the Nuclear Systems section of 
Fauske & Associates, Inc. (FAI). He is responsible for IPE and accident 
management activities performed at FAI, as well as related software 
development and experimental severe accident research. he serves as 
the containment analysis co-ordinator and as a member of the "Tiger 
Team" for the CECo IPE/AM program. 

1987 - Present Vice President, Nuclear Systems Group, Fauske & Associates, Inc.; 
duties include man~gement and application development of IPEM and 
accident management for all types of containments and NSSS for Fauske 
&.Associates, Inc. as part of the IPE Partnership. Manager of Fauske & 
Associates, Inc. participation on DOE's Advanced Reactor Severe 
Accident Program (ARSAP) which includes resolution of severe accident 
technical issues and methods development in support of advanced LWR 
design and the EPRI ALWR . Requirements Document. A major 
contribution of ARSAP is the MAAP-DOE code which was developed 
under ARSAP's code configuration and quafity control procedure. His 
duties also include conducting experimental severe accident research . 

1974 - ·1957 Supervisor, Safeguard Systems, Sa.rgent & Lundy; duties .included the 
direction and.review of the work of a group of engineers e.ngaged in 
containment and safety system performance analyses; thermodynamic, 

. fluid mechanic, hydrodynamic, heat and mass transfer analyses; reliability 
and probabilistic risk assessment studies; and computer software and 
data base developn:1ent in support of the desigri, licensing,.and operation·· 
of nuclear power plants. All this work is performed under an approved 
Quality Assurance Program per 1 OCFR50, Appendix 8. 

Participated on several nuclear industry committees whose purpose was 
to address an issue of generic concern to the nuclear power industry. 
Served as a member of AIF Subcommittees on Degraded Core 
Rulemaking and Probabilistic Risk Assessment, of DOE Working Group 
on Probabilistic Risk assessment in Support of Public l,.aw 97-567, of 
INPO NPRDS User Group, and as Chairman of the Mark II Owners 
Group Containment Program subcommittee on submerged structure 
loads . 
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' j971 - 1.974 

1970 - 1971 

EDUCATION 

ROBERT J. HAMMERSLEY (continued) 

University-of Illinois; Worked one year at the NASA-Lewis Research 
Center as an Aerospace Engineer while _ _planning, performing and 
evaluating the results of Ph.D. thesis. Worked as a res.earch assistant 
and conducted turbu.lent flow studies for the balanc.~ of this period. 

General Electric Company; Qualified as an operations· engineer and 
participated in training nuclear .navy personnel in the operation of a 
nuclear powered vessel. · 

University of Illinois, Ph.D., Nuclear Engineering, 1974 
University of Illinois, M.S., Nuclear Engineering, 1970 
Michigan Technological University, B.S., Chemical Engineering,-1969 · 



• 

• 

•• 

· ROBERT C. HARDING 

EXPERIENCE 

1988 - Present Mr. Harding is a Staff Engineer for CECo, Nuclear Engineering Design 
Support, PAA Group responsible for performing various PAA studies. He 
is currently team leader for the Dresden IPE CECo staff; responsible for 
review of the PAA models and results. 

1987 - 1988 . CECo, Staff Engineer, Nuclear Production Services - program Engineer 
fo.r Facilities Improvement. 

: 1984 - 1987 CECo, Supervising Design Engineer, Project Engineering - lead 
mechanical engineer for Byron/Braidwood Project .. 

1981 - 1984 CECo, Buyer, Purchasing - buyer of mechanical equipment. 

1977 - 1981 CECo, Principal Engineer, Station Nuclear Engineering - engineer in 
mechanical group for -Byron/Braidwood Project . 

1974 -1977 

1970 - 1974 

EDUCATION 

CE Co, General Engineer, Station Nuclear Engineering - engineer in Zion · 
modification group. · · 

CECo, Engineer, Mechanical & Structural Engineering - engineer for 
various fossil station projects. 

B.S. Engineering_, University of Illinois, 1969 



•• 

• 

• 

·JAMES T. HAWLEY 

EXPERIENCE 

10/90 - Present Mr. Hawley is a Senior Engineer for the Commonwealth Edison 
Company, Nuclear Engineering Department Design Support PAA Group. 
His role is to provide MAAP code/severe accident phenomena support for 
group, including maintaining the MAAP code, preparing/reviewing input 
files for MAAP analyses to develop. system success criteria and plant 
Response Tree structure, debugging_ unexpected MAAP code results, 
interpreting MAAP code results, and reviewing severe accident 
phenomena-related IPE products. 

6/88 - 10/90 Mr. Hawley was Manager of Plant Analysis Group at Fauske and -. 

5/86·- 6/88 

6/80., 5/86 

. Associates, Inc. He supervised a group of five to nine full-time engineers 
performing Level II work for IPEs being conducted for a number of U.S. 
utilities and developed Level II methodology to b~ used: by these 
engineers. 

Mr. Hawley was Senior Nuclear Engin·eer for Fauske and-Associates~ He 
was project leader for source term assessment portion of early IP.Es 
performed for Pilgrim and Monticello Nuclear Plants, performed Level II 
PAA analyses using the.MAAP code, modified/updated thermal-hydraulic 
models for the MAAP code, trained utility engineers on MAAP code 

· models, severe accident phenomena, and PAA Level II ·analysis 
techniques. 

Mr .. Hawley was an Engineer at MPR Associates, Inc. He is involved in 
a wide variety of analysis evaluation, and problem-solving efforts for · _ 
nuclear and fossil-fueled power plants, including developing software for 
alarm system simulation, analyzing steam generator response to a main 
steam line break, analyzing thermal-hydraulic data for high-energy line 
breaks in large-scale test facilities, designing custom shielding for use in 
BWR recirculation piping replacement detailed human factors reviews.of 
fluid and electrical systems at PWR and BWR plants, participating in 
design reviews of new fuel assembly designs for one PWR fuel vendor, 
conducting life extension studies for aging coal-fired power plants, quality 
assurance responsibility for procurement of replacement turbine rotors. 

' ' 



• JAMES .T. HAWLEY (continued) 

EDUCATION 

B.S., Physics, Massachusetts Institute of Technology, 1980 
M.S., Nuclear Engineering, Ma~sachusetts Institute of Technology, 1980 

• 

• 



• 

• 

•• 

·.EXPERIENCE 

ROBERT E. HENRY 

Dr. Henry is a recognized international expert in the fields of reactor 
safety and severe accidents. He is co-founder and Senior Vice President 
of Fauske & Associates, Inc. (FAI). He actively directs and manages 
nuclear project work performed at FAI which includes Individual Plant 
Evaluations, the DOE Advanced Reactor Severe Accident Program, and 
foreign nuclear projects. He is a member ~f the Source Term group for 
the NUREG-1150 program. He was the recipient of the 1985 ANS 
"Tommy" Thompson award in the field of reactor safety. He serves on· 
the Senior Management Support Team for the CECo ·IPE/AM program. 

1980 - Present Senior Vice President and co-founder of Fauske & Associates, Inc. in 
1980; Dr. Henry was involved in the Zion and Indian Point Probabilistic 
Safety Studies as well as the Limerick Probabilistic Risk Assessment. 
More rece·ntly, Dr. Henry made numerous contributions to the Industry 
Degraded Core Rule-making Program in which FAI was responsible for 
developing computer codes for analyzing the response of pressurized and 
boiling light water reactors during severe accidents. · The Modular· 

, Acci~ent Analysis Program (MAAP) has gained widespread acceptance 
.·in the domestic and foreign nuclear industry. 'The program specifically 
·· treats such phenomena as . concrete attack, hydrogen form~tion, 

distribution and combustion within the containment, debris distribution, 
debris bed coolability, and ·fission product behavior. Dr. Henry was the 
Manager for the Issue Resolution and lndividualPlant Evaluation Tasks 
in the IDCOR Phase II Program which was culminated with the Individual· 
Plant Evaluation Methodology (IPEM). During the IDCOR Program, he. 
was one of the industry representatives in the U.S. delegation to 
IAEA/Vienna to evaluate the Russian description and interpretation of the · 
Chernobyl Unit 4 accident. Following Chernobyl, Dr. Henry served on 
review panels for both the N-Reactor and the Savannah reactors with 
respect ·to potential severe accident conditions . 



• 

• 

• 

1969 - 1980 

EDUCATION 

ROBERT E. HENRY (continued) 

Dr. Henry held a number of responsible research and development 
positions at Argonne National Laboratory. In March 1979, he was 
appointed Associate Director of the Reactor Analysis and Safety Division, 
and was involved in the evaluation of the Three Mile lsland-2 accident as 
part of the group formed by the Electric Power Research lnstitute's 
Nuclear Safety Analysis Center (NSAC). 

B.S., Mechanical Engineering, University of Notre Dame, 1962 
M.S., Mechanical Engineering, University of Notre Dame, 1964 
Ph.D., Mechanical Engineering, University of Notre Dame, 1967 



• 

• 

.-

MARTIN F. HINTON 

EXPERIENCE 

1991 - Present Tenera, LP., Senior Project Analyst. Involved in the performance of 
PRAs for the dual unit sites of a large multi-station utility. 

1989 - 1991 DOE Idaho Operations Office, Industrial Specia!ist. Responsible for the 
oversight of portions of the Advanced Test Reactor Program at the Idaho 
National Engineering Laboratory (INEL). Held lead technical responsibility 
for the reactor safety and analysis work, including a program to update 
the facility Safety Analysis Report and the full scope Advanced Test 
Reactor Probabilistic Safety Analysis. Held collateral responsibility for 
reactor and experiment operations, environmental documentation, facility 
modifications, quality assurance, and budget. Also held collateral duties 
associated with the operation of three critical assemblies. 

1980 - 1989 EG&G Idaho, Inc., Engineering Specialist. Principal Investigator for the 
Advanced Test Reactor (ATR) probabilistic risk assessment (PAA). 
Responsible for the perform·ance of Level I of ttie ATR PAA, including 
accidenfinitiator identification, event and fault tree construction, external 

1972 - 1979 

EDUCATION 

_ . event analysis, failure data development, and quantification. Also 
r~quired to_. provide input to t~e project manager for s9hedule, scope, and -

· budget changes, and to make presentations to local and headquarters_ 
organizations of the Department of Energy (DOE) and internal_ review -
groups. 

US Navy, Electrician Mate First Class, Idaho Falls, ID, NRF Facility. 
Operated and maintained reactor power plants on surface ships and at -· 

- the Naval Reactors Facility (NRF) prototype. Engineering Watch 
_Supervisor, Crew Leading Electrician, and Instructor at NRF. 

B.S. Math, University _of Idaho, 1991 _ 



• 

. . •••• 

••• 

· MILAD.R. KALACHE 

. EXPERIENCE 

1990 - Present Mr. Kalache is a CECo Staff Engineer, Nucl,ear Engineering Design 
Support, . PAA Group responsible for performing review of system 
notebooks and developing MAAP runs to support success criteria and risk 
analysis for DRESDEN IPE. 

1988 - 1990. ENTERGY Senior Staff Engineer - responsiple for reviewing and 
developing all WATERFORD-3 PRA supporting d_ocuments includi11g · 
Modeling, .Fault Trees, Quantification and HRA . 

. 1982 - 1988 ENTERGY, Simulator Engineer.responsible' for WATERFORD 3 Simulator, 
software development and testing. . . 

1982 - 1988 · Combustion Engineering (CE), Simulator Engineer responsible for BG&E 
·Simulator Software d~velopment. · · 

1968 - 1978 -~ 1-ebanon, advanced Mathematics instructor and coordinator.. 

. EDUCATION . 

·EIT STATE OF LOUISIANA 
M.S. MECHANICAL ENGINEERING, University of- Connecticut 
M.S. MATHEMATICS, University of Connecticut 

. 8.$. MATHEMAT,ICS/STATISTICS, Lebanese University,. Beirut 
. ,,· 



•• 

•• 

• 

GEORGE T. KLO.PP 

EXPERIENCE 

1987 - Present Mr. Klopp is the Commonwealth Edison Nuclear Engineering Department 
PAA/HF Group supervisor in charge of the IPEs for all 12 Edison nuclear 
units, responsible for the development of the Edison Accident 
Management Program definition as an integral effort with the IPEs, 
responsible for the continued PAA support of other engineering and 
station activities including responses to regulatory initiatives. 

1982 - 1987 . Mr. Klopp was the L.ead Preoperational and Startup Test Program 

1979 - 1981 

1976 - 1979 

1974 - 1976 

1968 - 1974 

1966 - 1968 

1965 - 1966 ' 

Engineer for Byron and Braidwood Stations. As such, was responsible 
for engineering review and final sign off on test procedures and final test 
results. Also was Edison's technical representative to the Industry · 

·Degraded Core Program (IDCOR) and· served on numerous "expert 
review groups" for that program. 

Mr. Klopp was the Program Manager for the Zion Probabilistic Safety 
Study responsible for the development, performance and completion of . 

· that study: 

Mr. Klopp was the Engine.ering Project Manager for Carrol County Station · 
until cancellation. As such was responsible for all aspects of design,· 
engineering . management, procurement technical· control, budgets, 
schedules, and licensing activities~ 

Mr. Klopp was the Radwaste Operating Engineer at ·Dresden Station 
responsible for daily operation of radwaste, plant water management, 
developing and training a new department for the same, and for 
re-defining and controlling the engineering on total revised and re-built 
radwaste facilities. 

Mr. Klopp was the Lead Nuclear Engineer on the design, constru,ction and 
initial testing of Zion Station and Project Engineer on the initial · 
engineering for Byron Station. 

Military leave of absence; U.S .. Army, Variety of assignments including . 
Vietnam as a 1st Lt. 

· Commonwealth Edison; graduate development program. 



• 
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GEORGE T. KLOPP (continued) 

EDUCATION 

B.S: BSME, University of Kentucky; 1963 
M.S. MSME, University of Kentucky; 1965 

Significant PAA Achievements · 

Management of Zion Probabilistic Safety Study (first large scale privately funded PRA of a 
nuclear power plant); Peer review of NUREG-1150; Peer .. review of Sequoyah IPE; Expert 
review groups for IDCOR; Originator of IPEM concept'for IDCOR; Originator and author of 
Edison program guideline for Societal Risk/Cost Benefit Analyses;. Originator of matrix 
concept for integrating accident management and IPE efforts and for extracting accident 
management insights from IPEs; Originator and principle director of effort to use hybrid 
neural network artificial intellige.nce systems as accident. management tools . 



• 

• 

· PAUL D. KNOESPEL 

EXPERIENCE 

1992 - Present Mr. Knoespel is a Senior Engineer in the CECo Nuclear Engineering 
Department, PAA Group, responsible for reviewing the system and 
human factors modeling for the .Dresden IPE. 

1990 - 1992 CE Co, Senior Engineer, Quad Cities Station Performance. Enhancement 
Group - Assisted in settirig up and implementing management controls. for 
performance· improvement efforts. 

1990 CECo, Senior Engineer, Quad Cities Station Technical Staff - HPCI and 
RCIC System Engineer in charge of monitoring system perform_ance arid 
implementing improvements. 

1989 - 1990 Leave of Absence - M.S. ·Degree 

1965 - 1988 

.1983 - 1984 

1977 - 1983 

EDUCATION 

CECo, Shift Control Room Engineer, Quad Cities Station .:ucensed -
operating shift supervisor, supervised -control room operators and · 
coordinated shift operations activities. -

CECo, Lead Nuclear Engineer, Quad. Cities Station. Technical Staff 
supervised activities of the Nuclear Engineering Group. 

CECo, Nuclear Engineer, Quad Cities Station Technical. Staff -
Responsible for monitoring fuel performance and recommending control 
rod and power m~neuvers. ' 

. · B.S. Nuclear Engineering, University ot Wisconsin - Madison, 1977 
M.S. Mechanical Engineering, University of Wisconsin - Madison, 1990 



• 

• 

'· 
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EDDIE A. KRANTZ. 

GENERAL EXPERIENCE 

Mr. Krantz has over 18 ,years of experience in the nuclear industry. He has been involved 
in various PAA-related research and application programs. Most recently he has been 
involved in the performance of individual plant evaluations for nuclear generating stations. 

EXPERIENCE 

1986 - Present 

1975 - 1986 

Project Manager, TENERA, L.P. (formerly IT/Delian Corporation) Idaho 
Falls, Idaho 

Serves as technical leader in the performance of the Individual Plant 
Evaluation (IPE) for the Dresden Nuclear Station. Performs project 
management for the individual Plant Evaluation (IPE) for the Quad Cities 
Nuclear Station. Both tasks require knowledge of PRA methods and 
specifically the IPE methodology, as.well as management skills. 

. Senior Engineering Specialist, EG&G Idaho Falls, Idaho 

Managed a group of seven people involved in PAA-related research for 
the NRC. The programs encompass PRA software development, data 
analysis, and both generic and plant-specific risk analyses. 

Served as Reliability and Statistics Branch group leader for the Accident 
·Sequence Evaluation Program and the System Analysis and ·risk 
Assessment System Program being performed for the NRC. Both of 

· these programs are PAA techniques applications programs and required · 
analysis of a large number bf systems, operation of mainframe computer 
fault tree analysis code, and the development of specifications for 
microcomputer software to display and manipulate PRA results. 

Served as project engineer with responsibility for the Department of 
Energy's Loss of Fluid Test reactor (LOFT) plant computer and graphic 
display generation computers. 

· Served as shift supervisor at LOFT with responsibility for the LOFT plat 
during all modes of construction, operation, and nuclear testing . 



• 
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1975 - 1979 

EDUCATION 

EDDIE A. KRANTZ (continued) 

Division Officer, United States Navy . 

Served as Division officer aboard the nuclear attack submarine 
USS Bergall (SSN 667) in charge of Reactor Controls Division for. two, 
Electrical Division for six months, and Deck Division for six months. 
During a 13-month shipyard overhaul, responsible for requalification of the 
ships nuclear-trained personnel. 

.M.E., Nuclear Engineering, University of Idaho, 1982 
Naval Nuclear Prototype Training, 1972 
Naval Nuclear Power Training School, 1971 
B.S., Agricultural Engineering, University of Idaho, 1970 



• NICHOLAS J. LIPARULO, P.E. 

GENERAL EXPERIENCE 

Mr. Liparulo is Manager of Strategic Operations and Risk Management and the Secretary of 
the Safety Review Committee for Westinghouse Electric Corporation of the Energy Systems 
Business Unit. He joined Westinghouse in September of 1972 as an engineer in the safety 
analysis group and since then has had positions with increasing levels of responsibility. 

Mr. Liparulo came to this position after working in the Safety Analysis and Licensing area for 
over 16 years. During this time period, he has participated. in the preparation of numerous 
Individual Plant Evaluations/Probabilistic Safety Analyses and applications of PAA 
technology, including such studies as the Zion PSA,· D.C. Cook IPE, Trine PSA, Beznau 
PSA, Sizewell PSA, Millstone PSA, Byron LCORP, PUN PAA, Point Beach IPE, Diablo 
_Canyon IPE, Kewaunee IPE, Wolf Creek IPE, Vogtle IPE, Farley IPE, AP1300 PAA, AP600 
· IPE, V.C. Summer IPE, and the WOG Tech. Spec. Optimization Program. He has also 
participated. in Safety Analysis Reports which support over 20 nuclear units,. and many 
studies for petrochemical and other non-nuclear facilities. In addition, he has also been 
involved and interacted With both the U. S. Nuclear Regulatory Commission, the Advisory 
Committee on Reactor Safeguards, hearing boards, and the Center for Ch.~mical Process 

·• Safety. in the resolution of safety issues. . · · · 

• 

SPECIFIC EXPERIENCES 

1985 - Present In his current position, he is responsible for Westinghouse risk 
management business and technical activities for chemical, petrochemical 
and nuclear plants including system analysis, severe accident analysis, 

1984, - 1985 

· containment analysis, BWR transient analysis, and severe accident 
testing. Mr. Lip~rulo's duties include developing technology, and 
supporting all commercial applications. In addition, Mr. Liparulo is 

· · · responsible for the resolution of regulatory safety concerns related to 
Nuclear Power Plants, including serving as the secretary of the Safety 
Review Committee, resolution of potential safety concerns and is 
responsible for the preparation of the passive plant SSAR. 

Mr. Liparulo was the Manager of the Regulatory Information Service 
Group in the Nuclear Safety Department and was responsible for 

. managing all aspects of the computerized Regulatory Information Service . 



• 

• 
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1981 -- 1984 

1972 - 1981 

EDUCATION 

NICHOLAS J. LIPARULO, P.E. (continued) 

Mr. Liparulo was manager of the Severe Accident Analysis group 
responsible for managing all aspects of the analysis of degraded core 
accidents including the development of analytical models, specification 
and direction of test programs, application of models and experimental 
results to meet customer needs. _ 

Prior to managing-the Severe Accident Analysis Group, Mr. Liparulo had 
engineering positions of increasing responsibilities in a broad range of 
safety analysis areas, including the containment 'OBA analysis, LOCA 
analysis, and Ea analysis. · 

University of Pittsburgh, BS/Che_m E_ -
University of Pittsburgh, MS/Chem E 



• 
EXPERIENCE 

1987 - Present 

•• 

1986 - 1987 

• 1984 - 1986 

BORO MALINOVIC 

Fauske & Associates, Inc., Burr Ridge, Illinois. Nuclear Engineer: 
Technical lead for Level II PRAs of V.C. Summer, Prairie Island, Point 
Beach, Kewaunee, and Washington Nuclear Project, Unit 2. Technical 
support for several other Level II PRA projects, including the NMP-2, · 
Pilgrim and Hatch plants. Using the MAAP code, performed simulation 
of the first 300 minutes of the TMl-2 accident as part of an international 
code comparison exercise. Benchmarked MAAP thermal hydraulic, 
hydrogen generation, and core degradation models against the TMl-2 
experience. Presented simulation ·results to the NRC to promote 
familiarity with MAAP. 

Performed data reduction and analysis for experiments relating to molten 
debris dispersal and debris coolability in Mark I containments. · 
Characterized heat transfer from molten and partially molten oxide/metal 
debris to overlying water. Analyzed the spreading of molten debris on· 
containment floors in the presence of overlying water and described the 
mitigating effects of V'ater on severe accidents in Mark I containments. 

Benchmarked MAAP PWR containment mixing model ·against EPRI 
experiments. Demonstrated MAAP models for buoyancy-driven 

· ·counter-current flow and natural circulation between compartments are in 
· agreement with -experimental, small-scale simulation of hydrogen mixing 
in ice condenser containments. Prepared Surry parameter file with 

· special emphasis on plant parameters that affect hydrogen mixing. . 

Benchmarked MAAP BWR primary system model against plant data for · 
a loss of feedwater transient at the Mark I plant. Compared MAAP 
results to RETRAN and RELAP results to verify MAAP thermal hydraulic 
models. · · 

Devonrue, Inc., Boston, Massachusetts. Associate Consulting Engineer. 
Technical consultant to the NUMARC Station Blackout Technical 
Subcommittee. Provided technical support to clients on the issues of: 
loss of offsite power frequency, emergency AC power reliability, station 
blackout core damage frequen.cies, and station blackout transients. 
Provided technical support for the industry resolution of the NRC's 
proposed station blackout rule and acted as interface between NUMARC 

· and NRC technical-staff.-· ·· 

Massachusetts Institute of Technology, Cambridge, Massachusetts. 
Teaching Assistant. Assisted in the teaching of reactor engineering ·and 

· nuclear thermal hydraulics courses. 



• 
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1983 

·.·EDUCATION 

BORO MALINOVIC (continued) 

Brookhaven National Laboratory, Upton, New York. Research Assistant. 
Assisted in the development of a coupled, thermal hydraulic-neutronic 
code to evaluate transients in pressurized water reactors. Prepared input 
of thermal and neutronic parameters. 

S.S., Mechanical Engineering, University of Wisconsin - Madison, 1984 
M.S., Nuclear E'ngineering, Massachusetts Institute of Technology, 1986 



• 
EXPERIENCE 

1988 - Present 

1984 - 1988 

1980 - 1984· 

1975 ~ 1980 

• 

BRUCE S. MONTY 

Mr. Monty is a Manager in the Westinghouse Electric Corporation and in 
this position he is responsible for project management arid technical 
performance on a variety of projects for electric power utility and research 
organization· clients. He is currently the manager responsible at 
Westinghouse for the CECo IPE/AM Projects. Mr. Monty has worked for 
Westinghouse for over 16 years. He has worked on numerous projects 
utilizing plant analysis techniques to address utility operational, safety and 
regulatory issues. Mr. Monty was a key contributor to the development 
of the Westinghouse Owner's Group Emergency Response Guidelines 
which are the basis for all Westinghouse designed plant's Emergency 
Operating Procedures. 

Mr. Monty is the Manager, Westinghouse Containment and Operational 
Analysis group, Engineering Technology Dept., Pittsburgh, Pa., 

· responsible for the performance of analysis of severe accidents in support 
of utility clients and for new advanced reactor designs. 

Mr. Monty was a manager responsible for the development and licensing 
·-of the WOG SGTR Subgroup Analysis methodology for addressing 
Westinghouse plant SGTR issues from the Ginna event and far the 
development and analysis for ·validation of Em~rgency Operating 

· Procedures for both the WOG and individual utility clients. He was. also 
responsible for the analysis of Design Basis Containment response to 
'accidents for several Westinghouse plants including Turkey Point, Indian 

. . Poirit ·2 & 3, D.C. Cook and Salem. 

Mr. Monty was a lead engineer responsible for developing ·the 
Westinghouse Owner's Group Emergency Response Guidelines, which 
are the basis for all Westinghouse NSSS plants Emergency Procedures. 
He was also a lead investigator into the thermal-hydraulic response of 

·Westinghouse NSSS plants to Pressurized Thermal Shock events. 

- Mr. Monty worked on t_he development and applied methods for the 
· analysis of large and small LOCA events for Safety Analysis Reports for 
several Westinghouse NSSS plants. · 



• 

·-
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BRUCE S. MONTY (continued) 

EDUCATION 

University of Pittsburgh, Executive MBA, 1990 
Carnegie-Mellon, M.S., Mechanical Engineering, 1981 
Brown University, B:S., Mechanical Engineering, 1975 

' 1· • 
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EXPERIENCE 

ROBERT A. OSTERRIEDER 

Mr. Osterrieder is a Senior Engineer in the Westinghouse Electric 
Corporation and is currently the program manager for the CECo IPE 
program. Mr. Osterrieder has worked for Westinghouse for over 7. years. 

Mr. Osterrieder was previously the Lead Engineer in the area of Design 
Basis Small Break Loss-of-Coo.lant Accident analyses for Westinghouse .. 

Prior to working for Westinghouse, Mr. Osterrieder spent over 2 years 
working for the National Steel Corporation in the Research and .. 
Development Department. 

.1990 - Present _ Mr. Osterrieder is the program manager for the CECo .. IPE program 
covering all of the CECo nuclear units. Mr. Osterrieder initially was the 
lead engineer in the event tree area and was involved in the development·· 
of the Plant Response Tree approach to accident sequence modeling. 
Mr. Osterrieder then· was the Plant Response- Tree lead engineer 
responsible for the development of PRTs for all of ~he initiating events.· · 
These lead responsibilities included the resolution of all technical issues 
and the tracking of schedules and budgets for the PAT development 
effort: During this time period Mr. Osterried~r spent 6 months working in 
the Downers Grove, Illinois office of CECo. Currently Mr. Osterrieder is 

1989 - 1990 

·· the overall program manager responsible ~or coordinating and monitoring 
· progress on all of the CECo IPEs. 

Mr. Osterrieder was involved ·in the development of Event Trees for the 
Wolf Creek IPE. Prior to that, Mr. Osterrieder was involved in the WNP-1 
New Production Reactor Program Severe Accident Source Term scoping 
study. This work included the use of the MAAP code and the 
development of a MAAP input deck. Mr. Osterrieder also spent time 
coordinating and developing input -decks for the· Westinghouse TREAT 
code to be used for success criteria development on a variety of IPE 
projects . 



• 
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1987 - 1989 

1984 - 1986 

EDUCATION 

ROBERT A. OSTERRIEDER (continu.ed) 

Mr. Osterrieder was involved in a variety of tasks related to nuclear safety 
analyses including design basis Loss-of-Coolant Analysis and 
1 OCFR50.59 safety evaluations. Mr. Osterrieder was the lead engineer 
in the Small Break LOCA area whose duties included the maintenance 
and updating of the Small Break LOCA design basis computer code 
NOTRUMP. 

Mr. Osterrieder worked on the development of plant specific Emergency 
Operating Procedure Setpoints. Mr. Osterrieder. also was. involved in 
simulator validation projects which required a thorough understanding of 
the EOPs such that they could be modeled correctly. 

Pennsylvania State University - B.S., Chemical Engineering, 1982 



• 
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• 

· XAVIER POLANSKI 

EXPERIENCE 

1985 - Present Mr. Polanski is a Principal Technical Expert in PRA for the 
Commonwealth Edison Company, Nuclear Engineering department, PRA 
Group responsible for performing various PAA studies. He is currently 
team leader for the Zion IPE CECo staff, responsible for review of the 
PAA models and results .. 

1982 - 1985 Mr. Polanski was a Station Control Room Engineer; for Commonwealth 
Edison Company's Zion Station. Mr. Polanski was. an SRO and served 
"on shift", as control room supervisor, for two years . 

. 19.82 ... 1979 Commonwealth Edison Company, Zion Tech Staff- Support plant design 
changes and operational procedures, especially modifications related to 
TMI accident. 

1975 - 1979 

EDUCATION 

Commonwealth Edison Company, Station Nuclear . Engineering 
Department ~- Perform design and equipm~nt procurement for LaSalle 
County Station. · · 

Mr. Polanski is currently Chairman of the MAAP Users Group. 

B.A., Physics and Mathematics, Ripon College, 1974 . 



• 

•• 

• 

LELAND W. RANEY 

EXPERIENCE 

1990 - Present Mr. Raney is a Staff Engineer for CECo, Nuclear Engineering Design 
Support, PRA Group - responsible for review of system and human 
factors modeling initially for the Zion and now for the Dresden IPE. 

1986 - 1990 CECo, Supervisor, Braidwood Onsite Nuclear Safety Group - reviewed 
plant operations, NRC issuances, industry.advisories, reportable events. 
Made recommendations for procedure and equipment modifications. 

1982 - 1986 CECo, Staff Engineer and later (7/83) Supervisor, LaSalle County Station 
Onsite Nuclear Safety Group - reviewed plant operations, NRC issuances, 
industry advisories, reportable events. Made recommendations for 
procedure and equipment modifications. 

1976 - 1982 

1971 - 1976 

1969 - 1971 

1966 - 1969 

CE Co, Principal and Senior Engineer, Clinch River Breeder Reactor Plant 
. - responsible for the design, procurement, delivery, licensir)g, budget, and 

procedures (operating, maintenance and testing) for the major balance of 
plant systems; also, the specification, procurement and delivery. of 

· miscellaneous pumps, valves, etc.· used in several plant syst~ms. 
. . 

CECo, General Engineer, Mechanical and· Structural Engineering 
Department (later reorganized as Station Nuclear Engineering 
Department) - responsible for the design, procurement, construction, 
licensing, testing; and budget for numerous gaseous radwaste and 
emergency core cooling systems on the Dresden and Quad Cities Units. 

Kansas State University Nuclear Engineering Department, Graduate 
Assistant - supported operation of the KSU TAIGA Mark II nucl~ar reactor 
in various capacities. · 

Phillips Petroleum and later by the Idaho Nuclear Corporation, licensed. 
Reactor Engineer - Engineering Test Reactor (ETR), Reactor Engineer 
(RE) and licensed Senior Reactor Engineer (SRE) - Advanced Test 
Reactor (ATR) -responsible for operation of the reactor and associated 
experiments within the reactor. Performed some of testing on the ATR · 
during its initial fuel-load and startup. · 



• LELAND W. RANEY (continued) 

EDUCATION 

A.A. Engineering, Chanute Junior College, 1963 
S.S. Nuclear Engineering(ME minor), Kansas State University,· 1966 
M.S. Nuclear Engineering, Kansas State University, 1971 · 

• 

• 



• 
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EXPERIENCE 

·JOHN A. RAULSTON 

Mr. Raulston is General Manager of the IPE Partnership and a Vice 
President in the Nuclear Services Division of TENERA, LP. He is 
responsible for the management oversight and direction fora large variety 
.of projects for utility and government clients. Mr. Raulston has provided. 
management support to a variety of IPE and PRA related projects. 

1990 - Present Vice President, Nuclear Services, TENERA LP., Knoxville, TN 

. 1988 - 1990 

1986 - 1988 

Serves as the General Manager of the IPE Partnership and provides 
management and technical direction for the Strategic Process 
Management (SPM) business area within TENERA. These 
responsibilities involve the day-to-day management of the IPE Partnership 
which includes Westinghouse Electric, Fauske and Associates and 
TENERA plus the management of the SPM Business Unit in Tf;NERA · 
which provides Configuration Management services inc.luding process 
evaluation and modeling. . . 

Director of Nuclear Risk Management, TENERA ~.P., Krioxville, TN 
Provided management _and technical oversight for the Nuclear Risk 
Management Business.Unit. In 1990 this group was in_corporated in-to the 
Nuclear Services Division as ~he Nuclear Safety Services Business Unit.· 
This group provides technical consulting services to the nuclear utility 

industry, EPRI and DOE. These services support the resolution of utility 
design and operational issues such as Reliability Centered Maintenance . 
and accident management. Services include Probabilistic Risk 
Assessments, support of severe accident issue resolution, development 
of accident management programs, application programs for PAA studi.es 
and PAA training. · 

Director of Systems Engineering and Utility Services, International 
Technology· Corporation·, Knoxville, Tennessee. Provided management 
oversight for a group of 35 professional people engaged in supporting 
utility probabilistic analysis programs and applying these to the solution -

· of regulatory, design and operational issues. Served as General Manager 
of the IPE Partnership. 



• 
1980 - 1986 

• ·1974 - 1980 

1970 - 1974 

1965 - 1970 

EDUCATION 

JOHN A. RAULSTON (continued) 

Chief Nuclear Engineer, Tennessee Valley Authority. Responsible for 
managing the Nuclear Engineering Branch in TVA's Engineering Division. 
This includes management oversight and technical direction to a staff of 

. over 250 people with responsibility for technical administration of TV A's 
nuclear steam supply system contracts, nuclear safety analysis activities 
including PRAs, nuclear systems safety evaluations, materials and 
welding codes and standards compliance, radwaste system engineering 
and procurement, environmental qualification programs, design baseline 
programs, plant life extension, radiation protection analysis and criteria, 

· transient accident analysis, thermal hydraulic analysis, severe accident 
· and consequence analysis, the development.. of ·probabilistic. risk ' 

assessments and the coordination of the preoperational test programs for 
TVA nuclear plants. During this time period he also served for six months . 
as the acting assistant to the Browns Ferry ·Nuclear Plant Site Director 
with responsibility for developing the site Nuclear Performance Plar:i. 
Served as TV A's representative on .. the Industry Degraded ·core 
Rulemaking (IDCOR) program steering group for over four. years and 
represented TV A on the EPRI advisory committee for the Safety and 
Technology Division . 

. Assistant to the Chief of the Mechanical Engineering Branch, Tennessee 
Valley Authority. Responsible for .assisting with the daily operation of an 

. organization of over 300 individuals. Technical responsibilities included 
oversight of nuclear licensing activities for the entire engineering 
organization, development of a reliability and PAA function in TVA and 
oversight o_f materials, welding and ASME Code activities of the branch. 
Managed several major activities related to the recovery from the 1975 

· Browns Ferry fire including responsibility for developing a fire protection 
capability within TVA. 

Senior Licensing Engin~er, Tennessee Valley Authority. Coordinated 
TVA corporate licensing activities for several major nuclear projects 
including safety analysis report development and NRG review. 

Marine Engineer, Charleston Naval Shipyard, Charleston, South Carolina, 
and Intelligence Research Analyst, U. S. Air Force, Wright-Patterson Air 
Force Base, Ohio. 

• B.S. Nuclear Engineering, University of Tennessee, 1965 



• 

• 

ROD V. STANISIC 

EXPERIENCE 

1991 - Present Mr. Stanisic is a Senior Engineer for the Commonwealth Edison Co., 
Nuclear Engineering, Department Design Support, PAA Group - Review 
electrical and controls systems mode!ing for the Zion IPE. 

1990 - 1991 ABB lmpell - Performed secondary chemistry system design for Arizona 
Public Services' Palo Verde Nuclear Plant. 

1989 - 1991 Mid America - Design of Electrical distribution and control systems for 
petrochemical plants. 

1988 - 1989 Stone & Webster Engineering - Worked as reviewer of DCRDR design for 
LaSalle plant and upwade or Annunciator system for Quad Cities plant. 

1986.- 1988 .. EBASCO Services, Inc. - Responsible engineer for writing a DBD - Pipe 

EDUCATION 

Break Postulation and Effects, and participatedin d.esign validation for 
·Comanche Peak NPR. · 

BSEE, University of Belgrade, Belgrade, Yugoslavia 

. I 
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JACK E. TRAINER 

.EXPERIENCE 

1982 - Present Mr. Trainer is the Idaho Falls Office. Engineering Manager with 
supervision of a staff of 15 engineers. Mr. Trainer has been the manager 
of the Idaho Falls Office for over 5 years. Mr. Trainer's duties include 
supervising large, multi-million dollar risk assessment projects for nuclear 
utilities and other customers. Mr. Trainer has extensive skills in all 
aspects of nuclear risk and reliability. Recent experience includes project 
manager for risk analyses on nuclear power plant IPEs and chemical 
processing facilities at ORNL, INEL, and other DOE facilities. 

1974 - 1982 EG&G Idaho, lnc.,·Engineering Specialist. Mr. Trainer participated in and 
performed various reliability arid· risk assessment studies for the NRC and 
DOE. He was technical project manager for nuclear power plant PRAs 
and reliability studies _at_ the INEL. 

1970 - 1974 

EDUCATION 

Philco-Ford Corporation, Senior Engineer. ML Trainer was responsible 
for- d!3tailed reliability and availability analyses of aerospace ground 

. support equipment at Johnson Spacecraft Center.·. · · 

S.S. Physics, Southwest Texas State University, 1966 
, . 



,, . ••• "',_' .. - ~/;· 

S. KONG WANG 

EXPERIENCE. 

1992 - Present CECo, Senior Engineer, Nuclear Engineering Design Support, PRAGroup 
- Assist in performing Dresden IPE. . Review FAl's position papers on .· 
phenomenological- evaluation summary in support of Dresden _ IPE. 
Besponsible for CECo's IPEEE (Individual Plant Examination ·~f External . 
Events) for severe accident vulnerabilities. · · · 

1991 - 1992 .. Nuclear Engineer, Environmental Assessment and Information Science·s: .. 
Division, Argonne National Laboratory.~ Developed DOE's RES RAD and·· 
MILDOS codes and EPA's CAPBB code for implementing DOE guidelines 
for residual radioactive material at. radioactive sites using more realistic . 
modeling for airborne and undergrour)d radioactive particulate transport. · 

1987-1991·' 

1985 - 1987" 

EDUCATION 

Nuclear Engineer, Reactor Engineering. Division, Argonne . National · 
Laboratory - Performed various experimental and analytical studies on 
LWR severe accidents such as fuel-coolant interaction, steam explosio_n, · 

~- core melt breqkup and impingement, debris bed coolability·, lower head . 
failure mode, molten core-concrete interaction, .direct containment . · ·· .. · 
heating,:containment safety issues, and TMl-2 investigation. Authorecia" · · · 
multi-cell, multi-phase code: THIRMAL(Thermal Hydrodynamic Interaction · 

·.and Reaction of Melt And Liquid).which has been widely used to predict 
the consequences of melt/water interaction such as occurred in TMl-2 
accident. Various project management experience with . ~ .. J.S,. utilities, : 
NRC, EPRI, and foreign nuclear organizations. ·. · .. ·. . . . 
. , ' . ' . . 

Nuclear Safeguard Enginee·r, Nuclear Safeguard and Licensing Oivision; · · . 
Sargent & Lundy En'gineers - Investigated and assessed saf~ty-related · .. . . ~- · , 

, systems and containment integrity for major nuclear generating units of 
both· BWR and PWR type.- Served as a project engineer for Byron anq 
B.raidwood units and Korea's units 13 and 14. 

.•. ~ 

Ph.D. Nuclear Engineering, Rensselaer Polytechnic Institute, '1985, 
M.s.· Nuclear Engineering, Oregon State University, 1980. 

· B.S. Nuclear Engineering, National Tsing Hu.a University, Taiwan, 1976 . 


