\ September 12, 1991

M. Frank Ashe
USNRC
8120 Woodmount Avenue
Bethesda, Maryland 27814
Dear Mr. Ashe:

Enclosed are the drawings that you requested from D.J. Hess yesterday. | have also
enclosed a copy of Exide’s Executive Summary into the incident.

Should you have any questions, please do not hesitate to contact me.
Slncerely,

“m chosd ié\nw&g/cr\

Michael E. Grady
Manager, Technical Support
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INVESTIGATION OF SHUTDOWN OF UPS SYSTEMS ’5?70’6 Z'?’ér
(2VBB - 1A, 1B, 1C, 1D, 1G) AT NIAGARA MOHAWK POWER CORP --
NINE MILE POINT 2 NUCLEAR POWER PLANT

I. EXECUTIVE SUMMARY

There was a transformer failure at Nine Mile Point 2, causing power loss of high voltage
from phase B to neutral.

As a result of this transformer failure, five (5) UPS systems shut down.

An investigation into the event was performed by Exide Electronics with Niagara Mohawk,
the Nuclear Regulatory Commission, and the Institute of Nuclear Power Operations, to
identify the cause of the UPS shutdown and make recommendations to minimize the risk
of risk of a re-occurrence. '

Deficient logic power control batteries were found to be the direct cause of the UPS
shutdown.

The control battery deficiency was found to be directly caused by Niagara Mohawks lack
of maintenance on the UPS systems and not following manufactures. recommended
battery replacement procedures. “

II. DESCRIPTION OF REPORTED EVENTS

Exide Electronics received notice via fax of the simultaneous shutdown of (5) five UPS
systems identified as UPS 1A, 1B, 1C, 1D, and 1G on August 14, 1991 at 1605 hours.
The report indicated: -

1) A power failure occurred at the same time (approximately 0600 hours) due to a phase
to ground fault on the hi-voltage side of phase B of the 345/25 kV unit transformer
feeding the Scriba Station (line 23).

A phase to neutral voltage decrease from 200 kV phase to neutral to about 80 kV was
reported to have occurred during a 12 cycle (about 200 milliseconds) time to
restoration to normal.

2) A normal shut down of all (5) UPS systems did occur on 8/13/91 at approximately
0600 hours.







6)

7)

Upon shutdown, none of the (5) UPS systems transferred the critical load to the
maintenance (UPS Bypass) power.

The result of 1) and 2) was complete loss of UPS and Bypass power, and therefore
loss of power to critical loads.

Critical power was restored at approximately 0622 hours by operations personnel by
lifting the motor operator on CB4 (the maintenance bypass breaker) and manually
closing CB4 on all (5) UPS systems.

At 0830 hours, the damage control team #3 led by the system engineer (Bob
Crandall) proceeded with recovery of the UPS systems.

UPS 1C -- After alarm reset and normal start sequence, system operated without
need for adjustment or repair.

UPS 1D -- After alarm reset and normal start sequence, system operated without need
for adjustment or repair.

UPS 1A -- After alarm reset normal startup - Step one (closing of CB1 - UPS Input
Breaker) caused upstream breaker 2VBB-PNL301-#1 to trip. This indicates a
component failure in the rectifier section of the UPS.

WR# 162319 was issued for repair.

UPS 1B -- After alarm reset and normal start sequence, the UPS power conversion
module operated without need for adjustment or repair. Retransfer of the critical load
to UPS was unsuccessful due to a defective CB3 (UPS module output breaker).

WR# 138173 was issued for repair.

8)

—

UPS 1G -- After alarm reset and normal start sequence, system operated without need
for adjustment or repair. Upstream breaker trip was reported on startup inrush.

Although a controlled UPS shutdown (trip) occurred on all (5) UPS systems, none of
the trip initiation lamps on the A13A21 (Annunciation #2 printed circuit card) was
reported lit on any of the five UPS systems involved prior to alarm reset.







IILEXIDE ELECTRONICS INVESTIGATION
QUESTION 1 -- Why loss of critical load?

A) Normal UPS Operation
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1) Primary source is supplying power through UPS to critical load.

NOTE: This was condition prior to primary source failure.







B) Failure of Primary Source or Failure of Rectifier
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1) Rectifier stops.
2) Inverter continues with DC power from station battery.

3) Critical load is maintained uninterrupted.

NOTE: This would have been condition if UPS trip had not occurred.







C) UPS Trip, Inverter Failure, or Simultaneous Failure of Rectifier and Station

Battery Supply
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1) Inverter stops.
2) Static switch and bypass breaker (CB4) transfer the critical load to maintenance
source uninterrupted. But Maintenance Source must be:
eavailable
ewithin + 10% of the inverter output voltage
ein sync with inverter output voltage
ewithin -+ 0.5 Hz of the inverter output frequency
4) If maintenance source does not meet transfer conditions, then critical load supply is
lost.

Conclusion #1: Condition C4 existed during the event.

The maintenance source was not acceptable during the 12 cycles of phase B power
failure and an UPS trip occurred during this time, resulting in critical load loss.







systems simultaneously?
A) What trips an UPS?

1) The following describes all events initiating a trip signal and its processing to trip
(See attached pages 2-15 to 2-23 of Operations Manual for detailed description of

items).

Figure 1: UPS Trip and Alarm Block Diagram
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Figure 2: Typical UPS Trip and Alarm Circuit
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QUESTION #2: Why did UPS trip occur and why on all five UPS w
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The cause of an UPS trip is indicated by lamp indications on the UPS Control Panel
(A14) and the UPS Card Cage Panel (A13) accompanied by an audible alarm (horn).
The horn can be silenced by pushing the button #23 on the control panel. Cause for
trip (shut down) of the UPS is indicated by lamps #26 through #35 on the Card Cage
panel followed by the inverter logic light #34 on the control panel. The resulting trip of
the UPS is indicated by Lamp #24 on the control panel. All trip-related alarms are
stored. There is an alarm unstore (reset) button #19 on the printed circuit card A13A21
on the Card Cage panel. The unstore button will extinguish all lamps on the Control
panel and Card Cage panel simultaneously.

Circuit design requires a trip initiation lamp #26 through #35 on the Card Cage panel
to light and be latched and stored before an inverter logic lamp #34 and trip lamp #24
on Control panel can be lit. Pushing of unstore button #19 on the Card Cage panel will
extinguish all lamps #26 through #35 on A13 and #24 and #34 on A14 simultaneously.
Reset (unstore) of lamps # 26 through #35 on A13 without reset (unstore) of lamps
#24 and #34 on A14 should not be possible.

2) Reportedly, none of the trip initiation lamps #26 through #35 on the A13A21 circuit
card were lit. But without trip initiation lamp indication, the cause for a UPS trip is not
readily evident. The cause for the trip has to be reasoned out.

TRIP INDICATION EFFECT
AC Undervoltage time delayed 10 sec.
Overload time delayed 10 min.

Ruled out: event only Iastéd 200 milliseconds.
Logic Fail requires repair
Clock Fail .7 N
Frequency Fail "

Fuse Fail "

Ruled out: all alarms unstored without repair.

Overtemp needs reset of thermal relays (not reported). Ruled out.

Circuit Board Interlock Would not reset without correction. Ruled out.

Logic Power Supply suspect because of its direct connection to the maintenance
Failure Alarm source which could explain a simultaneous failure in all 5
UPS systems.







IV.INVESTIGATION OF LOGIC POWER SUPPLY
(See drawing 110 611 334 and Operators Manual)

Logic Power Supply components and circuits are located on Logic Power and Relay
Panel A27. This panel contains positive and negative 20VDC power supplies (PS1 and
PS2). These power supplies are powered through relay A27K5, which selects inverter
output or maintenance source. Positive and negative 18V sealed batteries
(A27BT1-BT6) are mounted on this panel and are kept charged by the power supplies.
Circuit breaker A27CB1 disconnects the battery from the logic power bus, and the logic
power supply switch A27S1 disconnects the power supply’s 120 VAC input power (only
from the maintenance power). The panel also contains card-mounted (A27A1) relays
which interface the A13 controls with external items such as circuit breaker motor
operators, shunt trip coils, and remote monitor panel functions. Control battery
discharge sensing is located on the A27A1 card.

BASIC CIRCUIT ARRANGEMENT
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NOTE: K5 is shown energized.

Normally the maintenance source supplies power through the N.O. Contacts of the

energized relay K5. If maintenance power fails, KS drops out and switches to inverter .
power. In case of power supply fail, the control batteries supply logic power and issue

a control battery discharge alarm (lamp #20 on A13A21 annunciation #2 printed circuit
board). This alarm is issued if the +/- 20 VDC should fall below 18 VDC. It does not

initiate a trip.







Relay K5 drops out between 78 VAC max and 25 VAC min variation between relays. The
power supplies lose regulation if the AC supply drops below 96 VAC, and trip between
86 VAC mx and 78 VAC min.

Should the + 20 VDC logic power supply drop below 16.5 VDC, then a logic power
supply failed alarm and UPS trip is issued.

During the shutdown event, the maintenance power to the logic power supplies (phase
B to neutral) has to drop from 120 VAC to about 50 VAC in response to the high voltage
drop from 200 kV to 80 kV. This voltage may or may not cause K5 to drop out,
depending on their individual dropout voltages. If K5 does not drop out, the power
supplies may lose regulation and decrease their output DC voltage substantially. The
control battery is incorporated as part of the logic power supply design to keep the logic
supply voltage above 16.6 VDC during such incidents to avoid a shutdown of the UPS.

The need for battery power was for only 200 milliseconds, hardly a noticeable discharge
for properly maintained and fully charged control batteries. After 200 milliseconds, the
maintenance power was restored and all conditions should have returned to normal. But
due to the batteries deficient state, the batteries were unable to supply control power for
the 200 milliseconds required. This was the single contributor to the incident.

Conclusion #2: Deficient Control Batteries

Tests have been performed by Niagara Mohawk, with support by Exide Electronic
personnel on all five (5) UPS modules, using the logic control power batteries that were
in service at the time the shutdown occurred. These batteries were installed in 1984 by
Exide Electronics personnel during the startup of the UPS equipment. This was
necessary due to the extended period of time the systems were in storage.

These batteries were found to have degraded over time and measured only 0.6 VDC
instead of the expected 18.0 VDC. The logic power control batteries had been in service
over six (6) years. This is two (2) years over the recommended service life. Exide
Electronics had recommended that these batteries be changed, at a minimum, every four
(4) years.

This lack of maintenance resulted in the logic supply voltage dropping to approximately
0.6 VDC during the transition of the power supply source from the utility power to UPS
power. It should be pointed out that all maintenance for the UPS modules has been
performed by Niagara Mohawk personnel.

By design, should the logic supply voltage drop below 16.5 VDC, the logic power supply
alarm is generated and the UPS trip signal is issued. This is, in fact, what the test results
proved.







VL.

VIL.

CONCLUSION VERIFICATION:

Further tests were performed with new logic control power batteries and all UPS
modules functioned normally and as designed. Had the logic power control
batteries been inspected and maintained per maintenance procedures, the UPS
shutdown would have been prevented. Deficient logic power control batteries are
solely responsible for the shutdown of all five (5) modules.

INVESTIGATION SUMMARY:

The direct and sole causes of the UPS shutdown are;

1. Failure of Niagara Mohawk personnel to perform regular preventive
maintenance and inspection of the electronic components and batteries
contained in the UPS systems. :

2. Failure of Niagara Mohawk personnel to perform ongoing corrective
maintenance of the UPS systems.

3. Failure of Niagara Mohawk personnel to follow manufactures recommended
maintenance procedures as described in the owners manual.

4. Failure of Niagara Mohawk personnel to replace logic control power
batteries as recommended by manufacturer.

RECOMMENDATIONS:

Niagara Mohawk is aware-that the current UPS systems represent technology that
is over ten (10) years old. Exide Electronics current UPS systems represent three
(3) technological advances and represent state of the art power protection. It is
our recommendation that Niagara considers replacement of the present systems
with our present designs.

If Niagara Mohawk chooses to have Exide Electronics maintain the UPS systems
at Nine Mile Point, we recommend our Powercare Preferred Service Package that
covers all facets of maintenance, 7 X 24 emergency service, Preventive
Maintenance Inspections, modifications and parts.

If Niagara Mohawk chooses to continue maintaining this equipment, the following
recommendations are applicable:

A. Inspect logic power control battery condition at least once every year. (See
B. page 11)

10






Perform annual preventive maintenance on UPS modules per manufacturers
recommendations or have manufacturer perform an annual site acceptance
test.

Obtain necessary product and technical knowledge through an ongoing
training program for Niagara Mohawk maintenance personnel. Exide
Electronics can supply formal technical training programs at the Niagara
Mohawk facility or at the manufacturers Training Center in Raleigh, N.C.

“As built" systems schematic diagrams must be maintained with equipment.
These documents take precedent over any other manual, text or verbal
communications and should be referenced during maintenance procedures.

Replace all D.C. input filter capacitors in each UPS module.
Exide Electronics stands ready to fully support Niagara Mohawk in any
service requirements. Niagara Mohawk can call 1-800-84EXIDE for service

support should this support be required.

Peripheral equipment that directly impacts UPS operation should also be
under manufacturers recommended maintenance programs.

1
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INVESTIGATION OF SHUTDOWN OF UPS SYSTEMS
(2VBB - 1A, 1B, 1C, 1D, 1G) AT NIAGARA MOHAWK POWER CORP --
NINE MINE POINT 2 NUCLEAR POWER PLANT

L. EXECUTIVE SUMMARY

There was a transformer failure at Nine Mile Point 2, causing power loss of high voltage
from phase B to neutral.

As a result of this transformer failure, five (5) UPS systems shutdown.

An investigation into the event was performed by Exide Electronics with Niagara Mohawk,
the Nuclear Regulatory Commission, and the Institute of Nuclear Power Operations, to
identify the cause of the UPS shutdown and make recommendations to minimize the risk
of a re-occurrence.

Deficient logic power control batteries were found to be the direct cause of the UPS
shutdown.

The control battery deficiency was found to be directly caused by Niagara Mohawks lack
of maintenance on the UPS systems and not following manufactures recommended
battery replacement procedures.

1.  DESCRIPTION OF REPORTED EVENTS

Exide Electronics received notice via fax of the simultaneous shutdown of five (5) UPS
systems identified as UPS 1A, 1B, 1C, 1D, and 1G on August 14, 1991 at 1605 hours.
The report indicated:

1) A power failure occurred at the same time (approximately 0600 hours) due to a
phase to ground fault on the hi-voltage side of phase B of the 345/25 kV unit
transformer feeding the Scriba Station (line 23).

A phase to neutral voltage decrease from 200 kV phase to neutral to about 80 kV
was reported to have occurred during a 12 cycle (about 200 milliseconds) time to
restoration to normal.

2) A normal shutdown of all five (5) UPS systems did occur on 8/13/91 at
approximately 0600 hours.






4)

5)

6)

7)

Upon shutdown, none of the five (5) UPS systems transferred the critical load to
the maintenance (UPS Bypass) power.

The result of 1) and 2) was complete loss of UPS and Bypass power, and
therefore loss of power to critical loads.

Critical power was restored at approximately 0622 hours by operations personnel
by liting the motor operator on CB4 (the maintenance bypass breaker) and
manually closing CB4 on all five (5) UPS systems.

A 0830 hours, the damage control team #3 led by the system engineer (Bob
Crandall) proceeded with recovery of the UPS systems.

UPS 1C -- After alarm reset and normal start sequence, system operated without
need for adjustment or repair.

UPS 1D -- After alarm reset and normal start sequence, systems operated without
need for adjustment or repair.

UPS 1A -- After alarm reset normal startup - Step one (closing of CB1 - UPS Input
Breaker) caused upstream breaker 2VBB-PNL301-#1 to trip. This indicates a
component failure in the rectifier section of the UPS.

WR# 162319 was issued for repair.

UPS 1B -- After alarm reset and normal start sequence, the UPS power conversion
module operated without need for adjustment or repair. Retransfer of the critical
load to UPS was unsuccessful due to a defective CB3 (UPS module output
breaker).

WR# 138173 was issued for repair.

8)

UPS 1G -- After alarm reset and normal start sequence, system operated without
need for adjustment or repair. Upstream breaker trip was reported on startup
inrush.

Although a controlled UPS shutdown (trip) occurred on all five (5) UPS systems,
none of the trip initiation lamps on the A13A21 (Annunciation #2 printed circuit
card) was reported lit on any of the five (5) UPS systems involved prior to alarm
reset.







IILEXIDE ELECTRONICS INVESTIGATION
QUESTION 1 -- Why loss of critical load?

A) Normal UPS Operation
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1) Primary source is supplying power through UPS to critical load.

NOTE: This was condition prior to primary source failure.







B) Failure of Primary Source or Failure of Rectifier
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1) Rectifier stops.
2) Inverter continues with DC power from station battery.

3) Critical load is maintained uninterrupted.

NOTE: This would have been condition if UPS trip had not occurred.







C) UPS Trip, Inverter Failure, or Simultaneous Failure of Rectifier and Station

Battery Supply
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1) Inverter stops.
2) Static switch and bypass breaker (CB4) transfer the critical load to maintenance
source uninterrupted. But Maintenance Source must be:
eavailable
ewithin 4 10% of the inverter output voltage
ein sync with inverter output voltage
ewithin + 0.5 Hz of the inverter output frequency

4) If maintenance source does not meet transfer conditions, then critical load supply is
lost.

Conclusion #1: Condition C4 existed during the event.

The maintenance source was not acceptable during the 12 cycles of phase B power
failure and an UPS trip occurred during this time, resulting in critical load loss.
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QUESTION #2: Why did UPS trip occur and why on all five UPS
systems simultaneously?

A) What trips an UPS?

1) The following describes all events initiating a trip signal and its processing to trip
(See attached pages 2-15 to 2-23 of Operations Manual for detailed description of
items).

Figure 1: UPS Trip and Alarm Block Diagram
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Figure 2: Typical UPS Trip and Alarm Circuit
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The cause of an UPS trip is indicated by lamp indications on the UPS Control Panel
(A14) and the UPS Card Cage Panel (A13) accompanied by an audible alarm (horn).
The horn can be silenced by pushing the button #23 on the control panel. Cause for
trip (shut down) of the UPS is indicated by lamps #26 through #35 on the Card Cage
panel followed by the inverter logic light #34 on the control panel. The resulting trip of
the UPS is indicated by Lamp #24 on the control panel. All trip-related alarms are
stored. There is an alarm unstore (reset) button #19 on the printed circuit card A13A21
on the Card Cage panel. The unstore button will extinguish all lamps on the Control
panel and Card Cage panel simultaneously.

Circuit design requires a trip initiation lamp #26 through #35 on the Card Cage panel
to light and be latched and stored before an inverter logic lamp #34 and trip lamp #24
on Control panel can be lit. Pushing of unstore button #19 on the Card Cage panel will
extinguish all lamps #26 through #35 on A13 and #24 and #34 on A14 simultaneously.
Reset (unstore) of lamps # 26 through #35 on A13 without reset (unstore) of lamps
#24 and #34 on A14 should not be possible.

2) Reportedly, none of the trip initiation lamps #26 through #35 on the A13A21 circuit
card were lit. But without trip initiation lamp indication, the cause for a UPS trip is not
readily evident. The cause for the trip has to be reasoned out.

TRIP INDICATION EFFECT
AC Undervoltage time delayed 10 sec.
Overload time delayed 10 min.

Ruled out: event only lasted 200 milliseconds.
Logic Fail requires repair
Clock Fail N
Frequency Fail "

Fuse Fail "

Ruled out: all alarms unstored without repair.

Overtemp needs reset of thermal relays (not reported). Ruled out.

Circuit Board Interlock Would not reset without correction. Ruled out.

Logic Power Supply suspect because of its direct connection to the maintenance
Failure Alarm source which could explain a simuitaneous failure in all 5
UPS systems.







IV.INVESTIGATION OF LOGIC POWER SUPPLY
(See drawing 110 611 334 and Operators Manual)

Logic Power Supply components and circuits are located on Logic Power and Relay
Panel A27. This panel contains positive and negative 20VDC power supplies (PS1 and
PS2). These power supplies are powered through relay A27K5, which selects inverter
output or maintenance source. Positive and negative 18V sealed batteries
(A27BT1-BT6) are mounted on this panel and are kept charged by the power supplies.
Circuit breaker A27CB1 disconnects the battery from the logic power bus, and the logic
power supply switch A27S1 disconnects the power supply’s 120 VAC input power (only
from the maintenance power). The panel also contains card-mounted (A27A1) relays
which interface the A13 controls with external items such as circuit breaker motor
operators, shunt trip coils, and remote monitor panel functions. Control battery
discharge sensing is located on the A27A1 card.

BASIC CIRCUIT ARRANGEMENT
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NOTE: KS5 is shown energized.

Normally the maintenance source supplies power through the N.O. Contacts of the
energized relay K5. If maintenance power fails, K5 drops out and switches to inverter
power. In case of power supply fail, the control batteries supply logic power and issue
a control battery discharge alarm (lamp #20 on A13A21 annunciation #2 printed circuit
board). This alarm is issued if the +/- 20 VDC should fall below 18 VDC. It does not

initiate a trip.







Relay K5 drops out between 78 VAC max and 25 VAC min variation between relays. The
power supplies lose regulation if the AC supply drops below 96 VAC, and trip between
86 VAC mx and 78 VAC min.

Should the + 20 VDC logic power supply drop below 16.5 VDC, then a logic power
supply failed alarm and UPS trip is issued.

During the shutdown event, the maintenance power to the logic power supplies (phase
B to neutral) has to drop from 120 VAC to about 50 VAC in response to the high voltage
drop from 200 kV to 80 kV. This voltage may or may not cause K5 to drop out,
depending on their individual dropout voltages. If K5 does not drop out, the power
supplies may lose regulation and decrease their output DC voltage substantially. The
control battery is incorporated as part of the logic power supply design to keep the logic
supply voltage above 16.6 VDC during such incidents to avoid a shutdown of the UPS.

The need for battery power was for only 200 milliseconds, hardly a noticeable discharge
for properly maintained and fully charged control batteries. After 200 milliseconds, the
maintenance power was restored and all conditions should have returned to normal. But
due to the batteries deficient state, the batteries were unable to supply control power for
the 200 milliseconds required. This was the single contributor to the incident.

Conclusion #2: Deficient Control Batteries

Tests have been performed by Niagara Mohawk, with support by Exide Electronic
personnel on all five (5) UPS modules, using the logic control power batteries that were
in service at the time the shutdown occurred. These batteries were installed in 1984 by
Exide Electronics personnel during the startup of the UPS equipment. This was
necessary due to the extended period of time the systems were in storage.

These batteries were found to have degraded over time and measured only 0.6 VDC
instead of the expected 18.0 VDC. The logic power control batteries had been in service
over six (6) years. This is two (2) years over the recommended service life. Exide
Electronics had recommended that these batteries be changed, at a minimum, every four
(4) years.

This lack of maintenance resulted in the logic supply voltage dropping to approximately
0.6 VDC during the transition of the power supply source from the utility power to UPS
power. It should be pointed out that all maintenance for the UPS modules has been
performed by Niagara Mohawk personnel. :

By design, should the logic supply voltage drop below 16.5 VDC, the logic power supply
alarm is generated and the UPS trip signal is issued. This is, in fact, what the test results
proved.







VL.

VIL.

CONCLUSION VERIFICATION:

Further tests were performed with new logic control power batteries and all UPS
modules functioned normally and as designed. Had the logic power control
batteries been inspected and maintained per maintenance procedures, the UPS
shutdown would have been prevented. Deficient logic power control batteries are
solely responsible for the shutdown of all five (5) modules.

INVESTIGATION SUMMARY:

The direct and sole causes of the UPS shutdown are;

1. Failure of Niagara Mohawk personnel to perform regular preventive
maintenance and inspection of the electronic components and batteries
contained in the UPS systems.

2. Failure of Niagara Mohawk personnel to perform ongoing corrective
maintenance of the UPS systems.

3. Failure of Niagara Mohawk personnel to follow manufactures recommended
maintenance procedures as described in the owners manual.

4, Failure of Niagara Mohawk personnel to replace logic control power
batteries as recommended by manufacturer.

RECOMMENDATIONS:

Niagara Mohawk is aware that the current UPS systems represent technology that
is over ten (10) years old. Exide Electronics current UPS systems represent three
(3) technological advances and represent state of the art power protection. It is
our recommendation that Niagara considers replacement of the present systems
with our present designs.

If Niagara Mohawk chooses to have Exide Electronics maintain the UPS systems
at Nine Mile Point, we recommend our Powercare Preferred Service Package that
covers all facets of maintenance, 7 x 24 emergency service, Preventive
Maintenance Inspections, modifications and parts.

If Niagara Mohawk chooses to continue maintaining this equipment, the following
recommendations are applicable:

A. Inspect logic power control battery condition at least once every year. (See
B. page 11)

10






Perform annual preventive maintenance on UPS modules per manufacturers
recommendations or have manufacturer perform an annual site acceptance
test. -

Obtain necessary product and technical knowledge through an ongoing
training program for Niagara Mohawk maintenance personnel. Exide
Electronics can supply formal technical training programs at the Niagara
Mohawk facility or at the manufacturers Training Center in Raleigh, N.C.

“As built' systems schematic diagrams must be maintained with equipment.
These documents take precedent over any other manual, text or verbal
communications and should be referenced during maintenance procedures.

Replace all D.C. input filter capacitors in each UPS module.
Exide Electronics stands ready to fully support Niagara Mohawk in any
service requirements. Niagara Mohawk can call 1-800-84EXIDE for service

support should this support be required.

Peripheral equipment that directly impacts UPS operation should also be
under manufacturers recommended maintenance programs.

11
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INVESTIGATION OF SHUTDOWN OF UPS SYSTEMS 5675@ %’L
(2VBB - 1A, 1B, 1C, 1D, 1G) AT NIAGARA MOHAWK POWER CORP -
NINE MILE POINT 2 NUCLEAR POWER PLANT

I. EXECUTIVE SUMMARY

There was a transformer failure at Nlne Mile Point 2, causing power loss of high voltage
from phase B to neutral.

As a result of this transformer failure, five (5) UPS systems shut down.

An investigation into the event was performed by Exide Electronics with Niagara Mohawk,
the Nuclear Regulatory Commission, and the Institute of Nuclear Power Operations, to
ldentlfy the cause of the UPS shutdown and make recommendations to minimize the risk
of risk of a re-occurrence.

Deficient logic power control batteries were found to be the direct cause of the UPS
shutdown.

The control battery deficirency was found to be directly caused by Niagara Mohawks lack
of maintenance on the UPS systems and not following manufactures recommended
battery replacement procedures.

II. DESCRIPTION OF REPORTED EVENTS

Exide Electronics received notice via fax of the simultaneous shutdown of (5) five UPS
systems identified as UPS 1A, 1B, 1C, 1D, and 1G on August 14, 1991 at 1605 hours.
The report indicated: -

1) A power failure occurred at the same time (approximately 0600 hours) due to a phase
to ground fault on the hi-voltage side of phase B of the 345/25 kV unit transformer

feeding the Scriba Station (line 23).

A phase to neutral voltage decrease from 200 kV phase to neutral to about 80 kV was
reported to have occurred during a 12 cycle (about 200 milliseconds) time to
restoration to normal.

2) A normal shut down of all (5) UPS systems did occur on 8/13/91 at approximately
0600 hours. ‘
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3)

”

5)

6)

7)

Upon shutdown, none of the (5) UPS systems transferred the critical load to the A
maintenance (UPS Bypass) power.

The result of 1) and 2) was complete loss of UPS and Bypass power, and therefore
loss of power to critical loads.

Critical power was restored at approximately 0622 hours by operations personnel by
lifting the motor operator on CB4 (the maintenance bypass breaker) and manually
closing CB4 on all (5) UPS systems.

At 0830 hours, the damage control team #3 led by the system engineer (Bob
Crandall) proceeded with recovery of the UPS systems.

UPS 1C -- After alarm reset and normal start sequence, system operated without
need for adjustment or repair.

UPS 1D -- After alarm reset and normal start sequence, system operated without need
for adjustment or repair.

UPS 1A -- After alarm reset normal startup - Step one (closing of CB1 - UPS Input
Breaker) caused upstream breaker 2VBB-PNL301-#1 to trip. This indicates a
component failure in the rectifier section of the UPS.

WR# 162319 was issued for repair,

UPS 1B -- After alarm reset and normal start sequence, the UPS power conversion
module operated without need for adjustment or repair. Retransfer of the critical load
to UPS was unsuccessful due to a defective CB3 (UPS module output breaker).

WR# 138173 was issued for repair.

8)

-—

UPS 1G -- After alarm reset and normal start sequence, system operated without need
for adjustment or repair. Upstream breaker trip was reported on startup inrush.

Although a controlled UPS shutdown (trip) occurred on all (5) UPS systems, none of
the trip initiation lamps on the A13A21 (Annunciation #2 printed circuit card) was
reported lit on any of the five UPS systems involved prior to alarm reset.







IILEXIDE ELECTRONIéS INVESTIGATION
QUESTION 1 -- Why loss of critical load?

A) Normal UPS Operation
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1) Primary source is supplying power through UPS to critical load.

NOTE: This was condition prior to primary source failure.
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B) Failure of Primary Source or Failure of Rectifier
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1) Rectifier stops. ,
2) Inverter continues with DC power from station battery.

3) Critical load is maintained uninterrupted.

NOTE: This would have been condition if UPS trip had not occurred.







C) UPS Trip, Inverter Failure, or Simultaneous Failure of Rectifier and Station

Battery Supply
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1) Inverter stops.
2) Static switch and bypass breaker (CB4) transfer the critical load to maintenance
source uninterrupted. But Maintenance Source must be:
e available
e within + 10% of the inverter output voltage
ein sync with inverter output voltage
ewithin -+ 0.5 Hz of the inverter output frequency
4) If maintenance source does not meet transfer conditions, then critical load supply is
lost.

Conclusion #1: Condition C4 existed during the event.

The maintenance source was not acceptable during the 12 cycles of phase B power
failure and an UPS trip occurred during this time, resulting in critical load loss.







QUESTION #2: Why did UPS trip occur and why on all five UPS
systems simultaneously?

A) What trips an UPS?

1) The following describes all events initiating a trip signal and its processing to trip
(See attached pages 2-15 to 2-23 of Operations Manual for detailed description of

items).

Figure 1: UPS Trip and Alarm Block Diagram
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Figure 2: Typical UPS Trip and Alarm Circuit
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The cause of an UPS trip is indicated by lamp indications on the UPS Control Panel
(A14) and the UPS Card Cage Panel (A13) accompanied by an audible alarm (horn).
The horn can be silenced by pushing the button #23 on the control panel. Cause for
trip (shut down) of the UPS is indicated by lamps #26 through #35 on the Card Cage
panel followed by the inverter logic light #34 on the control panel. The resulting trip of
the UPS is indicated by Lamp #24 on the control panel. All trip-related alarms are
stored. There is an alarm unstore (reset) button #19 on the printed circuit card A13A21
on the Card Cage panel. The unstore button will extinguish all lamps on the Control
panel and Card Cage panel simultaneously.

Circuit design requires a trip initiation lamp #26 through #35 on the Card Cage panel
to light and be latched and stored before an inverter logic lamp #34 and trip lamp #24
on Control panel can be lit. Pushing of unstore button #19 on the Card Cage panel will
extinguish all lamps #26 through #35 on A13 and #24 and #34 on A14 simultaneously.
Reset (unstore) of lamps # 26 through #35 on A13 without reset (unstore) of lamps
#24 and #34 on A14 should not be possible.

2) Reportedly, none of the trip initiation lamps #26 through #35 on the A13A21- circuit
card were lit. But without trip initiation lamp indication, the cause for a UPS trip is not
readily evident. The cause for the trip has to be reasoned out.

TRIP INDICATION EFFECT
AC Undervoltage time delayed 10 sec.

Overload time delayed 10 min.
Ruled out: event only lasted 200 milliseconds.
Logic Fail requires repair
Clock Fail . "

Frequency Fail L
Fuse Fail

Ruled out: all alarms unstored without repair.
Overtemp . needs reset of thermal relays (not reported). Ruled out.

Circuit Board Interlock Would not reset without correction. Ruled out.

Logic Power Supply suspect because of its direct connection to the maintenance
Failure Alarm source which could explain a simultaneous failure in all 5
UPS systems.







IV.INVESTIGATION OF LOGIC POWER SUPPLY
(See drawing 110 611 334 and Operators Manual)

Logic Power Supply components and circuits are located on Logic Power and Relay
Panel A27. This panel contains positive and negative 20VDC power supplies (PS1 and
PS2). These power supplies are powered through relay A27K5, which selects inverter
output or maintenance source. Positive and negative 18V sealed batteries
(A27BT1-BT6) are mounted on this panel and are kept charged by the power supplies.
Circuit breaker A27CB1 disconnects the battery from the logic power bus, and the logic
power supply switch A27S1 disconnects the power supply’s 120 VAC input power (only
from the maintenance power). The panel also contains card-mounted (A27A1) relays
which interface the A13 controls with external items such as circuit breaker motor
operators, shunt trip coils, and remote monitor pane! functions. Control battery
discharge sensing is located on the A27A1 card.

BASIC CIRCUIT ARRANGEMENT
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NOTE: K5 is shown energized.

Normally the maintenance source supplies power through the N.O. Contacts of the
energized relay K5. If maintenance power fails, K5 drops out and switches to inverter
power. In case of power supply fail, the control batteries supply logic power and issue
a control battery discharge alarm (lamp #20 on A13A21 annunciation #2 printed circuit
board). This alarm is issued if the +/- 20 VDC should fall below 18 VDC. It does not

initiate a trip.
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Relay K5 drops out between 78 VAC max and 25 VAC min variation between relays. The
power supplies lose regulation if the AC supply drops below 86 VAGC, and trip between
86 VAC mx and 78 VAC min.

Should the + 20 VDC logic power supply drbp below 16.5 VDC, then a logic power
supply failed alarm and UPS trip is issued. .

During the shutdown event, the maintenance power to the logic power supplies (phase
B to neutral) has to drop from 120 VAC to about 50 VAC in response to the high voltage
drop from 200 kV to 80 kV. This voltage may or may not cause K5 to drop out,
depending on their individual dropout voltages. If' K5 does not drop out, the power
supplies may lose regulation and decrease their output DC voitage substantially. The
control battery is incorporated as part of the logic power supply design to keep the logic
supply voltage above 16.6 VDC during such incidents to avoid a shutdown of the UPS.

The need for battery power was for only 200 milliseconds, hardly a noticeable discharge
for properly maintained and fully charged control batteries. 'After 200 milliseconds, the
maintenance power was restored and all conditions should have returned to normal. But
due to the batteries deficient state, the batteries were unable to supply control power for
the 200 milliseconds required. This was the single contributor to the incident.

Conclusion #2: Deficient Control Batteries

Tests have been performed by Niagara Mohawk, with support by Exide Electronic
personnel on all five (§) UPS modules, using the logic control power batteries that were
in service at the time the shutdown occurred. These batteries were installed in 1984 by
Exide Electronics personnel during the startup of the UPS equipment. This was
necessary due to the extended period of time the systems were in storage.

These batteries were found to have degraded over time and measured only 0.6 VDC
instead of the expected 18.0 VDC. The logic power control batteries had been in service
over six (6) years. This is two (2) years over the recommended service life. Exide
Electronics had recommended that these batteries be changed, at a minimum, every four
(4) years.

This lack of maintenance resulted in the logic supply voltage dropping to approximately
0.6 VDC during the transition of the power supply source from the utility power to UPS
power. It should be pointed out that all maintenance for the UPS modules has been
performed by Niagara Mohawk personnel.

By design, should the logic supply voltage drop below 16.5 VDC, the logic power supply
alarm is generated and the UPS trip signal is issued. This is, in fact, what the test results
proved.







VI.

VIL.

CONCLUSION VERIFICATION:

Further tests were performed with new logic control power batteries and all UPS

. modules functioned normally and as designed. Had the logic power control

batteries been inspected and maintained per maintenance procedures, the UPS
shutdown would have been prevented. Deficient logic power control batteries are
solely responsible for the shutdown of all five (5) modules.

INVESTIGATION SUMMARY:

The direct and sole causes of the UPS shutdown are;

1. Failure of Niagara Mohawk personnel to perform regular preventive
maintenance and inspection of the electronic components and batteries
contained in the UPS systems.

2. Failure of Niagara Mohawk personnel to perform ongoing corrective
maintenance of the UPS systems.

3. Failure of Niagara Mohawk personnel to follow manufactures recommended
maintenance procedures as described in the owners manual.

4. Failure of Niagara Mohawk personnel to replace logic control power
batteries as recommended by manufacturer.

RECOMMENDATIONS:

Niagara Mohawk is aware-that the current UPS systems represent technology that
is over ten (10) years old. Exide Electronics current UPS systems represent three
(3) technological advances and represent state of the art power protection. Itis
our recommendation that Niagara considers replacement of the present systems
with our present designs.

If Niagara Mohawk chooses to have Exide Electronics maintain the UPS systems
at Nine Mile Point, we recommend our Powercare Preferred Service Package that
covers all facets of maintenance, 7 x 24 emergency service, Preventive
Maintenance Inspections, modifications and parts. ) :

If Niagara Mohawk chooses to continue maintaining this equipment, the following -
recommendations are applicable:

A. Inspect logic power control battery condition at least once every year. (See
B. page 11)
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Perform annual preventive maintenance on UPS modules per manufacturers
recommendations or have manufacturer perform an annual site acceptance
test.

Obtain necessary product and technical knowledge through an ongoing
training program for Niagara Mohawk maintenance personnel. Exide
Electronics can supply formal technical training programs at the Niagara
Mohawk facility or at the manufacturers Training Center in Raleigh, N.C.

"As built" systems schematic diagrams must be maintained with equipment.
These documents take precedent over any other manual, text or verbal
communications and should be referenced during maintenance procedures.

Replace all D.C. input filter capacitors in each UPS module.
Exide Electronics stands ready to fully support Niagara Mohawk in any
service requirements. Niagara Mohawk can call 1-800-84EXIDE for service

support should this support be required.

Peripheral equipment that directly impacfs UPS operation should also be
under manufacturers recommended maintenance programs.

11
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INVESTIGATION OF SHUTDOWN OF UPS SYSTEMS
(2VBB - 1A, 1B, 1C, 1D, 1G) AT NIAGARA MOHAWK POWER CORP --
NINE MILE POINT 2 NUCLEAR POWER PLANT
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EXECUTIVE SUMMARY *

A

There was a transformer failure at Nine Mile Point 2, causing power loss of high voltage
from phase B to neutral.

As a result of this transformer failure, five (5) UPS systems shut down.

An investigation into the event was performed by Exide Electronics with Niagara Mohawk,
the Nuclear Regulatory Commission, and the Institute of Nuclear Power Operatlons to
identify the cause of the UPS shutdown and make recommendations to minimize the risk
of nsk of a re-occurrence. :

Deficient logic power control batteries were fourid to be the direct cause of the UPS
shutdown.

The control battery deficiency was found to be directly caused by Niagara Mohawks lack
of maintenance on the UPS systems and not following manufactures recommended
battery replacement procedures.

II. DESCRIPTION OF REPORTED EVENTS

Exide Electronics received notice via fax of the simultaneous shutdown of (5) five UPS
systems identified as UPS 1A, 1B, 1C, 1D, and 1G on August 14, 1991 at 1605 hours.
The report indicated: -~

1)

2)

A power failure occurred at the same time (approximately 0600 hours) due to a phase
to ground fault on the hi-voltage side of phase B of the 345/25 kV unit transformer
feeding the Scriba Station (line 23).

A phase to neutral voltage decrease from 200 kV phase to neutral to about 80 kV was
reported to have occurred during a 12 cycle (about 200 milliseconds) time to
restoration to normal.

A normal shut down of all (5) UPS systems did occur on 8/13/91 at approximately
0600 hours.
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3)

4)

5)

6)

7)

Upon shutdown, none of the (5) UPS systems transferred the critical load to the
maintenance (UPS Bypass) power.

The result of 1) and 2) was complete loss of UPS and Bypass power, and therefore

loss of power to critical loads.

Critical power was restored at approximately 0622 hours by operations personnel by
liting the motor operator on CB4 (the maintenance bypass breaker) and manually
closing CB4 on all (5) UPS systems.

At 0830 hours, the damage control team #3 led by the system engineer (Bob
Crandall) proceeded with recovery of the UPS systems.

UPS 1C -- After alarm reset and normal start sequence, system operated without
need for adjustment or repair.

UPS 1D -- After alarm reset and normal start sequence, system operated without need
for adjustment or repair.

UPS 1A -- After alarm reset normal startup - Step one (closing of CB1 - UPS Input
Breaker) caused upstream breaker 2VBB-PNL301-#1 to trip. This indicates a
component failure in the rectifier section of the UPS.

WR# 162319 was issued for repair.

UPS 1B -- After alarm reset and normal start sequence, the UPS power conversion .
module operated without need for adjustment or repair. Retransfer of the critical load
to UPS was unsuccessful due to a defective CB3 (UPS module output breaker).

WR# 138173 was issued for repair.

8)

~—

UPS 1G -- After alarm reset and normal start sequence, system operated without need
for adjustment or repair. Upstream breaker trip was reported on startup inrush.

Although a controlled UPS shutdown (trip) occurred on all (5) UPS systems, none of
the trip initiation lamps on the A13A21 (Annunciation #2 printed circuit card) was
reported lit on any of the five UPS systems involved prior to alarm reset.







HI.EXIDE ELECTRONICS INVESTIGATION
QUESTION 1 -- Why loss of critical load?

A) Normal UPS Operation

(cB4)
P
112.5KVA  7SKVA —0 0
NTENANCE S - TRANS VOLT.
MAINTENANCE > O O—FORMER [ | REG. L epio]
STATIC
SWITCH
(CBI) (c83)
BRIMAY 222222245 £ 2 2 AR AR 55047 &
Ay,
FUSE
CRITICAL
LOAD
AUCT. DIGDE
) b BKR. (CB2)
— T
o O
-L- STATION
= BATTERY

BATTERY]
CHARGER]

1) Primary source is supplying power through UPS to critical load.

NOTE: This was éondition prior to primary source failure.







B) Failure of Primary Source or Failure of Rectifier
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1) Rectifier stops.

2) Inverter continues with DC power from station battery.
3) Critical load is maintained uninterrupted.

NOTE: This would have been condition if UPS trip had not occurred.
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i ) Inverter stops.

C) UPS Trip, Inverter Failure, or Slmultaneous Failure of Rectifier and Station
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2) Static switch and bypass breaker (CB4) transfer the critical load to maintenance.
source uninterrupted. But Mamtenance Source must be:

eavailable

ewithin + 10% of the inverter output voltage

ein sync with inverter output voltage

ewithin -+ 0.5 Hz of the inverter output frequency

4) If maintenance source does not meet transfer conditions, then critical I6ad supply is
lost.

Conclusion #1: Condition C4 existed during the event.

The maintenance source was not acceptable during the 12 cycles of phase B power
failure and an UPS trip occurred during this time, resulting in critical load loss.







QUESTION #2: Why did UPS trip occur and why on all five UPS
systems simultaneously?

A) What trips an UPS?

1) The following describes all events initiating a trip signal and its processing to trip
(See attached pages 2-15 to 2-23 of Operations Manual for detailed description of

items).

Figure 1: UPS Trip and Alarm Block Diagram
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Figure 2: Typical UPS Trip and Alarm Circuit
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The cause of an UPS trip is indicated by lamp indications on the UPS Control Panel

(A14) and the UPS Card Cage Panel (A13) accompanied by an audible alarm (horn).

The horn can be silenced by pushing the button #23 on the control panel. Cause for

trip (shut down) of the UPS is indicated by lamps #286 through #35 on the Card Cage - 1
panel followed by the inverter logic light #34 on the control panel. The resulting trip of |
the UPS is indicated by Lamp #24 on the control panel. All trip-related alarms are ,
stored. There is an alarm unstore (reset) button #19 on the printed Circuit card A13A21

on the Card Cage panel. The unstore button will extinguish all lamps on the Control

panel and Card Cage panel simultaneously.

Circuit design requires a trip initiation lamp #26 through #35 on the Card Cage panel
to light and be latched and stored before an inverter logic lamp #34 and trip lamp #24
on Control panel can be lit. Pushing of unstore button #19 on the Card Cage panel will
extinguish all lamps #26 through #35 on A13 and #24 and #34 on A14 simultaneously.
Reset (unstore) of lamps # 26 through #35 on A13 without reset (unstore) of lamps
#24 and #834 on A14 should not be possible. ‘

2) Reportedly, none of the trip initiation lamps #26 through #35 on the A13A21 circuit
card were lit. But without trip initiation lamp indication, the cause for a UPS trip is not
readily evident. The cause for the trip has to be reasoned out.

v

TRIP INDICATION EFFECT
AC Undervoltage time delayed 10 sec.
Overload time delayed 10 min.

Ruled out: event only lasted 200 milliseconds.

Logic Fail requires repair
Clock Fail . N
Frequency Fail "
Fuse Fail

Ruled out: all alarms unstored without repair.

Overtemp needs reset of thermal relays (not reported). Ruled out.

Circuit Board Interlock Would not reset without correction. Ruled out.

Logic Power Supply suspect because of its direct connection to the maintenance
Failure Alarm source which could explain a simultaneous failure in all 5
UPS systems.
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IV.INVESTIGATION OF LOGIC POWER SUPPLY
(See drawing 110 611 334 and Operators Manual)

Logic Power Supply components and circuits are located on Logic Power and Relay
Panel A27. This panel contains positive and negative 20VDC power supplies (PS1 and
PS2). These power supplies are powered through relay A27KS, which selects inverter
output or maintenance source. Positive and negative 18V sealed batteries
(A27BT1-BT6) are mounted on this panel and are kept charged by the power supplies.
Circuit breaker A27CB1 disconnects the battery from the logic power bus, and the logic
power supply switch A27S1 disconnects the power supply’s 120 VAG input power (only
from the maintenance power). The panel also contains card-mounted (A27A1) relays
which interface the A13 controls with external items such as circuit breaker motor
operators, shunt trip coils, and remote monitor panel functions. Control battery,
discharge sensing is located on the A27A1 card.

BASIC CIRCUIT ARRANGEMENT
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NOTE: K5 is shown energized.

Normally the maintenance source supplies power through the N.O. Contacts of the
energized relay K5. If maintenance power fails, K5 drops out and switches to inverter
power. In case of power supply fail, the control batteries supply logic power and issue
a control battery discharge alarm (lamp #20 on A13A21 annunciation #2 printed circuit
board). This alarm is issued if the +/- 20 VDC should fall below 18 VDC. It does not

initiate a trip.
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Relay K5 drops out between 78 VAC max and 25 VAC min variation between relays. The
power supplies lose regulation if the AC supply drops below 86 VAC, and trip between
86 VAC mx and 78 VAC min.

Should the + 20 VDC logic power supply drop below 16.5 VDC, then a logic power
supply failed alarm and UPS trip is issued.

During the shutdown event, the maintenance power to the logic power supplies (phase
B to neutral) has to drop from 120 VAC to about 50 VAC in response to the high voltage
drop from 200 kV to 80 kV. This voltage may or may not cause K5 to drop out,
depending on their individual dropout voltages. If K5 does not drop out, the power
supplies may lose regulation and decrease their output DC voltage substantially. The
control battery is incorporated as part of the logic power supply design to keep the logic
supply voltage above 16.6 VDC during such incidents to avoid a shutdown of the UPS.

The need for battery power was for only 200 milliseconds, hardly a noticeable discharge
for properly maintained and fully charged control batteries. After 200 milliseconds, the
maintenance power was restored and all conditions should have returned to normal. But
due to the batteries deficient state, the batteries were unable to supply control power for
the 200 milliseconds required. This was the single contributor to the incident.

Conclusion #2: Deficient Control Batteries

Tests have been performed by Niagara Mohawk, with support by Exide Electronic
personnel on all five (5) UPS modules, using the logic control power batteries that were
in service at the time the shutdown occurred. These batteries were installed in 1984 by
Exide Electronics personnel during the startup of the UPS equipment. This was
necessary due to the extended period of time the systems were in storage.

These batteries were found to have degraded over time and measured only 0.6 VDC
instead of the expected 18.0 VDC. The logic power control batteries had been in service
over six (6) years. This is two (2) years over the recommended service life.- Exide
Electronics had recommended that these batteries be changed, at a minimum, every four
(4) years. '

This lack of maintenance resulted in the logic supply voltage dropping to approximately
0.6 VDC during the transition of the power supply source from the utility power to UPS
power. It should be pointed out that all maintenance for the UPS modules has been

performed by Niagara Mohawk personnel.

By design, should the logic supply voltage drop below 16.5 VDC, the logic power supply
alarm is generated and the UPS trip signal is issued. This is, in fact, what the test results _

proved.
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CONCLUSION VERIFICATION:

Further tests were performed with new logic control power batteries and all UPS
modules functioned normally and as designed. Had the logic power control
batteries been inspected and maintained per maintenance procedures, the UPS
shutdown would have been prevented. Deficient logic power control batteries are
solely responsible for the shutdown of all five (5) modules.

INVESTIGATION SUMMARY:

The direct and sole causes of the UPS shutdown are;

1. Failure of Niagara Mohawk personnel to perform regular preventive
maintenance and inspection of the electronic components and batteries
contained in the UPS systems.

2. Failure of Niagara Mohawk personnel to perform ongoing corrective
maintenance of the UPS systems.

3. Failure of Niagara Mohawk personnel to follow manufactures recommended
maintenance procedures as described in the owners manual.

4, Failure of Niagara Mohawk personnel to replace logic control power
batteries as recommended by manufacturer.

RECOMMENDATIONS:

Niagara Mohawk is aware-that the current UPS systems represent technology that
is over ten (10) years old. Exide Electronics current UPS systems represent three
(3) technological advances and represent state of the art power protection. Itis
our recommendation that Niagara considers replacement of the present systems
with our present designs.

If Niagara Mohawk chooses to have Exide Electronics maintain the UPS systems
at Nine Mile Point, we recommend our Powercare Preferred Service Package that
covers all facets of maintenance, 7 X 24 emergency service, Preventive
Maintenance Inspections, modifications and parts.

If Niagara Mohawk chooses to continue maintaining this equipment, the following
recommendations are applicable:

A. Inspect logic power control battery condition at least once every year. (See
B. page 11) :

10






Perform annual preventive maintenance on UPS modules per manufacturers
recommendations or have manufacturer perform an annual site acceptance
test.

Obtain necessary product and technical knowledge through an ongoing
training program for Niagara Mohawk maintenance personnel. Exide
Electronics can supply formal technical training programs at the Niagara
Mohawk facility or at the manufacturers Training Center in Raleigh, N.C.

"As built" systems schematic diagrams must be maintained with equipment.
These documents take precedent over any other manual, text or verbal
communications and should be referenced during maintenance procedures.

Replace all D.C. input filter capacitors in each UPS module.
Exide Electronics stands ready to fully support Niagara Mohawk in any
service requirements. Niagara Mohawk can call 1-800-84EXIDE for serwce

support should this support be required.

Peripheral equipment that directly impacts UPS operation‘ should also 'be
under manufacturers recommended maintenance programs.

11
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LIGHT ANOMALY TEST PLAN

The.purpose of this fest plan is to establish an agreed upon course of action for remaining
testing related to thé 8/13/91 event, The main objectives of the remaining testing are to
more thoroughly explain the alarm light indications observed on 8/ 13/91.

Three possible scenarios were discussed with the NRC on 9/7/91 as shown below:

1, During the transient, PSF was not generated. A signal ground transient
(cause 'unknown) latched up a U10 4049 IC chip related to the SSTR.
- A module trip was generated.

2. During the transient, PSF was generated, resulting in energization of the DS
light, module trip light, and inverter logic light. The low voltage on the DC
power supply reset the DS light. The trip light, SSTR, and inverter logic
light remained energized because of latchup of the U10 4049 IC chip.

A module trip was generated.

3. During the transient, the A13A21 board instability caused the U10 4049 IC
chip to latch up. This instability could be the result of operational amplifier
oscillation/tri-state operation of a 4044 IC chip.

A module trip was generated.

The following testing in order of priority will be accomplished as soon as possible to
conclude the testing. Any changes to the test plan will be agreed to by NMPC (John
Conway) and FPI personnel prior to implementation.

tin
Test # Description Purpose

1. Remove A13A21 card from UPS 1C and Restore unit to operation,
replace with spare and functionally Complete 9/11
test.

2. Measure resistance from A13A21 ground Verify good ground connection
pin to logic power supply neutral pin between logic board and its power
with the inverter shut down. supply. Complete 9/11

3. Measure voltage difference between Show that the 2 VDC peak to
A13A21 ground pin to case ground in peak noise that was observed with
VDC using oscilloscope on UPS 1C the inverter running was due to
with the inverter shut down. inverter operation, Complete 9/11

08






F.P.I. Lab Testing

Description

Using varying supply voltage levels
characterize window of tri-state
behavior for 4044, 4049, 4050, and
4068 chips - demonstrate repeatability.

Functionally test and diagnose any sub
component failures on the A13A21 board
from UPS 1C,

Simulate low DC logic voltage (100-
200 msec.) at various levels (5-15 VDC)
while simultaneously causing voltage

. transients on ground connection (1-10 VDC)

on the A13A21 board.

Construct a PSF driver circuit (using
spare boards or breadboard) with

op. amps on input to A13A21. Do
voltage drop test (100-200 msec.) on
supply to model circuit.

Submit A13A21 board to ground

voltage transients of varying
magnitudes (1-10 VDC).

J%—;M% Q

Purpose

[dentify tri-state window for tests
to reproduce 8/13 indications via
tri-state behavior.

Diagnose 9/10 problem with UPS
1C and perhaps confirm a cause of
8/13 indications.

Reproduce trip and alarm indications
of 8/13 event.

To demonstrate feasibility of |
unstable op. amps causing tri-state ‘
latch up of 4049 Chlps

(scenario #3).

To demonsuafe whether latch up can
occur and, if so, if random or
repeatable.
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LIGHT ANOMALY TEST PLAN 0 7'6‘37’ q l

The. purpose of this test plan is to establish an agreed upon course of action for remaining
testing related to the 8/13/91 event, The main objectives of the remaining tesling are to
more thoroughly explain the alarm light indications observed on 8/13/91.

Three possible scenarios were discussed with the NRC on 9/7/91 as shown below:

1, During the transient, PSF was not generated. A signal ground transient
(cause unknown) latched up a U10 4049 IC chip related to the SSTR.
A module trip was generated.

2. | During the transient, PSF was generated, resulting in energization of the DS
light, module trip light, and inverter logie light. The low voltage on the DC
power supply reset the DS light. The trip light, SSTR, and inverter logic
light remained energized because of latchup of the U10 4049 IC chip.

A module trip was generated.

3. During the transient, the A13A21 board instability caused the U10 4049 IC
chip to latch up. This instability could be the result of operational amplifier
oscillation/tri-state operation of a 4044 IC chip. l

A module trip was generated.

The following testing in order of priority will be accomplished as soon as possible to
conclude the testing. Any changes to the test plan will be agreed to by NMPC (John
Conway) and FPI personnel prior to implementation.

tin
Test # Description r Purpose

1. Remove A13A21 card from UPS 1C and Restore unit to operation,
replace with spare and functionally : Complete 9/11
test. ‘ '

2. Measure resistance from A13A21 ground Verify good ground connection
pin to logic power supply neutral pin between logic board and its power
with the inverter shut down. supply. Complete 9/11

3. Measure voltage difference between Show that the 2 VDC peak to
Al13A21 ground pin to case ground in peak noise that was observed with
VDC using oscilloscope on UPS 1C the inverter running was due to

with the inverter shut down. inverter operation. Complete 9/11







Test #

1.

F.P.I. Lab Testing

Description

Using varying supply voltage levels
characterize window of tri-state
behavior for 4044, 4049, 4050, and
4068 chips - demonstrate repeatability.

Functionally test and diagnose any sub
component failures on the A13A21 board
from UPS 1C.

Simulate low DC logic voltage (100-
200 msec.) at various levels (5-15 VDC)
while simultaneously causing voltage

. transients on ground connection (1-10 VDC)

on the A13A21 board.

Construct a PSF driver circuit (using
spare boards or breadboard) with
op. amps on input to A13A21. Do
voltage drop test (100-200 msec.) on
supply to model circuit.

Submit A13A21 board to ground
voltage transients of varying
magnitudes (1-10 VDC).

Purpose

[dentify tri-state window for tests
to reproduce 8/13 indications via
tri-state behavior.

Diagnose 9/10 problem with UPS
1C and perhaps confirm a cause of
8/13 indications.

Reproduce trip and alarm indications
of 8/13 event.

To demonstrate feasibility of
unstable op. amps causing tri-state
latch up of 4049 chips

(scenario #3).

To demonstrate whether latch up can
occur and, if so, if random or
repeatable.

Wonoolll
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LIGHT ANOMALY TEST PLAN

The purpose of this test plan is to establish an agreed upon course of action for remaining
testing related to the 8/13/91 event. The main objectives of the remaining testing are to
more thoroughly explain the alarm light indications observed on 8/13/91.

Three possible scenarios were discussed with the NRC on 9/7/91 as shown below:

1.

During the transient, PSF was not generated. A signal ground transient
(cause unknown) latched up a U10 4049 IC chip related to the SSTR.
A module trip was generated.

During the transient, PSF was generated, resulting in energization of the DS
light, module trip light, and inverter logic light. The low voltage on the DC
power supply reset the DS light. The trip light, SSTR, and inverter logic
light remained energized because of latchup of the U10 4049 IC chip.

A module trip was generated.

During the transient, the A13A21 board instability caused the U10 4049 IC
chip to latch up. This instability could be the result of operational amplifier
oscillation/tri-state operation of a 4044 IC chip.

A module trip was generated.

The following testing in order of priority will be accomplished as soon as possible to
conclude the testing. Any changes to the test plan will be agreed to by NMPC (John
Conway) and FPI personnel prior to implementation.

Site Testing
Test # Description Purpose

1. Remove A13A21 card from UPS 1C and Restore unit to operation.
replace with spare and functionally Complete 9/11
test.

2. Measure resistance from A13A21 ground Verify good ground connection
pin to logic power supply neutral pin between logic board and its power
with the inverter shut down. supply. Complete 9/11

3. Measure voltage difference between Show that the 2 VDC peak to
Al13A21 ground pin to case ground in peak noise that was observed with
VDC using oscilloscope on UPS 1C the inverter running was due to

with the inverter shut down. inverter operation. Complete 9/11






E.P.I. Lab Testing

Description

Using varying supply voltage levels
characterize window of tri-state
behavior for 4044, 4049, 4050, and
4068 chips - demonstrate repeatability.

Functionally test and diagnose any sub
component failures on the A13A21 board
from UPS 1C.

Simulate low DC logic voltage (100-

200 msec.) at various levels (5-15 VDC)
while simultaneously causing voltage
transients on ground connection (1-10 VDC)
on the A13A21 board.

Construct a PSF driver circuit (using
spare boards or breadboard) with

op. amps on input to A13A21. Do
voltage drop test (100-200 msec.) on
supply to model circuit.

Submit A13A21 board to ground

voltage transients of varying
magnitudes (1-10 VDQ).

APPROVED:

Purpose

Identify tri-state window for tests
to reproduce 8/13 indications via
tri-state behavior.

Diagnose 9/10 problem with UPS
1C and perhaps confirm a cause of

8/13 indications.

Reproduce trip and alarm indications
of 8/13 event.

To demonstrate feasibility of
unstable op. amps causing tri-state
latch up of 4049 chips

(scenario #3).

To demonstrate whether latch up can
occur and, if so, if random or
repeatable.

Jé@’onway - NMPC < )
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Test #

F.P.I. Lab Testing

Description

Using varying supply voltage levels
characterize window of tri-state
behavior for 4044, 4049, 4050, and
4068 chips - demonstrate repeatability.

Functionally test and diagnose any sub
component failures on the A13A21 board
from UPS 1C.

Simulate low DC logic voltage {100-

200 msec.) at various levels (5-15 VDC)
while simultaneously causing voltage
transients on ground connection (1-10 VDC)
on the A13A21 board.

Construct a PSF driver circuit (using
spare boards or breadboard) with
op. amps on input to A13A21. Do
voltage drop test (100-200 msec.) on
supply to model circuit.

Submit A13A21 board to ground

voltage transients of varying
magnitudes (1-10 VDC).

APPROVED:

of- S37-9|

Purpose

[dentify tri-state window for tests
to reproduce 8/13 indications via
tri-state behavior.

Diagnose 9/10 problem with UPS
1C and perhaps confirm a cause of

8/13 indications.

Reproduce trip and alarm indications
of 8/13 event.

To demonstrate feasibility of
unstable op. amps causing tri-state
latch up of 4049 chips

(scenario #3).

To demonstrate whether latch up can
occur and, if so, if random or
repeatable.

AT G Dol
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F.P.I. Lab Testing

Description

Using varying supply voltage levels
characterize window of tri-state
behavior for 4044, 4049, 4050, and
4068 chips - demonstrate repeatability.

Functionally test and diagnose any sub
component failures on the A13A21 board
from UPS 1C.

Simulate low DC logic voltage (100-

200 msec.) at various levels (5-15 VDC)
while simultaneously causing voltage
transients on ground connection (1-10 VDC)
on the A13A21 board.

Construct a PSF driver circuit (using
spare boards or breadboard) with
op. amps on input to A13A21. Do
voltage drop test (100-200 msec.) on
supply to model circuit.

Submit A13A21 board to ground

voltage transients of varying
magnitudes (1-10 VDC).

APPROVED:

Purpose

Identify tri-state window for tests
to reproduce 8/13 indications via
tri-state behavior.

Diagnose 9/10 problem with UPS
1C and perhaps confirm a cause of

8/13 indications.

Reproduce trip and alarm indications
of 8/13 event.

To demonstrate feasibility of
unstable op. amps causing tri-state
latch up of 4049 chips

(scenario #3).

To demonstrate whether latch up can
occur and, if so, if random or
repeatable.

J{Zonway - NMPC ( ‘)

FPI R@resexftfative







54
55
56
57
58
S9A
S9B
59C
60
61
62
63
64
65
66
67
68
69
70

71
72

73
74
75
78
79
80
81
82
83

84
85
86

a2

NIAGARA MOHAWK ACRONYMS

normal bldg. vent
turbine bldg. vent
radwaste bldg. vent
diesel gen. bldg. Vent
screenwell & fire H&V

HVN
HVT
HVW
HVP
HVY

CB & RB elect. tunnels vent HVN

aux. service bldg HVAC
misc. vent system

drywell cooling

cont. purge & standby gas
DBA recombiner

reactor bldg. drains
turbine bldg. drains
radwaste bldg. drains
misc drains

drywell drains

main gen. and excit.

345 kV transformer

stat. elect. FD & 115 kV
swyd

normal AC high volt dist.
standby & emergency AC
dist.

normal DC dist.
emergency DC dist.
station lighting

remote shutdown

area rad. mon.

proc. & airborn rad. mon.
contain leak monitoring
contain atmostphere mon.
‘primary containment
isolation

Rx B\bldg. cranes & elev.

Rx cool & ECCS leak detec.

loose parts monitoring

HVL
HVI
DRS
CPS

HCS
DFR
DET

DFW-

DFM
DER
GMS
SMP

SPF
NHS

SYD
BYS
DMS
LAS
RSS
RMS
RMS
LMS
CMS

ISC

MHR

RSS
LPM

88
90

91

92

93

94
96

97
97
100A
100B
101
102
103
105
106
01
02

03
04
05
06
07
08

09
10A
10B
10C
11
12
13
14

standby & emergency AC -

dist.
nitrogen sys/contain inert
seismic monitor
process computer

* neutron monitor

rod block monitor

traverse incore probe

Rx manual control & rod
position indic.

reactor protection

standby diesel gen.

HPCS diesel gen

misc. crane elev & doors

decon system

PGCC

startup transient anal.

redund. react. control

main & aux. steam

moisture separator radwater

vent & drains
condensor system
condensor makeup
condensor demin.
feedwater system
feedwater control
feedwater heaters & ext.
steam
condensate air removal
circulating water
acid treat system
water treat hypochlorites
service water
tray water screens & wash
RB closed cooling water
TB closed cooling water

o1

| September 11, 1991

SCM
GSN
ERS
IHC
NMS
RBM
TIP

RMC
RPS
EGF
EGA
MHW
DCS
CBC
SXS
RRS
-ASS

DSR
CYN
CNS

CND
FWS
FWC

HDH
ARC
CWS
WTA
WTH
SWP
SWT
CCP
CCS






22A

22B
22C
23
24
25

26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

makeup water

makeup water storage &

XFR

plant sample

roof drains & storm str.

instrument service air

breathing air

main turbine

T/O lub oil, turn gear &
seal

turb oil cond. & stor

waste oil

turb EHC oil & cont.

gen. LSO phase bus cool

clean steam reboil & aux.

cond.
T/O stater cool
gen hydrogen & CO, gas
nuclear boiler inst.
reactor recirc
control rod drive
residual heat removal
low pressure core spray
high pressure core spray
auto depress
Rx core isol cooling
standby liquid
Rx water cleanup
spent fuel pool & clean
fuel handling equipment
liquid radwaste
solid radwaste
off gas
fire protection water
fire protection foam
cardox fire protection
fire protection salon
fire detection
auxiliary boiler
clycol heating system
domestic water

WTS

MWS
SSP
SRR
LAS
AAS
MSS

T™MG
LOS

WOS
TMB
GML

CNA
GMC
GMH
ISC
RCS
RDS
RHS
CSL
CSH
ADS
ICS
SLS
WCS
SFC
FHS
LWS
WSS
OFG
FPW
FPF
FPL
FPG
FPM
ABM
HVG
DWS

51
52
53

sanitary plumbing
HB ventilation
control building EVAC

PBS
HVR
HVC






54
55
56
57
58
59A
59B
59C
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
78
79
80
81
82
83

84
85
86
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NIAGARA MOHAWK ACRONYMS

normal bldg. vent
turbine bldg. vent
radwaste bldg. vent
diesel gen. bldg. Vent
screenwell & fire H&V

CB & RB elect. tunnels vent

aux. service bldg HVAC
misc. vent system

drywell cooling

cont, purge & standby gas
DBA recombiner

reactor bldg. drains
turbine bldg. drains
radwaste bldg. drains
misc drains

drywell drains

main gen. and excit.

345 kV transformer

stat. elect. FD & 115 kV
swyd

normal AC high volt dist.
standby & emergency AC
dist.

normal DC dist.
emergency DC dist.
station lighting

remote shutdown

area rad. mon.

proc. & airborn rad. mon.
contain leak monitoring
contain atmostphere mon.
primary containment
isolation

Rx B\bldg. cranes & elev.

Rx cool & ECCS leak detec.

loose parts monitoring

HVN
HVT
HVW
HVP
HVY
HVN
HVL
HVI
DRS
CPS
HCS
DFR
DET
DFW
DFM
DER
GMS
SMP

SPF
NHS

SYD
BYS
DMS
LAS
RSS
RMS
RMS
LMS
CMS

ISC
MHR
RSS
LPM

87

88
90

91

92
93

94
96
97
97
100A
100B
101
102
103
105
106
01
02

03
04
05
06
07
08

09
10A
10B
10C
11
12
13
14

standby & emergency AC
dist.

nitrogen sys/contain inert

seismic monitor

process computer

neutron monitor

rod block monitor

traverse incore probe

Rx manual control & rod
position indic.

reactor protection

standby diesel gen.

HPCS diesel gen

misc. crane elev & doors

decon system

PGCC

startup transient anal.

redund. react. control

‘main & aux. steam
moisture separator radwater

vent & drains
condensor system
condensor makeup
condensor demin.
feedwater system
feedwater control
feedwater heaters & ext.
steam
condensate air removal
circulating water
acid treat system
water treat hypochlorites
service water
tray water screens & wash
RB closed cooling water
TB closed cooling water

SCM
GSN
ERS
IHC
NMS
RBM
TIP

RMC
RPS
EGF
EGA
MHW

"DCS

CBC
SXS
RRS
ASS

DSR
CYN
CNS
CND
FWS
FWC

HDH
ARC
CWS

SWP
SWT
CCP
CCS






15
16

17
18
19
20
21
22A

22B
22C

24
25

26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

makeup water

makeup water storage &
XFR

plant sample

roof drains & storm str.

" instrument service air

breathing air

main turbine

T/O lub oil, turn gear &
seal

turb oil cond. & stor

waste oil

turb EHC oil & cont.

gen. LSO phase bus cool

clean steam reboil & aux.

cond.
T/O stater cool
gen hydrogen & CO, gas
nuclear boiler inst.
reactor recirc
control rod drive
residual heat removal
low pressure core spray
high pressure core spray
auto depress
Rx core isol cooling
standby liquid
Rx water cleanup
spent fuel pool & clean
fuel handling equipment
liquid radwaste
solid radwaste
off gas
fire protection water
fire protection foam
cardox fire protection
fire protection salon
fire detection
auxiliary boiler
clycol heating system

. domestic water

WTS

MWS
SSP
SRR
LAS
AAS
MSS

T™G
LOS

WOS
TMB
GML

CNA
GMC
GMH
ISC
RCS
RDS
RHS
CSL
CSH
ADS
ICS
SLS
WCS
SFC
FHS
LWS
WSS
OFG
FPW
FPF
FPL
FPG
FPM
ABM
HVG
DWS

sanitary plumbing
HB ventilation
control building EVAC

PBS
HVR
HVC






54
55
56
37
58
S9A
59B
59C
60
61
62
63
64
65
66
67
68
69
70

1
72

73
74
75
78
79
80
81
82
83

84
85
86

o1 s3L-Al

September 11, 1991

NIAGARA MOHAWK ACRONYMS

normal bldg. vent
turbine bldg. vent
radwaste bldg. vent
diesel gen. bldg. Vent
screenwell & fire H&V

CB & RB elect. tunnels vent

aux. service bldg HVAC
misc. vent system

drywell cooling

cont. purge & standby gas
DBA recombiner

reactor bldg. drains
turbine bldg. drains
radwaste bldg. drains
misc drains

drywell drains

main gen. and excit.

345 kV transformer

stat. elect. FD & 115 kV
swyd

normal AC high volt dist.
standby & emergency AC
dist.

normal DC dist.
emergency DC dist.
station lighting

remote shutdown

area rad. mon.

proc. & airborn rad. mon.
contain leak monitoring
contain atmostphere mon.
primary containment
isolation

Rx B\bldg. cranes & elev.

Rx cool & ECCS leak detec.

loose parts monitoring

HVN
HVT
HVW
HVP
HVY
HVN
HVL
HVI
DRS
CPS
HCS
DFR
DET
DFW
DFM
DER
GMS
SMP

SPF
NHS

SYD
BYS
DMS
LAS
RSS
RMS
RMS
LMS
CMS

ISC
MHR
RSS
LPM

87

38
90
91
92
93

94
96
97
97
100A
100B
101
102
103
105
106
01
02

03
04
05
06
07
08

09
10A
10B
10C
11
12
13
14

standby & emergency AC
dist.

nitrogen sys/contain inert

seismic monitor

process computer

neutron monitor

rod block monitor

traverse incore probe

Rx manual control & rod
position indic.

reactor protection

standby diesel gen.

HPCS diesel gen

misc. crane elev & doors

decon system

PGCC

startup transient anal.

redund. react. control

main & aux. steam

moisture separator radwater

vent & drains
condensor system
condensor makeup
condensor demin.
feedwater system
feedwater control
feedwater heaters & ext.
steam
condensate air removal
circulating water
acid treat system
water treat hypochlorites
service water
tray water screens & wash
RB closed cooling water

. TB closed cooling water

SCM
GSN
ERS
IHC
NMS
RBM
TIP

RMC
RPS

- EGF

EGA
MHW
DCS
CBC
SXS
RRS
ASS

DSR
CYN
CNS

CND
FWS
FWC

HDH
ARC
CWS

SWP
SWT
CCp
CCS







15
16

17
18
19
20
21
22A

22B
22C
23
24
25

26
27
28
29 -
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

makeup water

makeup water storage &

XFR

plant sample

roof drains & storm str.

instrument service .air

breathing air

main turbine

T/O lub oil, turn gear &
seal

turb oil cond. & stor

waste oil

turb EHC oil & cont.

gen. LSO phase bus cool

clean steam reboil & aux.

cond.
T/O stater cool
gen hydrogen & CO, gas
nuclear boiler inst.
reactor recirc
control rod drive
residual heat removal
low pressure core spray
high pressure core spray
auto depress
Rx core isol cooling
standby liquid
Rx water cleanup
spent fuel pool & clean
fuel handling equipment
liquid radwaste
solid radwaste
off gas
fire protection water
fire protection foam
cardox fire protection
fire protection salon
fire detection
auxiliary boiler
clycol heating system

. domestic water

WTS

MWS
SSP
SRR
LAS
AAS
MSS

T™MG
LOS

WOS
TMB
GML

CNA
GMC
GMH
ISC
RCS
RDS
RHS
CSL
CSH
ADS
ICS
SLS
WCS
SFC
FHS
LWS
WSS
OFG
FPW
FPF
FPL
FPG
FPM
ABM
HVG
DWS

51
52
53

sanitary plumbing
HB ventilation
control building EVAC

PBS
HVR
HVC
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23 ALEX, QUESTION FROM JIM STONFR = 1. Transformer 1B-High Voltabe, Low
O‘\ voltage, and neulral bushings - Were any of the bushings found to be
1% . damaged? If so, which ones, and what was the extent of the damage? —>
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moE nomEr: B4 HbA oo

ALEX, QUESTION FROM JIM STONER - 1. Transformer 1B-High Voltabe, Low
voltage, and neutral bushings - Were any of the bushings found be
damaged? If so, which ones, and what was the extent of the damage?

BEONE NUMBER: LOCATICN:

PHONE NUMEER: I OCATTON:
FROM: J) MALs

PHONE NUMEER: LOCATION:

CONTACT: MARCIA KARABELNIKOFF 301-492-5027
301-492-5026

CUR TELECOPY NUMEER IS

301-492-5031
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¥4 . ¢ gzp 19 91 15:36 NMPC SYR NUC DIV
" ' YOLTAGE PROFILE FGR THE NORMAL AND ALTERNATE
PCWER SUPPLY TO 2vBB=*UPS24

FROM SCRIBa

LINE =%
{15KV BUS ‘C’ y |
2RTXXSRIA AN Bokv | :; 2613V |
115KV 6.81% = N % | 77.Isi<vi a 2 | 350y
NN\ , , !
4.16KV A 278Ky | I.gg.?ak\ I 26‘:3\' :
-~ 18,8KV YY) 3 = 2y @KV 5 & 7 | 1 :
E j ] ) X
el I 775KV
2NNSISWOOIE —t
2ENS#SWG10!
! e
.! i -
2EJS*X1A 26V | B8
4056V\ A J A/ el/. A 3. 2 53004\[ !‘77‘.
sagv ££ ! 2a§3v | A
2EJS»US! = — ! e
i1
2EJSYPNL122A
»» 12 VOLT DROP FROM «US{ TO UPS2A .
N PHASE 1-2 344V
UPS2a PHASE 2-3 344V
A PHASE 3-1 48%Y
NOTE: THE ABOVE RESULTS APPLY TO ALTERNATE POWER
SUPPLY TO UPS, ALSO.
2LACAPNL120A
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i GEP 10 ’91 15:36 NMPC SYR MUC DIV

VOLTAGE PROFILE FOR THE NGRMAL AND ALTERNATE
POWER SUPPLY TO 2VBB*UPS2B

FROM SCRIBA
LINE *6
115KV BUS ‘D’

2RTXJXSRIB | 4{5
1KV 6.81% =

416KV Yy v <
13.8KV Y VY é

2NNS-SWGaL7

2ENSYSWGL03

2EJSHPNL 3008

N
*UPS28
A

2LACHYPNL 3908

._

1
Y —y
2I5KV 2693V l
5 79.88Kv 2 | 3s08Y
" ' 3‘
= 5 |
v I

7v

344.7v

»s 12 VOLT DROP FROM »US! TQO UPSZ2B

PHASE 1-2 3545V
PHASE 2-3 3327V
PHASE 3-1 466V

NOTE: THE ABOVE RESULTS APPLY TO ALTERNATE POWER
SUPPLY TGO UPS, ALSO.
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" VOLTAGE PROFILE FOR THE NORMAL AND ALTERNATE

POWER SUPPLY TQO 2VBB*UPS2a

FROM SCRIBA
LINE =5
116KV BUS ‘¢’

2RTX JXSRIA :
118KV 8.81% =

9__
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— et
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n
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N
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N
0
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[ A ]
<

4.16KV Y VTV
13.8KV YV :
77.5Kv
2NNS1SWGO15 —
2ENSHSWG101
A
o
2EJSeX1A 2613V |
4056V \ A A A s VIAN 5 2 | aspav
602Y VYV $ i sgiay |
' )
2EJSMJS] = L L
2EJSIPNLIDRA
»» 12 VOLT DROP FROM US| TO UPS24
N PHASE 1-2 344V
UPsza PHASE 2-3 344y
A PHASE 3-1 483V

NOTE: THE ABOVE RESULTS APPLY TO ALTERNATE POWER
SUPPLY TO UPS, ALSO,
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VOLTAGE PROFILE FOR THE NORMAL AND ALTERNATE
POWER SUPPLY TO 2VBB*UPSZB

FROM SCRIBA
LINE *6
118KV BUS ‘O’

2RTXJXSRIB _A,_
HEKV 6.81% =
<

446KV A YTY YT\
138KV I YTYTYTY é

2NNS-EWGRL7

2ENSY5WG103

2EJS+X3A
4056V \ A_A_AJ

eaev /‘»’I\f‘\
2EJS4US3

2EJS«PNL 3008

8%

Nl \Y

*UPS28B

2LACHPNL 3908

ANAANST
z
2]
n
- (N == {5
=
<
~
P
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(24 l
D
w
W <
3]
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P——— g | w
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b
K
(4 13~
~
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Py
<
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—
o
w
L
O
el
a3
<

7v

#s 12 VOLT DROP FROM #USI TQ UPSZB

PHASE 1-2 384.5V
PHASE 2-3 3327V
PHASE 3-1 466V

NOTE: THE ABOVE RESULTS APPLY TQ ALTERNATE POWER
SUPPLY TO UPS, ALSO.
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" NHPC-SH LOBBY 2ND FLOOR FAX NO. 3154532836 P.0!
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] SEP: 7-81.8AT 17:32 NHPC-SH LOBBY 2ND FLOOR FAX NO. 3154532836

2VBB-UPSIB LOAD LIST

2VBB-UPSIB

2YBS-PNLRB1G]

T

2YBS-PNLB1@2

2VBS~PNLB187

P. 01

—-n—_.——.._.—‘

2VBS-PNLBII

2LAC-PNLUG4

2COP-PNLU@Z

2YBS-PNLB108

2VBS-PNLB189

INFORMETTON ONLY

AFFECTED LOAD LIST







20

D DESCRIFTIN | INSTE. PNLG 23 POWER SUPPLY :
RANGE DISPLAY ID -
E.IS-D'I‘?S Powee RANGE | $-1257o CS5I-RePHA,C E, 12¢vAc 2 VBS*PALAIP3 BKETT ..
P FLUX LEVEL |(HEAT FLUX) | 6, L, N,R 2VBSHPRLAKEY BKR #3
; CH1-Re@43,d, F, | I2¢VAC 2VBS=PNLRIZS RKR*7
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2VBB-UPS1A LOQAD LIST

2VBB-UPSIA

2VBS-PNLAL1G1

T

INFORMATION OMNLY

2VBS-PNLALG2

2YBS-PNLALB7

AFFECTED LOAD LIST
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‘NNPG-SM LOBBY 2ND FLOOR FAX NO, 3154532836

2VBB-UPSIB LOAD LIST

2VBB-UPSIB

2VBS-PNLB1@1

P. 07

oVBS-PNLBIOZ | 2V8S-PNLBI11!

T

2LAC-PNLUAG4

2COP-PNLUB2

2VBS-PNLB167

2VBS-PNLB188 . | 2vBS-PNLB129

INFORMRTION ONLY

AFFECTED LOAD LIST
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o DESCRIPTION | INSTR. | PNLE6@S POWER SUPPLY |
_ RANGE BISPLAY ID i
_5?13,;-51‘15 Powee RANGE | P-1257 | C5I-REFHAC,E,| 120VAC 2VBSKPRLAIYS BKR"9 -
i | FLux LEVEL |(HEAT FLX) | 6,3, L,N,R 2VBSHPRLANEY BKR #3
CSI-Reg43,D,F, | 1I2¢VAC 2VBS=PNLRIPS BKR™7
: . H KM, P, S 2V BS*PNLAIST BKR#3
, AVERAGE PWR P-125% | CSI-Regh3A LIVAC ZVRSKPNLAILR RKR 9
g RNG‘ FLUX LEVEL ¢— L.L¢7o APRM . AEC 2VE S*PNLA ’Qj"}" 13KK'#—3
ekl | RECORUER Puu.sooiny | NAe LVBS~PULAIG] BiR ™13
e CD CTYP FeR CSIREI3 13 pyac/ T
gl A-D, RCop2 ) Sy AVBSFNLBIF2 BRE™ 3
Al f - ) .
1 C5)-Re 3B I2¢VAC 2VBS*PNLBIZS BKR 7
k APEM .M. BED 2VASYPNLB I RRRF S
CS5I-ReP3C [ 1RgVAC 2VRS*PNLAILS BKe¥9]
APRM CH.E SEE (D ARoVE
. CEI-RELID | 124WAC. AVRSKPNLBIG 3 BKRF ]
o :\ APRM CH. F SEE @D ABoVE
— -

E-E?::J;?’ézh-H

b - -
H %

INTERMEDIATE

| RNG FLUX LEVEL

@-125 Y-
B-HP Jo

C5I-R6PI3AEC
TRM A CE, G

AHVNE 2BWS-PVL3PHAA BRKR#)
SEE (D ABovE

C5I-REFIBED
TRM B, D, F, H

SEE (D ABOVE

IYVIC 2RWS-PNIASAR RkAF] -

Bilei

40074 NG AGHO0T HS-OdHN . L2iL1 1¥S 18-L ~d35

9€82EGPYIE 'ON Kbd
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FDd DESCRIPTION | INSTR. PRLE 03 POWER SUPPLY
RANGE DISPLAY TN
SI-NGSIA-D | SOURCE RNG | 1870 1§® | CSI-REPPAT C | 29vidc 2BWSPNLRPAA 8RR ™
FLUX LEVEL CPs SRM A, C
CSEI-REPHRED |24V 28WSPNLRGEHA BRI
SRit B, D
. c51-Rep2 20VDE  DRISSPHLIASA BKA I
Clade . SRM A,R,C,D AHVDBC 2BLUS-PNLRPSHR BKAE# |
b SEE D AROVE
R ST :
SI=SAPIA-M |DRIVE MobuLE I2VAC 2.ScT-PuLlcip BRR*S
H’ | |SRM A-D |
.44 E | ERM A-H 2ABVAC 2SCATPNIZYY BRRKR #2454
! L] ! ) B -
i S .
: CoNTROL Rop | WITHORMN | CI2A-Z2 I28VAC 2VBS-FNLAKE) RkpFT7
' FPosITioN or sceam  |(FuLL core DISPAY)| 124VAC 2VBS-PNLBIEI BKR ™12
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This report has been generated to document the analysis of the root cause for the
ttipping of Uninterruptable Power Supplies (UPS) 2VBB.UPS 1A, B, C, D and G and the
failure to transfer thelr loads to the maintenance supply.

This analysis was performed in accordance with NDP-16.01 by reviewing plant

;.. cperator and damage control..teem observations and actioms, performance of
troubleshooting activitles on in-plant equipment, review of various drawings, performance

of laboratory diagnostic testing, consultation with the UPS manufacturer, review of data

recorded during the event, and consultation with other industry experts.

ABSIRAGT

On August 13, 1991 at 5:48 AM an electrical fault on the B phase main step-up
trunsformer occurred, At that same time five (5) Exide Uninterruptable Power Supplies
(UPS) tripped simultaneously, Transfer of the UPS's loads to the maintenance power
supplies did not occur, The system conditions as documented by operators thar were
dispatched to restore the units immediately after the incident as well as obsetvations by
the System Engineer and other damage control team members {indicated that the UPS's
logic had tripped their input and output breakers, Post event review of equipment
drawings with the vendor revealed that the DC power supply which powers the system
control logic normaily draws its power from the maintenance power supply. The inverter
output s utilized as & backup source, This scheme of connection allows txansients on the
AC power line to be transmitted to the DC logic power supply, Tests performed by the
System Englneer support this conclusion, The bypass breaker CB4 did not close and
transfer the UPS loads to the maintenance supply. This functioncd per desigh since
permigsives for CB-4 closure were not satisfied due to the degraded voltage conditions
present ont the maintenance supply,

The initial inspection of the units tevealed that alarm indications on the five units
were not identical, The inverter logle alarm light was not lit on UPS1G but was lit on A,
B, and C, The voltage difference alarm Indication did not elear on 2 out of 5 units (Alarm
should clear in 10-15 seconds after condition clears), The over-voltage/undervoltage
(QV/7UV) alarm was present on 3 out of S units although all units should have displayed
this alarm, In additlon, none of the 10 LEDs that indicara the initlating signals for a logic
trip were Ut on any of the UPS units,
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Ont August 13, 1991 at 5:48 AM a ground fault occurred on the B phasa main
transformer, ‘This event was detscted and recorded on the Scriba Substation osdlifograph,
Fiva Exide UPSs (2VBD-UPS 1A,B,C,D, and G) nipped during this event resulting in a loss
of power to all thelr loads, 5.

The results of observations by plant operators and damage control team personnel
are summarized on Attachment 1. All five UPS loads wege {nitially restored to their
maintenance supplies by plant operators after inidally attempting (unsuccessfully) to restart
the D unit, The damage confrol teats way able to r=start the C, D, and G units, The A and
B units were left on the maintenance supply because the damage control team was not
successful i testarting those umits,

As a result of these observations, it has baen concluded that all Sve units shut down
as a result of a logle Initlated tlp, This conclusion is based on the an found positions of
breakers CB-1,2,3 on =il five units and the presence of the module trip alarm on all the
units except D which was reset by a plant operator while attempting to rastart that unit,
It Is noted however, that none of the 10 LEDs on the A13A21 card which should indicate
what condition causad the logic to trip were it In addition, two units (UPS1D, UPS1G)
displayed voltage diffatence alarms, This alarm indication should have cleared in 10-15
seconds after the plant operators manually restored the UPS loads 1o the malnrenanice
supply. The OV/UV alam indication was present on three units anly, (UPS1C, UPSID,
UPS1G), although all units would be expected to display that alarm Indlcatlon. The
inverter logic elarm light was not lit on UPS1G although it wag lit on the other units that
were not inftaily reset (UPS14, 1B, and 1C).

Bregker GB-4 was found open on all flve units, A review of the oscillograph
tecording indicates thar for the duradon of the rransformer fault (1., approx, 100 msec.)
the B phase voltage of the statlon’s normal AC distibution systern deecreased to
apptoximately 50% of its norrial level, It has been concluded that this condition prevented

the automatic transfer of the UPS's luads to their maintenance supplies. Thiz is due to a

logic feature which prevents statle switch trensfer to the maintenance supply under
conditdons thar could cause damage to the connected loads,

The following potential causes for the simultancous trippiug of the five UPSs were
evaluated:

(1) Voltsge transient on the B phase of the normal AC distribution system
(2) Propagation of high frequency nolse from the main transformer fault
(3) Voltage transient on the station ground system
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Transmission of high frequency nolse from the trunsformer fault through the
. . * ' atmosphere to the UPS units could not have caused the UPS trips, Preoperational testing
y demonstrated that the units are not sensidve to radio frequency (RF) transmissions unless
the panel doors are open and an RF source Is in close proximity, The report provided as
Artachment 2 indlicates thar it {s unlikely that high frequency nofse could have been
transmitted through the station’s nonmal AC distribution system to the UPSs due to
Intervening transformers that would filter such a signal, As a result, potential cause (2)

is not considered credible,

sy

Potential Cause (3) iz considered unlikely due to the fact that one of the flve UPSs
Is located in an area substantially away from the other four units yet exhibited similar
behavior. In addition, no other statdon equipment (including other UPSs) appears to have
teen affected by a ground translent. Initial laboratory testing indicates that a significant
ground transient would have caused the destruction of numerous logie ¢ircuit components
which has not been observed in the field. Further laboratory tests are being conducted in
an attempt to identify the mechanism by which inconsistent alarm light indications were
recelved, Potential Cause (1) was been investigated as the most probable cause,

Troubleshooting performed following the cvent to evaluate and demonstzate the
validity of potentlal cause (1) indicated the following:

1)  The DG logic power supply for UPSs 14, B, G, D, G is normally fed from the
B phase of the maintenance supply with the Inverter output supply as a
backup, The description of the logic power suppliss in the vendor manual
(shown below) describes a contrary arrangement,

"Theae power supplies are powered through relay A27K1, which
selects inverter output (preferred) or bypass (alternate) source.!

2)  The trip point of the DG logic is at 17.3 VDC for UPS1D corresponding to
84.;.5 V;\C on its input; and 16,9 VDC for UPS1C corresponding to 84,59 VAC
on its input,

3)  Transfer ro elternate power i3 accomplished via a K-5 relay. K-5 ralay drop

aut voltage is 45 VAC for UPS1G and pick up voltage is 52 VAC.
gfcrelay drop out valtage is 42 VAG for UPS1D and pick up voltage is 55

4)  Volrage translents generated during troubleshooting on the normal AG input
power line feeding UPS1C did not trip the UPS,
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5)  Theinternal logic batteries on all five units were in a degraded condition and
were not capable of sustaining proper logie voltage when all other sources
were disconnected, There is no simple way to determine that the batterles
are in o degraded condition with the cusrent design.

6)  Voltage transients injected (i.e., dropping AC input voltage to near zero for
© 100-200 msec.) on the maintenance power line in cornbination with the
v degraded batteries affected the DG logic such that it tzipped the units without
allowing the K-S relay to change state. This was detmonstrated on UPS1C
and UPS1D.,

7) A sudden gomplete loss of the maintenanca supply voltage even with
degraded batterles installed did not cause the unit to trdp,

8)  Voltage transients injected on the maintenance power line (i.e., similar to
thosa utilized in 6) above) with good bareries installed did not produce any
unit trips, although some voltage pertutbarions on the logic power supply
were observed. This was demonstrated on UPS1C and UPS1ID.

9)  Properly functioning batteries are required for successful K-5 relay wansfer
under some degraded voltage conditions on the maintenance ine sitice other-
wise the unit may trip on logle power supply fallure <16.9 VDC (84.5 VAC)
before the K-5 relay will transfer the logic power supply to the Inverter
oufput.

Laboratory testing is being condueted to more fully evaluate the condition of critical
components and to investigate why none of the 10 LEDs were }t on the A13A21 board

even though the loglc was tripped. The results of this testing to date indicate the
following:

1)  The basteries have failed due 1o drying out,

2)  Significant ground voltage transients applied to tertain circuit components
cRuacs thelr destruction,

8)  One chip (U10) from the A13A21 board on UPS1B appears to have been
damaged by a voltage transient,

4)  The A13A21 boards from UPS1A and 1G are functional,

5)  Injectlon of noise Into the boards haes not caused a trip signal to be
generated, :

6)  The K1 relay on the A13A21 board for UPS1G is aot functioning properly but
would not cause a spurious trlp signal to be generated,
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Laboratory testing will continue to further investigate the inconsistant slarm light

indicatlons, The outcome of this work is not expected to affect this root cause
determination.

. . A review of the UPS vendor manual resulted In the jdentfication of the following
Y defldencles: e |

'The vendor manunl implies that the funetion of the batteries Is to allow logic
testing with no other input power available to the logic. This contributed to
the system engineer not understanding the Importance of the logle batteries,
The following statement is from the vandor manual:

"A redundant logic supply, powered by the inverter output, a separate
120 VAC bypass source, and/or intemal rechargeable sealed batterles,
allows logic testing with no Input power applied and keeps alarms
indicating for as Jong as any source of AC control power is available.”?

- The section of the vendor manual which describes preventive maintenance

does not mentlon the logle batterles, In addidon, the general description
section of the manual states,

“(The batteries should be replaced at 4-year itrrarvals)®,

The 4-year replacement frequency is not satisfactory for service over the
- acceptable ambient temperuture range gpacified for the UPSs,

. The description of the logic power supply in the manual (shown below) is
incorrect, -,

ﬁhase power supplies aze powered through relay A27K1, which
selects inverter output (preferred) or bypass (alternate) source,”

As a result of discussions with the UPS vendor it has been determined that the logic
backup batteries are not deslgned to mitigate & degmsded voltage condition but are
designed to allow transfer to the backup supply on a lgsg of the normal supply.
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- CONCLUSIONS

A review of the UPS vendor mantial vesulted in the ideatification of the following

deficiencies

Y

2)

8)

4)

5)

The main transformer fault caused a voltege drop on the maintenance supply
to all flve UPS unlts. |

The degraded voltage o'i1i the maintenance supply causcd the voltage on the
UPS loglc power supply to decrease belaw its trip setpoint causing the units
to trip.

The degraded maintenance supply voltage conditions were such that
automatic load transfer to the maintenance supply was prevented by design.

The root cause for the simultaneous tripping of the UPSs is
improper.design. The following design deficiencles allowed the UPS loglc

power supply voltage to decrease below its trip setpoint as a result of the
main step up transformer fault,

- The logic power supply is nortnally energized from the maintcnance
supply with the inverter output x5 a backup instesd of visa versa,

. The logie power supply switching circuit relay dees not change state
- under degraded voltage conditions that can cause the unit to txip.

Contributing factors wave:
. The backup batteries were in a degraded condition.

- The vendor manual deficienciea identified contributed to the failure
to replace the barrerles at an appropriate frequency. “

- The UPS design does not provide a battery test feature or allow for
safe raplacemant of the batteties while maintaining tha criticat loads
energlzed,

RECOMMENDATIONS

1)

Modify the UPS logie power supply for units 1A,8,G,D, and G to be inverter
proferred with maintenance backup prior to plant restact,
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2)  Evaluate (post restart) further logic power supply modifications to:

. restify the K-5 relay drop out characteristic problem

- provide emsy sccess to the logic batteries for testing and
replacement

3) Replace all UPS logic backup batterles pror to restart and develop an
appropriate replacement schedule considering the actual service conditions,

4)  Prior to restart review other plant hardware which utilizes backup barteres
and verify that appropriate replacement schedules exist for those
applicutions, Eunsure any contvol functions dependent on batteries are
identified prior to restart,

5) -  Process approprate changes 1o the UPS vendor manusl to address the
identified deficiencies.
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A)

ATTACHMENT 1 Page 1 of 5

ON G1

Oparators responded to SVBB-URS1A, 1B, 1G, 1D, 1G and found the following:

1) LRsls a)

d)

Sy
oo e

2) PSR

200 P PG D
Cl SIS INA L aSr

N0 gtMm
P

TR
s

ui <~

)

e
-

4)  HESID:

0 O
ot Nt S

CB-1 tripped

CB-2 tripped

CB-3 OQPEN

CB4 OPEN |
AUTO restart

CB-3 switch closed
Module TRIP
Inverter Logic Alarm

CB-1 tripped

C8-2 tripped

CB-3 OPEN

CB-4 OPEN

AUTO restart
€B-3 switch closed
Module TRIP

Inverter Logic Alarm

CB-1 tripped
CB-2 trippad
CB-3 OPEN
CB-4 OPEN

AUTO restart

CB-3 awitch closed
Module TRIP
Inverter Loglc Alarm
ovV/UV

CB-1 tripped
CB-2 tripped
CB-3 OPEN

CB+4 OPEN
AUTO restart
CB-3 switch ¢lozed
No module TRIF
No Logie TRIP
ov/uv

QV/UV Transfer
Voltage Difference
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ATTACHMENT 1 Page 2 of 5

5) RS CB-1 tripped

CB.2 tripped

CB-3 OPEN

B4 OPEN

AUTO restart
"CB+3 switch closed
Module TRIP
Voltage Difference
ov/uv

®pe o
et WS

s

- r'oq I
-t

B.)  The operators did the following manipulations in attempting to restore the UPS":
1) UPSiA:

a.)  Placed restaxt switch to MANUAL

b))  Placed the CB-8 toggle switch to OPEN position,

¢.)  Reset the alarms

d.) LIFTED CB-¢ MOTOR OPERATOR AND MANUALLY CLOSED
CB4, * see note

2) UpsiB:

a) Closed CB-1

b)  Closed CB-2 .

¢)  Reset the alarms

d.) LIFTED CB-4 MOTOR OPERATOR AND MANVALLY CLOSED
CB-4, * sce note

3) UpRIG:

a.)  Ploced restart switeh 1o MANUAL

b.)  Placed CB-3 toggle switch to QPEN posidon

e) LIFTED CB<4 MOTOR OPERATOR AND MANUALLY CLOSED
CB-4. * see note

40) HESLD!

a) Closed CB-1

b)  Cloged CB-2

e)  Resat the plarms

d.) LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED
CB-4, * 3ee note
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C)

i | j ! I ey b

ATTACHMENT 1 Page 3 of 5

5) UpS1G:

a)  Placed CB-3 toggle switch fo OPEN position,
b)  LIFTED CB-4¢ MOTOR OPERATOR AND MANUALLY CLOSED
CB-4. * ste hote

* NOTE:  When the operators iried to restart UPS1D the procedure
called out verifying that CB-4 was closed but it was open. The
operators made a decision to energize the UPS loads by
manually elosing CB-4 by first lifring the motor operator off of
the breaker. They restored each UPS in that same mahner,

At approaimately 0830 the system cngincer went dowa with damage control tearn
#3 (operutors, electricians and {/C techniclan) to restore each UPS,

UPS1G; Found CB-1, CB-2 tipped and CB-3 was apan, CB~4 was closed and
the CB-4 motor oparator (in the OFF positdon) was lifted off breakes,
Removed P6 plug from the CB-4 motor operator and aligned the
motet operator to the ON posidon. Reset all alarms, Closed CB-1
and restarted the unit, It started up and "synced” to the maintenance
supply. Closed CB-3, restored P6 plug and reinstalled the motor
operator for CB-4 back on the breaker, Transferred the load to UPS
power and put transfer switch in AUTO position,

UFS1D: Found CB-1, CB-2 closed and CB-8 was open, CB-4 was closed and the
CB-4 motor operator (in OFF position) was lifted off the breaker.
Removed P& plug from the CB-4 motor operaror and sligned the
motor operator to the ON positon, Opened CB-1 and CB-2, Closed
CB-1 and festarted the wnit, It started up and "synced" to the
maintenance supply. Closed CB-2, restored P6 plug and reinstalled
motor operator for CB<4 back on breaker, Attempted to tyansfer load
to UPS pawer but CB-3 would not close. It was found in tripped
position, GB-3 was reset, the motor operator was restored and the
mﬂtﬂttanaferred to UPS power, Put the transfer switch in AUTO
position,
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UPS1A:

UPS1B;

ATTACHBMENT 1 Page 4 of §

Found CB-1 and CB»2 wipped und CB-3 was open. CB-<4 was closed
and the CB-4 motor operator (in OFF position) was lifted off the
breaker., Removed the P6 plug from the CB-4 motor operator and
aligned the motor operator to the ON position. Closed CB-1 and
attempted to réstact the unit, Closing CB.1 caused an ingush to the
UPS and tripped the upstream bresker, 2VBB-PNL301, breeker #1,
Reset breaker in 2VBB-PNL301 and reclosed CB-1 on UPSLA.
Upstrears breaker tipped agaln, Wrote WR {WR # 162319) and
Det{lciency 1ag 10 repalr Recdfler section of UPS1A. Undt left with CB-
4 closed,

Found CB-1, CB-2 closed and CB-3 open. CB-4 was closed and the
CB-4 motor operator {(in OFF position) was lfted off brerker.
Removed P6 plug from the motor operator and aligned motor
operaror to ON posidon. Opened CB-1 and CB-2, Closed CB-1 end
tastarted unit, It started up and "synced” to the maintenange supply.
Closed CB-2, restared P6 plug and reinstalled motor operator for CB«4
back on bresker, Attempted to transfer load to UBS power but CB.3
would not close, It was found in the tripped position. CB-3 was
reset, the motor operator was restored and attempted to transfer load
to UPS power but CB-3 again would not close, CB-3 cannot be reset
due to a previously identified problem. Unit left with &B-4 closed -
on Maintenance supply power.

Note: WR# 138173 exlsts to replace CB-3,

Page 11




W



ATTACHIMENT 1 ‘ Page 5 of 5

JPS1G: Found CB-1, CB-2 trlpped and CB-8 open. CB-4 was closed and the
CB-4 motor operator (In OFF posidon) was lifted off bresker.
Removed P6 plug from motor operator and alizgned motor operator to
ON posidon. Reset all alarms, Noted 575vac inpur 10 UPS, Closed
CB-1, When CB-1 was closed it tripped its upstream breaker in 2VBB»
PNL301. Breaker #7 in 2VBB-PNL301 was reset and CB-1 zeclosed
(successfully). The unit was rastarted. It staried up and "synced" to
the maintenance supply, Closed CB-2, restored F8 plug. When
restoring the P6 block the GB-4 mortor operater went to the OFF
position, Openad CB-2 and CB-1 and removed logie power from unit
to reset all Jogle, Rezer moror operator on US54 to ON position,
Reclosad logie power, clozed CB-1 and restarted UPS, Unit started up
and "synced" to the maintenance supply. Closed CB-2, restored P6
plug and reinstalled the motor operator for CB-4 back on the breaker.
Transferred load to UPS power and put ransfer switch in the AUTO
position,

NOVE: When 2 trip signal {s generated within the UPS it sends a shunt trip slgnat
to both CB-1 and CB-2, It also sends an OFF signal to CB-3 and g ON
slgnal to CB-4, A voltage difference alarm will inhibit a closuse of CB-4.

UER ALIGNMENT A TIME OR EVENT:

UPS1A Normal AG  (US3-B) ' X
UPS1A Maint. Supply (Uss) X

AvAdbtbaprannancrnaseatunn s

UPS1D Normal AC  (US3.B) X
UPS1B Muint, Supply  (US6) X

UPS1C Nonmal AC  (US3.B)
UpS1C Meint, Supply (uss)

weedeln SAnovrvemsw

UPSID Normal! AC (US3-A) X
UPS10 Meint, Supply (use) X
U¥S1G Normal AG  (US3.B)

UF.31G Malnt, Supply (Us6)

b
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PURPOSE/ PE

This report has been generated to document the analysis of the root cause for the tripping
of Uninterruptable Power Supplies (UPS) 2VBB-UPS 1A, B, C, D and G and the failure to
transfer their loads to the maintenance supply.

This analysis was performed in accordance with NDP-16.01 by reviewing plant operator
and damage control team observations and actions, performance of troubleshooting activities on
in-plant equipment, review of various drawings, performance of laboratory diagnostic testing,
consultation with the UPS manufacturer, review of data recorded during the event, and
consultation with other industry experts.

ABSTRACT

On August 13, 1991 at 5:48 AM an electrical fault on the B phase main step-up
transformer occurred. At that same time five (§) Exide Uninterruptable Power Supplies (UPS)
tripped simultaneously. Transfer of the UPS’s loads to the maintenance power supplies did not
occur. The system conditions as documented by operators that were dispatched to restore the
units immediately after the incident as well as observations by the System Engineer and other
damage control team members indicated that the UPS’s logic had tripped their input and output
breakers. Post event review of equipment drawings with the vendor revealed that the DC power
supply which powers the system control logic normally draws its power from the maintenance
power supply. The inverter output is utilized as a backup source. This scheme of connection
allows transients on the AC power line to be transmitted to the DC logic power supply. Tests
performed by the System Engineer support this conclusion. The bypass breaker CB-4 did not
close and transfer the UPS loads to the maintenance supply. This functioned per design since
permissives for CB-4 closure were not satisfied due to the degraded voltage conditions present
on the maintenance supply.

The initial inspection of the units revealed that alarm indications on the five units were
not identical. The inverter logic alarm light was not lit on UPS1G but was lit on A, B, and C.
The voltage difference alarm indication did not clear on 2 out of 5 units (Alarm should clear in
10-15 seconds after condition clears). The over-voltage/undervoltage (OV/UV) alarm was
present on 3 out of 5 units although all units should have displayed this alarm. In addition,
none of the 10 LEDs that indicate the initiating signals for a logic trip were lit on any of the
UPS units.
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DISCUSSION

On August 13, 1991 at 5:48 AM a ground fault occurred on the B phase main
transformer. This event was detected and recorded on the Scriba Substation oscillograph Five
Exide UPSs (2VBD-UPS 1A,B,C,D, and G) tripped dunng this event resulting in a loss of
power to all their loads. ,

The results of observations by plant operators and damage control team personnel are
summarized on Attachment 1. All five UPS loads were initially restored to their maintenance
supplies by plant operators after initially attempting (unsuccessfully) to restart the D unit. The
damage control team was able to restart the C, D, and G units. The A and B units were left on
the maintenance supply because the damage control team was not successful in restarting those
units.

As a result of these observations, it has been concluded that all five units shut down as
a result of a logic initiated trip. This conclusion is based on the as found positions of breakers
CB-1,2,3 on all five units and the presence of the module trip alarm on all the units except D
which was reset by a plant operator while attempting to restart that unit. It is noted however,
that none of the 10 LEDs on the A13A21 card which should indicate what condition caused the

‘logic to trip were lit. In addition, two units (UPS1D, UPS1G) displayed voltage difference

alarms. This alarm indication should have cleared in 10-15 seconds after the plant operators
manually restored the UPS loads to the maintenance supply. The OV/UV alarm indication was
present on three units only, (UPS1C, UPS1D, UPS1G), although all units would be expected
to display that alarm indication. The inverter logic alarm light was not lit on UPS1G although
it was lit on the other units that were not initially reset (UPS1A, 1B, and 1C).

Breaker CB-4 was found open on all five units. A review of the oscillograph recording
indicates that for the duration of the transformer fault (i.e., approx. 100 msec.) the B phase
voltage of the station’s normal AC distribution system decreased to approximately 50% of its
normal level. It has been concluded that this condition prevented the automatic transfer of the
UPS’s loads to their maintenance supplies. This is due to a logic feature which prevents static
switch transfer to the maintenance supply under conditions that could cause damage to the
connected loads.

The followmg potential causes for the sxmultaneous tnppmg of the five UPSs were
evaluated:

(1)  Voltage transient on the B phase of the normal AC distribution system
(2)  Propagation of high frequency noise from the main transformer fault

(3)  Voltage transient on the station groﬁnd system
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Transmission of high frequency noise from the transformer fault through the atmosphere
to the UPS units could not have caused the UPS trips. Preoperational testing demonstrated that
the units are not sensitive to radio frequency (RF) transmissions unless the panel doors are open
and an RF source is in close proximity. The report provided as Attachment 2 indicates that it
is unlikely that high frequency noise could have been transmitted through the station’s normal
AC distribution system to the UPSs due to intervening transformers that would filter such a
signal. As a result, potential cause (2) is not considered credible.

Potential Cause (3) is considered unlikely due to the fact that one of the five UPSs is
located in an area substantially away from the other four units yet exhibited similar behavior.
In addition, no other station equipment (including other UPSs) appears to have been affected by
a ground transient. Initial laboratory testing indicates that a significant ground transient would
have caused the destruction of numerous logic circuit components which has not been observed
in the field. Further laboratory tests are being conducted in an attempt to identify the
mechanism by which inconsistent alarm light indications were received. Potential Cause (1) was
investigated as the most probable cause.

Troubleshooting performed following the event to evaluate and demonstrate the validity
of potential cause (1) indicated the following: .

1) The DC logic power supply for UPSs 1A, B, C, D, G is normally fed from the
B phase of the maintenance supply with the inverter output supply as a backup.

2) The trip point of the DC logic is at 17.3 VDC for UPS1D corresponding to 84.5
.VAC on its input; and 16.9 VDC for UPS1C corresponding to 84.59 VAC on its

input.* New control batteries (fully charged) only provide approximately 18
VDC.

K)] Transfer to alternate power is accomplished via a K-5 relay. K-5 relay drop out
voltage is 45 VAC for UPS1C and pick up voltage is 52 VAC.
K-5 relay drop out voltage is 42 VAC for UPS1D and plck up voltage is 55
VAC.*

4) Voltage transients generated during troubleshooting on the normal AC input
power line feeding UPS1C did not trip the UPS.

*These measurements were not repeated on the other units since the results were essentlally the
same for the C and D units and should not be any different for the A, B, and G units.
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5)

6)

7

. 8)

9

The internal logic batteries on all five units were in a degraded condition and
were not capable of sustaining. proper logic voltage when all other sources were
disconnected. There is no simple way to determine that the batteries are in a
degraded condition with the current UPS design.

Voltage transients injected (i.e., dropping AC input voltage to near zero for 100-
200 msec.) on the maintenance power line in combination with the degraded
batteries affected the DC logic such that it tripped the units without allowing the
K-5 relay to change state. This was demonstrated on UPS1C and UPS1D.

A sudden complete loss of the maintenance supply voltage with or without
degraded batteries installed did not cause the unit to trip. In this case, the logic
power supply properly transferred to the inverter output and therefore prevented
a trip.

Voltage transients injected on the maintenance power line (i.e., similar to those
utilized in 6) above) with good batteries installed did not produce any unit trips,
although some voltage perturbations on the logic power supply were observed.

~ This was demonstrated on UPS1C and UPSID.

Properly functioning batteries are required for successful K-5 relay transfer under
some degraded voltage conditions on the maintenance line since other-wise the
unit may trip on logic power supply failure <16.9 VDC (84.5 VAC) before the
K-5 relay will transfer the logic power supply to the inverter output.

Laboratory testing is being conducted to more fully evaluate the condition of critical
components and to investigate why none of the 10 LEDs were lit on the A13A21 board even
though the logic was tripped. The pertinent results of this testing to date indicate the following:

1)

2)

Significant ground voltage transients‘applied to certain circuit components causes
their destruction.

Injection of noise into the boards has not caused a trip signal to be generated.

Laboratory testing will continue to further investigate the inconsistent alarm light
indications. The outcome of this work is not expected to affect this root cause determination or
the functionality of the UPSs. Results of in-plant troubleshooting and laboratory testing to ‘date
indicate proper function of the various alarms.
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A review of the UPS vendor manual resulted in the identification of the following
deficiencies:

- The vendor manual implies that the function of the batteries is to allow logic
testing with no other input power available to the logic.- This contributed to the
system engineer not understanding the importance of the logic batteries. The
following statement is from the vendor manual:

"A redundant logic supply, powered by the inverter output, a separate 120
VAC bypass source, and/or internal rechargeable sealed batteries, allows
logic testing with no input power applied and keeps alarms indicating for
‘as long as any source of AC control power is available."

- The section of the vendor manual which describes preventive maintenance does
not mention the logic batteries, In addition, the general description section of the
manual states,

"(The batteries should be replaced at 4-year intervals)".

The 4-year replacement frequency is not satisfactory for service over the
acceptable ambient temperature range specified for the UPSs.

- The description of the logic power supply in the manual (shown below) is
" incorrect. )

“These power supplies are powered through relay A27K1, which selects
inverter output (preferred) or bypass (alternate) source.”

" As a result of discussions with the UPS vendor it has been determined that the logic
backup batteries are not designed to mitigate a degraded voltage condition. Additionally,
the UPS design does not provide a battery test feature or allow for safe replacement of the
batteries without removing the entire unit from service. Removing the unit from service would
result in de-energizing the connected loads.

CONCLUSION:

1)+ The main transformer fault caused a voltage drop on the maintenance supply to
- all five UPS units.

2).  The degraded voltage on the maintenance supply caused the voltage on the UPS
logic power supply to decrease below its trip setpoint causing the units to trip.
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3)

4

5)

Automatic load transfer to the maintenance supply was prevented by design due
to the degraded voltage conditions on the maintenance supply.

The root cause for the simultaneous tripping of the UPSs is improper
design. The UPS is not designed to accomodate a degraded voltage condition.
The following design deficiencies allowed the UPS logic power supply voltage to
decrease below its trip setpoint as a result of the main step up transformer fault.

- The logic power supply is normally energized from the maintenance
supply with the inverter output as a backup instead of visa versa.

- Under degraded voltage conditions the logic power supply switching
circuit does not actuate until the supply voltage has decreased to well
below the level that will cause the logic to trip.

Fully charged batteries probably would have prevented the tripping of the UPSs
even though that is not part of their design basis.

CORRECTIVE ACTION

b

2

3

4)

Modify the UPS logic power supply for units 1A,B,C,D, and G to be inverter
preferred with maintenance backup prior to plant restart.

Replabe all UPS logic backup batteries prior to restart.
Prior to restart review other plant hardware which utilizes backup batteries and
verify that appropriate replacement schedules exist for those applications. Ensure

any control functions dependent on batteries are identified prior to restart.

Process appropriate changes to the UPS vendor manual to address the identified
deficiencies.

RECOMMENDATION:

1)

2

Evaluate (post restart) further logic power supply modifications to rectify the K-5
relay drop out characteristic problem and to provide easy access to the logic
batteries for testing and replacement.

De;’elop an appropriate replacement schedule for the logic batteries based on
supplier recommendations and actual service conditions.
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8/13/91, UPS FAILURE TQ TRANSFER ON TRANSIENT ON AC INPUT:

ATTACHMENT 1

Page 1 of 5

A.)  Operators responded to 2VBB-UPSIA, 1B, 1C, 1D, 1G and found the following:

1.)

2.)

3.)

4.)

UPS1A;:

PS1B:

UPSIC:

PS1D:

SR Mo 0 o

B o a0 op

AT E@ MO 00 o

< ., . .

. [

CB-1 tripped

CB-2 tripped

CB-3 OPEN

CB-4 OPEN

AUTO restart

CB-3 switch closed
Module TRIP
Inverter Logic Alarm

CB-1 tripped

CB-2 tripped -
CB-3 OPEN

CB-4 OPEN
AUTO restart
CB-3 switch closed

* Module TRIP

Inverter Logic Alarm

CB-1 tripped

CB-2 tripped

CB-3 OPEN

CB-4 OPEN
AUTO restart
CB-3 switch closed
Module TRIP

. Inverter Logic Alarm

ov/uv

CB-1 tripped
CB-2 tripped

CB-3 OPEN

CB-4 OPEN
AUTO restart
CB-3 switch closed
No module TRIP
No Logic TRIP
ov/uv -
OV/UV Transfer
Voltage Difference
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B.)

5.)

ATTACHMENT 1 Page 2 of 5

UPSIG: a.)  CB-1 tripped
b.) - CB-2 tripped
c.) CB-3 OPEN
d.) CB-4 OPEN
e.) AUTO restart
f.) CB-3 switch closed
g.)  Module TRIP
h.)  Voltage Difference
i) ov/uv

The operators did the following manipulations in attempting to restore the UPS’;

1.)

2.)

3)

4.)

UPS1A:

a.) Placed restart switch to MANUAL

b.)  Placed the CB-3 toggle switch to OPEN position.

c.) Reset the alarms

d.) LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED
CB-4. * see note ’

UPS1B:

a)  Closed CB-1
b.) Closed CB-2
c.) Reset the alarms

d.)  LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED

CB-4, * see note
UPSIC:

a.) Placed restart switch to MANUAL

b.)  Placed CB-3 toggle switch to OPEN position

c.) LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED
CB-4. * see note

UPSID:
" a)  Closed CB-1

b)  Closed CB-2

c.) Reset the alarms

d.))  LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED
. CB-4. * see note
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C)

5.)

ATTACHMENT 1 Page 3 of 5

UPSIG:

a.)
b.)

Placed CB-3 toggle switch to OPEN position.
LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED
CB-4. * see note

* NOTE: When the operators tried to restart UPS1D the procedure called

out verifying that CB-4 was closed but it was open. The operators
made a decision to energize the UPS loads by manually closing
CB-4 by first lifting the motor operator off of the breaker. They
restored each UPS in that same manner.

At approximately 0830 the system engineer went down with damage control team #3
(operators, electricians and I/C technician) to restore each UPS.

UPSIC:

UPS1D:

Found CB-1, CB-2 tripped and CB-3 was open. CB-4 was closed and the
CB-4 motor operator (in the OFF position) was lifted off breaker.
Removed P6 plug from the CB-4 motor operator and aligned the motor
operator to the ON position. Reset all alarms. Closed CB-1 and restarted
the unit. It started up and "synced" to the maintenance supply. Closed
CB-2, restored P6 plug and reinstalled the motor operator for CB-4 back
on the breaker. Transferred the load to UPS power and put transfer
switch in AUTO position.

Found CB-1, CB-2 closed and CB-3 was open. CB-4 was closed and the
CB-4 motor operator (in OFF position) was lifted off the breaker.
Removed P6 plug from the CB-4 motor operator and aligned the motor
operator to the ON position. Opened CB-1 and CB-2. Closed CB-1 and
restarted the unit. It started up and "synced" to the maintenance supply.
Closed CB-2, restored P6 plug and reinstalled motor operator for CB-4
back on breaker., Attempted to transfer load to UPS power but CB-3
would not close. It was found in tripped position. CB-3 was reset, the
motor operator was restored and the unit transferred to UPS power. Put
the transfer switch in AUTO position.

Page 9






UPS1A:

UPS1B:

ATTACHMENT 1 Page 4 of 5

Found CB-1 and CB-2 tripped and CB-3 was open. CB-4 was closed and
the CB-4 motor operator (in OFF position) was lifted off the breaker,
Removed the P6 plug from the CB-4 motor operator and aligned the
motor operator to the ON position. Closed CB-1 and attempted to restart
the unit. Closing CB-1 caused an inrush to the UPS and tripped the
upstream breaker, 2VBB-PNL301, breaker #1. Reset breaker in 2VBB-
PNL301 and reclosed CB-1 on UPS1A. Upstream breaker tripped again.
Wrote WR (WR # 162319) and Deficiency tag to repzur Rectifier section
of UPS1A. Unit left with CB-4 closed

Found CB-1, CB-2 closed and CB-3 open. CB-4 was closed and the CB-4
motor operator (in OFF position) was lifted off breaker. Removed P6
plug from the motor operator and aligned motor operator to ON position.
Opened CB-1 and CB-2. Closed CB-1 and restarted unit. It started up
and "synced" to the maintenance supply. Closed CB-2, restored P6 plug
and reinstalled motor operator for CB-4 back on breaker. Attempted to
transfer load to UPS power but CB-3 would not close. It was found in the
tripped position. CB-3 was reset, the motor operator was restored and
attempted to transfer load to UPS power but CB-3 again would not close.
CB-3 cannot be reset due to a previously identified problem. Unit left
with CB-4 closed - on Maintenance supply power.

Note: WR# 138173 exists to replace CB-3.
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ATTACHMENT 1

UPS1G: Found CB-1, CB-2 tripped and CB-3 open.. CB-4 was closed and the CB-
4 motor operator (in OFF position) was lifted off breaker. Removed P6
plug from motor operator and aligned motor operator to ON position.
Reset all alarms. Noted 575vac input to UPS. Closed CB-1. When CB-1
was closed it tripped its upstream breaker in 2VBB-
in 2VBB-PNL301 was reset and CB-1 reclosed (successfully). The unit
was restarted. It started up and "synced" to the maintenance supply.
Closed CB-2, restored P6 plug. When restoring the P6 block the CB-4
motor operator went to the OFF position. Opened CB-2 and CB-1 and

Reset motor operator

on CB-4 to ON position. Reclosed logic power, closed CB-1 and

restarted UPS. Unit started up and "synced" to the maintenance supply.

Closed CB-2, restored P6 plug and reinstalled the motor operator for CB-

4 back on the breaker. Transferred load to UPS power and put transfer

removed logic power from unit to reset all logic.

switch in the AUTO position.

NOTE: When a trip signal is generated within the UPS it sends a shunt trip signal to both
CB-1 and CB-2. Italso sends an OFF signal to CB-3 and an ON signal to CB-4.

A voltage difference alarm will inhibit a closure of CB-4.

UPS ALIGNMENT AT TIME OF EVENT:;

2NPS-SWGQ01
UPS1A Normal AC (US3-B)
UPS1A Maint. Supply (USS) X
UPS1B Normal AC (US3-B)
UPS1B Maint. Supply (US6)
UPS1C Normal AC (US3-B) )
UPS1C Maint. Supply (USS) X ‘
UPS1D Normal AC (US3-A) X

UPSID Maint. Supply (US6)

UPS1G Normal AC (US3-B)
UPS1G Maint. Supply (US6)
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Niagara Mohawk Nine Mile Point Unit 2 Event
of 13 August 1991 05:48

Introduction

On August 13, 1991, at 5:48 AM the Unit 2 phase B generator step-up
ransformer failed. Oscillographic records of the event are available from a
digital data recorder at the Scriba Substation. They show various 345 kV and
115 kV system voltages and currents. Figure A with notations is attached.

The four cycles preceding the fault show no signs of a gradual degradation or a
developing disturbance. The oscillographic traces and station protective relay
targets reported, indicate a ground fault occurred on the high voltage winding,
Depression of the 345 kV phase B bus voltage to about 39% of the prior value
was observed from the oscillographic trace. This suggests the involvement of
only a portion of the entire winding. The 345 kV line currents and voltages
show rapid development of the ground fault beginning at point 1 with the ground
current reaching a constant value of 1,300 amperes in 1 1/2 cycles at point 4.
The flashover in the faulted transformer occurs just preceding a maximum in
phase 2 to neutral voltage (as would have been expected) at point 2. The 345
kV line current in an unfaulted phase increases in step function manner to 350%
of the prefault value at point 3.

No high speed recordings of voltages or currents within the plant were
available. No sequence of event recordings were available to correlate relay
operation times. Due to the large amount of magnetic energy coupling the
generator rotor and stator, and known electrical parameters, the decay of fault
current contributed by the generator to the solidly connected transformer would
have spanned a number of seconds as the field decayed.

Relay operation targets reported were:

1. Transformer Differential Relay (Type BDD) on Transformer 2MTX-
XM1B. ‘

2. Transformer Neutral Current Relay (Type IAC).
3. Overall Unit Differential Relays (Type BDD) in phases 2 and 3.
4. Generator Phase Overcurrent Relays (Type PJC) in phases 2 and 3.
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Following isolation of the generator and failed transformer from the power grid,
marked 5 on Figure A, only a single 345 kV phase to ground voltage record is
available. The magnitude of this voltage on an unfaulted phase is 74% of the
pre-fault value. Since generator neutral current is limited to less than 8
amperes, it is known that the faulted transformer appears as a line to line fault
with some impedance to the generator. By tial and error calculation, generator
line currents are found to be 0, 1.9 and 1.9, multiples of the rated value of
31,140 amperes. The line-to-line voltages have magnitudes 74% 74%, and 25%
of the rated value of 25,000 volts. The decay of this voltage for 0.25 seconds of
the recording has a measured time constant of 2.7 seconds. The calculated
value of the impedance of the faulted transformer as seen by the generator is

0.23 per unit.

Conditions prevailing during the six cycle time period following the fault, marked
2 on Figure A, cannot be determined with certainty. The exact nature of the
fault within the wansformer is not known and the physical evidence will be
strongly affected by the continued flow of energy from the generator due to the
inherent time constant. The flashover of only a portion of the HV winding is
evident since the 345 line voltages to neutral remain at 39%, 86% and 86% of
the pre-fault values. The presence of “residual” in the measured 345 kV line
currents provides the evidence of transformer neutral to ground current. This
requires that the .fault involves a path for current to ground from the high
voltage winding, Recorded voltages and currents show a step change to new
values and no dramatic change during the time period of the record, which
totals somewhat less than 1/2 second. It could be said they are “cleaner” and
less distorted than commonly seen oscillograph recordings of faults.

Given these observations and since both the generator and the system were
supplying fault current into the faulted transformer, generator line-to-line
volitages preceding isolation would be expected to be greater than those
immediately following isolation. s

High Frequency Voltage Transfer

It has been speculated that very high frequency energy (mHz region) may have
caused malfunction of logic and control circuitry in the UPS equipment. A
broad range of frequencies would be expected in any arcing phenomenon such
as occurred in this failure. Nothing in the available data or design parameters
of the plant equipment would suggest an extraordinary generation or

propagation of higher frequency components. The failure of a transformer and
internal arcing is not a rare occurrence. Comparison of oscillographic charts
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from similar events in other plants show nothing unexpected or unusual in this
particular failure. It must be borne in mind that the sampling rate of the
recorder is listed as 5.814 kHz and frequency components in excess of perhaps
500 Hz would not be accurately portrayed. .

GE experience in testing of typical power transformers (such as the Unit
Auxiliaries Transformers) provides an indication of the expected coupling
between windings at radio frequencies in the region of 1 megahertz: The
attenuation factors range from 1,000: 1 to 10’s of thousands: 1. Direct
measurements could be made in this plant to determine attenuation factors for
individual transformers over a range of frequencies. These tests would be
made on non-energized transformers using an RF signal generator and a
sensitive, calibrated detector. _

Attached recent articles on electro-magnetic interference. Reference 1
discusses IEC 801.4 and the characteristics of electrically fast transients.
Reference 2 discusses testing of ground connections.

ion vati

The possibility of elevation of the station grounding system as a result of this
disturbance was postulated. The relatively high level of ground fault current,
estimated at 1,300 amperes from the available recording, would not have been
conducted into the plant. This current can only flow in from the 345 kV system
for the 6 cycle period required for relay and circuit breaker operation to achieve
isolation. The generator ground current would have been limited to less than 8
amperes by the neutral grounding equipment. Elevation or differences in
ground potential within the plant would therefore not have been expected during

this event.

Reference 1 discusses the problem of achieving a “super” ground and
concludes .that a stable ground reference for interconnected equipment is of
greater significance. Since normally circulating ground currents are not
expected, testing with very low voltages and currents is recommended. Note
especially the recommendation to test with a frequency non-harmonically

related to the power line frequency.

L3 B s

The transformers stepping the voltage down to successively lower voltage
levels are connected in a manner to minimize coupling of power frequency fir}d
higher frequency. components between the various busses. Specific

configurations are:






1. Normal Station Service Transformer -
delta 25 kV to wye 13.8 kV with 400 ampere resistive grounding
on the 13.8 kV side.

Load Center Transformers -
delta 13.8 kV to wye 4.16 kV with 400 ampere resistive

grounding on the 4.16 kV side.

)

3. Load Center Transformers -
delta 13.8 kV or 4.16 kV to wye 600 volts with neutral solidly

grounded on the 600 volt side.

4. Reserve Stauon Service Transformers -
wye 115 kV, delta 4.16 kV, wye 13.8 kV. The 13.8 kV neutral is
400 ampere resistive grounded. The 4.16 kV circuit is
connected to a zig-zag grounding transformer with a resistor in
the neutral connection, presumably for 400 amperes.

These configurations provide “effectively grounded” distribution busses as
defined in IEEE Standard 142 and will serve to limit transient over voltages.
This is in accordance with design pracnces deemed prudent and conservative

within the power industry.

Tr r ilur

The industry continues to review the effects of geomagnetic disturbances on
power transformers.

While no evidence is seen of voltage distortion in the four cycles preceeding the
failure, excessive duty could have occurred if these transformers had been
subjected to low level direct current previously. References 3 and 4 are

attached for perusal.
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Industrial Equipment

Electronics in lndustrlal

Applications

A Discussion of Fundamental EMC Principles for

By William D. Kimmel, PE
Kimmel Gerke Associates, Ltd

EMC problems with industrial controls are
aggravated by harsh environments, mixed
technoiogies and a lack of uniform EMC
guidelines. This article will concentrate on
the common aspects of electronic controls
in an industrial environment, which is
generally much harsher than the office
environment,

What is the industrial environment and
what can be done about it? The environment
includes the entire gamut of the basic
threats, power disturbances, RFI, and
ESD. RFI and power disturbances may be
locally generated or not. Mixed technolo-
gies compound the problem. Digiul circuits
are used to switch kine voltages via relays.
Analog sensors are input devxces to digital
contrals.

Increasmgly. there is a need for a
cooperative effort between the designers,
manufacturers and installers to come up
with a rock-solid system.. A common
complaint is that the mstallers or mainte-
nance people won't follow the installation
requirements. This may be true, but it
must change, since there are problems
which cannot be solved at the board level.
It is also true that manufacturers often
specify installation requirements which are
not practical to implement, and there are
documented cases where the prescribed
installation procedures will cause rather
than cure a problem.

The lack of uniform guidelines has ham-
pered EMC progress in the industrial
arena. Fortunately, the European Commu-
nity is working to adopt the IEC 80l.x
spccxﬁcauons. and domestic companies
would be wise to adopt them, even if there
is no intention to export.

The Basic Threats

The three basic threats to 'industrial
electronics are power disturbances, radio
{requency interference, and ESD.

Power Disturbances. Power distur-

EMC Test & Design

_ Electronic Controllers in an Industrial Environment

v

bances are a well known industrial problem,
In fact, when a problem occurs, the first
thought is to blame the power company.
Often power quality is a problem (especially
i{ grounding issues are included), but the
problem is almost always generated by.
adjacent equipment, .
Traditional problems with power include
spikes and transients, sags and surges, and
outages, which threaten the electronics via
the power supply. These problems are
fairly well documented and are often solved

* using power conditioners or UPS.

The most common power problems
confronting electronics today is the sag
which typically occurs during turm on and
the spikes which typically occur during turn
off of heavy inductive loads. The sags
simply starve the electronics. The high
frequency transients barrel right through
the supposedly fitered power supply to
attack the electronics inside.

Digital circuits are most vulnerable to
spikes which cause data errors or worse,
Analog circuits are most vulnerable to
continuous RF riding on top of the power.

FIPS PUB 94 provides guidelines on

" electrical power for commercial computers.

This is good information, but beware that
factory power is much noisier than commer-
cial power.

The guidelines of IEC 801.4 specifies an
electrically fast transient (EFT) that simu-
lates arcing and other high speed noise.
EFTs are quite short ranged — they
diminish rapidly with distance due to induc-
tance in the line. But at short range, they
are devastating. |

Unfortunately, attention is placed on the
front end of the electronics, the power
supply With industrial controls, the prob-
lem is the controlled elements, If the
electronics is controlling line power, the
disturbances sneak in the back end where
little or no protection exists.

System ground, while not being specifi-

»

cally a power disturbance probler. is ofte
the carrier of residual effects of powe
disturbances. Any industrial or commerci
structure has significant low frequenc:
currents arculaung through the groun
system, sometimes because the energy.i
intentionally dumped onto the ground (suc
as with an arc welder) and sometime
because of unintentional coupling or eve
an inadvertent connection between neutral
and ground somewhere in the facility.
Radio Frequency Interference. Ra-
dio frequency interferance affects bath
analog and digital circuits, with analog
circuits being generally more suscepuble
Surprising to many, the principle threat is
not the TV or FM station down the road,
but rather it is the hand held transmitter
carried around by facilities personnel, A one
watt radio will result in an electric feld of
five volts/meter at a one meter distance,
enough to upset many electronics systems.
IEC 801.3 specifies immunity to electric
fields of one to ten volts per meter
depending on the equipment, with three
volts per meter being the level for typical.
equipment. As can be seen from the above
approximation, three volts per meter is not
an excessive requirement, and even ten
volts per meter is fairly modest.
Electrostatic Discharges. Electro-
static discharge is an intense short duration
pulse, having a risetime of about one
nanosecond, This is equivalent to a burst
of 300 MHz interference. Static buildups
of 15 kV are not uncommon.
Dry climates, including northern clxmztes

Wiltiamm Kimmel is a principal with Kimmel
Gerke Associates, Ltd. The firm special~
izes in preveating and solving electromag-
netic interference and compatibility (EMI/
EMC) problems. Mr. Kimmel can be
reached at 1544 N Pascal, St. Paul, MN
55108, or telephone 612-330-3728,
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Figure 1. Amplifier demodulation.

in winter. offer opportunity for ESD.
Industrial environments, with their moving
equipment, are loaded with potental ESD
sources: rubber rollers. belts, and produc-
tion output such as plastic and paper rolls,
all add up to a rea] ESD threat, and this
threat is more likely to occur even in
refatively moist environments. Look to IEC
801.2 for ESD standards.

Electronics Design

Electronics is generally the uitimate
victim of interference. The interference
finds its way through various paths to the
electronics equipment itself, Let's concen-

trate on what can happen to your electronics .

from the back door, that is, by direct
radiation into the electronics and by con-
ducted interference through the signal and
coatrol lines.

Sensors. Low level sensors, such as
thermocouples, prassure sensors, etc,, are
characterized by very low bandwidths and
low signal levels. A major threat to these
sensors is radio frequency interference,
either from nearby hand held transmittecs
or more distance land mobile or fixed
transmitters.

But these are high frequency, much
above the bandpass of your amplifier, right?
Wrong! Low (requency amplifiers are
plagued by two phenomena: out of band
response and audio rectification. These
combine to provide false information on
levels to the system.

All amplifiers have a normal bandpass,
typified by a 20 dB/decade colloff or more
at the high end. But resonances due to stray
inductance and capacitance will give rise to
amplifier response Gve orders of magnitude
or more above the nominal bandpass of the
amplifier. This means an audio amplifier
will respond to signals in the hundreds of
MHz,

.The second aspect occurs when RF
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encouriters a nonlinearity such as a semicon-
ductor device. Al such devices give rise to
a DC level shift when confronted with RF.
In 2 radio receiver they are called detec-
tors, Nonlinearities are minimized in linear
devices, but there is always enough to cause
problems. The upshot is that the amplifier
demodulates the RF, generates an errone-
ous signal, and passes this error on. This
effect is shown in Figure 1. Qutput lines are
similarly affected, with capacitive coupling
back to the input.

The solution is to prevent the RF from
getting to the amplifier. either by shielding
or filtering. The most common path to the
amplifier is via an external signal lne from
the sensor, but if the electronics is not
shielded, direct radiation to the circuit board
may also present a problem,

Assuming filtering is the selected method,
use a3 high frequency fiter, designed to
block signals up to 1 GHz or even more.
Use ferrites and high frequency capacitors.
Do not rely on your low frequency filter to
take out RF.

At the op amp, you should also decouple
your plus and minus power to ground at the
chip. If your ground is carrying RF, you can
anticipate the same problem mentioned
above, since it will corrupt the reference
level.

Data Lines. Digital data lines will be
upset by the RF problem as in analog, but
the levels necessary to upset are higher.
Instead, digital data lines are much more
susceptible to transient glitches. All signal
lines should be fitered to pass only the
frequencies necessary for operation. If the
threat lies in the bandpass of the signal,
then shielding or optical links will be
needed.

Switched Power Lines. This refers
specifically to the power being controlled
by the controller device. Industrial control-
lers are commonly tasked to control power

Figure 2. Transient feedback path.

to heavy equipment, which is characteriz
by heavy starting loads and inductive ki
at turn off. Typically the electronic contre
switch line power using relays or trac
This exposes the back end of the controll
to substantial line transients, which coup
back to the circuit power and ground a1
disrupt the digital circuitry as shown

Figure 2,

It i3 mandatory that the transient cu
rents be diverted or blocked, since tt
digital system cannot withstand the magr
tudes likely to occur with an inductive kict
unless special steps are taken.

Self jamming can be limited by controllir
when you switch the lne, using ze
crossing devices, Of particular importanc
is the turmn off, since that is when t&
inductive kick occurs. .

If all power switching used zero crossir
devices, the transient levels in the factor
would be dramatically reduced. Unforty
nately, that goal is well off in the future
Until then, expect that high voltage powe
u'.agsients will occur, and they must be dea
wl 1]

Optical couplers and relays do not provid
sufficient isolation by themselves. The
high capacitance provides an excellent hig
frequency path, and if they are stacked u
in an array, the capacitance will add up
pass surprisingly low frequencies. Thes
capacitances can't be eliminated, but yo
can design your control circuits to minimiz
coupling paths and to maximize low impec
ance alternate paths,

Transient suppressors should be installe
at the load, which is the source of the spike
but they can be installed at the controlle
as well,

An interesting effect occurs when con
bining zero crossing SCR regulators wit
{ow level sensors which use line frequenc
noise canceling techniques, Very sensitiv
sensors sometimes are sampled for a
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Figure 3. Common industnal power supply.

entire power cycle to .cancel the line
frequency component. If the sample occurs
concurrently with line power switching on
or off, the average to the sensor will be
upset, and an ervor will be recorded.

System Design and Installation

Once the electronics is designed, it
becomes a problem of the system integrator
and installer to ensure that the electronics
is provided with the environment for which
it was designed. Most of the time, this
work is performed by power experts and
electricians, and they are not always aware
dJf the interference problem. Often, on site,
the power quality is blamed for the equip-
ment anomalies. But the problem can often
be avoided by following a faew basic princi-
ples.

The industrial control device is either
integrated into a system at the factory or
installed separately on site. Controllers
handle a variety of devices such as motor
speed controls, positioning devices, wald-
ers, etc. Interference presented to the
electronics can be signifcantly reduced by
appropriate measures outside of the elec-
tronics box.

There is no way to accurately assess the
threat without test data. But regardless of
the information available, much can be
accomplished by correct installation, and it
doesn’t cost much if done at the start.
Retrofits become costly, especially if ac.
companied with factory down time.

Let's consider the same problems from
a system standpoint. Your goal is to limit
the interferance which must be handled by
the electronics. ~

Direct radiation to the electronics is not
often a problem in an industrial environ-
ment, but it does occur, and most often with
a plastic enclosure. The NEMA type
enclosures provide enough shielding for
most industrial needs. If you don’t want to
use 3 metal enclosure, be sure to get
electronics which will withstand the RF
which will occur,

EMC Test & De'.xn

Figure 4. Multiple ground paths.

Mare often the problem is conducted.
either via power or ground. The problem
occurs due to power and ground distur-
bances caused by the equipment, It is an ail
too common practice to draw controller
power from the same source as feeds the
power equipment. This power may provide
the necessary energy to drive the equip-
ment, but it is not suitable to power the
electronics (Figure 3).

Hopefully, all industrial equipment will
have electronics powered from a separate
low power 120 volt circuit. It solves several
problems. First, it separates the electron-
ics power from the prabably very noisy
industrial grade power, preventing the
switching transients and startup sags from
getting to the electronics. Second, if it is
necessary to condition the electronics power
from an external problem, it is far cheaper
to condition the watts needed for electronics
power than it is to condition the kilowatts
required by the system.

If power cannot be separated, then it is
necessary to provide a bulletproof power
supply, preferably including an isolation

transformer, to separate the entire power

supply from the electrical equipment.

Ground Noise. Ground noise, inevita-
ble in industrial environments, must be
diverted from the electronics module.
Multiple grounds in a system will often
resultin ground currents circulating through
the equipment, and ground noise circulating
through the electronics path will cause
malfunction. Figure 4 shows some typical
ground loop situations.

A common approach is to demand a super
earth ground. This is good, but it is not a
cure all, and often a super ground cannot
be achieved, no mattar how you try. How
do you get a super ground from the third

floor? The real need is to get a stable ground .

reference to all interconnected equipments,
If this equipment is closely located, then a
very low impedance interconnect is feasi-
ble.

Power conditioners are often tasked to

\
|
eliminate - RF or ground noise. That w
work, but these problems can be solve
with an isolation transformer to elimina
neutral to ground noise and with EMI pow:
line filters. So you may want to try ¢!
inexpensive approach first.

Data Links. Data links are strung ot
over the entire facility, exposing them :
two principle effects. ground noise and R
pickup. Ground noise will cause data ervor
unless the electronics has been designed t
accommodate potential differences of sev
eral volts or more. This is accomplishe

' with differential drivers and receivers if the:

must be direct coupled. Optical links wi
eventually take over these links.

The other aspect is RF pickup. Inexpen
sive shielded cable is suitable for thi:
purpose. Ground both ends! Do niot appl
single point ground techniques to RF, If’:
low frequency ground loop problem is :
threat, then one end can be capacitivels

grounded,

Summary

Industrial electronics are subjected :o :
harsh environment. Good design and instal
lation techniques will minimize problems i
the field. Adherence to the Europear

. standards, IEC 801.x is a good start, ever

if you are only marketing in the USA, %

Bibliography

FIPS PUB 94, Guideline on Electrica
Power for ADP [nstallations, September
1983.

IEC 801-2, Electromagnetic compatibility
for industrial-process measurement and
contral equipment, Electrostatic discharge
requirements, 1984.

[EC 801-3, Electromagnetic compatibilit
for industrial-process measurement anc
control equipment, Radiated electromag
netic field requirements, 1984.

IEC 8014, Electromagnetic compatibility
for industrial-process measurement arc
control equipment, Electrical fast transient
burst requirements, 1934,






.
LR .

"'m

Industrial Equipment

REFERENCE 2

Equipment Ground Bonding —
Designing for Performance

and Life

A Discussion of Ground Connection Fundamentals to Control EM!

By D.B.L. Durham
Dytecna Ltd, UK

The problem of achieving satisfactory earth
bonds or ground connections has plagued
EMC engineers for many years, not only
because the bonds are often vital for the
achievement of satisfactory equipment per-
formance but because they affect the long
term pen’ormance of equment afteri it has
been introduced into service.

Recommendations on bonding have ex-
isted in the form of military specifications,
such as Mil Std 1310, Mil 188-124A and
Mil-B-5087 (ASG) for some years and these
have generally proved satisfactory for most
new builds. However, these specifications
have certain limitations in that they gener-
ally do not specify consistently low levels
of bond impedance, nor a suitable test
method. The introduction of new EMC
specifications in Europe with the EEC
Directive on EMC and the requirements for
long term stability in EMC characteristics
has directed the UK military to review
existing specifications and introduce a new
Defence Standard to tighten up perform-
ance requirements for military equipment,
Def Stan 58-6 (Part 1)/1 has been intro-
duced to address this area as far as mobile
and transportable communications installa.
tions are concerned, but the requirements
should have implications in industrial apph.
cations and over the whale electronics
market if Jong term product performance is
to be guaranteed.

Bond Degradation

Earth or ground bonds are generally
considered essential not only for safety
reasons, but as a means of divering EMI
currents, “locking’ circuit boards and

38

equipment to a stable ground point, achiev-
ing adequate levels of cable shielding and for
many other reasons. Many designers un.
derstand the requirement for short, fat bond
leads to minimize ground inductance, but
few appreciate that a critical aspect is the
connection resistance with which the bond
strap is attached to the equipment ground
point. The basic requirement of any bond
is that it should have as low an impedance
as possible (unless it is a deliberate induc-
tive bond to limit ground currents). The
impedance is a combination of the resistive
and the inductive components. The resis-
tive element is a function of the bond strap
resistivity, cross sectional area and length,
see Equation 1, whilst the inductive compo-
nent is a more complex function of the bond
strap characteristics as shown in Equation 2.

.
R=& , @

Le “2°: [h—z-L+05+02235b+c]
@

where R = resistance, ¢ = resistivity, {=

length, A = area, y, = permeability of free

space, L = inductance, 4, = relative
permeability, b = strap width, and ¢ = stnp
thickness.

The frequency at which the mductxve
element dominates the impedance expres-
sion when calculating the total inductance
is, from Equation 3, typically 1 kHz, It will
be secen therefore that to all intents and
purposes the bond except at DC and power
frequencies, may be assumed to be an

inductance. At very high frequencies the
stray capacitance across the strap wii
dominate. This means that the volt drog
across a bond is generally a function o
inductance and frequency Based on Ohm's
Law this volt drop is shown in Equation 4.

. For transients the voltage drop is given in

Equation 5.

YA -\’ R? + %2 )

V = 1Z = jull “)
dl

V=~ & (5)

where Z = strap impedance, o = radial

frequency, V = voltage, and [ = current.
From this, the higher the inductance the

more isolated the circuit or box becomes

* from ground. This can have significant

effects on equipment, including enhance-
ment of noise injection onto circuits, reduc-
tion’ of Altar performance, and loss of
communication range. From a TEMPEST
standpoint it may result in more radiation
from equipment. It would seem from this
that the criteria for any bond is the
inductance and hence the choice of short fat

David Durham served for 21 years in the
British Army, where he gained his degree
in electrical engineering. After service in a
variety of appointments be retired to join

- the Racal-SES company as the Technical

Manager respoasible for the design and
development of communication systems.
In 1986 he joined Dytecna as the Manager
of the Engineering Division, and now is
currently Technical Marketing Manager.
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Figure 1. Bond resistance.

bend straps. However, an analysis of the
bond inductance shows that for a bond strap
of 100 mm lorg, 15 mm wide and 2 mm thick
the impedance at 1 MHz will be 3.8 Ohms.

It sounds extremely simple. but work.

performed in the USA and UK shows that
if an error is made in the way the strap is
terminated then a progressive increase in
the resistance of the bond strap to box
junction can occur as the equipment ages.

Eventually the resistance will begin 1o

exceed hundreds of ohms and may eventu-
ally go open circuit. This can negate the
effect of the bond strap completely as part
of the EMI protection.

What happens with bonds to cause this
change? Essentially a ground connection is
a series of impedances from the strap
through to the ground material, as shown
in Figure 1. Each point of contact contrib-
utes to the total bond performance. As a
result, a change in any contact condition can
result in a change in the total bond
resistance. As is well appreciated, the
coatact resistance between two metal sur-
faces is a function of the pressure. The
pressure exerted by the tip of a drawing pin

is vastly greater than that from the thumb .

pressing by itself. Thus the contact from a
sharp point gives a much higher pressure
than a flat point and therefore lower contact
resistance. Measurements have shown that
sharp points enable contact resistance of a
few microohm to be achieved whilst similar
pressures on flat surfaces result in mil-
liohms of contact resistance, It might be
felt that there is little or no difference
between these values, but in reality there
is. An essential aspect of a good bond is
that it should remain so after the equipment
has entered use. High pressures also have
the effect of squeezing out corrosive materi-
als and insulating films. The former causes

EMC Test & Design

Figure 2. Four wire bridge method., '

progressive degradation of bonds, whilst
the latter can reduce the effciency of the
bond from the moment it is installed. It is
particularly important in communications
systems, where filters are installed and

shielded cable terminations are made that

the_ bonds are of low resistance and retain
their performance.

Bond Performance and
Measurement

Experience has shown over a number of
years that for long term consistent bond
performance a low value of resistance must
be achieved, This is typically 1-5 miliohms.
In Def Stan 58-6 (Part 1)/1 the value has
been set at a maximum of 2 milliohms. This
level is measured through the individual
bonds. The logic behind this level is
twofold. Firstly, experience has shown that
with communications equipment in particu-
lar this value of bond resistance is required
if consistent performance is to be achieved
in terms of reception efficiency and trans-
rrission tharacteristics. This is particularly
so for TEMPEST protected equipments.
The second point is that if the bond has a
higher resistance then there is a significant
likelihood that progressive degradation will
occur and the bond resistance will increase

* in value, There will then be a progressive

loss in performance.

The main problem with mcasumg bond
resistances is that it should be measured
using a low voltage/current technique.
Most techniques to date for assessing safety
involves driving a large current through the
bond. This checks the bond's ability to
carry current but does not necessarily check

" its EMI protection performance, The rea-

son is that many bonds may when in normal
use have a high resistance due to oxide and
greasy films, but when subjected to 3 high

current the layers heat up and are vapo-
rised, After the current is removed the film
can return. Thus high current techniques
are not recommended for testing EMI
bonds. The new Defence Standard in the
UK specifies a maximurn probe voltage of
100 microvolts. This represents typically a
probe current of 50 milliamps under short
creuit (< 1 mQ) conditions. This is
insufficient to destroy surface flms. The
classic method for measuring low resistance
has been to use 3 four terminal bridge as
shown in Figure 2. In this case the current
is driven between two points and the
voltage across the sample is measured with
a high resistance probe. This removes the
effects of the probe contact resistance and
lead resistance. This is generally consid-
ered to be 3 laboratory method a3 the use
of four contacts can be awkward. If the lead
resistance can be removed by a calibration
technique then the four terminals may be
replaced with a two temminal system,

A further possible refinement to the
technique is to use a frequency that is not
DC or 50/60/400Hz. In this case 10.4 Hz
has been chosen. If an active filter is used
to filter out all other electrical noise, then
it is possible to use the bond resistance
meter on powered up systems. It is worth
noting that at this frequency the impedance
is still largely represented by resistance
rather than inductance. The two terminal
method is shown in Figure 3.

The introduction of new EMC/EMI

specifications in Europe has made it more

important that once made the bonds have
consistent long term performance. This
means measuring on periodic inspection and
after maintenance. It is an essential aspect
of insuring consistent performance. [t has

" been shown that within months apparently

good bonds can deteriorate to high resis-
39
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UK Military Experience
There have been two major prokld

caused by poor bornds experienced :n |
by military equipment users. The first s |
degradation in perfcrmance aready m
tioned in this article. The loss of comme
cation range. poor EMI! performance 3
other effects all contribute t0 a considera:
reduction in equipment efficiercy and av:
ability. The second effect which is m¢
difficult to identify is that of No Fault Fou:
(NFF) problems, An analysis of repors
fallures from military reliability data &
shown that NFF incidents can be extreme.
high. particularly in humid climates. Th
has been partially confirmed by reports fro:
the Gulf War when all forces reported a
increase in availability of equipment in th
drier climate. Many faults are due to ba
electrical contacts in connectors, but a larg
number have been identified as excessive
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EMI induced through poor ground bonds
This may be caused by either aloose groun
strap or connector termination to the box
A significant improvement in equipmen:
availability and performance is expectec
when more recent statisucs are analysed.

The introduction into the British Army
service of the Dytecra Bond Resistance
Test Set — DT 109 has enabled the UK
military to measure bond resistances on
installed equipment and reduce the oc-
curances of NFF errors. The UK military
measurement procedure uses a two termi-
nal bridge method and an accurate 2
milliohm calibration standard. This meas-
urement procedure and equipment is also
in use by other NATO nations and else-
where by military and naval forces who have
recognized the same problem.

Conclusions

The problems with ground bonds have
become significant with the development of
sensitive and secure communications equip-
ment, This coupled with an increasing need
to achieve higher and higher lavels of EMI
protaction has Jead to anincreased emphasis
being placed on the effectiveness of all types
of system grounds. These, further com-
bined with a requirement to ensure the long
life of systems once in service, have
resulted in the assessment that bonds and
terminations are one of the primary causes
of EMI failures in systems. The require-
ment to test these is clear, however the
means to do so have not always been
available to engineers. =
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Panel Session

. PES Summer Meeting, July 12, 1989
Long Beach, California
John G. Kappenman, Chairman

Power System Susceptibility To
Geomagnetic Disturbances:
Present And Future Concerns

John G. Kappenman, Minnesota Power

The effects of Solar-Geomagnatic Disturbances have beean
observed for dacades,on powar systems. However, the pro-
found impact of the March 13, 1989 geomagnetic distur.
banca has created a much greater loevel of concern about the
phanomena in the power industry.

Several man-made systems have suffered disruptions to their
narmal operation due to the occurrencs of geaomagnatic phe-
nomana. Most of the man-mada systems, such as commu-
nications, have been made less susceptible to the phenom-
ena through tachnological evolution {microwave and fiber-
optic have raplaced metallic wire systems). However, the
bulk transmission system, if anything, is more susceptible
today than evar bafare to gaomagnetic disturbance events.
And if the present trends continuae, it is likely the bulk trans-
mission network will become mare susceptible in the future.
Some of the most conceming trends are: 1} The transmissian
systems of today span greater distances of earth-surface-
potantial which resuit in the flow of larger gesomagnetically-

Induced-currents in the systam, 2) tha interconnected sys-
toms tend to be more stressed by large region-to-region
transfers, combined with GIC which will simultaneously turn
svery transformer in the bulk system inta a large reactive
powser consumer and harmonic current generator and 3) in
genaral, large EHV transformers, static var compensators and
ralay systams are more susceptible to adverae infiuence and
microperation dus to GIC,

TRANSFORMER OPERATION

The primary concern with Geomagnetically-induced Cur-
rents Is the affact that thay have upon the operation of large
powaer transformers. The three major effects producad by GIC
in transformers is 1} the increasaed var consumption of the
affected transformer, 2) the incressed sven and odd harmon-
fcs ganaratad by the haif-cycls saturation, and 3) the possi-
blittiss of equipment damaging stray flux heating. As is wall
documented, the presance of aven a small emount of GIC
{20 amps or less) wlill cause a large power transformer to
half-cycle saturate. The half-cycie saturation distorted axcit-
ing current Is rich in even and odd harmonics which become
introduced to the powar system. The distortion of the excit- -
ing currant also determines the real and reactive power ra-
quirements of the transformer, The saturation of the core
steel, under half-cycle saturation, can causs stray flux to en-
ter structural tank members or current windings which has
the potentlal to produce ssvere transformer heating.

IEEE Power Engineering Review, Qctober 1989
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v Gswaa Fuwel peh el L exciiation field tasts on ex-
isting large power transformers to evaluate the rasponse of
ditfering transformer core types. The field test resuits indi-
cate that single phase trans{ormers half-cycle saturate much
more easily and to a much greater degree than comparable
three-phase units. These transformers produce higher mag-
nitudes of harmonics and consume larger amounts of reac-
tive power when compared with three phase designs.

*RELAY AND PROTECTIVE SYSTEMS

There are three basic failure modes of relay and protective
systems that can be attributed to ggeomagnetic distur-

bancas

¢ False Operation of the protection system, such as hav-
ing occurrad for SVC, capacitor and line relay opaera-
tions where the flow of harmonic currents are misin-
terpreted by the relay as a fault or overload condition.
This is the most common failure moda.

¢ Failure to Operate when an operation is desirabla, this
has shown to be a problem for transformer differential
protection schemes and for situations in which the
output of the current transformer is distorted.

* Slowaer than Desired Operation, the presance of GIC
can easily build-up high levels of offset or remanant
flux in a current transformar. The high GIC induced off-
set can significantly reduce the CT tims-to-saturation
for offset fault currents.

Most of the relay and protective system misoperations that
are attributed to GIC arae directly caused by some malfunc-
tion due to the harsh harmonic environmant rasuiting from
largs power transformer half-cycle saturation. Current trans-
formaer rasponse.arrors are more difficult to directly associate
with the GIC event, For example In the cass of CT reman-
ence, the CT response ercor may not accur untif several days
after the GIC svent that produced the remanancs. Therefore,
these types of failures are more difficult to substantiats,

CONCLUSIONS

As evident by the March 13th blackout in the Hydro Quebec
system and transformer heating failures in tha eastern US,
the power industry is facing an immaediate and serlous chal-
lenge. The powsr industry is more susceptible than evar to
the influence of gaomagnetic disturbances, And ths industry
will continue to become mors susceptible to this phenome-
non unless concerted efforts are made to devalap mitigation

tachniques.

. Geomagnetic Disturbance Causes

And Power System Effects

"Vernon D. Albertson

University of Minnesata

SOLAR ORICINS OF GEOMAGNETIC STORMS

The solar wind is a racified plasma of protons and electrons

emitted from the sun. The solsr wind is affected by solar’

flares, coronal holes, and disappearing filaments, and the so-
{ar wind particles interact with the earth’s magnaetic field to
produce auroral currents, or auroral electrojats, that follow
generally circular paths around the gsomagnetic poles at al-
titudes of 100 kilomaters or more (1). The aurora borealis is
visual evidence of the auroral electrojets in the northern

hemisphers. The auroral elactrojets can oroduce transient
fluctyations in the earth's magnetic field that are termed
geomagnaetic storms when they are of sufficient sevaerity,

SUNSPOT CYCLES AND CEO\dAC\ETIC
DISTURBANCE CYCLES

On the average, solar activity, as measured by the number of
monthly sunspots, follows an 11-year cycle. The prasent
sunspot cycle 22 had its minimum in September 1986, and
is expacted to peak in 1990-1891. Geomagnetic field dis-
turbance cycles do not have the sams shape as the sunspot
number cycles, aven though they are cyclical. Figure 1 shows
the nature of tha sunspot numbaers and geomagnetic activity

. Numbar of
f‘:’:w 19321038 g,ﬂwyb.d
200 Cycle 17 Cycle 38 Cycle 19 Cycle20 Cycle 21 ;;‘;, ':s“
Numbet of ,
Oisturbed Days/Yesr Sunspot Number 10
1350 120
100
100 80
80
50 49
20°
° AL I R A R R R N R N I AR TN AN N 2 1] °
1930 33 40 45 50 55 60 65 75 80 85 N

Figurs 1, Variations of the Yesrly-Averaged Sunspot Number and
Geomagnetically Disturbed Days from 1332-13886.

cycles from 1932 to 1986 (2, 3). Note that the geomagnatic
disturbance cycles can have a double paak, one of which can
lag the sunspot cycle pask. Whils geomagnetic activity in the
presant cycle is expected to maximize in approximately
1993-1994, severe geomagnetic storms can occur at any
time during the cycle; the K-9 storm of March 13, 1989 was

a striking oxample.

EARTH-SURFACE-POTENTIAL AND
GCEOMAGNETICALLY-INDUCED-CURRENTS

The aurora! electrojets produce transient fluctuations in the
aarth’s magnaetic fleld during magnetic storms. The earth is
a conducting sphere and portions of it experience this time-
varying magnaetic fiald, resutting in an induced earth-surface-
potentlal (ESP} that can have values of 1.2 to 8 volts/km {2
to 10 voits/mile) during severe geomagnetic storms in re-
gions of low earth conductivity (4).

Electric power systams becomes exposed to the ESP through
the grounded neutrals of wye-connacted transformsrs at the
opposite ends of long tranamission lines, as shown in Figure
2. The ESP acts as an ideal voitage source impressed be-
twesn the grounded neutrals and has a fraquency of ons to
a few milllhertz. The gaomagnetically-induced-currents (GIC)
are than determined by dividing the ESP by the equivalent dc
rasistanca of the parelleled transformear windings and line
conductors. The GIC is a quasi-dlrect cutrent, and values in
excess of 100 ampergs have baen measurad in transformer

neutrals.

POWER SYSTEM EFFECTS OF GIC
The per-phase GIC in power transtormer windings can be
IEEE Power Engineering Review, October 1989
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Figute 2, Induced Earth-Surfsce-Potential (ESP) Producing Geomag+
netically-induced-Currents {GIC] in Powser Systems.

many times larger than the RMS ac magnetizing current, re-
sulting in a dc bias of transformer core flux, as in Figure 3.
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Figure 3. OC Blas of Transformet Core Flux Due to GIC.
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The half-cycle saturation of transformers on a powesr system
is the source of nearly all aperating and squipment problems
caused by GIC’s during magnatic starms. The direct conse-
quences of the half-cycle transformer saturation are:

* The transformer becomes a rich source of aven and
odd harmonics

® A grest increase in inductive vars drawn by the trans-
former

* Possible drastic stray leakage flux effacts in the trans-
former with resulting excessive localized heating.

There are a numbar of effects due to the ganeration of high
levels of harmonics by system power transformers, includ-
ing, :
s Qverloading of capacitor bands
¢ Possible misoperation of relays
e Sustained ovarvoltages on long-line energization
¢ Higher secondary arc currents during single-pole
switching
Higher circuit breaker racovary voltage
¢ Qverloading of harmonic filtars of HVOC converter ter-
minals, and distortion fn'g;io ac voltage wave shape
that may resulit in loss of dc power transmission.

The increasad inductive vars drawn by system transformers
during half-cycle saturation are sufficient to causs intoler-
abls systam voitage deprassion, unusual swings in MW and
MVAR flow on transmisaion lines, and problems with gener-
ator var limits in some instances.

In additlon to the half-cycle saturation of power trans-
formars, high lavals of GIC can produce a distorted response

[ ]

and reduced time-to-saturation in cutrent transformers. ar
causa refay misoperation (5).

REFERENCES

t. Akasofu, S.-l., *The Dynamic Aurora,’* Scientfic America
Magazine, May 1989, pp. 90-97.

2. Joselyn, J. A., ‘’Real-Time Prediction of Global Geomagneti
Activity,” Solsr Wind-Magnetosphare Coupling, pp. 127
141, Terra Scientific Publishing Company, Tokyo. 1986.

3 Thompson, R. J., **The Amplitude of Salar Cycle 22, 1P}
Radio and Space Services Technical Report TR-87-03, Octo
ber 1987,

4 V. D. Albertson and J. A. Van Baelan, *’Electric and Magnatic
Fields at the Esrth’s Surface due to Aurora! Currents,’’ IEEE
Transactions on Power Apparatus and Systems, Vol, PAS-89,
No. 2, April 1970, pp. 578-584. . .

5. J. G. Kappenmen, V. D. Albertson, N. Mohan, *Current
Transformar and Relay Performance In the Presence of Geo-
magnatically-induced-Currants,’* IEEE Transactions on Power
Apparatus and Systems, Vol. PAS-100, No. 3, pp. 1078~
1088, March 1981.

The Hydro-Quebec System
Blackout Of March 31, 1989

”

Daniel Soulier,
Hydro-Quebec

On March 13, 18889, an exceptionaily intanse magnetic storm
caused seven Static Var Compensators (SVC) on the 735-kV
network to.trip or shut down. These compensators are es-
sential for voltage contrel and system stability. With their
loss, voiftage dropped and frequency increased. This led to
system Instability and the tripping of ali the La Grands trans-
mission lines thareby depriving the HQ system of 9500 MW
of generation. The ramalning power system collapsed within
seconds of tho loss of the La Grande network. The system
blackout affected all but a few substations isolated onto lo-
cal generating stations.

Power was gradually restored over a nine hours period. De-
lays in restaring powaer were encountered because of dam-
aged equipmeant on the La Grands network and problems with
cold foad plckup.

SYSTEM éONDITION PRIOR TO THE EVENTS

Total system genaration prior to the events was 21500 MW,
moat of it coming from remote power-generating stations at
La Grande, Manicouagen and Churchill Falls. Exports to
neighboring Systems totalled 1949 MW ot which 1352 MW
were on DC interconnections. The 735-kV transmisgion net-
wark was loded at 90% of its atabiiity limit,

SEQUENCE OF EVENTS

At 2:48 a.m. on March 13, a very intensa magnetic storm
led to the consequential trip or shut down of seven SVC's.
Cantaining the impact of the event through oparator inter-
yention was impossible all SVC’s fiaving tripped of ceassd 10
function within a one minuts period.

A fsw seconds (8~9 a.) aftor the loss of the last SVC, all five
735-kV lines of the La Grande transmission network tripped
due to an out of step condition. Thesa line trips deprived the
systam of 3500 MW of generation and subsequently ledto a
complete systam collapse.

17
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CAUSES QF STATIC COMPENSATOR TRIPPINGS

Three SVC’s were tripped by capacitor currant overload pro-
tection while remaining four SVC's shut down by capacitor
voltage unbalance protection. Analysis of voltage and cur-
rent oscillograms taken at the Chibougamau site before the
SVC trips showed the following harmonic contents.

AC AC Current ar 16 kV
Harmonic Veltage
Order at 735 kv TCR Branche TSC Branche
1 100% 100% 100%
2 7% 9% 38%
3 2% 12% U%
4 3% 1% 16%
5 2% 5% 5%
6 1% 1% 16%
7 0% 3% 4%

Quasi-DC currents generated by the magnetic disturbancs,
saturating in the SVC coupling transformers are thought to
be the cause for such a large second harmonic component of
currgnt in the TSC branch.

.

GENERAL OBSERVATIONS ON THE SYSTEM
BEHAVIOR

The system blackout was caused by loss of all SVC on La

Grande Network. Seven SVC tripped or stopped functioning.
Prior to and during the avent all the DC interconnections be-
haved properly. Na relay false trips or misoperation of spacial
protection systems were observed. Telscommunications
waere not affectad. No equipmant damage was directly attrib-
utable to GIC but once the system split, soms equipmant was
damaged due to load rejection overvoltages.

x

REMEDIAL ACTIONS TAKEN
Since the event, the following actions were implemented:

* SVC protection circuits have been readjusted on four
SVC's so as to render their operation reliable during
magnetic storms similar work is being performed on
the four remaining SVC’s.

* Energy, Mines and Resource Canada now providas Hy-
dro-Quebéc with updated forecasts on the probabllity
of magnetic disturbances. These forecasts are used by
the System Control Centar digpatchar to position the
transmission system within sacure fimits.

* A.C. voltage asymmetry is monitored at four key lo-
cations on the system (Boucherville, Arnaud, LG2,
Chatgeaguay). Upon detaction of a 3% voitage asym-
metry at any one location, the system contral center
dispatchar is alarmed and will immediately take action
to position system transfer lovels within secure limits
if this hasn't already been done bacause of forecasted

magnetic activity.

OPERATING LIMITS DURING
MAGNETIC DISTURBANCES
(AND ALERT SITUATIONS)

The following operaiing Limits are now being applied:

* 10% safsty margin shall be applied on maximum trans-
fer limits. ‘

o  Maximum transfer limits shall not take into account ths
availability of static compsensators deemed unraliable.

.» Adjust the loading on HVDC circuits to be within the
40% to 90%, or less, of the normal full load rating.
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Effects Of Geomagnetic ,
Disturbances On Power Transformers

Robert ]. Ringlee
James R. Stewart
Power Technologies Inc.

This discussion addresses the effects of geomagnetic distur-
bances on power transformers. The primary effect is due to
core saturation resulting from geomagnetically induced cur-
rents, GICs, Core saturation can imposa severe temparature
problems in windings. leads, tank plate and structural mem-
bers of transformers and place heavy var and harmonic bur-
dens on the power system and voltage support equipment.
GIC’s of 10 to 100 amperes ate more than mere nuisances
in the operation of powar transtormers, the manner of flaw
can result in saturation of the core and consequent changes
in systam var requirements, increases in harmonic current
magnitudes, increased transformer stray and eddy losses,
and problems with system voitage control.

CIC EFFECTS VERSUS CORE AND WINDING
CONFIGURATIONS

Principal concerns in this discussion are for EHV systemgs
with grounded Y transformar banks providing conducting
paths for GIC and zero sequence currents. Core and winding
configurations raspond differently to zaro sequance opan-cir-
cuit currants and to GICz. Note: as used here, the term “‘open
circuit’‘refers to tests parformed with all delta connections
opened or ‘’broken.’’ For example, the three-phase three leg
core form transformers are less prone to GIC induced satu-
ration than three-phase shell form transformaers, But, both
care form and shell form single phase transformers are sus-
ceptible to GIC induced saturation.

Winding and lead arrangements raspond diffarently to GIC
induced cora saturation as well, For example, the current dis-
tribution within parallsl winding paths and within low voitage
leads depends upon the leakage flux paths and mutual cou-
pling. Losses within windings and leads may change signifi-
cantly under GIC-Induced saturation owing to the change in
magnetic fiald intensity, H, and the resuitant changes in the
boundary conditions for the leakage field path.

EDDY LOSSES IN STEEL MEMBERS

The changes in the magnetic intensity, H, and the magnatic
boundary conditions resulting from the GIC axcitation bias
can increase the losses in steel plate, the lossas for fislds
paraliel to the plane of tha plata incrsase nearly as the square
of H. Note aiso that the level of losses increase approxi-
mately as tha square root of the fraquency of H, owing to the
effect of depth of penatration. The megnstic fisld along yoke
clamps and leg plates in core form transformers and in Tee
beams snd tank plate in shell form transformers closely
matches the magnetic gradient in the core. Areas of the tank
and core clamps are subjected to the winding leakage field.
if the core saturates, the magnatic fisld impressed upon the
steol membaers may rise tan to ons hundred times normal dus
to the saturation and the effacts of the leakage fisld. The
logses in the steol membaers will riss hundreds of times nor-
mael, even undar half-cycie saturation. On the steel surfaces,
eddy loss density may rise ten to thirty watts per square inch,
approaching the thermal flux density ot an elsctric ranga ale-
ment.

Surface temparatures rise rapidly with this thermal flux and
can result in degradation of insulation touching the steel

IEEE Power Engineering Review, October 1989
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This report has been generated to document the anaiysis of the root cause for the tripping
of Uninterruptable Power Supplies (UPS) 2VBB-U.'S 1A. B. C. D and G and the failure to
transfer their loads to the maintenance suppiy.

This analysis was performed in accordance with NDP-16.01 by reviewing plant operator
and damage control team observations and actions, performance of troubieshooting activities on
in-plant equipment, review of various drawings, performance of laboratory diagnostic testing,
consultation with the UPS manuracturer, review of data recorded during the event. and
consuitation with other industry experts. .

ABSTRACT

On August 13, 1991 at 5:48 AM an electrical fault on the B phase main step-up
transformer occurred. At that same time five (5) Exide Uninterruptable Power Supplies (UPS)
tripped simultaneously. Transfer of the UPS's loads to the maintenance power supplies did not
occur. The system conditions as documented by operators that were dispatched to restore the
units immediately after the incident as well as observations by the System Engineer and other
damage control team members indicated that the UPS's logic had tripped their input and output
breakers. Post event review of equipment drawings with the vendor revealed that the DC power
supply which powers the system control logic normally draws its power from the maintenance
power supply. The inverter output is utilized as a backup source. This scheme of connection
allows transients on the AC power line to be transmitted to the DC logic power supply. Tests
performed by the System Engineer support this conclusion. The bypass breaker CB-4 did not
close and transfer the UPS loads to the maintenance supply. This functioned per design since
permissives for CB-4 closure were not satisfied due to the degraded voltage conditions present

on the maintenance supply.

The initial inspection of the units revealed that alarm indications on the five units were
not identcal. The inverter logic alarm light was not lit on UPS1G but was lit on A, B, and C.
The voltage difference alarm indication did not clear on 2 out of 5 units (Alarm should clear in
10-15 seconds after condition clears). The over-voltage/undervoltage (OV/UV) alarm was
present on 3 out of 5 units although all units should have displayed this alarm. In addition,
none of the 10 LEDs that indicate the initiating signals for a logic trip were lit on any of the

UPS units.
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DISCTUSSION

On August 13, 1991 at 5:48 AM a ground fault occurred on the B phase main
transformer. This event was detected and recorded on the Scriba Substation oscillograph. Five
Exide UPSs (2VBD-UPS 1A,B,C,D, and G) tripped during this event resulting in a loss of
power to all their loads.

The results of observations by plant operators and damage control team personnel are
summarized on Attachment 1. All five UPS loads were initially restored to their maintenance
supplies by plant operators after initially attempting (unsuccesstully) to restart the D unit. The
damage control team was able to restart the C, D, and G units. The A and B units were left on
the maintenance supply because the damage control team was not successful in restarting those

units.

As a result of these observations, it has been concluded that all five units shut down as
a result of a logic initiated trip. This conclusion is based on the as found positions of breakers
CB-1,2,3 on all five units and the presence of the module trip alarm on all the units except D
which was reset by a plant operator while attempting to restart that unit. It is noted however,
that none of the 10 LEDs on the A13A21 card which should indicate what condition caused the
logic to trip were lit. In addition, two units (UPS1D, UPSIG) displayed voltage difference
alarms. This alarm indication should have cleared in 10-15 seconds after the plant operators
manually restored the UPS loads to the maintenance supply. The OV/UV alarm indication was
present on three units only, (UPS1C, UPS1D, UPS1G), although all units would be expected
to display that alarm indication. The inverter logic alarm light was not lit on UPS1G although
it was lit on the other units that were not initially reset (UPS1A, 1B, and 1C).

Breaker CB-4 was found open on all five units. A review of the oscillograph recording
indicates that for the duration of the transformer fault (i.e., approx. 100 msec.) the B phase
voltage of the station’s normal AC distribution system decreased to approximately 50% of its
normal level. It has been concluded that this condition prevented the automatic transfer of the
UPS’s loads to their maintenance supplies. This is due to a logic feature which prevents static
switch transfer to the maintenance supply under conditions that could cause damage to the

connected loads.

The following potential causes for the simultaneous tripping of the five UPSs were
evaluated:

(1)  Voltage transient on the B phase of the normal AC distribution system
(2) Propagation of high frequency noise from the main transformer fault

(3)  Voltage transient on the station ground system
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Transmission of high frequency noise from the transformer fauit through the atmosphere
to the UPS units could not have caused the UPS trips. Preoperationai tesung demonstrated that
the units are not sensitive to radio frequency (RF) transmissions uniess the panel doors are open
and an RF source is in close proximity. The report provided as Attachment 2 indicates that it
is unlikely that high frequency noise could have been transmitted through the station’s normal
AC distribution system to the UPSs due to intervening transtormers that would filter such a
signal. As a result, potential cause (2) is not considered credible.

Potential Cause (3) is considered unlikely due to the fact that one of the rive UPSs is
located in an area substantially away from the other four units yet exhibited similar behavior.
In addition, no other station equipment (including other UPSs) appears to have been affected by
a ground transient. Initial laboratory testing indicates that a significant ground transient would
have caused the destruction of numerous logic circuit components which has not been observed
in the field. Further laboratory tests are being conducted in an attempt to identify the
mechanism by which inconsistent alarm light indications were received. Potential Cause (1) was
investigated as the most probable cause.

" Troubleshooting performed following the event to evaluate and demonstrate the, validity
of potential cause (1) indicated the following:

1) The DC logic power supply for UPSs 1A, B, C, D, G is normally fed from the
B phase of the maintenance supply with the inverter output supply as a backup.

2) The trip point of the DC logic is at 17.3 VDC for UPS1D corresponding to 84.5
VAC on its input; and 16.9 VDC for UPS1C corresponding to 84.59 VAC on its
input.® New control batteries (fully charged) only provide approximately 18
VDC. '

3) Transfer to alternate power is accomplished via a K-5 relay. K-5 relay drop out
voltage is 45 VAC for UPS1IC and pick up voltage is 52 VAC.
K-5 relay drop out voltage is 42 VAC for UPS1D and pick up voltage is 55

VAC.*

4) Voltage transients generated during troubleshooting on the normal AC input
power line feeding UPS1C did not trip the UPS.

*These measusements were not repeated on the other units since the results were essentially the
same for the C and D units and-should not be any different for the A, B, and G units.

Page 3




w ¥
.
.
» T N
.
= .
2
i
)
f
»
’
»
. N
"
‘
«
R .
W
'
+
x
.
.
»
.
¥
.
. |
|
“ .



3)

6)

7

8)

9

The intemnal logic batteries on all five units were in a degraded condidon and
were not capable of sustaining proper logic voitage when all other sources were
disconnected. There is no way to determine that the batteries are in a degraded
condition with the current UPS design during normal operation.

Voltage transients injected (i.e., dropping AC input voitage to near zero for 100-
200 msec.) on the maintenance power line in combinaton with the degraded
batteries affected the DC logic such that it tripped the units without allowing the
K-5 relay to change state. This was demonstrated on UPS1C and UPSI1D.

A sudden complete loss of the maintenance supply voltage with bothA new and
degraded batteries instailed did not cause the unit to trip. In this case. the logic
power supply properly transferred to the inverter output and therefore prevented
a trip.

Voltage transients injected on the maintenance power line (i.e., similar to those
utilized in 6) above) with good batteries instailed did not produce any unit trips,
although some voltage perturbations on the logic power supply were observed.
This was demonstrated on UPS1C and UPS1D. ,,

Fully charged batteries are required for successful K-5 relay transfer under some.
degraded voltage conditions on the maintenance line since other-wise the unit may
trip on logic power supply failure <16.9 VDC (84.5 VAC) before the K-5 relay
will transfer the logic power supply to the inverter output.

Laboratory testing is being conducted to more fully evaluate the condition of critical
components and to investigate why none of the 10 LEDs were lit on the AI3A21 board even
though the logic was tripped. The pertinent results of this testing to date indicate the following:

)

2)

Significant ground voltage transients applied to certain circuit components causes
their destruction.

Injection of noise into the boards has not caused a trip signal to be generated.

Laboratory testing will continue to further investigate the inconsistent alarm light
indications. The outcome of this work is not expected to affect this root cause determination or
the functionality of the UPSs. Results of in-plant troubleshooting and laboratory testing to date
indicate propes function of the various alarms.
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A review of the UPS vendor manual resuited in the identfication of the foilowing
deficiencies:

- The vendor manual implies that the rfunction of the batteries is to allow logic
testing with no other input power available to the logic. This contributed to the
system engineer not knowing that fully charged batteries could prevent a trip.
The following statement is from the vendor manual:

“A redundant logic supply, powered by the inverter output, a separate 120
VAC bypass source, and/or internal rechargeable seaied batteries, ailows
logic testing with no input power applied and keeps alarms indicating for
as long as any source of AC control power is available."

- The section of the vendor manual which describes preventive maintenance does
not mention the logic batteries, In addition. the general description section of the

manual states,

"(The batteries should be replaced at 4-vear intervals)".

The 4-year replacement frequency is not satisfactory for service over the
acceptable ambient temperature range specified for the UPSs. .

- The deécription of the logic power supply in the manual (shown below) is
incorrect. -

"These power supplies are powered through relay A27K1, which selects .
inverter output (preferred) or bypass (alternate) source.” . )

As a result of discussions with the UPS vendor it has been determined that the logic
backup batteries are not designed to mitigate a degraded voltage condition. Additionaily,
the UPS design does not provide a battery test feature or allow for sare replacement of the
batteries without removing the entire unit from service. Removing the unit from service would

_ result in de-energizing the connected loads.

CONCLUSIONS
1) The main transformer fauit caused a voltage drop on the maintenance supply to
all five UPS units.

2) The degraded voltage on the maintenance supply caused the voltage on the UPS
logic power supply to decrease below its trip setpoint causing the units to trip.
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3)

+)

5)

. -
))1’

Automatc ioad transfer to the maintenance supply was prevented by design due
to the degraded voltage conditions on the maintenance suppiy.

The root cause for the simuitaneous tripping of the UPSs is improper
design. The UPS is not designed to accomodate a degraded voltage condition.
The following design deficiencies allowed the UPS logic power suppiy voltage to
decrease below its trip setpoint as a resuit of the main step up transformer fault.

- The logic power supply is normally energized from the maintenance
" supply with the inverter output as a backup instead of visa versa,

- Under degraded voltage conditions the logic power supply switching
circuit does not actuate until the supply voltage has decreased to well
below the level that will cause the logic to trip.

Fully charged batteries probably would have prevented the tripping of the UPSs
even though that is not part of their design.

CORRECTIVE ACTIONS

Y

2)

3

4)

L4

Modify the UPS logic power supply for units 1A,B,C,D, and G to be inverter
preferred with maintenance backup prior to plant restart.

Replace all UPS logic backup batteries prior to restart.

Prior to restart review other plant hardware which utilizes backup batteries and
verify that appropriate replacement schedules exist for those applications. Ensure
any control functions dependent on batteries are identified prior to restart.

Process appropriate changes to the UPS vendor manual to address the identified
deficiencies. ‘

RECOMMENDATIONS

1)

2)

Evaluate (post restart) furtherhlogic power supply modifications to rectify the K-5
relay drop out characteristic problem and to provide easy access to the logic
batteries for testing and replacement.

Develop an appropriate replacement schedule for the logic batteries based on
supplier recommendations, actual service conditions, and purpose of batteries.
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ATTACHMENT 1 Page t of 5

/13/91 NSFER ON TRANSIENT ON AC INPUT:

A.)  Operators responded to 2VBB-UPSIA. 1B. IC. ID, 1G and found the following:

1)  UPStA: a.)  CB-! tripped
b.)  CB-2 tripped S/,,Ja/ L"gﬁu@/
<Y CB3O0 (o2
d.) CB-4 OPEN
e.) AUTO restart
f.) CB-3 switch closed
g.)  Module TRIP
( h.)  Inverter Logic Alarm

a.) CB-1 tripped
b.) CB-2 tﬁg% * -
c.)- __ _CB-3 QOPEN

CB-4 OPEN

2) UBSIB:

d.)

e.) AUTO restart

£) CB-3 switch closed
g.) Module TRIP

h.)  Inverter Logic Alarm

3) UBSICG  a)  CB-ltripped

CB-3 OPE
d.) CB-4 OPEN

e.) AUTO restart

f.) CB-3 switch closed
g.)  Module TRIP

h.)  Inverter Logic Alarm
i) ov/uv

4.) UBSID: a.)  CB-1 tripped
b.)  CB-2 tripped

d) CB-4 OPEN
e.) AUTO restart
f.) CB-3 switch closed
( g.) No module
)  No Logic TRIP
) ov/uv
) OV/UV Transfer
)  Voltage Difference
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5.)

B)
L
2)
Leds
o
R
4

ATTACHMENT 1

)

)

)

) CB-4 OPEN
) AUTO restart

) CB-3 switch closed
)  Module TRIP

)  Voltage Difference
) ov/uv

UPS1A:
a.) Placed restart switch to MANUAL
b.)  Placed the CB-3 toggle switch to OPEN position.
c.) Reset the alarms | ¢ .
d.) LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED : ¢j M
CB-4. * see note ‘ - /¢Wd
UPS1B: '
a.) Closed CB-1
b.)  Closed CB-2
Reset the alarms
d.) LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED
CB-4. * see note ‘ : om
UPSIC:
a.)  Placed restart switch to MANUAL
b.)  Placed CB-3 toggle switch to OPEN position [/
¢) LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED v
CB-4. * see note
UPsSiD:
a.) Closed CB-1
b.)  Closed CB-2
c.) Reset the alarms :
d.) LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED

CB-4. * see note
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ATTACHMENT 1 Page Jof §

5) UPSIG:

a.)
b.)

Placed CB-3 toggle switch to OPEN position.
LIFTED CB-4 MOTOR OPERATOR AND MANUALLY CLOSED
CB-4. ™ see note '

* NOTE: When the operators tried to restart UPSID the procedure called

out verifying that CB-4 was closed but it was open. The operators
made a decision to energize the UPS loads by manuaily closing
CB-4 by first lifting the motor operator off of the breaker. They
restored each UPS in that same manner.

C.) . At approximately 0830 the system engineer went down with damage control team #3
(operators, electricians and I/C technician) to restore each UPS.

UPSIC:

UPSID:

Found CB-1, CB-2 tripped an. CB-4 was closed and the
CB-4 motor operator (in the OFF position) was lifted off breaker,
Removed P6 plug from the CB-4 motor operator and aligned the motor
operator to the ON position. Reset all alarms. Closed CB-1 and restarted
the unit. It started up and' "synced" to the maintenance supply. Closed
CB-2, restored P6 plug and reinstalled the motor operator for CB-4 back
on the breaker. Transferred the load to UPS power and put transfer
switch in AUTO position.

Found CB-1, CB-2 closed ané opén. CB-4 was closed and the
CB-4 motor operator (in OFF position) was lifted off the breaker.
Removed P6 plug from the CB-4 motor operator and aligned the motor
operator to the ON position. Opened CB-1 and CB-2. Closed CB-1 and
restarted the unit. It started up and "synced” to the maintenance supply.
Closed CB-2, restored P6 plug and reinstalled motor operator for CB-4
back on breaker. Attempted to transfer load to UPS power but CB-3
would not close. It was found in tripped position. CB-3 was reset, the
motor operator was restored and the unit transferred to. UPS power. Put
the transfer switch in AUTO position.
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UPSIA:

_ UPSIB:

ATTACHMENT 1 Page 4 of S

Found CB-1 and CB-2 tripped and oh. CB-4 was closed and
the CB-4 motor operator (in OFF pesiti was lifted off the breaker.
Removed the P6 plug from the CB-4 motor operator and aligned the
motor operator to the ON position. Closed CB-1 and attempted-to restart
the unit. . Closing CB-1 caused an inrush to the UPS and tripped the
upstream breaker, 2VBB-PNL301. breaker #1. Reset breaker in 2VBB-
PNL301 and reclosed CB-1 on UPS1A. Upstream breaker tripped agam

Wrote WR (WR # 162319) and Deficiency tag to repair Rectmer section
of UPS1A. Unit left with CB-4 closed.

Found CB-1, CB-2 closed a . CB-4 was closed and the CB-4
motor operator (in OFF position)ywas lifted off breaker. Removed P6
plug from the motor operator and aligned motor operator to ON position.
Opened CB-1 and CB-2. Closed CB-1 and restarted unit. [t started up
and "synced” to the maintenance supply. Closed CB-2, restored P6 plug
and reinstalled motor operator for CB-4 back on breaker. Attempted to
transfer load to UPS power but CB-3 would not close. It was found in the

—_tripped position. CB-3 was reset, the motor operator was restored and

attempted to transfer load to UPS power but CB-3 again would not close.
CB-3 cannot be reset due to a previously identified problem. Unit left
with CB-4 closed - on Maintenance supply power.

Note: WR# 138173 exists to replace CB-3.
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UPSIG: . Found CB-1. CB-2 tripped an€CB-3 apen” CB-4 was closed and the CB-

4 motor operator (in OFF position) was lifted off breaker. Removed P6
plug from motor operator and aligned motor operator to ON position.
Reset all alarms. Noted 575vac input to UPS. Closed CB-1. When CB-1
was closed it tripped its upstream breaker in 2VBB-PNL301. Breaker #7
in 2VBB-PNL301 was reset and CB-1 reclosed (successtully). The unit
was restarted. It started up and "synced” to the maintenance supply.
Closed CB-2, restored P6 plug. When restoring the P6 block the CB-4
motor operator went to the OFF position. Opened CB-2 and CB-1 and
removed logic power from unit to reset all logic. Reset motor operator
on CB-4 to ON position. Reclosed logic power, closed CB-1 and
restarted UPS. Unit started up and "synced”" to the maintenance supply.
Closed CB-2, restored P6 plug and reinstalled the motor operator for CB-
4 back on the breaker. Transferred load to UPS power and put transfer
switch in the AUTO position.

NOTE: When a trip signal is generated withj ’ it sends a shunt trip signal to both
CB-1 and CB-2. Italso sen OFF signal to CB*§ and an ON si B4,

A voltage difference alarm will inhibit a closure oN;‘B\-‘t‘ X’ . “0

ALI A EVENT: l/m&’

2ZNPS-SWGQOL 2NPS-SWGQ3

UPS1A Normal AC (US3-B) ' X
UPS1A Maint. Supply (USS) X
UPS1B Normal AC (US3-B) X
UPS1B Maint. Supply (US6) X
UPS1C Normal AC (US3-B) X
UPS1C Maint. Supply (USS) X

. UPS1D Normal AC (US3-A) X

- UPS1D Maint. Supply (US6) ‘ X
UPS1G Normal AC (US3-B) X
UPS1G Maint. Supply (useé) . X
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Niagara Mohawk Nine Mile Point L'm'f 2 Event
of 13 August 1991 05:48 |

Introduction

On August 13, 1991, at 3:28 AM the Unit 2 phase B gererator step-up
ganstormer failed. Oscillographic records of the event are avaiiabie from a
digital darta recorder at the Scriba Substation. They show various 3<5 kV and.
L1123 kV system voltages and currents. Figure A with notadons is attached.

The four cycles preceding the fault show no signs of a gradual degradation or a
developing disturbance. The oscillographic traces and staton protective relay
targets reported. indicate a ground fault occurred on the high voltage winding.
Depression of the 345 kV phase B bus voltage to about 29% of the prior value
was observed from the oscillographic trace. This suggests the involvement of
only a portion of the entre winding. The 345 kV line currents and voltages
show rapid development of the ground fault beginning at point | with the ground
current reaching a constant value of 1,300 amperes in 1 1/2 cycles at point 4,
The flashover in the faulted wansformer occurs just preceding a maximum in
phase 2 to neutral voltage (as would have been expected) at point 2. The 345
kV line current in an unfaulted phase increases in step functon manner to 350%

of the prefault value at point 3.

No high speed recordings of voltages or currents within the plant were
available. No sequence of event recordings were available to correiate relay
operation times. Due to the large amount of magnetic energy coupling the
generator rotor and stator, and known electrical parameters, the decay of fault
current contributed by the generator to the solidly connected transformer would
have spanned a number of seconds as the field decayed.

Relay operation targets reported were:

1. Transformer Differential Relay (Type BDD) on Transformer 2MTX-
XMIB. :

|
2. Transformer Neutral Current Relay (Type IAC). |
3. Overall Unit Differental Relays (Type BDD) in phases 2 and 3.
4. Generator Phase Overcurrent Relays (Type PJC) in phases 2 and 3.






Pn< Evy S

rollowing isolation of the generator and ‘2:led wansformer ‘rom the sower zmd.
marked 5 on Figure A. only a singie 345 ¥V phase to ground voltage recora is
available. The magnitude of this voltage on an unfaulted chase is 74% of the
pre-fauit value. Since generator neurmal current is iimited o0 less than 3
amperes. it is known that the faulted transformer appears as a line to line fault
with some impedance to the generator. By mial and error calculation, generator
line currents are found to be O, 1.9 and 1.9, multiples of the rated value of
31,140 amperes. The line-to-line voltages have magnitudes 74% 74%. and 25%
of the rated value of 25.000 volts. The decay of this voitage for 0.25 seconds of
the recording has a measured time constant of 2.7 seconds. The calculated
value of the impedance of the faulted transformer as seen by the generator is

0.23 per unit.

Conditions prevailing during the six cycle time period following the fault, marked
2 on Figure A, cannot be determined with certainty. The exact nature of the
fault within the ransformer is not known and the physical evidence will be
strongly affected by the contnued flow of energy from the generator due to the
inherent time constant.  The flashover of only a portion of the HV winding is
evident since the 345 line voltages to neutral remain at 29%, 86% and 86% of
the pre-fault values. The presence of “residual” in the measured 345 kV line
currents provides the evidence of transformer neutral to ground current. This
requires that the fault involves a path for current to ground from the high
voltage winding. Recorded voltages and currents show a step change to new
values and no dramatic change during the time period of the record, which
totals somewhat less than 1/2 second. It could be said they are “cleaner” and
less distorted than commonly seen oscillograph recordings of fauits.

Given these observations and since both the generator and the system were
supplying fault current into the faulted tansformer, generator line-to-line
voltages preceding isolation would be expected to be greater than those

immediately following isolation.

High Frequency Voltage Transfer

It has been speculated that very high frequency energy (mHz region) may have
caused malfunction of logic and control circuitry in the UPS equipment. A
broad range of frequencies would be expected in any arcing phenomenon such
as occurred in this failure, Nothing in the available data or design parameters
of the plant equipment would suggest an extraordinary generation or

propagation of higher frequency components. The failure of a transformer and
internal arcing is not a rare occurrence. Comparison of oscillographic charts






:':cr.j s:rmia_:fve s in other pianis show nothing unexpectad or vausual in inis
particular fatlure. It must be Zorne in mind :hat the sampling rate of :he
recorder is listed as 5.814 kHz and frequency components in excess of cerhaps
300 Hz would not be accurateiy porzaved.

GE experience in testing of typical gower Tansformers (such as the Unut
Auxiliaries Transformers) provides an indication of the expected coupling
between windings at radio frequencies in the region of ! megahertz: The
attenuation factors range from 1.000: | to i0's of thousands: 1. Direc:
measurements could be made in this pilant to determine attenuation factors for
individual mansformers over a range of frequencies. These tests would Se
made on non-energized transformers using an RF signal generator and a

sensitive, calibrated detector.

Attached recent articles on electro-magnetic interference. Reference 1
discusses IEC 801.4 and the characteristics of electrically fast transients.
Reference 2 discusses testing of ground connecdons.

ion G levati
The possibility of elevation of the station grounding system as a result of this
disturbance was postulated. The relatively high level of ground fault current,
estimated at 1,300 amperes from the available recording, would not have been
conducted into the plant. This current can only flow in from the 345 kV system
for the 6 cycle period required for relay and circuit breaker operation to achieve
isolation.. The generator ground current would have been limited to less than 8
amperes by the neutral grounding equipment. Elevation or differences in
ground potental within the plant would therefore not have been expected during

this event.

Reference 1 discusses the problem of .achieving a “super” ground and
concludes that a stable ground reference for interconnected equipment is of
greater significance. Since normally circulating ground currents are not
expected, testing with very low voltages and currents is recommended. Note
especially the recommendation to test with a frequency non-harmonicalily

related to the power line frequency..
Design Review of Nine Mile Point Auxiliaries Power

Distribution System

The transformers stepping the voltage down to successively lower voltage
levels are connected in a manner to minimize coupling of power frequency and
higher frequency components between the various busses. Specific

configurations are:







.  Normal Stagon Service Transiormer -
delt:a =5 &V to wye 13.8 kV with 400 ampere resistive grounding
on the 13.8 kV side.

19

Load Ceater Transformers -
delta 13.8 kV to wye 4.i16 kV with <00 ampere resisdve

grounding on the <.16 kV side.

Load Ceanter Transformers -
delta 13.8 kV or 4.16 kV to wve 600 voits with neumal solidly

grounded on the 600 volt side.

(PN

4. Reserve Station Service Transformers -
wye [15 kV, delta 4.16 kV, wye 13.8 kV. The 13.8 kV neurmali is

<00 ampere resistve grounded. The 4.16 kV circuit is
connected to a zig-zag grounding wansformer with a resistor in
the neutral connection, presumably for 400 amperes.

These configurations provide “effectively grounded” dismibution busses as
defined in [EEE Standard 142 and will serve to limit transient over voltages.
This is in accordance with design practices deemed prudent and conservatve

within the power industry.

Transformer Faijures
The industry continues to review the effects of geomagnetic disturbances on
power transformers.

While no evidence is seen of voltage distortion in the four cycles preceeding the
failure, excessive duty could have occurred if these transformers had been
subjected to low level direct current previously. References 3 and 4 are

attached for perusal.
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Industriat Equipment

Eiectronics in Industriai

Applications

A Discussion of Fundamental EMC Principles for
Electronic Contrallers in an Industrial Environment

3y Wiiliam D. Kimmel, PE
Rimmei Gerke Associates. Lid

EMC srebiems stk industnal zontrols are
1ggravatea by narsn environments. Tuxed
1acnnciogies and 3 lack of unworm EMC
Judeunes. T ais arucie Wil concentrate on
the common ascec:s of etectraruc controls
o an :ncustal environment. which 1s
jeneraiy musn harsher than the office
environmens.

\What :s tne :ndustnal environment and
what can be cone aoout:t? The environment
includes the enure gamut of the basic
threats, power disturbances. RFI. and

 2SD. RFI and sower disturhances may be
locaily generated or not. Mixed technolo-
Zies compournd the problem. Digital circunts
are used 0 swatch ne voitages wia relays.
Aralog senscrs are wiput devices o digutal
conerols, -

fncreasingly. there i3 a need for a
scoperauve 2fort setween the designers,
manuiacturers and installers to come up
with a2 rock-soud system. A common
cemplawnt 15 thae the installers or mante-
nance peopie won't follow the winscailation
requrements, This may be true, But it
must change. stice there are problems
which cannot he solved at the board leved.
{t 15 also true that manufacturers often
specify instilauon requirements which are
not pracucal to implement, and there are
dccumented cases where the prescribed
installaton procedures will cause rather
than cure 3 problem.

The lack of uniferm guidelines has ham-
pered EMC progress in the industrial
arena. Fortunately, the European Commu.
nty is working to adopt the IEC 80l1.x
specifications. and domestic companies
would be wise to adopt them, even if there
is nO intention to export.

The Basic Threats

The three basic threats to industrial
electronics are power disturbances. radio
frequency interference. and ESD.

Power Disturbances. Power distur-

EMC Test & Design

bances are 3 weil Xnown zcustrial problem.
{n fac:. wnen 3 srodiem sccurs. the first
thougs: is 0 biame e zower company.
Often power quality is a predlem {especially
¢ grecunaing 1ssues are :nciudeq), but the

propiem s almost aways zenerated by ,

adiacent equipment.

Tradizonal problems with power include
spikes and transients. sags and surges, aod
outages, wruch threaten (ne eiectronks via
the power supply. These prodblems are
fairly weil documented and are often solved
using power conditioners or UPS,

The most common power problems
confronung electronucs today 13 the sag
which typieally occurs dunng twm on and
the spikes which typically occur during tumn
off of heavy inducuve icads. he sags
simply starve the electromcs. The high
fraquency transients barrel sight through
the supposedly ftered cower supply to
attack the electronics inside.

Digital arcuits are most vulnerable 20
spikes which cause data errors or worse,
Amalog crcuits are most vulnerable to
contnuous RF riding on top of the power.

FIPS PUB 94 provides guidelines on
electrical power for commercial computers.
This is good information, but beware that
factory power s much noisier than comrner-
cal power.

The guidebnes of [EC 801.4 specifies an
electrically fast transient (EFT) that simu.
lates arcing and other high speed noise.
EFTs are quite short ranged — they
diminish rapidly with distance due to induc-
tance in the line. But at short range, they
are devastating,

Unfortunately, attention is placed on the
front end of the electronics, the power
suppiy. With industrial controls, the prob-
lem is the controlled eclements. If the
electronics is controling line power, the
disturbances sneak in the back end where
little or no protection exsts.

Systam ground, while not being specifi.

:aly 2 cower sturnance sridiem. S
e carmer of residuai 2racts o -
disturcances. Any ngusinal or ssmme
structure has sigrussant ow Taqu C
SurTents arculating raugn wme o
system. someumes Cecause tne sne:s:
:ntenuonaily dumped onto the greuna
as with an arc weider) and somez
because of unntentionu coupung or
an maavertent concecton hetween ne-
ana ground somewhere 1 the facilicy.
Radio Frequency [nterference.
dio frequency interferance idacts
anzjog and digital cucwts. wth an
cirowts being generady more suscect
Surprtsmg to many, the prmegte thre.,
not the TV or FM station down ne ¢
but rather it is the hand heid transm
carried around by faciives personnes. A
watt radio wall result i an elecinie et
fve voits/meter at 2 one meter Hstar
enough to upset many electronucs syste:
JEC 301.3 specibes immmurnuty to eiec
fields of onme to ten voits per mu

"depending on the equipment. with

volts per meter being the ievel for o5
equpment. As can be seen ‘rom the ab
approxmation, three volts per meter 1s
an excessive requirement, and even
volts per meter is fairly modest.

Electrostatic Discharges. Elec:
statie discharge is an mtense short dura:
pulse, having a riseume of about .
manosecond. This is equivalent 20 a bu
of 300 MHz interference. Stane build:
of 15 kV are not uncommon.

Dry climates, including northem climz

Witham Kimmed is a princpal with Kim:
Gerke Assocates, Ltd. The firm spec
izes in praveotng and solving. electrom.
nete interference and companbiity (E..
EMC) peoblems. Mr. Kimmel can
reached at 1544 N Pascal, St. Padl. .
55108, or telephone 612-330-3728.







—

Uee - ine pouer
i B L\ﬁ"
iad /ol B
! >_ TRIAC
- ~#~ \N"l . switcr
»oLe

-

A-

»ffer spportunsty ‘or 3D,
Incus:ina envizonments. with che:r moving
2ampment. are loaged with potenuai ESD
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£01.2 for ESD stanaards.
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Electronics Design

Elecirorucs :s generaly the ultimate
vicum of interference. The interference
Znas :ts way chrough vanous paths 0 the
aiectronucs equipment itself. Lat’s concen.
trate on what can fappen to your elecironics
from the back door. that :s. by direct
saqiatien 1nto the electronics and by cons
sucted :nterference shrougn she signal and
conteai lines.

Sensors. Low levei sensors, such as
tharmocouples. pressure sensors, etc., are
charactenzed by very low bandwidths and
'ew signal ievels. A major threat to these
sensors 18 radio ‘requency interference,
either rom nearoy hand held transmitters
or more distance land roobile or fixed
transmtters,

But these are high frequency. much
above the bandpass of your amptifier, right?
Wrong! Low (requency amplifiers are
plagued by two phenomena: out of band
response and a0 rectification. These
combine to provide false information on
leveis to the system.

All amplifers have a normal bandpass,
typified by a 20 dB/decade rolloff or more
at the high end. But resonances due to stray
inductance and capacitance will give rise to
ampufier response Gve orders of magnitude
or more abave the nominal bandpass of the
amplifier. This means an audio amplifier
will respond -to signais in the hundreds of
MHz.

The second aspect cccurs when RF
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Figwe 2. Transient Jeeckack patn,

ercounters a scrzneanty such as a semicon.
ducter device. Al sucn devices give nse to
a DC level srt wnen confronted wath RF.
!n 3 radio recewver they are cailed detec-
tors. Noniineanues are muumuzed in [mear
devices, Sut thare is always enougn to cause
problems. The upshot is ¢hat the amplfier
demodulates tze RF, generates an errone-
ous signal. and passes this error on. This
effect 1s shown in rigure 1. Qutput kines are
surulanty affected. with capaqave coupting
back to the inout.

The solution 1s to prevent the RF fom
getung to the ampiifier. either by shielding
or fitenng. The most common path to the
amplifier 1s W12 an external signal kne from
the sensor. but :f the electronics 13 not
shieided. direct radiaton to the crcust board
may also present a problem.

Assuming fltenng 1s the selected method,
use a high “equency fiter, designed to
block signals up 0 | GHz or even more.
Use ferntes and high frequency capacitors.
Do not rely on your low frequency titer to
take out RF.

At the op amp. you should also decouple
your plus and munus power to ground at the ~
chip. If your ground is cartying RF, you can
anticipate the same problem mentoned

, above, since it will corrupt the reference

level.

Data Lines. Digital data lines will be
upset by the RF problem as in ansiog, but
the levels necessary to upset are higher.
Instead. digital data lines are much moce
susceptible to transient glitches. ARl signal
lines should be fitered to pass only the
frequencies necessary for operation. [f the
threat lies in the bandpass of the signal,
then shielding or opuical links will be
needed.

Switched Power Lines. This refers
specifically to the power being controled
by the controller device. Industnal control-
lers are commonty tasked to control power

0 heavy equpment, whicn's <
by heavy surang joads ind
at tum off, Typicady the 21acerzrue 220
switen ine power using cetvs o -
This exposas the back ena of the cznz
to suostanual line transients, wrgn 2

- back t0 e crrcwt ower ang grounc

disrupt the digial cireuitry as shew
Figure 2.

It is mandatory that te ransient
rents be diverted or clockea. smee
diqai system cannot witnstand the <+
rudes likely to occur with an nicucave
uniless specal staps are taken.

Self ammmg can te Smutea by coneee
when you swatch the kne, :sing
crossing devices. Of paruciiar :mpor:
is the tum off, stnce tnat s wren
inducave kick occurs.

If all power swatchung used zero ¢oot
devices, the transient leveis in e fac
woukd be dramaocaly reducad. Unf:
natety, that goal is well off in the fur
Untd then, expect that high voitage o
tranments will occur, and they must Se ¢
with.

Optical couplers and relays do not prc
sufficdent isclabon by themseives. T
high capacrtance provides an excetent
frequency path, and if they are stacke
n an array, the-capacitance wall add u
pass surprisingly low frequences. T3
capecitances can't be eliminated, Sut
an design your control circuits o munr
coupiing psths and to maximuze low 1m:
ance titernate paths,

Transient suppressors should be inst
at the Josd, which is the source of the s¢
but they can be installed at the conux
as wed,

An interesting effect occurs when ¢
bining zero crossng SCR regulators -
low level sensors which use line freque
noise canceling techniques. Very sens:
sensors somenmes are :ampeq .for
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System Design and Installation

Cnce the olectromucs 1s designed, it
sezomes 2 problem of the system mtegrator
ing instailer 10 ensure :hat the electronucs
15 crevided with the enviroament for which
it was designed. Most of the ame, thus
work 1s performed by power experts and

elecencians, and they are not always aware
3¢ the interference protiem. Oftea, on site,
the sower quality 1s blamed for the equip-
ment anomaites. But the protlem can often
ke avoiced by following a few basic prnc-
cles.

The :ndustmal control device s either
integrated into a system at the factory or
instaled sesarateiy on site. Controllers
handle a vanety of devices such as motor
speed controls, positoning devices, weld-
ars. atc. Interference presented to the
electronucs can be siguficantly reduced by
appropnate measures outside of the elec-
wrenics box.

There i1s no way to accurately assess the
threat without test data. But regardless of
the :nformation avalable, much can be
accomplished by correct installation, and it
doesn’t cost much if done at the start.
Retrofits become cosuy, especially if ace
compirued with factocy down ume.

Let's consider-the same problems from
a system standpeit. Your goal is to limit
the interference which must be handled by
the electronics.

Direct radiation to the electronics is not
often 2 problem in an industrial environ-
ment. but it does oceur, and most often with
a plasue enclosure. -The NEMA type
enclosures provide enough shieiding* for
most industnial needs. If you don't want to
use 2 metal enciosure, be sure 0 get
electronics which will withstand the RF

whuch will occur.
EMC Test & De: cin ,

Sances causea by 2he 2cuipment. {t:s anad
10 common pracucs 0 draw contrcler
cower Tom the same source as feeds the
power equpment. Tais power may provide
the necessary energy to dnve the equip-
ment. but 12 .5 not swiadle to power &
electrorucs :Figure 3).

Hopefuily. all ingustrial equipment wail
have eleciromcs powered {rom a separite
low power 120 volt cizcust. {t solves severau
oroblems. First, it separates the electen.
1cs power f{rom the crobadly very noisy
industrial grace power, preventng the
switchung transients and startup sags from
gesting to the electromcs. Second. if it s
necessary to condition the electromcs power
from an external problem. it is far cheaper
to condition the watts needed for electronies
power than it 18 o condition the kilowatts
cequired by the system,

if power cannot he separated, then 1t is
necessary to provide a bulletproof power
supply, preferably inchiding an isolaton
transformer, to separate the entire power
supply from the electrical equipment.

Ground Noise. Ground rowse, inevita-
ble in industrial environments, must be
diverted from the electromics module,
Multiple grounds ia 2 system will often
resuit in ground currents cxrmhnn; through
the equipment. and ground noise arculating
through the electrorces path will cause
malfunction. Figure 4 shows some typical
ground loop situatons.

A common approach is to demand a super
earth ground. This is good, but it is not 2
cure all, and often a super ground cannot
be achieved. no matter how you try. How
do you get a super ground from the third
(oor? The real need is to geta stable ground
reference to all interconnected equipments.
If this equipment 18 closely located, then 2
very low impedance interconnect is feasi-

ble.
Power conditioners are often tasked to

neutrai to ground ncise ang wwth SV

ine dlters. So you may -wan: iz -

niexpensive appreaca st

Data Links. Data inxs are s
over the entre fcdity, exposing :n
two princiole efects. grouna acise 2,
pickup. Geouna noise wiil cause cata
unless the eiectroncs has Seen zesiz
accommodate potennal differences ¢
eral voits or more. This is acesms
with differential dnvers and racs:vers
must be direct coupled. Cotical ink
eventually take over these unks.

The other aspect s RF sickup. ine
sive shieided cable s swadie ic:
purpose. Ground both ends! Do aet
singie pomt ground technicues o0 RF
low frequency ground loop proplem
threat, then cne end can te capac

grounded.

Summary

Industnal electromics are sub)ecmc |
harsh eavironment. Good design and :
ladon techriques will mirumuze prodle:
the Geld. Adherence :0 the Eurc
standards, |[EC 801.x 1s a good starz.
if you are only markeung in the USA.

Bibliography

FIPS PUB 94, Guideline cn Elec
Power for ADP Instailabons, Septen
lm'

I[EC 301-2, Electromagnetic compat:
for mduscial-process measurement
control equipment, Electrostauc disch
requirements, 1984.

[EC 801-3, Electromagnetic compau
for industrialeprocess measurement
control equipment, Radiated electro:
natic field requirements, 1984.

{EC 8014, Electromagnetc compat:
foc industial-process measurement
control equipment, Electricas fast trans
burst requirements, 1984.






Industrial Equipment

Equipment Ground Bonding —

Designing for Performance

and Life

A Discussion of Ground Connection Fundamentals to Control EM|

By D.B.L. Durham
Dytecna Ltd. UK

The problem of achieving sausfactory earth
Sonds or ground connecuons has plagued
EMC engineers for many vears. not only
because the bonds are often wvial for the
ackevement of sausfactory equipment per-
{ormance 3ut because they affect the long
term performance of equpment aster 1t has
been introcuced 1nto service.

Recommendauons on bonding have ex.
isted in the form of mulitary speciications,
such as Mil Std 1310, Mil 188-124A and
Mil-B-5087 (ASG) for some vears and these
have generaily proved satisfactory for most
new bulds. However, these speaicatons
have certun linutauons in that they gener-
ally do not specdy consistenty low levels
of Sond impedance. nor a suitable test
method. The introduction of new EMC
speciicatons in Europe with the EEC
Direcave on EMC and the requirements for
iong term subiity in EMC characteristics
has directed the UK military to review
exisung specifications and introduce 2 new
Defence Standard to tighten up periorm-
ance requirements for miitary equipment,
Def Stan 38-6 (Part 1)/1 has been intro-
duced to address this area as far 23 mobile
and transportable asmmunications installa.
uons are concernad, but the requirements
should have implications i industrial appli-
citions and over the whole electronics
market if long term product performance is
to be guaranteed.

Bond Degradation

Earth or ground bonds are generaliy
" considered essental not only for safety
reasons, but as a means of diverung EMI
currents, “‘locking’” circuit boards and
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equcment to a2 stable ground point, achiav.
ing adequate levels of cable shielding and for
many cther reasons. Many designers ua.
derstand the requirement for short, fat bond
leads to mumimuze ground inductance but
faw apprecute that 2 criocal aspect s the
conneczon resistance with which the bond
strap 1s attached to the equpment ground
pount. The basic requrement of any bond
is that it should have as low an impedance
as possible (unless 1t is a deliberate ndue-
gve bond to limit ground currents). The
impedance is 2 combinaton of the resistve
and the inductive components. The resis.
gve element s 2 funcoon of the bond strap
resisgwity, cross sectonal arez and length,

" see Equadon 1, whilst the inductive compo-

nent is 3 more complex function of the bond
strap charactensocs as shown m Equaton 2,

-

R=< @
Lald h,ﬁ_‘os,omw.]
2n bre 2a

) @
where R = cesistance, ¢ = resistivity, (=
length, A = area, u, = permeabifity of free

{ = relitive

space. L = inducunce, u,
permeability, b = strap width, and ¢ = strap
3. -

The frequency at which the inductive
element dominates the impedince expres-
sion when calculating the total inductance
is, from Equation 3, typicaily 1 kHz. [t will
be seen therefore that to af intents aod
purposes the bond except at DC and power
frequencies, ‘may be assumed to be an

inductance. At very high Secuences
Y aparunce across the sz3o
dommate. This means that the vort =
icross 2 bond is zemerav 3 funczer
inductance and frequency. Based on Ok
Law this voit drop 1s shown in Zquace:
For tranuents the voitage drop is gve:
Equaoon 5.

Z-\‘R’-t-w‘lz
V = {Z =igl]

- d
ve-L 2

" where Z = strap impedince. w = rac

frequency, V = voltage, and [ = current.
From this. the higher the mductance *
moce isolated the circuit or box becorr
from ground. This can have signc:
effects on equipment. including enhanc
ment of notse mjection onto arowts, redu
toa of fitar performance. ind loas
communicatioa range. From a TEMPES
standpome it may resuit in more radiat
from equipment. [t would seem fom ¢
that the criteris for any bond is ¢t
inductance and bence the choice of short

David Durham served for 21 years in ¢
British Army, where he gained his degre
in edectrical engineenng. After service 1n
vaniety of appointments he retired to jo
the Racal-SBES company as the Techme
Menzger respoosibie for the design ar
development of communication system.
In 1988 he joined Dytecna as the Manag:
of the Engineering Division. and now

curreatly Techaical Markenng Manager.
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Send suwaps. However, an analysis of the
sondnductance shows hat {or 2 bond strap
2f 100 mmicng, 13 mm wide and 2 mm thick
she impedance 2t 1 MHz will be 3.8 Ohms,
[t sounds extremely simple, but work
performed n the USA and UK shows that
i an errcr 13 made :n the way the strap is
termunated then 2 progressive Increase in
the resistance of :he bond strap to dox
junczon can occur as the equipment ages.
Eventzaly the resistance wul begm to
exceed hundreas of ohms and may eventu-
aiy go open crowt. This can negate the
afact of the tond strap completely as part
of the EMI protecton.

What Sappens with bonds to cause this
shange? Essenvally a ground connecuon is
3 senes of impedances (rom the strap
through to the ground matenai, 3s shown
in Figure 1. Each point of contact contnb-
utes to the total bond performance. As a
zasult, a2 change in any contact condition can
result in a2 change in the total bond
resistance. As s weil apprecated, the
contact resistance hatween two metal sur-
faces 1s 2 ‘function of the pressure. The
pressure exerzed by the tip of a drawing pin
is vastly greater than that from the thumb
pressing by itself, Thus the coatact from a
sharp pownt gives 3 mmch higher pressure
than 2 at point and taredore lower contact
resistance. Measuremapmts have shown that
sharp points enable comiact resistance of a
faw microohm to be achieved whilst similar
pressures on flat surfaces result in mi-
lichms of contac: resistance, It might be °
felt that there is ltte ‘or no difference
between these values, but in reality there
is, An essential aspect of a good bond is
that it should remain so after the equipment
has entered use. High pressures also have
the effect of squeezing out corrosive maten-

.als and insulating dlms. The focrmer causes

EMC Test & Design

Figure 2. Four wure ondge method.

progressive dagracdaton of bonds, whilst
the latter can reduce the siSciency of the
Yond &om e momen: 2 18 installed. f¢1s
paruculariy mportant n comumurmcatons
systems, wrere fiters are installed and
shielded cabie termunavons are made that
the bonds are of Jow resistance and retan
their performance.

Bond Performance and
Measurement

Expenence has shown over 2 number of
years that for long term consistent bond
performance a low value of resistance must
be achieved. This 1s typicaily 1.5 mulohms.
In Def Stan 38-6 (Part 1)/1 the valye has
been ser at 2 maamum of 2 muliochms. This
level 1s measured througn the individual
bonds. The logic behund this level is
twofold. Firsdy, experience has shown chat
with commurucatons equipment m particy.
lar this value of bond resistance is required
if consistent performance is 1o be achieved
in terms of reception efficiency and trans.
mission charactertstics. This is parocularly
so {or TEMPEST protected equipments.,
The second point is that if the bond has a
higher resistance then there is a significant
likeiihood that progressive degradaton will
occur and the bond resistance will incresse
in value. There will then be a progressive
{oss in performance.

The main problem with measuring bood
resistances is that it should be messured
using a3 low voltage/current technique.
Most techniques to date for 2ssessing safety
involves driving a large current through the
bond. This checks the bond's abiity to
carry curreat but does ot necessarnly check
its EMI protection performince. The rea-
son is that many bonds may when in normal
use have 2 high resistance due to oxide and
greasy flms. but when subjected to a high

* to fiter out all other electrical noise, ther

current the layers Zeat uo and e viz:
nisea. After the curvent :s removeq e =,
cn cetun. Thus lugh current tecnmque
are not recommended for testng =)
bonds. The new Defence Stancard :n -~
UK speades a maxdimum probe voitage *
100 mucrovolts. This represents typicaly
probe current of 50 mulliames uncer sho:
dreat (K 1 mQ) conditons. This
inyuwficdent to destroy surface Sims. Th
cassic method for measunng iow resistarc
has been to use a four :ermunat bridge 2
shown in Figure 2. In this case the currer
is dnven between two powts and
voltage acToss the sample 1s measured wit

" 2 high resistance prove. This removes .

effects of the probe contact resistance an:
lead resistance. This is generaldy consic
ered to be a laboratory method as the usc |
of four contacts can be awkward. If the lea: !
fesistance c1n be remaoved by 2 caiibratior |
techmaque then the four termmals may o« |
replsced with a two termunal system. 1

A further possible refinement to th
technique is to use a2 frequency that is no
DC or 50/60/400Hz. In this case 10.4 H:
hss been chosen. {f an acuve filter is usec

it is posmible to use the bond resisunce
meter on powered up systems, it is worts
noting that at this frequency the impedance
is sdll largely represented by ressiance
rather than inductance, The two termma
method is shown in Figure 3.

The introduction of new EMC/EM!
specifications in Europe has made 1t more
important that once made the bonds have
consistent long term performance. This
me1ns measuring on periodic inspecton anc
after maintenance. it is an essenual aspect
of insunng consistent performance. [t has
been shown that within months apparendy
good bonds can detenorate to tugh resis-
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There save zeen w3 ~ier oIt
13used By senr 3Cnss 2Xcan
Sy muitary esuismant Lsers, T
28graalen o semermange nrsasy
USRS 'n s e, The 0SS i sir
i3uen mange. seor SMU cemarman:

siner effects ab soninmsute tSaesnsioe

attitv. The second 2fect whnuen s

aitficult to idenufy st 2t No Faun F
.NFPF) proclems. An anaysis 3i reor
fafures Tem mulitary rehacuy 3
srown that NFF inc:dents 2an 2e exire
ngh. farticwarty n humud simates.

. has been parually confrmeq &y reports

the Gulf War when ail {srees ceocne
increase :n avadabiity of aqupmen: .o
dner chimate, Many facits are due :c
electrical contacts in connectors, zuta.

number have been :denufled as exces

EMI induced tnrough poor grouna =4
This may be caused by either alcose 572
strap or connector termnagon to ne -
A signiicant improvement & 2quiss
avalability and pgerformance s exces
when more recent s1aVSLLS ars anaiyse
The introducton :nto the Bnusa .
service of the Dvtecra Bond Resisia
Test Set — DT 109 has enaoled :ne
mulitary to measure bond rasistancas
installed equipment and requce e
curances of NFF errors. Tre UK muih
measurement procedure uses a {wo jar
nal bndge method and an accurate
milichm calibrauon standard. This ma
urement procedure and equipment s 3
m use by dther NATO natons and e:
where Dy muditary and navai forcas wro nc

recogruzed the same problem.

Conclusions

The problems wath ground bonds 2z
become sigrificant with the development
sensitive and secure CommunICauons equ:
ment. This coupled with an increasing ne-
10 achieve higher and higher levels of E}
protection has lead to an increased emphas
being placed on the effectiveness of all type
of system grounds. These. further cox
bined with a requirement to ensure the ior
life of systems once in service. hav
resulted in the assessment that bonds ar
terminztions are one of the pnmary cause
of EMI fallures in systems. The requir
ment to test these is clear, however
means to do so have not always dee
avadable to engineers. B
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PES Summer Meeting, July 12, 1989
Long Beach, California
John G. Kappenman, Chairman

Power System Susceptibility To
Geomagnetic Disturbances:
Present And Future Concerns

John G. Kappenman, Minnesota Power

The eftects of Solar-Geomagnetic Olsturbsnces have been
observed for decades on power systams, Howasver, the pro-
found impact of the March 13, 1989 geomagnetic distur.
bance has created a much grestsr level of cancarn sbout the
phenomsena in the power Industry.

Seversl man-madae systems have suffered disruptions to thair
normasi oparation dige to the occurrencs of geomagnstic phe-
nomena. Most of he man-made systems, such ss commu-
nications, have been made less susceptible to the phenom-
ena through technological evolution (microwave and fiber-
optic have replaced metallic wire systems). Howaever, the
bulk transmission system, if anything, is more susceptible
today than ever before to geomagnetic disturbance events.
And If the present trends continue, it Is likely the bulk trans.
mission network will become more susceptible in the future.
Somae ot the most conceming trends sre: 1) The transmission
systems of todsy span grester distancss of ssrth-surface-
potential which resutt in the flow of lsrger geomagnatically-

IEEE Power Engincering Review, QOctober 1989

Inducad-currents in the system, 2) the interconnected sys
tams tond to be more stressed by large region-to-regior
transfers, combined with GIC which will simultanasously turr
svery transformer in the bulk system into a large reactive
power cansumer ang harmanic current generator and 3) ir
genersl, large EHV transformars, static var compensators anc
reisy systams sre more susceptible to adverse influence anc
microperation dus 10 GIC.

TRANSFORMER OPERATION

The primary concsr with Geomagneticallv-induced Cur-
tents is the etfect that thay have upon the operstion of large
power transformers. The three major effacts proauced by GIC
in transformers Is 1) the Increased var consumption of the
affected transformer, 2) the incressed even and odd harmon-
ics genersted by the heif-cycls saturation, and 3) the possi-
blities of aquipment damaging stray flux heating. As is weh
documaented, the pressnce of even a smali amount of GIC
(20 amps or less) will cause s large power transformer tc
haif-cycle saturate. The haif-cycie saturation distorted excit-
ing current I rich In even and o0dd harmonics which bscome
introduced to the powser system. The distortion of the excit-
ing current atso determines the real and reactive power re-
quirements of the transformer. The saturation of the core
stesl, under half-cycle saturation, can cause stray flux to en-
ter structural tank members or current windings which has
the potential to produce ssvere transformer heating, .
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RELAY AND PROTECTIVE SYSTEMS

“hare 3re :~-se DASIC ‘A’iLre mcces of relav arg cratectve
svsiems mat $an e atintuled :C s3eomagretic istur-

canrces:

¢ Sase Qperater 2f °re protecuor systam, such as have
~g cceurrea ‘or SVC, zaoaciter ang jine ‘elay coera-
t1ors wrere =2 fIow ¢! Sarmonic Surrents ara Tusine
teroreteq Cv ine r9:av 3s a ‘ault or cverload csnaitien.
This s tne most ccmmon faiiure mode.

* Faiiure 20 Qpoerate wnen an oceration is casirabls, this
»3s snown 0 Y8 8 prodbiem for transformer diffarent:al
arotecucn schemes andg ‘or situations in whicnh the
output of tha current transformer 1s distortad.

¢ Slowaer than Oasired Cperation, ths presencs of GIC
can sasity build-up high leveis of ocffset or remansant
‘lyx in 3 current transformer. The nigh GIC inducaa off-
set can significantly reduce the C7 time-to-saturation
Jdor offsar fault currents.:

Most of the relay, and protective system misoperations that
are attnibutsd to GIC are directly caused by some malfunc-
tlon gue to the harsh harmonic environmaent resulting from
large power transformer half-cycle saturation. Currant trans.
former rasponse errors are more difficult to directly associste
with the GIC event. For example in the case of CT reman-
ence, the CT resoonse error may not occur until several days
after the GIC event that produced the remanencs. Therefore,
these typeas of failures are mora difficult to substantiate.

CONCLUSIONS

As evident by the March 13th blackout in the Hydro Quebsc
svstem and transformaer heating failures in the eastern US,
the powaer industry is facing an immaediate and serious chai-
lenge. The power industry is more susceptible than ever to
the influence of geomagnaetic disturbanceas. And the industry
will continue to become more susceaptible to this phenome-
non unless concsrtea efforts are made to deveiop mitigation

techniques.

Geomagnetic Disturbance Causes
And Power System Effects

Vernon D. Albertson
University of Minnesota

SOLAR ORICINS OF GEOMAGNETIC STORMS

The solar wind is a rarifled plasma of protons and elsctrons
emitted from the sun. The solar wind is atfected by sclar
flaras, coronel holas, and disappesring filaments, and the so-
lar wind particles interact with the earth’s magnatic field to
produce aurorsl currents, or auroral electrojets, that follow
generaily circular paths sround the geomagnetic poles at ai-

- titudes of 100 kilometers or more (1). The aurora borealis is

visual evidence of the aurcrsl electrojets in the northern
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Figure 1. Varistians of the Yesrty-Aversged Sunspot Number ang

Geomagneticsily Disturbed Days from 1932-1988.

cycles from 1932 to 1986 (2. 3). Note that the geomagnaetc
disturbancs cycies can nhave a couble peax. one of whnicn ¢can
lsg the sunspot cycis pesk. While geomagnatic activity in the
prasent cycle is expected t0 maximize in approximately
1993-1994, severe geomagnetic storms can ocsur at anv
time auring the cycis; the K-9 storm of March 13, 1989 was
a striking example.

EARTH-SURFACE-POTENTIAL AND

GEOMAGNETICALLY.INDUCED-CURRENTS

The auroral electrojsts producs transient fluctuations in the
earth’'s magnetic fleld dunng magnetic storms. The eartn s
a conducting sphere and portions of it expsrience this ume-
varying magnaetic fisid, resutting in an incducad earth-surface-
potential (ESP) that can have values of 1.2 to 8 volts/km (2
to 10 voite/mile) during severe geomagnetic storms in ra-
gions of low earth conductivity (4).

Electric powsr systems become exposed to the ESP througn
the grounded nesutrals of wye-connectad transformers at the
opposite ends of long transmission lines, as shown in Figure
2. The ESP acts as an idesl voitage source impressed be-
twesn the grounded neutrals and has a freguency of one to
a faw milllhertz. The gsomagnetically-induced-currents {GIC)
are then determined by dividing the ESP by the squivalent ac
regsistance of the parsileled transformer windings and line
conductors. The GIC s a quasi-direct current, and valuesg in
oxcess of 100 amperes have been measured in transformer

nesutrais. :

POWER SYSTEM EFFECTS OF GIC
The per-phase GIC in power transformar. windings can bs
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Figure 2. Induced Eantn-Surface-Potential (ESP) Producing Geomag-

Asticaty-inauced-Currents iGIC; in Powaer Systams.

canv tres dargar than ne AMS ac magneuzing current, 8.
suling .n a dc o1as of transfcrmer core flux, as in Figure 3.

Figure 3. DC Blas of Transformes Core Flux Due to GIC.

The haif-cycle saturation of transformars on a power system
is the source of nearly all operating and equipmaent prodlams
caused by GIC’s during magnetic storms. The direct conse-
qusncas of the half-cycle transformaer saturation are:

* The transformer becomaes 3 rich source of aven and
cdd harmonics

* A great increase in inductive vars drawn by the trans-
tormar

¢ Possible drastic stray leakage flux effects in the trans-
former with resuiting excsssive localized heating.

There ars 3 number of effacts dus to the generation of high
leveis of harmonics by system power transformers, includ-
ing,
¢ Qverloading of cspacitor bands
¢ Possibie misoperation of relays
¢ Sustained overvoitages on long-line energization
¢ Higher secondary asrc curmrents during single-pole
switching
¢ Highaer ciromit bresker recovéry voitage
¢ Qveriosding ef harmanic flitgrs of HVDC converter ter-
minals, snd distortion in- the ac voltage wave shaps
that may resuit in loss of dc power transmission,

Ths incressed inductive vars drawn by systam transformers
during half-cycle saturation sre sufficient to causs intolere
able system volitage depression, unususl swings in MW and
MVAR flow on transmission lines, and probloms with gener-
ator ver limits in somae instances.

In addition to ths half-cycle saturation of power trans-
formers, high leveis of GIC can producs s distortsa responss
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The Hydro-Quebec System
Blackout Of March 31, 1989

Daniel Soulier,
Hydro-Quebec

On March 13, 1989, an excsoticnally intense magneuc stor~
csused seven Static Var Compansators (SVC) on the 735-k\
netwaoark to trip or shut down. Thess compensators are es
sential for voltage control and system stability. With the:
loss, voltags cropped and frequency increased. This fea 22
system Instability and the tripping of all the La Granas trans
mission lines thereby deoriving the HQ system of 3500 MW
of generation. The remaining powaer systam collapsed withir
seconds of the loss of the Ls Grande network. The systamr
blackout affected al but s few substations isolated anto lo-
cat genarating stations.

Power was graduasily restored over a nine hours period. De-
lays in rastoring power wefe ancounterea becsuse of dam-
aged equipment on the Ls Grande network and problems witn
cold load pickup.

SYSTEM CONDITION PRIOR TO THE EVENTS

Total system generstion prior t0 the events was 21500 MW,
mast of it coming from remote powes-generating stauons at
La Grande, Manicousgen and Churchift Fsils. Exports to
neighboring Systems totslied 1949 MW of which 1352 MW
were on OC interconnections. The 735-kV transmission net-
work was loded at 30% of its stability limit,

SEQUENCE OF EVENTS

At 2:48 a.m. on March 13, 8 very intense magnetic storm
led to the conssquential trip or shut down of seven SVC's.
Containing the impact of the event through operator inter-
yention was impossible sli SVC’s having tripped of ceased to
function within & one minuts period.

A few seconds (8-9 8.) after the loss of the last SVC, all five
735.kV lines of the La Grande transmission network trippea
due to an out of step condition. These line trips deprivea the
systam of 9500 MW of generation and subsequentty led to a
complete system collapse.
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GENERAL OBSERVATIONS ON THE SYSTEM
BEHAYIOR

The svystam blackout was caused by loss of all SVC on ta
Grance Networx. Seven SVC trippea or stoooaed functioning.
Prior 10 ana aurning ine event all the OC intsrconnections be-
havea properly. No relay faise trios or misopaeration of special
protaction systems ware cbserved. Telecommunications
ware not affected. No equipment damage was girectly attnb-
utabie to GIC but cnce the system split, some equipment was
damagea due t0 103d rejection overvoitages.

REMEDIAL ACTIONS TAKEN .
Since the event, the following actions were impiemented:

s SVC protaction circuits have been resdjusted on four
SVC’s so as to rencer thair operation reliable during
magnetic storms similar work is being performed on
the four remaining SVC's.

* Enrergy. Mines and Resource Canada now providas Hy-
¢ro-Quabdc with upaated forecasts on the probabdility
of magnetic disturbances. Thess forecasts are used by
the Systam Control Canter dispatcher to position the
transmission systam within secure limits.

¢ A.C. voitage asymmetry is monitored at four key lo-
cations on the system (Boucherville, Arnsud, LG2,
Chatgesguay). Upon detection of 8 3% voitage ssym-
metry at any one location, the system contral center
dispatcher is alarmed and will immediately take action
to position systam transfer levels within secure limits
if this hasn’t slresdy besn done bacause of forecasted

magnetic activity.

OPERATING LIMIFTS DURING
MAGNETIC DISTURBANCES
(AND ALERT SITUATIONS)

The following operating limits are now being applied:

* 10% safety margin shall be applied on maximum trans-
for limrts.

¢  Msximum transfer limits shall not take into account the
availability of static compensators deemsd unralisble.

¢ Adjust the loading on HVODC circuits to be within the
40% to 90%, or less, of the normal full load rating.
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n ine operation 9f scwer transformers, the manrer o3¢ ":'
san resuit it saturation cf the core ang corsequant snarge
‘N systam var caquirements, .ncreases .n ~armonic suiser
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GIC EFFECTS VERSUS CORE AND WINDING
CONFIGURATIONS |

Princical concerns n this giscussion are for SHV svsters
wiR grounded Y transformer banks providing cenguenrs
satns for GIC and zero sequence currents. Core ang winging
configurations respond differently to zaro saquencs ocen-ci-
cuit currants and te GICs. Note: as usaed here, the term *“spen
circuit’‘refers to tuu performaed with all dalta connscticns
opened or ‘‘broken.’’ For example, the threa-pnase tnree leg
core form transformers are tess prone to GIC inducsa satu-
raticn than three-phase shell form transformaers. 8ut, botn
core form and shell form single phase transformers are sus-
ceptible to GIC inducsa saturation.

Winding ana lead arrangements respond cifferentiv 0 GiC
inducad core saturation ss well. For example, the currant cis-
tnbutien within paraliel winging paths and within low voitage
leads depends upcn the leaxagse flux oaths and mutual ccu-
pling. Losses within wingings and leacs may cnange sign:fi-
cantly under GIC-inducsd saturation awing (0 the changa in
magnatic fisld intensaity, H, sna the resuitant cnanges in tha
boundsary conditions for the leakage fieid path,

EDDY LOSSES IN STEEL MEMBERS

The changes in the magnetic intensity, H, and the magnaetic
boundary conditions resuiting from the GIC excitation cias
can increase the lossas in steel plate, the losses for fields
paraliel to the plane of the piate increase nearly as the square
of H. Note aiso that the lavel of losses increase approxi-
mataely as the squarae root of the frequency of H, owing to the
sffect of depth of pensetraton. The magnetic fiald along yoke
clamps and leg platss in core form transformers and in Tee
beams and tank piste in shell form transformers closelv
mastches the magnetic gracgient in the core. Arsas of the tank
and core clamps are subjected to the winding leakage fiela. °
If the core saturates, the magnatic fisld impressed upon the
steel members may rise ten to one hundred times normai due
to the saturation and the effects of the leakage fisid. The
losses in the steel members will rise hundreds of times nor-
mal, even undar haif-cycie ssturation. On the steel surfaces.
eddy ioss density may rise ten to thirty watts per square inch.
spproaching the thermal flux density of an electric range ele-

maent. .
Surface temperatures rise rapidly with this thermal flux ana
can result in dogndmon of ingsulation touching tne stael
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