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ABSTRACT

This document describes the U.S. Nuclear Regulatory Commission’s (NRC’s) uncertainty
analysis of the accident progression, radiological releases, and offsite consequences for the
State-of-the-Art Reactor Consequence Analyses (SOARCA) unmitigated long-term station
blackout (LTSBO) severe accident scenario at the Peach Bottom Atomic Power Station. The
objective of the SOARCA Uncertainty Analysis is to evaluate the robustness of the SOARCA
deterministic results and conclusions documented in NUREG-1935, and to develop insight into
the overall sensitivity of the SOARCA results to uncertainty in key modeling inputs. As thisis a
first-of-a-kind analysis in its integrated look at uncertainties in the MELCOR accident
progression and the MELCOR Accident Consequence Code System, Version 2 (MACCS) offsite
consequence analyses, an additional objective is to demonstrate uncertainty analysis
methodology that could be used in future source term, consequence, and Level 3 probabilistic
risk assessment studies.

This work assessed key MELCOR and MACCS modeling uncertainties in an integrated fashion
to quantify the relative importance of each uncertain input (included in the analysis) on potential
accident consequences. A detailed uncertainty analysis was performed for a single-accident
scenario at the Peach Bottom pilot plant. Not all possible uncertain input parameters were
included in the analysis. Rather, a set of key parameters was carefully chosen to capture
important influences on release and consequence results. 21 MELCOR parameters and

350 MACCS parameters (representing 20 parameter groups) were included in the integrated
analysis. The uncertainty in these parameters was propagated to consequence results in a
two-step Monte Carlo simulation with a total of 865 realizations. This quantitative uncertainty
analysis provides measures of the effects for each of the selected uncertain parameters both
individually and through interaction with other parameters, through the use of four regression
methods. Phenomenological insights are also qualitatively described and corroborated through
the analysis of individual Monte Carlo realizations that show different accident progression,
release, and consequence behavior.

Sampling the chosen input parameters in this uncertainty analysis revealed three groupings of
similar accident progression sequences within the Peach Bottom unmitigated LTSBO scenario:
(1) early stochastic failure of the cycling safety-relief valve (SRV), which was the SOARCA
estimate scenario in NUREG-1935; (2) thermal failure of the SRV without main steam line
(MSL) creep rupture; and (3) thermal failure of the SRV with MSL creep rupture. Even with the
sequences that could lead to higher source terms, the results corroborated the SOARCA results
and conclusions in NUREG-1935; the projected consequences are still much smaller than
previous studies (the 1982 Siting Study in particular) calculated, and the projected early fatality
risk is essentially zero.

For the release magnitude (source term) and timing, the regression methods rank the SRV
stochastic failure probability, chemical forms of cesium and iodine, station battery duration, SRV
open area fraction (after thermal failure), and drywell liner melt-through area as the most
important parameters. For the conditional, mean (average over weather variability), individual
latent cancer fatality risk, the regression methods rank the MACCS dry deposition velocity, the
MELCOR SRV stochastic failure probability, and the MACCS residual cancer risk factor as the
most important input parameters.






FOREWORD

The U.S. Nuclear Regulatory Commission (NRC) initiated the State-of-the-Art Reactor
Consequence Analyses (SOARCA) project to develop current realistic evaluations of the offsite
radiological health consequences for potential severe reactor accidents for two pilot plants—the
Peach Bottom Atomic Power Station, a boiling-water reactor (BWR) in Pennsylvania, and the
Surry Power Station, a pressurized-water reactor in Virginia. The SOARCA project evaluated
plant improvements and changes not reflected in earlier NRC publications from 1975-1990.

This report describes the NRC's first integrated uncertainty analysis (UA) for the SOARCA
project that was directed by the NRC and conducted by Sandia National Laboratories. This UA
evaluates the SOARCA unmitigated long-term station blackout (LTSBO) severe accident
scenario for Peach Bottom. The analysis used the existing SOARCA models implemented in
the MELCOR code for accident progression and release analysis, the MACCS code for offsite
conseguence analysis, and a representative set of important uncertain parameters. The UA
used expert judgment supplemented with limited external peer review to select a set of
parameters and to define distributions of values representing the state-of-knowledge for each
parameter. The uncertainty in these parameters was then propagated to release and offsite
radiological health consequence results (individual latent cancer fatality risk and individual early
fatality risk) using a two-step Monte Carlo simulation process. The analysis used a variety of
techniques to examine the results including regression analyses, study of select individual
Monte Carlo samples, scatter plots, and supplemental separate sensitivity analyses. This UA
corroborates the conclusions from the SOARCA study that (1) the public health consequences
from severe nuclear accidents modeled are smaller than previously calculated; (2) delayed
releases calculated provide more time for emergency response actions such as evacuation and,
hence, the long-term dominates health effect risks; and (3) negligible early fatality risk is
projected.

The results and insights from this UA are expected to be useful for ongoing and future work
such as informing the technical bases for post-Fukushima regulatory activities and the NRC's
Site Level 3 Probabilistic Risk Assessment (PRA) project. This study adds to the body of
knowledge created by earlier uncertainty analyses (such as those conducted in conjunction with
NUREG-1150, “Severe Accident Risks: An Assessment for Five U.S. Nuclear Power Plants”) as
well as the SOARCA project through the generation of over 800 variations of how an LTSBO
scenario may evolve in a BWR such as Peach Bottom. This study has already informed some
NRC activities such as the projected spread of consequence results in the UA supporting
SECY-12-0157, “Consideration of Additional Requirements for Containment Venting Systems
for Boiling Water Reactors with Mark | and Mark Il Containments,” and SECY-15-0085,
“Evaluations of the Containment Protection and Release Reduction for Mark | and Mark Il
Boiling Water Reactor Rulemaking Activities.” Other envisioned uses of this work are to help
identify key sources of model uncertainty (per NUREG-1855, “Guidance of the Treatment of
Uncertainties Associated with PRAs in Risk-Informed Decision Making,” guidance on treatment
of uncertainty) for the Level 2 portion of PRA studies for BWR Mark | plants and the Level 3
portion of PRA studies for light-water reactors. The results also identify areas where improving
our state-of-knowledge or our state-of-modeling capabilities could significantly reduce
uncertainties in the accident scenario studied.

Examples of these results and insights are improving our knowledge of BWR safety-relief valve
behavior under severe accident conditions and improving our knowledge and modeling of offsite
radionuclide deposition velocities. This analysis also confirms the importance of using more
advanced regression technigues, such as recursive partition analysis, for identifying important
inputs (and their joint influences on outcomes) in complex uncertain systems.
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EXECUTIVE SUMMARY

The U.S. Nuclear Regulatory Commission (NRC), the nuclear power industry, and the
international nuclear energy research community have devoted considerable research over the
last several decades to examining severe reactor accident phenomena and offsite
consequences. The NRC initiated the State-of-the-Art Reactor Consequence Analyses
(SOARCA) project to leverage this research and develop current estimates of the offsite
radiological health consequences for potential severe reactor accidents for two pilot plants: the
Peach Bottom Atomic Power Station, a boiling-water reactor (BWR) in Pennsylvania and the
Surry Power Station, a pressurized-water reactor in Virginia. By applying modern analysis tools
and techniques, the SOARCA project developed a body of knowledge regarding the realistic
outcomes of select severe nuclear reactor accidents. To accomplish this objective, the
SOARCA project’s integrated modeling of accident progression and offsite consequences used
both state-of-the-art computational analysis tools (the MELCOR code and the MELCOR
Accident Consequence Code System [MACCS]) and best modeling practices drawn from the
collective wisdom of the severe accident analysis community. The SOARCA project is
documented in NUREG-1935, “State-of-the-Art Reactor Consequence Analyses (SOARCA)
Report” (2012), NUREG/CR-7110, “State-of-the-Art Reactor Consequence Analyses (SOARCA)
Project Volume 1: Peach Bottom Integrated Analysis” and “State-of-the-Art Reactor
Consequence Analyses (SOARCA) Project Volume 2: Surry Integrated Analysis” (2013).

This document describes the NRC's uncertainty analysis of the SOARCA unmitigated long-term
station blackout (LTSBO) severe accident scenario for the Peach Bottom Atomic Power Station.
The obijective of this uncertainty analysis is to evaluate the robustness of the SOARCA project’s
deterministic results and conclusions, and to develop insight into the overall sensitivity of the
SOARCA results to uncertainty in key modeling input parameters. As this is a first-of-a-kind
analysis in its integrated look at uncertainties in MELCOR severe accident progression and
MACCS offsite consequence analyses, an additional objective is to demonstrate an uncertainty
analysis methodology that could be used in future combined Level 1/2/3 consequence and
probabilistic risk assessment (PRA) studies.

Approach

The SOARCA offsite consequence results presented in NUREG-1935 incorporated only the
aleatory uncertainty associated with weather conditions at the time of the accident. The
reported offsite consequence values represent the average (mean) value obtained from a large
number of random (aleatory) weather trials. The weather uncertainty is handled the same way
in this uncertainty analysis. In addition, the impact of state-of-knowledge (epistemic) uncertainty
in the input parameters is explored in detail by randomly sampling distributions for model
parameters that are considered to be potentially important. Assessing key MELCOR and
MACCS parameter uncertainties in an integrated fashion helps form an understanding of the
relative importance of each uncertain input on the potential consequences.

This analysis uses the existing SOARCA models and software. In other words, the uncertainty
stemming from the choice of conceptual models and model implementation is not explicitly
explored, nor is completeness uncertainty. In addition, not all possible uncertain input
parameters were included in the analysis. Rather, a set of key parameters was carefully chosen
by NRC staff and severe accident experts at Sandia National Laboratories to capture important
influences on the potential release of radioactive material to the environment and on offsite
health consequences.
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A detailed uncertainty analysis was performed for a single accident scenario rather than for all
seven of the SOARCA scenarios documented in NUREG-1935. The SOARCA Peach Bottom
BWR unmitigated LTSBO scenario was analyzed. While a single scenario cannot provide a
complete exploration for all possible effects of uncertainties in analyses for the two SOARCA
pilot plants, it can be used to provide initial insights into the overall sensitivity of SOARCA
results and conclusions to input uncertainty. In addition, since station blackouts are an
important class of events for BWRs in general, the phenomenological insights gained on severe
accident progression and radionuclide releases may prove useful for BWRs in general.

Through expert judgment and iteration after interim reviews by the independent SOARCA peer
review panel* and the NRC’s Advisory Committee on Reactor Safeguards, 21 key MELCOR
parameters and 20 key MACCS parameter groups were identified for inclusion in the uncertainty
analysis, and distributions were defined for each parameter. The 20 MACCS parameter groups
were comprised of 350 individual parameters, many of which were fully correlated to form a
parameter group. For example, there were many individual organ-specific and radionuclide-
specific dose conversion factors, which were considered one group of parameters.

The MELCOR uncertain parameters were selected to capture:

accident sequence issues,

accident progression issues within the reactor vessel,

accident progression issues outside the reactor vessel,

containment behavior issues, and

fission product release, transport, and deposition upon plant structures.

These broad areas span the severe accident progression over time, ranging from minor
sequence variations as affected by safety relief valve (SRV) behavior and battery duration, to
uncertainties in the core damage and melt progressions. Other parameters more specific to
fission product transport include deposition and settling processes, and chemical speciation of
cesium and iodine which affects both release and transport within plant structures.

The parameters selected from the MACCS consequence model were those that affect individual
latent cancer fatality (LCF) risk and individual early fatality risk, due to:

° cloudshine during radiological plume passage,

o groundshine from deposited radionuclides, and

o inhalation during plume passage and following plume passage from resuspension of
deposited radionuclides.

Parameters related to emergency response were also varied. Although there is high confidence
in emergency response actions, an emergency is a dynamic event with uncertainties in
elements of the response. The following three emergency planning parameter sets were
selected:

. hotspot and normal relocation criteria,
. evacuation delay, and

1 The peer review panel did not review the final distributions.
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. evacuation speed.

Several of the distributions for non-site-specific MACCS parameters selected for this analysis
were based on past expert elicitation data. The United States and the Commission of European
Communities conducted a series of expert elicitations in the 1990’s to obtain distributions for
uncertain variables used in health consequence analyses related to accidental releases of
nuclear material. The distributions reflect degrees of belief for non-site specific parameters that
are uncertain and are likely to have a significant or moderate influence on the results.

This uncertainty analysis uses a two-step Monte Carlo simulation. Simple random sampling
was chosen for MELCOR calculations as some of the results do not converge. 865 of the 9002
MELCOR realizations ran to completion. From these complete MELCOR realizations, a family
of source term results were produced. Latin hypercube sampling was chosen for MACCS, with
a sample size of 865 to match the number of source terms. The MACCS results are presented
as individual LCF risk and individual early fatality risk, averaged over the aleatory uncertainty
stemming from weather.

Four regression techniques were used in this analysis to estimate the importance of the input
parameters with respect to the uncertainty in source terms and consequences: linear rank
regression, quadratic regression, recursive partitioning, and multivariate adaptive regression
splines (MARS). This analysis provides measures of the effects of the selected uncertain
parameters both individually and in interaction with other parameters, and helps:

. Identify which of these uncertain important parameters and phenomena are driving the
variability in model results.

. Verify and validate the SOARCA model through exploration of unexpected or non-physical
phenomena in the distributions of results.

. Provide an assessment of linear and non-linear regression techniques and the overall
uncertainty analysis approach.

° Provide a technical basis for future work.
Results

Performing the source term calculations of the Peach Bottom unmitigated LTSBO uncertainty
analysis revealed three groupings of similar accident progression sequences within the Peach
Bottom unmitigated LTSBO scenario: (1) early stochastic failure of the cycling SRV, which was
the deterministic SOARCA scenario in NUREG-1935; (2) thermal failure of the SRV without
main steam line (MSL) creep rupture; and (3) thermal failure of the SRV with MSL creep
rupture. The three sequence groups exhibited differences in release magnitude, with MSL
failure generally leading to the largest environmental releases. The majority of samples in this
uncertainty analysis resulted in larger iodine and cesium releases than the SOARCA project
calculated because early stochastic failure of the cycling SRV generally leads to smaller
releases. The accident progression path depended on the values sampled for a couple of key

2 The other 35 samples that did not run to completion were due to numerical convergence challenges, and not
because of any problems with extending the MELCOR model into a larger parameter value domain.
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uncertain variables: the SRV stochastic failure rate (the rate at which the SRV fails to close on
demand, thereby remaining fully open), and the SRV open area fraction if the SRV fails
thermally. The data supporting the input distributions of these two variables is sparse.

Similarly, there was considerable uncertainty in the selection of appropriate distributions for
other important variables, such as the size of the opening that results from core melt contacting
and failing the drywell liner. This uncertainty analysis was most useful in uncovering important
influences, and defining the plausible range in accident progression and consequences given
uncertainty in the input parameters studied. The relative likelihood of different results within the
range, on the other hand, still retains considerable uncertainty given the scarcity of relevant data
to support the definition of some key input distributions.

Several influences were found to strongly affect the magnitude and timing of fission product
releases to the environment, as summarized below. Most notably, with respect to the magnitude
of the source term (the magnitude of cesium and/or iodine releases), the following were found to
be influential:

. whether the SRV sticks open before or after the onset of core damage, with higher
releases if after core damage, and the SRV open area if the SRV fails thermally rather
than stochastically,

. whether MSL creep rupture occurs (largely determined by the two SRV factors above),
with higher releases if MSL failure occurs due to fission products being vented straight to
the drywell and thus bypassing wetwell scrubbing,

. the amount of cesium chemisorbed (if any) from cesium hydroxide (CsOH) into the
stainless steel of reactor pressure vessel (RPV) internals; more chemisorption results in
less cesium release to the environment for high-temperature scenarios such as MSL
creep rupture,

° whether core debris relocates from the RPV to the reactor cavity all at once or over an
extended period of time with relocation all at once leading to lower releases to the
environment,

° the degree of oxidation, primarily fuel-cladding oxidation, occurring within the vessel with
greater oxidation resulting in larger releases, and

° whether a surge of water from the wetwell up onto the drywell floor occurs at drywell liner
melt-through (which depends on the sampled value of the drywell liner open area), with
the development of a wetwell water surge leading to larger releases.

With respect to release timing, the strongest influences identified were:

° when the reactor core isolation cooling (RCIC) system fails (determined solely by the time
taken to exhaust the station batteries),

. when the SRV fails to reseat, and
° what the open fraction of the SRV is when it fails to reseat if it fails thermally.

Figure ES-1 shows the fraction of the iodine core inventory released to the environment over
time, for the 865 samples. For contrast, note the SST1 source term from the 1982 Siting Study
(NUREG/CR-2239, “Technical Guidance for Siting Criteria Development”) assumed an
environmental iodine release starting at 1.5 hours, and steadily rising to a final value of 0.45 by
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3 hours (as noted in NUREG-1935 for the SOARCA project). The earliest releases in this
uncertainty analysis began after 10 hours, with average (mean) and 95™ percentile iodine
releases a factor of 10 and 4 smaller, respectively.

Figure ES-2 shows the fraction of cesium core inventory released to the environment over time,
for the 865 samples. For contrast, the SST1 source term from the 1982 Siting Study assumed a
cesium release starting at 1.5 hours and steadily rising to a final value of 0.67 by 3 hours. The
earliest releases in this uncertainty analysis began after 10 hours, with average (mean) and

95" percentile cesium releases a factor of 30 and 7 smaller, respectively.

Table ES-1 shows the distribution of results for the conditional, mean, individual LCF risk using
the linear-no-threshold dose-response model. For contrast, the 10-mile LCF risk recalculated
for the SST1 source term in NUREG-1935 was more than an order of magnitude higher than the
95™ percentile from this uncertainty analysis.

For the conditional, mean, individual LCF risk, within different circular areas (within 10- to
50-mile radii around the plant), the different regression techniques explain 40-85% of the
variance in the results, with the recursive partitioning analysis consistently capturing the most
variance.

Data: UAS_STP08v1.8.6YV3780; UAS_STP09v1.8.6YV3780; UAS_STP10v1.8.6YV3780
UA_MELCOR_07_26 2012.jnb
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Figure ES-1 Time-dependent fraction of iodine core inventory released to the
environment for the first 48 hours for combined (865) results for the Peach
Bottom Unmitigated LTSBO
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Data: UAS_STPO8v1.8.6YV3780; UAS_STPO09v1.8.6YV3780; UAS_STP10v1.8.6YV3780
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Figure ES-2 Time-dependent fraction of cesium core inventory released to the
environment for the first 48 hours for combined (865) results for the Peach
Bottom Unmitigated LTSBO

Table ES-1  Conditional®, mean®, individual LCF risk (per event) averaged statistics of
the MACCS uncertainty analysis for circular areas around the plant,
considering all 865 MELCOR/MACCS samples with the linear-no-threshold
dose-response model.

0-10 miles 0-50 miles
5" percentile 3x10° 2x10°
Median 1x10* 7 x10°
Mean 2x10% 1x10*
95" percentile 4 x10* 3x10*
SOARCA UA Base Case 9x10° 3x10°

% Note that the scenario frequency is ~3 x 10 per reactor-year as documented in NUREG-1935.

4 The ‘mean’ within this context is in reference to the expected value over sampled weather conditions representing a
year of meteorological data and over the entire residential population within a circular region. This is also
applicable for early-fatality risk results.
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All regression methods consistently rank the following parameters as the most important input
variables for LCF risk:

. The MACCS dry deposition velocity,
. The MELCOR SRV stochastic failure rate, and
. The MACCS risk factor for cancer fatality for the ‘residual’ organ®.

The following additional variables also consistently showed some level of importance at all
circular areas in at least one of the regression methods:

° The MELCOR fuel failure criterion,
. The MELCOR drywell liner melt-through open area,
. The MACCS dose and dose-rate effectiveness factor for the ‘residual’ organ.

These six variables alone account for 25%-75% of the variance in individual LCF risk results
using the different regression methods. In other words, of the hundreds of variables included in
this uncertainty analysis, a handful of variables drove most of the uncertainty in the
consequence results. The MELCOR variables included those that were responsible for much of
the variance in the source term (environmental releases). The MACCS dry deposition velocity
describes how fast radionuclides deposit on the ground, and groundshine is the major
contributor to long-term doses. While wet deposition (during precipitation events) more rapidly
deposits radionuclides on the ground, the wet deposition parameters are not as important
because precipitation occurs only ~7% of the time at the Peach Bottom site. The MACCS risk
factor for cancer together with the dose and dose-rate effectiveness factor determine the
potential lethality of a given dose assuming the linear-no-threshold dose response model.

Conclusions

In explaining the variations in possible source terms and consequences, the use of more
advanced non-linear regression technigues proved to be advantageous because they capture
interaction effects and non-monotonic effects missed by the linear rank regression technique.
Interaction effects among variables and non-monotonic effects are common in complex
systems, such as nuclear power plant systems and environmental factors during and after a
severe accident. Furthermore, the use of select single-realization analyses (analyzing the
MELCOR and MACCS results of one Monte Carlo sample) in this uncertainty analysis proved
useful in validating the results of the statistical regression analyses through phenomenological
explanations.

The uncertainty analysis documented in this NUREG/CR corroborates the SOARCA project
(NUREG-1935) conclusions with the following:

° Public health consequences from severe nuclear accident scenarios modeled are smaller
than those projected in NUREG/CR-2239.

° The delay in releases calculated provide more time for emergency response actions (such
as evacuating or sheltering).

5 The ‘residual’ organ is represented by the pancreas and is used to define all latent cancers not specifically
accounted for in the MACCS model. The pancreas is chosen to be a representative soft tissue.
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. “Essentially zero” absolute early fatality risk is projected:

— The mean absolute early fatality risk is on the order of 1012 per reactor-year® within
one mile of the plant boundary, and even this minute risk is based on less than 13% of
865 samples having a non-zero calculated risk; 87% had zero (no) risk.

. The long-term phase dominates the overall health effect risk within the 10-mile emergency
planning zone (EPZ) because the emergency response is expected to be effective prior to
the onset of environmental release. More than half the time, the long-term phase is the
larger contributor to overall health effect risk beyond the EPZ.

. A major determinant of source term magnitude is whether the SRV sticks open before or
after the onset of core damage. Compounding this effect is whether or not MSL creep
rupture occurs, which leads to higher environmental releases and consequences.

° Health-effect risks don’t vary as much as the source terms (environmental releases)
because people are not allowed to return until doses are below the habitability criterion.

° This analysis confirms the known importance of some phenomena (e.g., the dry
deposition velocity in MACCS), and reveals some new phenomenological insights (e.g.,
the importance of the drywell liner melt-through area in MELCOR).

° The use of multiple regression techniques provides better explanatory power of which
input parameters are most important to uncertainty in the results.

6 Estimated risks below 107 per reactor-year should be viewed with caution because of the potential impact of events
not studied within the analyses, and the inherent uncertainty in very small calculated numbers.
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RCS reactor coolant system

RPV reactor pressure vessel

SAE Site Area Emergency
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SRC standardized regression coefficient
SRRC standardized rank regression coefficients
SRV safety relief valve

SSE sum of square error
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1. INTRODUCTION

This document describes the U.S. Nuclear Regulatory Commission’s (NRC’s) uncertainty
analysis of the accident progression, radiological releases, and offsite consequences for the
State-of-the-Art Reactor Consequence Analyses (SOARCA) unmitigated long-term station
blackout (LTSBO) severe accident scenario at the Peach Bottom Atomic Power Station.

The SOARCA project [1] estimated the outcomes of postulated severe accident scenarios which
could result in release of radioactive material from a nuclear power plant (NPP) into the
environment. The SOARCA report [1] documents the outcomes of severe reactor accidents
using an internally-consistent, integrated model of accident progression and offsite
consequences. The SOARCA model is based on current best practices that are used to
estimate offsite consequences of important classes of events. SOARCA couples the
deterministic “current-state-of-knowledge estimate” modeling of accident progression (i.e.,
reactor and containment thermal-hydraulic and fission product response), embodied in the
MELCOR code with modeling of offsite consequences in the MELCOR Accident Consequence
Code System (MACCS). This uncertainty analysis presents the results of an analysis of
epistemic uncertainty associated with the accident progression and offsite consequence
modeling.

1.1 Background of the SOARCA Project

The evaluation of accident phenomena and offsite consequences of severe reactor accidents
has been the subject of considerable research by the NRC, the nuclear power industry, and the
international nuclear energy research community. Recently, with NRC guidance and as part of
plant security assessments, updated analyses of severe accident progression and offsite
consequences were completed [1]. These analyses were detailed in terms of the fidelity of the
representation of facilities and emergency response, realistic in terms of phenomenological
models and procedures, and integrated in terms of the coupling between accident progression
and offsite consequence models.

The results of these previous studies confirmed and quantified what was suspected but not well
quantified: that some past studies were sufficiently conservative to the point that predictions
were not useful in characterizing results. The calculation of risk attributable to severe reactor
accidents should consider realistic estimates of the more likely outcomes and should
incorporate both the many improvements to NPPs and improved understanding of severe
accident behavior. Moreover, improvements in plant design and construction, better
understanding of accidents and their consequences, and realistic modeling should be
appropriately communicated.

In addition to the improved understanding and calculational capabilities that have resulted from
these studies, many influential changes have occurred in the training of operating personnel and
the increased use of plant-specific capabilities. These changes include the following:

° The transition from event-based to symptom-based emergency operating procedures
(EOPs) for the boiling-water reactor (BWR) and pressurized-water reactor (PWR) designs.

° The performance and maintenance of plant-specific probabilistic risk assessments (PRAS)
that include a spectrum of accident scenarios.

° The implementation of plant-specific, full-scope control room simulators to train operators.

11



. An industry wide, owners-group-specific guidance, and plant-specific implementation of
the severe accident management guidelines (SAMGS).

. Additional safety enhancements, described in Title 10, Section 50.54(hh) of the Code of
Federal Regulations (10CFR50.54(hh)). These enhancements are intended to be used to
maintain or restore core cooling, containment integrity, and spent fuel pool cooling
capabilities under the conditions associated with the loss of large areas of the plant due to
explosions or fire and include strategies for use in the following areas: (i) firefighting;

(ii) operations to mitigate fuel damage; and (iii) actions to minimize radiological release.

Successful implementation of this equipment and associated procedures could possibly:
(i) prevent core damage or (ii) delay or prevent radiological release, which is reflected in
the SOARCA scenarios.

o Improved understanding of the underlying phenomena that result in influential processes
such as the following:

in-vessel steam explosions

Mark | containment drywell shell attack

dominant chemical forms for fission products

direct containment heating

hot-leg creep rupture

reactor pressure vessel (RPV) failure and molten core-concrete interactions (MCCI).

O O0OO0OO0OO0O0

Additional changes in plant operation have occurred over time, including the following:

. power uprates
o higher core burnups.

The SOARCA project, conducted by the NRC and Sandia National Laboratories (SNL), was a
research effort to realistically estimate the outcomes of postulated severe accident scenarios
that might cause a NPP to release radioactive material into the environment.

SOARCA [1] conducted an in-depth analysis of two operating NPPs: Peach Bottom, a BWR,
and Surry, a PWR. SOARCA used computer modeling techniques to understand how a reactor
might behave under severe accident conditions, and how a release of radioactive material from
the plant might impact the public. Specifically, SOARCA used MELCOR (i.e., an integral severe
accident analysis code) to model the severe accident scenarios within the plant, and MACCS
(i.e., a radiological consequence assessment code) to model the offsite health consequences
for atmospheric releases of radioactive material.

In determining realistic consequences of postulated severe accidents, SOARCA relied on many
years of previous national and international reactor safety research. The NRC, the U.S.
Department of Energy, the nuclear power industry, and international nuclear safety
organizations have extensively researched plant responses to hypothetical scenarios that could
damage the reactor core or the containment. This research has significantly improved the
NRC'’s ability to analyze and predict how nuclear plant systems are likely to respond to severe
accidents, and how accidents progress. In addition, NPP owners have continually improved
safety by enhancing their plant designs, emergency procedures, inspection programs, and
operator training. Plant owners and local governments have also refined and improved
emergency preparedness to further protect the public in the highly unlikely event of a severe
accident. Finally, the NRC has incorporated insights from health physics organizations and
employed both the linear-no-threshold model and alternate linear-with-threshold (dose
truncation) dose-response models for analyzing health effects.
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SOARCA incorporated the accumulated research and plant operations and design
enhancements to integrated computer models. These models consider onsite and offsite
actions, including the implementation of mitigation measures and protective actions for the
public such as evacuation and sheltering that may prevent or mitigate accident consequences.
These SOARCA calculations, results, and conclusions are documented in NUREG-1935,
"State-of-the-Art Reactor Consequence Analyses (SOARCA) Report" [1], and
NUREG/CR-7110, Volume 1, "State-of-the-Art Reactor Consequence Analyses Project
Volume 1: Peach Bottom Integrated Analysis" for the Peach Bottom pilot plant [2].

1.2 SOARCA Comparison and Contrast with Fukushima Accidents

The SOARCA analyses [2] of station blackout accidents in Peach Bottom were performed
several years before the accidents at Fukushima occurred and as such, were anticipatory of the
real-world events that occurred in the three accidents at Fukushima as evident from
comparisons highlighted in the following. The Fukushima accidents were all variants of either
the long-term or short-term station blackout scenarios identified in the SOARCA Peach Bottom
study. The SOARCA study summary report (NUREG-1935) includes an appendix comparing a
few key aspects of the Fukushima accidents to the SOARCA scenarios. The following are
some informative contrasts and comparisons between the Peach Bottom station blackout
analyses and observations from the Fukushima accidents and MELCOR analyses of these
accidents performed more recently [3]. Shown below on Figure 1-1 is the RPV pressure
predicted by MELCOR for the Peach Bottom LTSBO (left) compared with the observed and
predicted pressure response for the Fukushima Unit 3 accident (right). Both sequences are
considered “long-term” owing to the availability of direct current (DC) power at the start of the
accident. At a glance, both pressure signatures show similar overall characteristics starting with
RPV at the safety relief valve (SRV) setpoint with reactor core isolation cooling (RCIC)
operating, a period of RPV depressurization before loss of turbine-driven injection to the RPV, a
period where the RPV returns to the SRV setpoint and a final stage where RPV
depressurization takes place as core damage ensues.
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Figure 1-1 Comparison of Peach Bottom Long Term Station Blackout RPV Pressure
(left) and Fukushima Unit 3 accident (right, [3])

The overall signatures of the accidents are strikingly similar, where differences are due to
differences in the accident management actions taken in the simulated SOARCA analyses and
the real-world event. Firstly, in the SOARCA LTSBO after approximately one hour the operators
are assumed to open an SRV to drop the RPV pressure as RCIC maintains water level in the
core using the available DC power to power the SRV and regulate water level, following EOPs.
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In contrast, in Fukushima Unit 3, the RPV remains at the SRV setpoint for more than 20 hours
as the RCIC system operates, and it is not until the operators engage the high-pressure coolant
injection system (HPCI) following RCIC shutdown that the RPV pressure is reduced. In the
SOARCA LTSBO, battery depletion leads to SRV closure and a return to the SRV setpoint
along with an assumed loss of RCIC function, similar to when the HPCI system in Fukushima
Unit 3 shuts down and terminates the steam draw from the Unit 3 RPV. In the SOARCA
LTSBO, after returning to full RPV pressure with SRV'’s cycling, one SRV is assumed to seize
open causing RPV depressurization and concurrent water level loss and core damage. In
Fukushima Unit 3, the RPV also depressurizes after cycling for a while as water level loss and
core damage is likely occurring due to HPCI shut down. This depressurization in Fukushima
Unit 3 has been assumed due to operator actions taken to allow low pressure water injection, an
action not modeled in the SOARCA LTSBO owing to battery depletion and no additional
assumed operator actions. Both signatures exhibit features of core degradation after this. Itis
notable that only 4 hours of battery life was assumed with no remedial actions taken to restore
DC power in the SOARCA analysis, whereas in the Fukushima Unit 3 sequence of events,
operators refresh batteries to allow ongoing emergency operations to continue.

The same SOARCA LTSBO pressure signature is shown below in Figure 1-2 compared with the
Fukushima Unit 2 accident. Both accidents begin similarly with RPV pressure at the SRV
setpoint and RCIC running. For the first approximately 40 minutes in the Fukushima Unit 2
accident, DC power is available to regulate water level, but after the arrival of the tsunami, all
DC power is lost and RCIC operation proceeds without level information or ability to regulate
RCIC operation. In the SOARCA model for Peach Bottom, such loss of DC power would result
in RCIC flooding water into the steam line and an assumed failure of the RCIC pump. However,
while it is currently believed that steam line flooding did occur in Fukushima Unit 2 due to
unregulated RCIC operation, it is also apparent that RCIC failure did not follow as a result of this
flooding. Instead, the two-phase flow of steam and water through the RCIC turbine is thought to
have produced the RPV depressurization below the SRV setpoint that was observed between
about 5 hours and through the time of apparent RCIC failure at about 67 hours. As in the Unit 3
accident, assumed operator depressurization following RCIC failure and water level loss is
observed followed by emergency procedures for low pressure water injection and some degree
of core damage. The SOARCA analyses generally and conservatively did not model such
extended EOPs.
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Figure 1-2 Comparison of Peach Bottom Long Term Station Blackout RPV Pressure
(left) and Fukushima Unit 2 accident (right, [3])
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These comparisons’ highlight some of the common system responses modeled by the
MELCOR code for the Peach Bottom station blackout analyses and consistently observed in the
Fukushima real-world events. The main differences being due to unappreciated extended
operability of RCIC turbine operation and additional EOP measure for engaging low pressure
water injection following manual RPV depressurization. Accident details such as those
observed at Fukushima can of course be modeled by the MELCOR-SOARCA methodology.

Another difference observed between SOARCA Peach Bottom station blackout (SBO) analyses
and the Fukushima accidents is with respect to containment failure mode and hydrogen
behavior. The SOARCA analyses of Peach Bottom, a significantly larger reactor compared with
the Fukushima reactors, consistently predicted drywell liner failure following vessel lower head
failure and release of core material to the drywell cavity, caused by contact between core
materials and the steel liner of the containment. This resulted in containment depressurization
and release of hydrogen to the torus room at a low elevation in the reactor building.

In contrast, at least for Fukushima Unit 1, such liner failure was not predicted by MELCOR
analyses and instead a long-term pressurization of the drywell/wetwell containment was
predicted, eventually producing gross leakage at the drywell head flange, releasing hydrogen to
the refueling bay at the highest elevation of the reactor building. Evidence (i.e., protracted high
containment pressure and video of the hydrogen explosion) from the Fukushima Unit 1
observations supports this modeling prediction. Shown below in Figure 1-3 are hydrogen/steam
concentrations that are predicted by MELCOR for the Peach Bottom short-term station blackout
(STSBO) (left) and Fukushima Unit 1 (right). Because of the predicted drywell liner failure and
resulting release of hydrogen in the torus room, a sequence of hydrogen burns are predicted for
the torus room as flammable conditions are encountered. In contrast, the predicted conditions
for the refueling bay in Fukushima Unit 1 suggest that inert conditions were maintained due to
high steam concentrations, in spite of continuous leakage of hydrogen into the refueling bay
through the leaking drywell head flange between 15 and 24 hours into the accident. Flammable
conditions are not predicted until after 24 hours when containment venting and cessation of
water injection leads to a decrease in steam leakage to the refueling bay, whereupon a large
hydrogen explosion was observed to have taken place at about 25 hours.

7 While other phenomena, such as recirculation pump seal leakage and lower head penetration failure, have been
proposed, they are not modeled in [3.] Gauntt, R.O., et al.,, SAND2012-6173, "Fukushima Daiichi Accident
Study (Status as of April 2012)," Sandia National Laboratories, Albuguerque, NM, 2012.. Future modeling efforts
and eventual information from decommissioning of the Fukushima reactors themselves may shed light on the
relative importance of these phenomena.
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Figure 1-3 Comparison of Peach Bottom STSBO Term Station Blackout hydrogen
distribution (left) and MELCOR-predicted Fukushima Unit 1 hydrogen
conditions (right, [3])

These comparisons illustrate remarkable consistency in accident sequence progression and
overall system response between MELCOR-SOARCA modeling and real-world observations
from Fukushima. Differences in the signatures are generally understood and due to differences
in operator actions as well as better-than-expected durability of the RCIC turbine driven steam
system in the Fukushima accidents. The modeled and observed differences in hydrogen
release (i.e., drywell liner failure versus drywell head flange leakage from over-pressurization)
are apparently due to modeled differences in corium behavior in the cavity, perhaps attributable
to the comparatively larger Peach Bottom core which may have a higher potential to flow and
contact the steel liner. The real-world observations from Fukushima are consistent with
phenomenology and system responses modeled by MELCOR, and give confidence to the
overall findings in the SOARCA studies. In time, additional evidence from the Fukushima
reactors will likely shed additional light on other important issues identified in this uncertainty
study with respect to potential steam line rupture or SRV seizure occurring under high
temperature severe accident conditions that may further inform and clarify MELCOR modeling
practices in future severe accident studies.

Recent work [91] has also been conducted in which a comparative assessment of how
MELCOR and MAAP5 model in-vessel core damage progression, from onset of core damage to
breach of the RPV lower head. The objective of the comparative assessment was the
identification of the principal modeling assumptions within the two codes leading to identified
simulation differences. Key differences in the modeling assumptions were:

¢ MAAPS5 does not explicitly consider the radial relocation of particulate or molten material
during this early phase of core degradation; it is assumed that downward motion of core
debris is the primary mode of relocation.

e The two codes use different fuel-failure time-at-temperature failure relationships.

¢ Particulate debris bed geometries are treated in significantly different manners.

¢ MAAP5 and MELCOR have different models for the slumping of molten material/debris
slumping into the lower plenum.
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e The MAAP5 and MELCOR models of lower plenum core debris are conceptually quite
different.

1.3 Objectives of the Uncertainty Analysis

The purpose of SOARCA is to evaluate the consequences of postulated severe reactor accident
scenarios that might cause a NPP to release radioactive material into the environment. Toward
that end, the objective of the SOARCA Uncertainty Analysis is to evaluate the robustness of the
SOARCA deterministic results and conclusions, and to develop insight into the overall
sensitivity of the SOARCA results to uncertainty in key modeling inputs. As this is a first-of-a-
kind analysis in its integrated look at uncertainties in MELCOR accident progression and
MACCS offsite consequence analyses, an additional objective is to demonstrate uncertainty
analysis methodology that could be used in future source term, consequence, and Level 3 PRA
studies. Figure 1-4 provides a general information flow diagram of the uncertainty analysis
highlighting specific sections that may be of interest to the reader.

SOARCA included sensitivity studies to examine issues associated with accident progression,
mitigation, and offsite consequences for the accident scenarios of interest. The objective of
these sensitivity studies was to examine specific issues and ensure the robustness of the
conclusions documented in NUREG-1935 [1]. Single sensitivity studies, however, do not form a
complete picture of the uncertainty associated with accident progression and offsite
consequence modeling. Such a picture requires a more comprehensive and integrated
evaluation of modeling uncertainties.

In general terms, the SOARCA offsite consequence results presented in NUREG-1935 [1]
incorporated only the uncertainty associated with weather conditions at the time of the accident
scenario considered. The reported offsite consequence values represent the expected

(i.e., mean, the arithmetic average) value of the probability distribution obtained from a large
number of aleatory weather trials. The weather uncertainty is handled the same way in this
uncertainty analysis. In addition, the impact of epistemic model parameter uncertainty (the
focus of this analysis) is explored in detail by randomly sampling distributions for key model
parameters that are considered to have a potentially important impact on the offsite
consequences. The objective of this uncertainty analysis is to develop insight into the overall
sensitivity of the SOARCA results and conclusions to the combined integrated uncertainty in
accident progression (MELCOR) and offsite health effects (MACCS). Assessing key MELCOR
and MACCS modeling uncertainties in an integrated fashion, yields an understanding of the
relative importance of each uncertain input on the potential consequences.

NRC guidance documents (i.e., Regulatory Guide 1.174 and NUREG-1855) discuss three types
of epistemic uncertainty: parameter, model, and completeness. Neither completeness
uncertainty nor model uncertainty are not treated in this study. This analysis leverages the
existing SOARCA models and software, along with a representative set of key parameters. In
other words, the uncertainty stemming from the choice of conceptual models and model
implementation is not explicitly explored. The integrated uncertainty analysis is supplemented
with limited sensitivity analyses which explore some model uncertainties. In addition, not all
possible uncertain input parameters were included in the analysis. Rather, a set of key
parameters was carefully chosen to capture important influences on release and consequence
results.

A detailed uncertainty analysis was performed for a single-accident scenario rather than all
seven of the SOARCA scenarios documented in NUREG-1935 [1]. This work does not include
uncertainty in the scenario frequency. The SOARCA Peach Bottom BWR Pilot Plant
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Unmitigated LTSBO scenario [2] is analyzed. While one scenario cannot provide a complete
exploration of all possible effects of uncertainties in analyses for the two SOARCA pilot plants, it
can be used to provide initial insights into the overall sensitivity of SOARCA results and
conclusions to input uncertainty. In addition, since station blackouts (SBOs) are an important
class of events for BWRs in general, the phenomenological insights gained on accident
progression and radionuclide releases may prove useful for BWRs in general. (A second
uncertainty analysis is currently underway for one of the SOARCA Surry PWR pilot plant
scenarios.)

Section 2.0 outlines the uncertainty analysis approach used to meet the two primary objectives
of this analysis: (1) identify the uncertainty in the input parameters used in the SOARCA
deterministic analysis and (2) to develop insight into the overall sensitivity of the SOARCA
results and conclusions to uncertainty in key modeling inputs by assessing MELCOR and
MACCS modeling uncertainties in an integrated fashion to quantify the relative importance of
each uncertain input on the potential consequences.
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Figure 1-4
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1.4 Uncertainty Analysis Report Outline

Section 2 presents a description of the uncertainty analysis approach including the SOARCA
probabilistic analysis methodology. Section 3 includes a description of the probabilistic analysis
structure, process and software used. Section 4 describes the uncertainty input parameters for
MELCOR and MACCS, respective distributions and technical bases. Section 5 documents the
Peach Bottom unmitigated LTSBO “base case” results used in this analysis. In addition,
Section 5 includes a demonstration of the convergence of the probabilistic results used in the
parameter sensitivity and uncertainty analysis. Section 6 presents the results of parameter
sensitivity and uncertainty analysis for source term releases and offsite consequences. Section
7 is a summary of the results and conclusions. Section 8 provides a list of references used in
this report.

Appendix A includes a detailed mathematical description of the probabilistic analysis
methodology described in Section 2.0 and the parameter sensitivity uncertainty analysis
techniques used in Section 6.0. Appendix B includes a detailed description of the software used
for the source term and consequence analyses and code integration used for the probabilistic
analyses as described in Sections 2.0 and 3.0. Appendix C contains an analysis documenting
changes to the SOARCA model and codes necessary for convergence of the probabilistic
analysis. Appendix D includes and the SOARCA Uncertainty Analysis team’s responses to
individual and group comments contained in the two PRC memoranda on the uncertainty
analysis and the ACRS' final letter on the SOARCA project. Appendix E contains additional
information and analyses developed in response to questions from the ACRS for this
uncertainty analysis. Appendix F contains a glossary of uncertainty analysis terms, as they are
used in this study.
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2. UNCERTAINTY ANALYSIS APPROACH

2.1 Accident Scenario Selection

An accident sequence begins with the occurrence of an initiating event (e.g., a loss of offsite
power, a loss-of-coolant accident (LOCA), or an earthquake) that perturbs the operation of the
NPP. The initiating event challenges the plant’s control and safety systems, whose failure might
cause damage to the reactor fuel and result in the release of radioactive material. Because a
NPP has numerous diverse and redundant safety systems, many different accident sequences
are possible depending on the type of initiating event that occurs, which equipment
subsequently fails, and the nature of the operator actions involved, as described in the
SOARCA study [1, 2]. Individual accident sequences can be grouped into accident scenarios
that represent functionally similar sequences. The SOARCA project analyzed a handful of
important scenarios in detail. The scenario selection process for the SOARCA project is
described in NUREG-1935 [1]. Three accident scenarios were chosen for analysis for Peach
Bottom (the BWR pilot plant) and four accident scenarios were selected for Surry (the PWR pilot
plant) [1].

The process for selecting a SOARCA scenario for this uncertainty analysis considered both the
magnitude and timing of the offsite radionuclide release, which have major impacts on both
early and latent cancer fatality risks. The examination of candidate scenarios considered both
the timing of core damage and the timing of containment failure.

SBOs are an important class of events for NPPs, especially BWRs, which pointed to both Peach
Bottom LTSBO and STSBO scenarios as good candidates. Although the uncertainty analysis
was already under way by March 2011, the events at the Fukushima Daiichi plant re-confirmed
the interest in SBOs for BWRs. The STSBO has a more prompt radiological release and a
slightly larger release compared to LTSBO over the same interval of time. Although it was a
more prompt release (i.e., 8 hours versus 20 hours), the STSBO release was delayed beyond
the time needed for successful evacuation. In addition, the STSBO frequency is assessed to be
approximately an order of magnitude lower than the LTSBO (i.e., ~3 x 107 per reactor-year
(STSBO) versus ~3 x 10° per reactor-year (LTSBO)). The NUREG-1935 [1] analysis indicated
the absolute risk is smaller for the STSBO than for the LTSBO. The same trends apply for the
Surry scenarios where the lower-frequency scenarios (the Surry interfacing systems loss of
coolant accident (ISLOCA) or the Surry steam generator tube rupture (SGTR)) may have
greater conditional risk but absolute risk is assessed to be smaller than or equivalent to other
higher-frequency scenarios.

Another factor that influenced the choice of the LTSBO was the ability to explore the impact of
parameters that are not evaluated in the STSBO. For example, only the LTSBO could assess
the importance of battery life. Additionally, the performance of the SRV as it impacts the main
steam line (MSL) failure was an important sensitivity study identified by the peer review
committee, assessed in the SOARCA project, and found to be important for the LTSBO
scenario. Similarly, choosing the unmitigated LTSBO scenario allowed the exploration of the
effect of a wider set of physical phenomena and parameters on releases and consequences,
since the mitigated LTSBO scenario was assessed to have no core damage in the SOARCA
project (the unmitigated and mitigated scenarios are defined in the SOARCA project summary
report, NUREG-1935 [1]). While it would be interesting to explore the effect of modeling
uncertainties on the mitigated scenario results as well, it is expected that human actions —
decisions by the Technical Support Center and actions implemented by plant operators — would
be a dominant contributor to uncertainties. As with the SOARCA project, a formal human
reliability analysis was outside the scope of this uncertainty analysis, making the choice of the
mitigated scenario less useful.
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As in NUREG/CR-7110 Volume 1, an expected national level response to a severe NPP
accident provides a basis for truncating the release no later than 48 hours after the accident
begins. Note that past studies, including PRAs such as NUREG-1150, typically truncated
releases after 24 hours.

Mitigative actions during an accident are intended to:

prevent the accident from progressing;

terminate core damage if it begins;

maintain the integrity of the containment as long as possible; and
minimize the effects of offsite releases.

A response to a LTSBO would begin with the onsite emergency response organization and
would expand as needed to include utility corporate resources, State and local resources, and
resources available from the Federal government, should these be necessary. It is most likely
that plant personnel would attempt to mitigate the accident before core melt, but if their efforts
were unsuccessful the national level response would provide resources to support mitigation of
the source term.

In summary, the Peach Bottom Unmitigated LTSBO was selected based on the rationale that:
(1) SBOs are an important class of events for NPPs and BWRs in particular, and the March
2011 Fukushima Daiichi accident further renewed interest in SBOs and (2) the choice of
unmitigated LTSBO also allows the exploration of important phenomena and parameters that do
not have a part in the Peach Bottom STSBO or Peach Bottom mitigated LTSBO.

2.2 Selection of Uncertain Parameters

A core team of senior staff members from SNL and the NRC was formed with special expertise
in probability and statistics, uncertainty analysis, MELCOR modeling, and MACCS consequence
analysis. This SOARCA Uncertainty Analysis team collectively has decades of experience with
different aspects of severe accident phenomena, accident progression, consequence modeling,
and uncertainty analysis methodology. The team also includes the developers of the SOARCA
project MELCOR and MACCS models for Peach Bottom (i.e., those who are most familiar with
how the influence of various phenomena are captured in the specific Peach Bottom Unmitigated
LTSBO models). Furthermore, the team gained additional preliminary insight into the important
influences of particular phenomena and parameters through a host of sensitivity studies
conducted as part of the SOARCA project itself (many of these sensitivity studies are
documented in NUREG/CR-7110 Vol. 1 [2]). In addition to the core team, selected subject
matter experts (SMEs) provided support on an as-needed basis and facilitated the reviews of
data, parameters, distributions, and their technical bases. The approach to parameter selection
focuses on available data and relies on expert judgment, informally using methods used in a
more formalized phenomena identification and ranking table (PIRT) process. Expert judgment
was used to identify the important phenomena and select parameters. The phenomena and
related parameters were not ranked; rather, a consensus approach was utilized to include as
many as practicable. An additional difference between the approach used here and a formal
PIRT process (or expert elicitation) is that the interim discussions and products were not
rigorously documented in this uncertainty analysis. Rather, this NUREG/CR report alone is
intended to capture important aspects of the rationale for inclusion of parameters and
development of distributions.

The selection of uncertain parameters was a multi-year iterative process. At multiple points in
the process, the selected phenomena, parameters, and distributions were technically reviewed
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internally at the NRC and SNL. The technical reviews focused on: (1) confirming that the
parameter representations appropriately reflect major sources of uncertainty, and (2) ensuring
model parameter representations (i.e., probability distributions) are reasonable and have a
defensible technical basis. After each review, the selection and technical bases were updated.

In addition, the uncertainty analysis benefited from two interim reviews by the SOARCA Peer
Review Committee (PRC) (in addition to the benefit of having feedback from the peer reviewers
as part of the overall SOARCA project). Though the uncertainty analysis was outside the
original scope of the SOARCA Peer Review charter, the SOARCA team presented the overall
UA methodology and approach, and initial selection of parameters and distributions in two
separate meetings with the PRC, after each of which the PRC provided feedback via guidance
memoranda. In addition, the team held a final teleconference with the PRC on the team’s
resolutions to peer reviewers’ comments on the uncertainty analysis. The peer review is
documented in Appendix D, which includes the SOARCA Uncertainty Analysis team’s peer
review comment resolution report for the two PRC memoranda on the uncertainty analysis.
Examples of improvements to this analysis in response to peer reviewer comments include the
revision of several parameter distributions, a more careful evaluation of MELCOR parameters
that should be correlated, the final selection of weather treatment, and enhanced documentation
in this NUREG/CR report.

This uncertainty analysis also benefitted from an interim review by the NRC’s Advisory
Committee on Reactor Safeguards (ACRS). The uncertainty analysis team presented the
uncertainty analysis methodology and overall approach, parameter selection and distributions,
and preliminary insights based on MELCOR results, to the ACRS. In its final letter to the
Commission on the SOARCA project, the ACRS provided some comments on the uncertainty
analysis. Appendix D includes the uncertainty analysis team’s responses to uncertainty
analysis comments the ACRS'’ final letter on the SOARCA project. In addition to enhancing the
documentation of the uncertainty analysis (in this NUREG/CR report) and the addition of
Section 4.3, one notable addition in response to ACRS comments was the inclusion of a
sensitivity study for an alternate lower head failure location (see section 6.4.3). Appendix F also
includes additional information and analyses developed in response to ACRS comments of this
uncertainty analysis, for example on the relative and combined contributions of aleatory
(weather) and epistemic MELCOR and MACCS parameter uncertainties, and the convergence
of MACCS results.

For this uncertainty analysis, a set of 21 epistemic MELCOR parameters, 20 independent
MACCS epistemic parameters, and one MACCS aleatory parameter were selected. A
discussion of the importance of and distributions for each selected parameter is provided in
Sections 4.1 and 4.2 for the MELCOR and MACCS parameters, respectively. Table 2.2-1 lists
all of the uncertain parameters (or parameter groups) in this analysis. Some of the MACCS
parameters listed in Table 2.2-1 actually represent a parameter group that contains multiple
individual parameters. The MACCS parameters are further defined in Section 4.2, which details
the unique epistemic distributions and a set of random aleatory weather trials.

Limitations of the codes and availability of models and or data limited the ability to evaluate
some potentially important phenomena in this analysis. Some of these potentially important
phenomena and related parameters were evaluated in separate sensitivity studies instead, or
discussed qualitatively (see Sections 4.3 and 6.4).
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Table 2.2-1

SOARCA uncertain parameter groups

MELCOR

MACCS

Epistemic Uncertainty

Epistemic Uncertainty

Sequence Issues

Deposition

SRV stochastic failure to reclose (SRVLAM)

Wet deposition model (CWASH1)

Battery Duration (BATTDUR)

Dry deposition velocities (VEDPOS)

In-Vessel Accident Progression Parameters

Shielding Factors

Zircaloy melt breakout temperature (SC1131(2))

Shielding factors (CSFACT, GSHFAC, PROTIN)

Molten clad drainage rate (SC141(2))

Early Health Effects

SRV thermal seizure criterion (SRVFAILT)

Early health effects (EFFACA, EFFACB, EFFTHR)

SRV open area fraction (SRVOAFRAC)

Latent health effects

Main Steam line creep rupture area fraction
(SLCRFRAC)

Dose and dose rate effectiveness factor (DDREFA)

Fuel failure criterion (FFC)

Mortality risk coefficient (CFRISK)

Radial debris
(RDMTC, RDSTC)

relocation time constants

Inhalation dose coefficients (radionuclide specific)

Ex-Vessel Accident Progression Parameters

Dispersion Parameters

Debris lateral relocation — cavity spillover and
spreading rate (DHEADSOL, DHEADLIQ)

Crosswind dispersion coefficients (CYSIGA)

Containment Behavior Parameters

Vertical dispersion coefficients (CZSIGA)

Drywell liner failure flow area (FL904A)

Relocation Parameters

Hydrogen ignition criteria (H2IGNC)

Hotspot relocation (DOSHOT, TIMHOT)

Railroad door fraction

RRODRFAC)

open (RRIDRFAC,

Normal relocation (DOSNRM, TIMNRM)

Drywell head flange leakage (K, E, d)

Evacuation Parameters

Chemical Forms of lodine and Cesium

Evacuation delay (DLTEVA)

lodine and Cesium fraction (CHEMFORM)

Evacuation speed (ESPEED)

Aerosol Deposition

Aleatory Uncertainty

Particle Density (RHONOM)

Weather Trials

2.3 Treatment of Uncertainty

In the design and implementation of analyses for complex systems, it is useful to distinguish
between two types of uncertainty: aleatory uncertainty and epistemic uncertainty [4, 5, and 6].
It is also important to note that some parameters may have both aleatory and epistemic
attributes, but are treated as epistemic for analytic convenience.




Aleatory uncertainty arises from an inherent randomness in the properties or behavior of the
system under study. For example, the weather conditions at the time of a reactor accident are
inherently random with respect to our ability to predict the future. Other potential examples
include the variability in the properties of a population of system components and the variability
in the possible future environmental conditions to which a system component could be exposed.
Alternative designations for aleatory uncertainty include variability, stochastic, irreducible and
type A.

Epistemic uncertainty derives from a lack of knowledge about the appropriate value to use for a
guantity that is assumed to have a fixed value in the context of a particular analysis. For
example, the pressure at which a given reactor containment would fail for a specified set of
pressurization conditions is fixed but not amenable to being unambiguously defined. Other
possible examples include minimum voltage required for the operation of a system and the
maximum temperature that a system can withstand before failing. Alternative designations for
epistemic uncertainty include state of knowledge, subjective, reducible and type B.

The analysis of a complex system typically involves answering the following three questions
about the system and one additional question about the analysis itself:

What can happen?

How likely is it to happen?

What are the consequences if it happens?

How much confidence exists in the answers to the first three questions?

PwbpE

The answers to questions one and two involve the characterization of aleatory uncertainty, and
the answer to question four involves the characterization and assessment of epistemic
uncertainty, which is the objective of this analysis. The answer to question three typically
involves numerical modeling of the system conditional on specific realizations of aleatory and
epistemic uncertainty. The posing and answering of questions one through three gives rise to
what is often referred to as the Kaplan/Garrick ordered triplet representation for risk [6].

While not arbitrary, the definitions of aleatory and epistemic uncertainty do depend in a
fundamental way on the system under study. This is the concept relating to the “inner weather
loop” approach (described below) in evaluating the uncertainty in the SOARCA consequence
calculations.

In the modeling system used to generate the SOARCA results [1], weather is treated as an
aleatory parameter. Each SOARCA calculation represents the mean offsite consequence for a
given accident sequence calculated from a large number of weather trials. In this way, the
SOARCA calculation seeks an answer to the question, “What is the expected consequence of a
given accident scenario, like a LTSBO, at the Peach Bottom Atomic Power Station?”

(i.e., expected outcome over all aleatory sequences— “inner weather loop” approach”) as
opposed to, “What is the expected consequence of a given accident scenario during a snow
storm in February at the Peach Bottom Atomic Power Station?” (i.e., results conditional on a
specific weather trial). While it is certainly feasible to obtain a reasonable estimate of the
consequences of a LTSBO at Peach Bottom during any given weather scenario (“outer weather
loop” approach), this would not be a useful result, since it is not known what the weather
conditions might be during such an event and no amount of additional information and research
will serve to reduce that uncertainty.
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The SOARCA consequences, including weather uncertainty, are illustrated on Figure 2.3-1. A
single source term release, Sge,, dependent upon the estimated input, X se, was used as input
to a consequence analysis dependent upon the estimated input, yige. The result is a distribution
of consequences conditional on the estimated values (i.e., Question 3 above), over the weather
variability (i.e., Question 1 and Question 2 above). The mean value, ||H||, is the mean
consequence over the weather variability. However, to address question four (i.e., “How much
confidence exists in the answer to the first three questions?”), a series of analyses must be
conducted that quantify the effects of epistemic uncertainty in the system over all possible
weather conditions. These concepts are detailed in a mathematical description of the
probabilistic analysis in Appendix A.

vA

{xi,BE} BN MELCOR  |mmp S =) > = {yi,BE}

MACCS2

CCDF,

A
1.0

[|H|| is the mean consequence for
a specific accident sequence, e.g.
latent cancer fatalities

|
|
|
Y

[IH]]

> H

Figure 2.3-1 Typical complementary cumulative distribution function (CCDF) of
consequence
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3. DESCRIPTION OF ANALYSES
3.1 Software Used

This section briefly discusses the codes used in the integrated probabilistic analyses, including
an overview of the integrated analysis and probabilistic calculations used for the parameter
uncertainty and sensitivity analysis. To better understand the uses of computer codes that are
listed in this section, a brief overview of the software used to calculate the source term and
consequence analysis is included in Appendix B. In addition, Appendix B documents the
detailed process: the inputs and outputs, information flow, and order of operation for each code
used to conduct the integrated probabilistic analysis.

3.1.1 MELCOR

MELCOR is a computer code that models the progression of severe accidents in PWRs and
BWRs [7]. MELCOR 1.8.6 YV3780 was used to generate the probabilistic source terms used
for the parameter uncertainty and sensitivity analysis documented in Section 6.0 of this report.
MELCOR 1.8.6 YR549 was used for the SOARCA Peach Bottom unmitigated LTSBO analysis
presented in NUREG 1935 [1] and NUREG/CR 7110, Volume 1 [2]. MELCOR 1.8.6 YV3780
was used for the Surry pilot plant documented in NUREG 1935 [1]. A comparison between the
two codes for the Peach Bottom unmitigated LTSBO analysis presented in NUREG 1935 [1]
and NUREG/CR 7110, Volume 1 [2], and this uncertainty analysis, is presented in Appendix C.

3.1.2 MELMACCS

MELMACCS compiles MELCOR outputs for transition into a WinMACCS/MACCS (MELCOR
Accident Consequence Code System) input [8]. The MELMACCS software is a Windows based
program that creates a MACCS radionuclide file from the MELCOR output plot file. The
MELCOR plot files contain large amounts of data, only some of which is needed for MACCS
calculations. The MELMACCS software provides an interface between MELCOR and MACCS
to integrate the required data.

When the SOARCA scenarios, including the Peach Bottom LTSBO scenario in
NUREG/CR-7110 [2], were developed, the MELCOR output was converted to a MACCS
radionuclide input file using MELMACCS Version 1.5.1. To ensure proper source term
continuity between MELCOR and MACCS, a comparison of MELCOR source terms was
conducted using MELMACCS Version 1.7.0 and MELMACCS Version 1.5.1 as documented in
Appendix C.

3.1.3 MACCS

MACCS [9] can estimate the consequences associated with a release of radioactive material
into the environment. Detailed descriptions of the capabilities of the software used in this
analysis can be found in Appendix B and the referenced user’'s manuals [7-9].

The original Peach Bottom Unmitigated LTSBO WinMACCS/MACCS simulation in Section 5.1
of NUREG/CR-7110 Volume 1 [2] was conducted in November 2010. Since this study, MACCS
code changes have caused the numerical results for the Peach Bottom LTSBO scenario used in
this study to change. These changes have resulted in changes to the conditional, mean (over
weather variability), individual LCF risk.
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The updates in the MACCS graphic user interface from the version used in NUREG/CR-7110
Volume 1, WinMACCS Version 3.6.2, to the version used for this work, WinMACCS

Version 3.6.4, deal with expanding the uncertainty engine. The older version of WinMACCS
was not capable of handling the number of MACCS uncertainty distributions required for this
study. Also, Version 3.6.2 did not allow certain dose conversion factors (DCFs) to be treated as
uncertain. The newest version of WINMACCS, Version 3.6.4, has corrected these problems.

The updates to MACCS from the version used in NUREG/CR-7110 Volume 1, MACCS Version
2.5.0.0, to the version used for this work, MACCS Version 2.5.0.9 deal with the following:

e  Provide file locations on MACCS cyclical files (e.g., MELMACCS source term files) to
provide enhances traceability between inputs and results,

e Lower plume density limit (PLMDEN) consistent with the MACCS User Manual [9],
¢ Change to a FORTRAN compiler compatible with the Windows 7 operating system, and

e  Correction of the NRC Regulatory Guide 1.145 plume meander model [10], which is not
used in the SOARCA scenarios.

A comparison between the two codes for the Peach Bottom unmitigated LTSBO analysis
presented in NUREG 1935 [1] and NUREG/CR 7110, Volume 1 [2] is presented in Appendix C.

3.2 Code Integration

A description of the elements and processes (e.g., codes and files) used to implement the
integrated probabilistic analysis is provided in this section. Figure 3.2-1 shows the information
flow of the SOARCA Uncertainty Analysis. A description of each item on Figure 3.2-1 is
described in Appendix B.

o Uncertain MELCOR and MACCS parameters are sampled

o MELCOR is run for each set of its sampled values

) MACCS is run for each set of its sampled values in conjunction with the associated
MELCOR source term outputs
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Figure 3.2-1 Diagram of the information flow of the SOARCA Uncertainty Analysis

3.3 Probabilistic Model Calculation for Uncertainty Analysis

This section outlines the calculation of the simulated source term releases and offsite
consequences documented in Section 5.0 and used in the uncertainty analysis presented in
Section 6.0. Appendix A presents the formal derivations for the calculation.

3.3.1 Source Term Uncertainty Calculations

Probability distributions for the selected uncertainty parameters are documented in Section 4.1
for the source term model calculations. In concept, the probability distributions of analysis
outcomes over the uncertainty are defined by integrals over the sample space defined by the
uncertain analysis inputs. In practice, such integrals are too complex and are approximated
with sampling-based procedures. Latin hypercube sampling (LHS) is usually preferred over
simple random sampling (SRS) for its potential of producing more stable results using fewer
samples. However, SRS was chosen for MELCOR calculations as some of the results do not
converge (addressed in Section 5.1.2). If LHS were employed, distributions of analysis
outcomes with non-convergence issues would need to account for an input sample set with
stratification that was incomplete. Using the MELCOR uncertainty engine, three replicate
sample sets using an initial size of 300 using SRS have been generated for the group of

21 epistemic parameter distributions, using a different random seed for each replicate set. Each
sample set was used to produce a unique distribution of analysis outcomes using MELCOR.
Model calculation progresses as described in Section 3.2. A family of source term results is
produced that forms the basis for analysis of the uncertainty in the system. As SRS has been
used to generate all three samples, it is valid to assemble results from the three separate runs
into one sample of larger size.
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3.3.2 Consequence Analysis Calculations

Probability distributions for selected MACCS parameters are documented in Section 4.2 for the
offsite consequence model calculations. Using the LHS technique in the WinMACCS GUI, a
sample of size matching the number of converged results for each of the three source term
replicates has been generated for the set of 596 epistemically uncertain inputs specific to
MACCS calculation (i.e., all 865 MELCOR source terms have 596 epistemically uncertain
inputs). For each of the three considered sets, each sample element was paired with a single
result of the population generated from the source term (MELCOR) analysis. The stratification
used within LHS to propagate uncertainty in MACCS calculations does not easily allow
assembling the results from the three separate replicates into a valid larger sample set as can
be done with SRS. Consequently, a fourth analysis has been performed with an LHS sample
set equal to the total number of converged source term results for all three replicates combined.

For each epistemic sample, aleatory uncertainty about the weather was taken into account by
generating 984 weather trials. Calculations were performed for each of these weather trials to
construct a family of CCDFs for the corresponding LHS sample set. Model calculation
progresses as described in Section 3.2. A family of consequence results is thus produced that
form the basis for analysis of the uncertainty in the system.

3.4 Uncertainty and Sensitivity Analysis

In the last step of a probabilistic approach, results are statistically analyzed (via uncertainty
analysis) and influence of input parameter uncertainty over the variance of the output is
assessed (via sensitivity analysis). Such analyses help to draw insights with respect to the
results. Many techniques have been developed to perform such analyses (several are
presented in Helton et. al. [11]). The method specifically used in this analysis is presented in
detail in Appendix A.2.

3.4.1 Uncertainty Analysis: Purpose and Results Generated

Uncertainty analysis refers to the determination of the uncertainty in analysis results that derives
from uncertainty in analysis inputs. This corresponds essentially to a statistical analysis of the
output set. Most of the results presented in Section 6 are based on uncertainty analysis, as
statistics over a range of possible results will give more insights than results from a single
realization.

Source term results from MELCOR provide several estimates at each timestep representing the

(epistemic) uncertainty due to lack of knowledge in the result of interest. These estimates can
be displayed as time-dependent results as shown in the example on Figure 3.4-1).
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Figure 3.4-1 Time-dependent results reflecting uncertainty due to lack of knowledge
(epistemic)

Often, statistics such as mean and quantiles are included in order to give a better visualization
of this uncertainty and a graphical summary of the uncertainty. The quantiles selected for this
analysis are g = 0.05, g = 0.5 (median) and g = 0.95.

While the preceding representation shows the time dependence of the results, it does not show
the shape of a distribution of results. A cumulative distribution function (CDF) or complementary
cumulative distribution function (CCDF) of the sampled result at a selected timestep can be
more informative. An example is displayed on Figure 3.4-2. The x-axis represents the
distribution of possible results and is generated by sorting (from smallest to largest) all the
results from the sample of size N at the selected time (for time-dependent results). The y-axis
represents the likelihood of being lower or equal (for CDF) or higher (for CCDF) than the value
read on the x-axis. When SRS or LHS is used, the likelihood of the outcome is estimated a
weight of 1/N and increasing the y-value from this weight, starting from zero (for CDF) or
decreasing by this weight starting from one (for CCDF). The mean can be added on the curve
(as a dot for instance) to the CDF or CCDF. Quantiles can be read directly by finding the
corresponding y-value to the graph, or displayed (for a selected quantile) as a dot over the
curve.

In risk analysis, it is traditional to plot CCDFs rather than CDFs as they answer the question
“how likely it is to have such value or higher”.
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Figure 3.4-2 Distribution of results presented as a complementary cumulative
distribution function for a selected time

MACCS results incorporate both aleatory (via consideration of 984 potential weather histories)
and epistemic (input parameter) uncertainty. The results presented in Sections 5 and 6
correspond to probability of latent cancer fatality and early fatality. These probabilities are
averaged over aleatory uncertainty (weather histories) and therefore represent expected (mean)
values over aleatory uncertainty. As a consequence, only the spread and effect of epistemic
uncertainty will be displayed, using figures similar to Figure 3.4-1 and 3.4-2.

When low probabilities are estimated, the accuracy of the estimate and its stability may be

guestionable. The stability of results depends on the selected numerical method (e.g., SRS or
LHS) and the parameters used with the method (e.g., sample size, choice of input parameters).
Stability of the results used in this analysis is assessed in Section 5 using confidence intervals.

3.4.2 Sensitivity Analysis: Purpose and Results Generated

Sensitivity analysis refers to the determination of the contributions of individual uncertain
analysis inputs to the uncertainty in analysis results. Rank regression, quadratic regression,
recursive partitioning, and multivariate adaptive regression splines (MARS) are the four
regression techniques used in this analysis to estimate the importance of the input parameters
in the uncertainty of the output in consideration. A short description of each technique follows.
A more detailed description of the techniques (with examples) can be found in [12] and [13].

Rank regression

Rank regression technique consists of using a rank transformation over the input and output
variables in consideration. The smallest value of a variable is given a rank of one, the next a
rank of two and so on up to the largest value having a rank of nS (i.e. sample size). A stepwise
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linear regression is then applied to the rank-transformed data. The model is linear and additive,
in the following form:

n
Y=a0+a1X1+a2X2+---+aan+s=a0+2aiXi+s
i=1

The stepwise approach starts with trying to find the best fit with only one parameter (testing all
possible input parameters), then builds up from this by selecting the best fit with two parameters
conditional on keeping the first parameter and so on. An alpha value is selected as a criterion
below which to stop adding parameters. Rank regression is effective in capturing monotonic
(increasing or decreasing) relationships between inputs and outputs. Its non-parametric aspect
makes it less sensitive to outliers. This technique is limited to additive models (no conjoint
influences are considered) and may perform poorly on non-monotonic relationships.

Three metrics are included for each input variable in the section of the table used to display rank
regression results. R?inc gives the cumulative coefficient of determination of the regression
model for the variable including all variables in the table identified before. R?cont. gives the gain
in R? due only to the variable. Finally, standardized rank regression coefficients (SRRC) display
the result of rank regression coefficients, standardized to take out the unit influence. The rank
regression coefficient is an indication of the strength of the influence: an absolute value close to
zero means no influence while an absolute value of one represents a very strong influence. The
rank regression coefficient also indicates the direction (positive or negative) of the influence of
this input variable on the considered output. A negative sign represents negative influence: high
values of the input lead to low values of the output and low values of the input lead to high
values of the output. A positive sign represents positive influence: high values of input lead to
high values of the output and low values of the input lead to low value of the output.

This is a traditional method used in many past analyses, such as NUREG-1150.

Quadratic regression

Quadratic regression technique applies the same approach as linear regression, including
individual input variables, the square of these variables and second order multiplicative
interaction terms. The prediction model is of the form:

n n n n
Y=a0+2aiXi+2biXi2+2 Z Cl'Xl'X]'+€
i=1

i=1 i=1 j=it1

Quadratic regression is not completely additive as it can capture second order interactions. It
can also capture the parabolic influence measured by the square of variables in the regression
model. However, a complex relationship between variables and the output, like asymptotic
behavior, may still be hard to capture with this technique and the method remains parametric
which makes it sensitive to outliers. As quadratic regression can capture non-monotonic
relationships, additional sets of metrics are displayed in the table of regression results from this
method. S;represents the first order sensitivity index and informs on how much of the variance
of the selected output is explained by the input parameter in consideration by itself. This index
is similar to the R?cont. presented above for the rank regression technique and it is acceptable
to compare the two metrics. The second metric, labeled T; represents the total order sensitivity
index and indicates how much of the variance of the selected output is explained by the input
parameter alone and how much by its interaction with the other uncertain parameters. It has no

equivalent in the rank regression model (as the additive model does not capture conjoint
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influences). The difference between T; and S; gives an estimate of the conjoint influence for this
input on the output considered. Finally, a p-value is displayed as third metric, representing the
probability that the hypothesis T; = 0 is true, meaning that the parameter has no influence at all.
A p-value equal or close to zero indicates that the hypothesis is false and therefore, the
influence is likely to be true in the mathematical sense. It can still be unrealistic physically and
due to the particularity of the sample. A p-value equal or close to one indicates a relationship
that is not real and is due to a spurious correlation.

Recursive partitioning

Recursive partitioning regression is also known as a regression tree. A regression tree splits
the data into subgroups in each of which the values are relatively homogeneous in. The
regression function is constructed using the sample mean of each subgroup. This approach,
results in a piecewise constant function over the input space in consideration. Recursive
partitioning handles conjoint influences. The predictive model is:

nP
Y = Z(dsls(Xi))izl,...,n +e€
s=1

The same metrics used for quadratic regression are used for recursive partitioning, that is to say
the first order sensitivity indices (S;), total order sensitivity indices (T;) and p-values.

Multivariate Adaptive Regression Splines (MARS)

MARS is a combination of (linear) spline regression, stepwise model fitting and recursive
partitioning. A regression with a single input starts with a mean only model and adds basis
functions in a stepwise manner adding the overall linear trend first. A second model using linear
regression via least squares is fit to the data. This model is then added to the basis functions in
a way that reduces the sum of square error (SSE) between observation and prediction. A fourth
basis function is then added to minimize the SSE again. This process is repeated until M basis
functions have been added.

At this point, the MARS procedure will try to simplify the model using stepwise deletion of basis
functions, while keeping the y-intercept and linear trend. The M-2 candidate leading to the
smallest increase of SSE will be selected. This deletion will be applied until regressed to the
original linear model.

Stepwise addition and deletion leads to the building of two different M-2 different models. The
“best” model is chosen using a generalized cross validation (GCV) score which corresponds to
a SSE normalized by the number of basis functions considered. With multiple inputs, the basis
functions will consider main effects and multiple-way interactions. The options used for this
analysis consider only two-way interactions to avoid the exponential cost of considering more
interactions. MARS are presented using the same metrics as quadratic regression and recursive
partitioning in the summary tables.
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4. UNCERTAIN INPUT PARAMETERS AND DISTRIBUTIONS

Sections 4.1 and 4.2 provide the technical basis and justification for parameters included as
uncertain inputs for the SOARCA Peach Bottom unmitigated LTSBO Uncertainty Analysis. The
uncertain parameters and their distributions were identified/characterized through an informal
elicitation of subject matter experts. The subject matter experts were asked to define
distributions for the parameters which they considered most important in describing the
uncertainty around the SOARCA analysis. In addition, the uncertain parameters and
distributions were presented to and evaluated by the independent SOARCA peer review panel.
The SOARCA Peer Review Panel agreed with the basic methods and provided comments on
the selected parameters and distributions. The parameters and distributions were revised to
address these concerns. A discussion of the uncertain parameters and distributions are
contained in Sections 4.1 and 4.2 for the source term model and consequence model
parameters uncertainty, respectively.

The general approach taken in defining the scope of the SOARCA uncertainty quantification is
to attain a balanced depth and breadth of coverage so as to obtain contributions from
uncertainty across the spectrum of phenomena operative in the analyses without excessive
detail dedicated to any particular regime of phenomenon. Both MELCOR and MACCS permit
extensive access to parameters that may be uncertain, but for practical reasons, a judiciously
selected subset of possible uncertain parameters is proposed that covers the range of
phenomena across the stages of a severe accident.

A variety of distribution shapes are chosen to reflect experts’ degree of belief in different values
for the uncertain parameters. This uncertainty study began with parameter values anchored to
the estimates used in the SOARCA study. The team then took a consensus approach to
constructing distributions around the SOARCA estimates. For those parameters where the
team assessed that values other than the SOARCA estimate were less likely, a probability
density function was chosen to reflect a peak at the mode — for example, a triangular or normal
shape. If the parameters’ range spanned multiple orders of magnitude, a log scale was chosen
for the distribution. Or if the parameter was thought to be equally likely to be x times the
SOARCA estimate or 1/x times the SOARCA estimate, a log scale was chosen. In some cases,
as described in Section 4.2, the distributions are based on a prior expert elicitation, or a
methodology described in FGR-13 for health effect parameters.

4.1 Source Term Model Uncertainty (MELCOR Inputs)

The MELCOR uncertain parameters are selected to cover the following issues and
phenomenological areas:

sequence issues

in-vessel accident progression issues

ex-vessel accident progression issues
containment behavior issues

fission product release, transport, and deposition

These broad areas span the temporal domain of the severe accident progression ranging from
minor sequence variations as affected by SRV behavior, to uncertainties in the core damage
and melt progressions, especially those affecting rate of core degradation and amount of
hydrogen generation. Hydrogen production provides an indication of fission product release
from the fuel, since hydrogen generation is an indicator of cladding oxidation which is an
indicator that fuel temperatures are rising above 1500 K. This is the temperature range where
thermally driven release of the volatile fission products, cesium, iodine, and tellurium, occurs.
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Source term release behavior in terms of the rate and total amount released in-vessel is
strongly coupled to in-vessel melt progression behavior owing to the strong temperature
dependence of fission product release. The onset of volatile fission product release is set by
the time that fuel is heated to a temperature above about 1500 K (about 1227°C), and this is
tightly coupled to cladding oxidation rate. Total release of both volatile and less volatile species
is affected by the time at which fuel remains at elevated temperatures and the state of the fuel
(rods or debris). Therefore, many of the parameters that affect cladding oxidation and hydrogen
generation also affect fission product release. Other parameters more specific to fission product
transport include deposition processes (e.g., chemisorption or hygroscopicity) and settling
processes (agglomeration shape factors for example). Speciation of cesium and iodine affects
the volatility of cesium and consequently affects both release and revaporization. The
parameters selected in the study were considered in terms of both melt progression and fission
product release and transport. This includes important phenomena taking place following
vessel lower head melt-through such as melt attack of the drywell liner, containment behavior
issues, such as uncertainty in onset of drywell head flange leakage, and uncertainties in
radioactive aerosol transport mechanics. The selection of uncertain parameters ensures a
commensurate representation of uncertainties in the major phases of the accident evolution.
Each uncertain parameter, together with the rationale for the range and shape of the uncertainty
distribution are described in the following sections. All other MELCOR parameters not
discussed in this section (e.g., eutectic liquefaction temperature for ZrO,/UO;) remain the
original point estimates used in NUREG/CR-7110, Volume 1.

Additional discussions on certain MELCOR parameters presented are discussed in Appendix E.

4.1.1 Sequence Issues
Uncertainty in safety relief valve stochastic failure to reclose (SRVLAM)

One concern regarding the timing of the accident sequence is when the depressurization of the
reactor coolant system (RCS) occurs. As part of the SOARCA project, the RCS depressurizes
resulting from the failure of a SRV. The MELCOR model is setup to cause the SRVs to open at
predetermined pressures and specified flow rates. The SRVs will close when pressure drops
below 96 percent (%) of their opening pressure. This model sets the SRVs to fail to close based
on a per-demand failure probability.

The SOARCA value was cited in the Peach Bottom Individual Plant Examination (IPE) of

A = 3.7 x 107 per demand [2] or 1/A = 270 valve cycles. In addition, the Peach Bottom IPE
considered a failure rate per-demand probability multiplied by a factor of eight to account for the
fact that the valve was operating under extreme environmental conditions (e.g., A = 2.96 x 102
per demand or approximately 34 valve cycles).

Recent assessments of component reliability in nuclear systems suggest an SRV failure to
close (FTC) frequency may be smaller than the SOARCA value cited in the Peach Bottom IPE.
An NRC analysis of industry-average data for SRV FTC performance was documented in two
reports: NUREG/CR-6928 [14] and NUREG/CR-7037 [15]. NUREG/CR-6928 computed an
estimated per demand failure probability e described in Table 5-1 (SRV FTC - SRV failure to
close) with a mean value of A = 7.95 x 10 per demand (1,258 cycles) with 5" and

95" percentile values of 3.13 x 10 and 3.05 x 10 per demand, respectively. NUREG/CR-
7037 provides updated failure data for BWR SRVs, depending on their operating mode. The
operating mode of interest for SOARCA is the “pressure mode,” where the SRVs are actuated
via a pilot sensing port that is internal to the valve (not the air actuator). NUREG/CR-7037
reports a mean value of A = 1.39 x 10-?%/demand (72 cycles) with 5" and 95" percentile values of
4.43 x 10° and 5.39 x 10?/demand, respectively [15, Table B-7]. However, when all the data
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are considered, the NUREG/CR-7037 approach computed a mean value of

A =7.07 x 10%/demand (1,414 cycles) with 5™ and 95" percentile values of 2.75 x 10 and
2.7x 10%/demand, respectively [15, Table B-7], very similar to the reported value from
NUREG/CR-6928.

Significant reductions in the observed rate of spurious valve opening were achieved by various
modifications to the Target Rock SRV through a BWR Owner’s Group initiative coordinated
under Generic Safety issue B-55. The extent to which these modifications would also affect the
expected failure rates of SRV FTC is not known. However, this might contribute to the
difference in the current (NRC) estimated failure rates of SRV FTC and the older (circa 1990)
failure rate reflected in the Peach Bottom IPE.

It should be noted, however, that the failure rate reflected in the generic data base and the value
obtained from the Peach Bottom IPE are conceptually different from the situation modeled here.
In simple terms, the rate at which an SRV fails to reclose is calculated by dividing the number of
observed valve failures (to reclose) by the number of valve demands. This ratio, therefore,
reflects the conditional probability that a valve would fail to reclose, given a successful demand
to open. However, the failure events that represent the numerator of this ratio occurred after
only a few valve cycles. The precise number is difficult to determine from the raw data
documented in the NUREG/CRs. However, it is clear that valve failure data after numerous
cycles are extremely rare (perhaps non-existent) primarily because events involving numerous,
continuous valve cycling are not observed. It is, therefore, debatable whether the failure rate
used to calculate the (low) probability of failure to reclose after a few cycles should be
extrapolated to estimate the (higher) probability of failure after a large number of cycles. Other
unknown failure mechanisms would likely overwhelm those that lie behind the nominal failure
rate. This qualitative observation is consistent with the opinion expressed by members of the
peer review panel that the valve failure rates obtained from the PRA database are too low (e.g.,
predict a high number of cycles before failure). However, it should be noted that comments
provided by the licensee on the NUREG/CR-7110, Volume 1 indicated the early failure rate
reported in their IPE was not based on plant-specific performance data, and they have since
replaced this value with the industry value reported in NUREG/CR-6928.

A beta distribution, listed in Table 4.1-1, and used for this analysis was fit for the mean value
from the Peach Bottom IPE (the SOARCA value) using the methodology in NUREG/CR-7037.
For comparison, Figure 4.1-1 plots the CDF for the Peach Bottom IPE derived beta distributions
with the NUREG/CR distributions. Qualitatively, the Peach Bottom IPE derived distribution falls
within the middle of the set of CDFs. Quantitatively, it is clear from the SOARCA results values
above 5 x 102 and below 9 x 10 per demand will either fail before the batteries are depleted or
after SRV will fail from thermal seizure and/or main steam line creep rupture, respectively. The
Peach Bottom IPE derived beta distribution covers the range of values that are needed to define
the parametric relationship between the probability that the SRV will fail to close and the severe
accident.
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Data: Table 4.1-1
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Figure 4.1-1 Cumulative distribution function of safety relief valve failure to close valve
cycle (A = per demand failure probability (1/A =number of SRV demands))

Duration of direct current power (BATTDUR)

DC power is maintained by DC batteries during a SBO. The DC batteries are used to provide
power to the DC electrical buses for minimum electrical loading to monitor instrumentation in the
control room. Without DC power, none of the control room instrumentation is available, and
thus, there is no indication of plant status. Uncertainty in the duration of DC power is influenced
by the efficiency of operator actions to shed non-essential loads and the age of the batteries. A
log triangular distribution was selected for BATTDUR with a mode of 4.0 hours, the value used
in the deterministic SOARCA analysis, and 2.0 and 8.0 hours for the lower and upper bounds,
respectively (Figure 4.1-2 and Table 4.1-1).

The licensee’s PRA uses a value of two hours, which is the minimum duration required by plant
technical specifications and represents the worst possible condition. The licensee’s engineering
judgment is that batteries can last four hours with effective DC load shedding. The upper bound
of eight hours was selected because the licensee recommended a lower value than what was
selected in the past studies (i.e., NUREG-1150 [16]) which assumed 10 to 12 hour battery life
with sufficient load shedding) as there is concern with the ability or requirements necessary to
demonstrate a capacity for that long.

4-4



Data: Table 4.1-1

SOARCA MELCOR Distributions.jnb
1.0II[IIIIII|III1|IIIIIEI!I T

A SOARCA value

Cumulative Probability

Duration of Direct Current Power (hours)
(BATTDUR)

Figure 4.1-2 Cumulative distribution function of duration of direct current power

Table 4.1-1 MELCOR uncertain parameters—sequences issues

Parameter Distribution

Beta distribution
Mean = 3.7x103

o Alpha = 0.494
SRVLAM: lambda for SRV stochastic failure | o5 = 1332

to reclose (per demand) LB = 0.0

uB=1.0
SOARCA estimate: 3.7 x 1073

Log Triangle distribution

LB =2.0 hr.
BATTDUR: Duration of direct current power | \1o4a = 4.0 hr
(hours) o

UB =8.0 hr.

SOARCA estimate: 4.0 hrs.




4.1.2 In-Vessel Accident Progression Issues
Zircaloy melt breakout temperature (SC1131(2))

The core melt progression modeling options have been set to be consistent with current
best-practices guidelines, which are generally default models [17]. As the fuel temperature
increases, an oxide shell forms on the outer surface of the fuel cladding. Since the oxide shell
has a higher melting temperature than the unoxidized zircaloy inside the fuel rod, the zircaloy on
the interior of the cladding will become molten once the temperature rises above the melting
temperature (Figure 4.1-3). This zircaloy melt breakout temperature represents the uncertain
properties that determine the conditions at which oxidized clad mechanically fails, releasing
molten unoxidized zircaloy. This initiates the downward drainage of molten zircaloy on a
ring-by-ring basis in the MELCOR analysis. Based on prior work on in-vessel melt progression
[18], this parameter is expected to be among the more important uncertain parameters. As
described in the previous studies [18], at the "breakout temperature" oxidizing molten zircaloy is
relocated to cooler regions at a time when the oxidation rate is at its peak value. Fuel
temperatures are increasing rapidly (~10K/s) at this time, hydrogen generation is locally at a
maximum, and fission product release rates are large. The relocation of the oxidizing melt has
the effect of terminating the intense local fuel heating, since the chemical heating source has
relocated to a cooler region of the vessel. This should affect release rate for volatile fission
products and total localized releases of low-volatile species. The lower bound value is the
zircaloy melting temperature of 2100 K. The value of 2100 K also corresponds to fragile outer
oxide shells that are incapable of retaining molten zircaloy. The upper bound value is based on
likely rod collapse temperature occurring within 15 minutes. The upper value of 2540 K, was
selected in the original hydrogen uncertainty study [18] based on qualitative consideration of the
alpha-Zr(O) phase diagram and observations/analyses of the Phebus experiments [19-23]. The
mode is the value used in the deterministic SOARCA analysis (Figure 4.1-4 and Table 4.1-3).
The selection of a triangle distribution suggests that a most probable value for the uncertain
parameter is recommended (mode), with decreasing likelihood for values away from the most
probable. This is in contrast to a range-bounded uniform distribution, where it is implied that
any value lying within a range is equally probable.
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Figure 4.1-3 Depiction of the fuel rod degradation

Based on observations from Phebus tests [19-23], MELCOR includes a molten zircaloy
breakout model of the loss of structural integrity of the oxidized zircaloy. Following the
relocation of the molten Zircaloy, the oxidation ceases and the fuel rods remain intact based on
the thermal response of the system which is largely governed by decay heat loss and perhaps
relocating molten material from above. Subsequently, the fuel rods are only supported by a
relatively thin oxide structure that can weaken at high temperatures. The calculated failure
mechanisms include:

° failure due to melting the oxidized shell, or

o failure of the supporting fuel rods (collapse of the fuel rods will result in fracture of the
melt-retaining oxide shell), and

o a time-at-temperature model that calculates the failure of the oxidized zircaloy shell
holding the fuel rods.

The time-at-temperature model includes a thermal-mechanical weakening of the oxide shell as
a function of temperature. As the temperature rises above zircaloy melting temperature

(i.e., represented as 2098 K in MELCOR) towards 2500 K, a thermal lifetime function linearly
accrues cladding damage and predicts time to local thermal-mechanical failure (Table 4.1-2).
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Table 4.1-2 Time versus temperature relationship for intact fuel rod collapse

Temperature Time to Failure
2000 K Infinite
2090 K 10 days
2100 K 10 hours
2500 K 1 hour
2600 K 5 minutes
2700 K 30 seconds

Data: Table 4.1-3
SOARCA MELCOR Distributions.jnb
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Figure 4.1-4 Cumulative distribution function of zircaloy melt breakout temperature
Molten clad drainage rate (SC1141(2))

Time constant for heat transfer to substrate material versus downward molten flow is another
factor that influences uncertainty in the source term release model. The molten clad drainage
rate impacts material relocation from the top of active fuel to the bottom of active fuel. This
parameter (SC11412) represents effective downward flow rate of the molten fuel, balancing
heat transfer and freezing on substrate against vertical momentum and, therefore, affects the
overall melt progression behavior. It is one of the few MELCOR melt progression parameters
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available for variation. A log triangular distribution is used for the molten clad drainage rate
(SC1141(2)) with a mode of 0.2 kg/m-s used in the deterministic SOARCA analysis, and 0.1 and
1.0 kg/m-s respectively for the lower and upper bounds (Figure 4.1-5 and Table 4.1-3). The
selection of a triangular distribution suggests that a most probable value for the uncertain
parameter is recommended (mode), with decreasing likelihood for values away from the most
probable.

The lower and upper bounds of the distribution represent an order of magnitude of uncertainty.
This was selected based upon previous studies [18] to ensure the behavior was appropriately
captured in the uncertainty in this parameter.

Data: Table 4.1-3
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Figure 4.1-5 Cumulative distribution function of molten clad drainage rate

Criteria for thermal seizure of safety relief valve due to heating after onset of core
damage [SRVFAILT]

One concern regarding the timing of the accident sequence is the depressurization of the RCS.
As part of the SOARCA project, the RCS depressurizes resulting from the failure of a SRV to
close. Inthe MELCOR SOARCA, model SRVs open at predetermined pressures and specified
flow rates. The SRVs will close when pressure drops below 96% of their opening pressure. In
addition, to the stochastic failure to close (SRVLAM), the SRVs fail to close by thermal seizure if
a specified temperature limit is exceeded [2].

For the gas exposure time during open cycles, heat conduction within a valve, and expansion of

valve components, the MELCOR model estimates the thermal response of a representative

valve internal component (perhaps the valve stem) as a solid steel cylinder, heated by the gas
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discharged through the valve when open. The valve is assumed to seize in the open position
(failure to reclose) on the first cycle above a specified component temperature. Model
uncertainty in valve thermal response, expansion, and seizure is represented by the component
temperature limit for thermal seizure. For the uncertainty analysis, a beta distribution was
selected with the mean at 900 K, which is the value used in the deterministic SOARCA

analysis [2], and 811 K and 1143 K selected for the lower and upper bounds respectively
(Figure 4.1-6 and Table 4.1-3).

An evaluation of thermal seizure of the SRV was included in NUREG/CR-7110, Volume 1,
Sections 4.4.1 and 4.4.2. An initial criterion for high-temperature valve failure was based on
manufacturers’ information describing the strength of stainless steel, published by the Stainless
Steel Information Center (www.ssina.com/composition/temperature.html). Softening or loss of
strength of stainless steel (300 series) was described to start to occur at “about 1000°F”

(811 K). This data provides the lower bound for the distribution. The NUREG/CR-7110
evaluation included differential thermal expansion, effects of temperature gradients, and
material deformation as the basis for the SOARCA value of 900 K used in the uncertainty
analysis as the mean of the distribution. A supplemental analysis conducted by the U.S

NRC [24], independently validated the findings in the NUREG/CR-7110 report for Peach
Bottom. The letter report evaluated the two analyses presented in NUREG/CR-7110 Volume 1
that address thermal effects on valve reliability and performance. In the first analysis, thermal
expansion is calculated due to differences in properties between the valve guide and stem
materials, and an additional term is added that addresses the fact that the stem experiences a
greater heat-up than the larger valve body. The result of these calculations presented in the
NUREG/CR-7110 report gives a total stem to guide gap reduction over time corresponding to a
MSL temperature of 811 K, which was close to the range of times and MSL temperatures
calculated independently by Rathbun, 2011 [24].

In the second thermal analysis included in NUREG/CR-7110, the effect of strength degradation
of the valve stem material is analyzed. Based on strength reduction at elevated temperatures,
an estimate of 900 K is estimated as the temperature at which the stainless steel stem will
degrade to the point where the valve will fail. The 900 K valve stem temperature corresponds to
a MSL temperature of approximately 950 K. No direct comparison with the 900 K material
failure criterion in NUREG/CR-7110 Volume 1 was made in the Rathbun [24] analyses.
However, the corresponding steam line temperature of 950 K was somewhat higher than the
highest steam line temperature at failure (900 K) calculated in the Rathbun report [24]. This
temperature difference has been encompassed within the standard deviation of the distribution
for thermal seizure temperature used in the uncertainty analysis.

Sensitivity studies in NUREG/CR-7110 Volume 1 [2], determined that valve stem temperatures
greater than 1175 K satisfied the conditions necessary for MSL creep rupture. The temperature
at which material deformation occurs is lower than the value used in the early SOARCA
calculations (i.e., 1000 K) [2]. This value was selected primarily to reflect the ‘service
temperature’ for stainless steel components, as reported by the steel industry trade association.
A review of vendor literature on material properties of 304 stainless steel clearly indicates the
maximum service temperature of approximately 870°C (~1143 K) is based on the scaling
properties (or resistance to corrosion) of 300 series stainless steel, rather than its mechanical
properties. Given that material deformation would be expected at the hot working temperature
of 304 stainless steel, between 1149-1260°C [25], an upper bound limit for plastic deformation is
based on the vendor recommended service temperature of 1143 K. This upper bound is further
supported by Rathbun [24] analyses that suggest failure by thermal expansion of moving valve
components would occur at temperatures below 870°C (~1143 K).
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Figure 4.1-6 Cumulative distribution function of criteria for thermal seizure of safety
relief valve due to heating after onset of core damage

Safety relief valve open area fraction after thermal seizure (SRVOAFRAC)

The timing of the accident sequence is dependent upon when the depressurization of the RCS
occurs. The RCS depressurizes because of failure of a SRV to close. During normal
operations, the SRVs open at predetermined pressures and specified flow rates. The SRVs will
close when pressure drops below 96% of their opening pressure unless the SRVs fail to close
based on high temperature conditions within the SRV as described in the previous section.
However, thermal expansion of the SRV would occur primarily during periods of gas flow (open
cycles), although penetration (conduction) of heat transferred to inner surfaces would occur over
a longer period of time (valve open or closed). This behavior leads to uncertainty in the valve
position immediately prior to seizure and to the final stem position after seizure and thus the
open area for releases from the SRV. In addition, sensitivity studies in NUREG/CR-7110
Volume 1, determined that a valve open fraction of 10% of the nominal flow area satisfied the
conditions necessary for MSL creep rupture.

A fraction of 1.0 was used as the value in the deterministic SOARCA analysis [2]. Since there is
no data available to predict the uncertainty within the SRV position at the time the SRV sticks
open from thermal seizure, a triangle distribution between 0.1 and 1.0 (fully open) with a mode
of 1.0 was investigated to measure the potential effects of this event on accident progression
and source term releases (Figure 4.1-7 and Table 4.1-3). This distribution was selected to skew
to higher values because the geometry of the SRV is such that it does not have to vertically
traverse much of its shaft length before reaching an open area close to fully open.
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Figure 4.1-7 Cumulative distribution function of safety relief valve open area fraction
after thermal seizure

Main steam line creep rupture area fraction (SLCRFRAC)

Creep rupture is monitored at two locations (i.e., MSL nozzle and MSL piping). This parameter
represents the size of the opening that would be generated at either location if creep failure
occurs. The potential for creep failure is calculated using a standard Larson-Miller (L-M)
formulation, identical in structure to the one used in MELCOR PWR calculations of hot leg and
pressurizer surge line failure. Uncertainties in the L-M model itself are not considered here, in
part, due to the observation from past calculations that the transition from zero damage to creep
appears to occur too fast for reasonable variations in the L-M parameter to have a significant
effect on the time that creep failure occurs.

Factors that contribute to uncertainty in the size of the opening generated by creep rupture of a
BWR MSL include: the possibility of pre-existing flaws in weld locations, upper RPV and steam
line circulation flow patterns, multi-dimensional effects of heat transfer to MSL piping, and the
impact of pipe restraints on piping mechanical response.

The MELCOR model preserves the total flow area of the MSL, but partitions this area between
the intact pipe and the rupture opening. Therefore, a rupture open fraction of 1.0 closes flow
through the MSL, and replaces it with an opening to the drywell with an equivalent area. A
value of 0.5 partitions the MSL flow equally between the intact pipe flow path and the rupture
flow path. Therefore, the creep rupture open fraction is the numerical complement of the MSL
open fraction. Sensitivity studies in NUREG/CR-7110 Volume 1, using the SOARCA Peach
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Bottom case, involving creep rupture of the MSL assumed the structural response of the MSL is
a fully offset, guillotine break of one MSL (i.e., open fraction of 1.0). This was considered a
conservative assumption because the large break area maximizes the hydrodynamic load to the
containment pressure boundary and facilitates fission product transport from the RCS.
Alternative credible responses, such as a smaller crack or fissure in the MSL were not
considered in these sensitivity calculations. A piecewise uniform distribution between 0.0 and
1.0 is used in this analysis to measure the potential effects of this event on accident progression
and source term releases (Figure 4.1-8 and Table 4.1-3). This distribution was selected based
upon expert judgment and Peer Review feedback, and based on findings of experimental work
and analysis for PWR hot leg creep rupture [26]. Some expert judgment was used to adapt the
PWR hot leg analysis to the BWR MSL and generate the distribution shape, which was the
numerical way of reflecting the study’s conclusion of a strong bias toward a full-open area.

Note, the intent of the distribution is to open the MSL to the containment through an area
equivalent to the full cross-sectional area of the pipe for 85% of the realizations. However, the
means through which the MSL rupture is accomplished in the MELCOR model (i.e., adjusting
the flow area of three junctions) leads to an effective break area equal to the full area of the pipe
for any value of SLCFRAC greater than or equal to 0.5. So, the MSL will actually open fully to
containment 96% of the time in this analysis, which is slightly more than was intended.

Data: Table 4.1-3
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Figure 4.1-8 Cumulative distribution function of main steam line creep rupture area
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Fuel failure criterion (transformation of intact fuel to particulate debris) (FFC)

MELCOR lacks a deterministic model for evaluating fuel mechanical response to the effects of
clad oxidation, material interactions (i.e., eutectic formation), zircaloy melting, fuel swelling and
other processes that occur at very high temperatures. In lieu of detailed models in these areas
a simple temperature-based criterion is used to define the threshold beyond which normal
("intact") fuel rod geometry can no longer be maintained, and the core materials at a particular
location collapse into particulate debris. The temperature-based criterion incorporates
uncertainties in numerous physico-chemical processes that affect fuel rod integrity. The
"time-at-temperature" criterion is the time endurance of the upright, cylindrical configuration of
fuel rod bundles which decreases with increasing temperature. A temperature-based
‘cumulative damage' criterion is used in the MELCOR model to define the remaining lifetime of
normal fuel rod geometry (Table 4.1-2). The alternative functions represent shifts in
temperature of +/- 100 K and fuel endurance times of +/- factor of 2.0 (Figure 4.1-9,

Figure 4.1-10 and Table 4.1-3). The fuel failure criterion distribution is qualitative in nature, but
based on observations from testing such as Phebus facility tests [19-23], accounting for scale
effects (small bundles are inherently more stable and less fragile than full length fuel
assemblies). This approach is considered the best effort at evaluating the importance of this
uncertain parameter. In part the nature of the treatment (time at temperature) is intended to
avoid non-physical cliff-edge effects that are observed during a calculation when fuel
temperatures are predicted to hover just below a failure temperature.

Alternative one is derived from the SOARCA estimate by reducing its temperatures by 100 K
and dividing its time intervals by two. Alternative two is derived from the SOARCA estimate by
increasing its temperatures by 100 K and multiplying its time intervals by two. The code/model
then uses the selected table to determine, based on the fuel temperature, the reduction in fuel
lifetime; and when fuel lifetime is exceeded, the fuel is failed.
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Data: Table 4.1-3
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Radial debris relocation time constants (RDMTC, RDSTC)

The relocation time constant controls the rate of movement of radial molten (RDMTC) and solid
debris (RDSTC) to the center of the core, and thus the time it takes the debris to move to the
lower plenum. This specific parameter is used as a surrogate for the broad uncertainty of debris
relocation rate into water in the lower head. This, in turn, affects the potential for debris
coolability in the lower head (faster relocation rates decrease coolability; slower rates improve
coolability). Debris relocation in MELCOR occurs when the lower core plate in a ring yields.
Molten material and particulate debris from the ring immediately moves towards the center of
the core and fall into the lower head. The rate at which this debris and debris from adjacent
rings relocates into the lower head is determined by the radial relocation time constant. Thus,
adjustments in this parameter affect the overall rate at which debris enters the lower head after
support plate failure (Figure 4.1-11 (a and b) and Table 4.1-3).

This parameter is only one of a few MELCOR parameters which can be modified to influence
large scale movement, and thus is a key parameter to core melt progression and ultimately
source term releases. The distributions are based on expert judgment and are not based on
any specific data as no data exists for radial debris relocation. Additionally, the radial debris
relocation time constant influences the axial debris relocation. Like the fuel failure criterion
discussed previously, this parameter is qualitative and is a surrogate for more complex
relocation processes. Phebus facility tests [19-23] offer no insights here as the scale of the
testing is too small to provide insights. The parameter ensures that debris does not pile up
within single radial rings in an unphysical manner. The exact rate of effective relocation is not
known. The values used are felt to bound possible behavior of leveling of materials that may be
solid debris, partly molten two phase debris or fully molten.

Exponential time constants for molten debris relocation and solid particulate debris relocation
control the rate of relocation of core material. For the uncertainty analysis, a log triangular
distribution was selected for both the molten and solid radial relocation time constants. For solid
debris, the mode = 360 s, which is the value used in the deterministic SOARCA analysis, and
180 and 720 s are selected for the lower and upper bounds respectively (Figure 4.1-11a and
Table 4.1-3). A factor of two variation in the SOARCA value was used to investigate the
sensitivity of the analysis results to uncertainty in this parameter. For molten debris the

mode = 60 s, which is the value used in the deterministic SOARCA analysis, and 30 s and 120 s
are selected for the lower and upper bounds respectively (Figure 4.1-11b and Table 4.1-3).
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(a) Data: Table 4.1-3
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Table 4.1-3

MELCOR uncertain parameters—In-Vessel

accident progression issues

Parameter Distribution
Triangle distribution
LB = 2098 K
SC1131(2): Zircaloy melt breakout temperature (k)) mode = 2400 K
UB = 2550 K

SOARCA estimate = 2400 K

SC1141(2): Molten clad drainage rate (kg/m-s)

Log Triangle distribution
LB =0.1 kg/m-s

mode = 0.2 kg/m-s

UB = 1.0 kg/m-s

SOARCA estimate = 0.2 kg/m-s

SRVFAILT: Criteria for thermal seizure of SRV due to
heating after onset of core damage (K)

Beta distribution
Mean = 900 K
Alpha =2.72
Beta =6.79
LB=811K

UB =1143 K

SOARCA estimate = 900 K

SRVOAFRAC:
seizure

SRV open area fraction after thermal

Log Uniform distribution
LB =0.05
UuB=1.0

SOARCA estimate = 1.0

SLCRFRAC: Main steam line creep rupture area fraction

Piecewise Uniform distribution
weight SLCRFRAC

0.5 5.00x 1072
0.5 1.00x 107!
1 2.00 x 107t
1 3.00 x 107!
1 4.00 x 107t
1 5.00 x 107!
1 6.00 x 107!
1 7.00 x 107!
3 8.00 x 107!
5 9.00 x 107!
85 1.00

SOARCA estimate = 1.0

FFC: Fuel failure criterion (transformation of intact fuel to
particulate debris)

Discrete distribution
SOARCA model = 0.8
alternate-1 = 0.1
alternate-2 = 0.1
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Table 4.1-3 MELCOR uncertain parameters—In-Vessel accident progression issues
(continued)

Parameters Distribution

Discrete distribution
T [K] Time [s]
FFC: Fuel failure criterion function (SOARCA value) 2090.0  6.00 x 10%
2100.0 3.60 x 10*
2500.0 3.60 x 10°
2600.0 3.00 x 10?

Discrete distribution
T [K] Time [s]
1990.0 6.00 x 10%
2000.0 1.80 x 10*
2400.0 1.80 x 10°
2500.0 1.50 x 102

Discrete distribution
T [K] Time [s]
2190.0 6.00 x 103
2200.0 7.20 x 10*
2600.0 7.20 x 103
2700.0 6.00 x 10?

Log Triangle distribution

RDSTC: Radial debris relocation time constant LB =180s
mode = 360 s

(Solid debris) UB=720s

FFC: Fuel failure criterion function (Alternative one)

FFC: Fuel failure criterion function (Alternative two)

SOARCA estimate = 360 s
Log Triangle distribution

RDMTC: Radial debris relocation time constant LB = 39 °
) mode =60 s
(Molten debris) UB=120s

SOARCA estimate =60 s

4.1.3 Ex-Vessel Accident Progression Issues

Debris lateral relocation— cavity spillover criteria and spreading rate (DHEADLIQ,
DHEADSOL)

The dominant mechanism of containment failure in accident sequences involving the drywell
floor, such as the LTSBO, is thermal failure (melting) of the drywell liner following contact with
molten core debris (i.e., drywell liner melt-through). Containment failure by this mechanism
occurs after debris is released from the reactor vessel lower head and flows out of the reactor
pedestal onto the main drywell floor. If a sufficiently large quantity of debris accumulates in the
pedestal, it can flow out of the pedestal through a large doorway in the concrete pedestal wall.
If the debris temperatures remain sufficiently high as it spreads across the drywell floor and
contacts the drywell liner, the liner would melt and fail. The precise conditions under which core
debris would flow out of the pedestal and across the drywell floor are uncertain. These
uncertainties are adequately captured by assuming debris mobility and the potential for liner
failure are represented by two key parameters: debris mass (i.e., static head) necessary for
lateral flow and debris temperature (which characterizes debris rheological properties and
internal energy available to challenge the liner).
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The drywell floor is subdivided into three regions for the purposes of modeling
molten-core/concrete interactions in the MELCOR model. The first region, which receives core
debris exiting the reactor vessel, corresponds to the reactor pedestal floor and sump areas
(CAV 0). Debris that accumulates in CAV 0 can flow out through a doorway in the pedestal
wall® to a second region representing a 90-degree sector of the drywell floor (CAV 1). If debris
accumulates in this region to a sufficient depth, it can spread further around the annular drywell
floor into the third region (CAV2). This discrete representation of debris spreading is illustrated
on Figure 4.1-12.

6.706 m

A A
1

»| 3.086 m

FLOOR EQUIV PERIMETER

CAV AREA RADIUS RATIO
0 29.92 3.086 0.95
1 22.75 2.691 0.94

0.62
2 68.25 4.661 1.72
1.08

Figure 4.1-12 Drywell floor regions

8 Although the drawing provided by the licensee seems to indicate the presence of a swing-door in the personnel
opening at the base of the reactor pedestal, the analysis described here assumes this door does not actually exist.
Years of research on the issue of drywell liner melt-through never acknowledged the presence of a door (e.g.,
NUREG/CR-5423 and NUREG/CR-6025). It is noted in the introduction to NUREG/CR-5423 that the geometry of
the Peach Bottom configuration was used as the template for the analysis. The flow of debris from the pedestal
onto the outer drywell floor would not be impeded in any way by an obstacle in the concrete ‘doorway’ in the
pedestal wall. As a result, the current SOARCA analysis applied the same rationale and assumed molten debris
would freely flow from the pedestal onto the drywell floor.
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A MELCOR model control function monitors the debris elevation and temperature within each
drywell floor region, each of which must satisfy user-defined threshold values for debris to move
from one region to its neighbor. More specifically, when debris in a cavity is at or above the
liquidus temperature of concrete, all material that exceeds a predefined elevation above the
floor/debris surface in the adjoining cavity is relocated (i.e., 6 inches for CAV 0 to CAV 1 and

4 inches for CAV 1 to CAV 2). When debris in a cavity is at or below the solidus temperature of
concrete, no flow is permitted. Between these two debris temperatures, restricted debris flow is
permitted by increasing the required elevation difference in debris between the two cavities
(i.e., more debris head required to flow).

Another MELCOR model control function manages the debris spreading radius across the
drywell floor within CAVs 1 and 2. Debris entering CAV 1 and CAV 2 is not immediately
permitted to cover the entire surface area of the cavity floor. The maximum allowable debris
spreading radius is defined as a function of time. If the debris temperature is at or above the
concrete’s liguidus temperature, then the maximum transit velocity of the debris front to the
cavity wall is calculated (e.g., NUREG/CR-7110 Volume 1, Peach Bottom SOARCA results are
10 minutes to transverse CAV 1 and 30 minutes to transverse CAV 2). When the debris
temperature is at or below the concrete solidus temperature, the debris front is assumed to be
frozen, and lateral movement is precluded (i.e., debris velocity is 0 meters per second). A linear
interpolation is performed to determine the debris front velocity at temperatures between these
two values.

Full mixing of all debris into a single mixed layer is assumed in each of these debris regions.
The concrete composition represented in the MELCOR model is listed in Table 4.1-4. The
drywell floor concrete composition includes 13.5% rebar.

Table 4.1-4 Concrete composition

Species Mass Fraction
Al203 0.0091
Fe20s3 0.0063
CaO 0.3383
MgO 0.0044
CO2 0.2060
SiO2 0.3645
H2Oevap 0.0449
H2Ochem 0.0265

The debris lateral relocation criteria determines if and when hot debris contacts the drywell liner.
There are two principal contributors: (1) Debris (differential) height and temperature required for
"spill-over" from the pedestal to the quadrant of drywell floor adjacent to the pedestal doorway
(i.e., CAV 0 to CAV 1), and (2) debris velocity as it flows across drywell floor (from the pedestal
doorway to the liner). This is calculated by control functions discussed above assuming a
minimum transit time from the pedestal to the drywell liner (i.e., CAV 1) of 10 minutes if
T(debris) > liquidus temperature. The velocity is zero when T(debris) < solidus temperature.
The control functions do a linear interpolation between these two temperatures. The assumed
maximum flow velocity is fixed. It is assumed that lateral debris mobility (i.e., spill-over from the

pedestal to the drywell floor) is a function of debris temperature and the differential head
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(i.e., depth) of debris inside relative to the material outside the pedestal doorway. For simplicity,
it is assumed the temperatures at which debris begins to move and the value at which the
debris’ lateral velocity is at maximum are fixed. These values are used in the baseline model
(i.e., the solidus and liquidus, respectively). To represent the uncertainty in debris mobility,
uncertainty in the heights of debris at those temperatures necessary for lateral movement are
used (Figure 4.1-13 (a and b) and Table 4.1-5). The two parameters are considered to be
perfectly correlated in this analysis to avoid non-physical behavior in which the debris height at
the liquidus temperature is greater than the debris height at the solidus temperature.

The mode of the solidus (0.5 m), the value used in the deterministic SOARCA analysis [2],
represents the height at which solid particulate debris would ‘tumble’ laterally. The upper and
lower bounds of the distribution provide an order of magnitude range about the mode.

For the liquidus mode (6-inches), the value used in the deterministic SOARCA analysis [2] for
CAV 0, was determined from sample distributions documented in NUREG/CR-5423 [27]. Note
that NUREG/CR-5423 only provides sample distributions for cases with water on the drywell
floor, which is not the case for this sequence. However, the upper and lower bounds span a
distribution for debris depth from the experimental results discussed in NUREG/CR-5423.
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(a) Data: Table 4.1-5
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Figure 4.1-13 Cumulative distribution function debris overflow head as a function of
debris at specified fixed temperatures: (a) T-solidus/no-flow head at
1420 K and (b) T-liquidus at 1670 K
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Table 4.1-5 MELCOR uncertain parameters—Ex-vessel accident progression issues

Parameter

Distribution

DHEADSOL: Debris overflow head (m) as a function of
debris at specified fixed temperature (T-solidus/no-flow
head at 1420 K)

Triangle distribution

LB=0.1m

Mode =0.5m

UB=1.0m

Correlation (T-liquidus at 1670 K) =1

SOARCA estimate = 0.5 m

DHEADLIQ: Debris overflow head (m) as a function of
debris at specified fixed temperature (T-liquidus at
1670 K)

Triangle distribution

LB =0.05m

Mode = 0.1524 m

UB =0.25m

Correlation (T-solidus at 1420 K) =1

SOARCA estimate = 0.1524 m

4.1.4 Containment Behavior Issues

Flow area resulting from drywell liner failure (FL904A)

If debris flows out of the reactor pedestal and spreads across the drywell floor, as described
above, and contacts the outer wall of the drywell, the steel liner will fail. This failure opens a

release pathway to the lower reactor building. Heat transfer between the steel liner and molten

core debris is not explicitly calculated in the MELCOR model, due to limitations of the CAV
Package, which addresses ex-vessel model debris behavior. The model assumes an opening

in the drywell liner occurs 15 minutes after debris first contacts the drywell wall. This time delay

represents an average of estimates for failure time discussed in NUREG/CR-5423 [27] for
situations in which the drywell floor is not covered with water.

The failure area affects drywell atmosphere discharge rate to the reactor building or post-failure

'residence time’. The flow area is determined by debris temperature, debris depth against the
liner, and the possibility of debris plugging part of the opening in the liner. A log-uniform
distribution was selected for the uncertainty analysis (Figure 4.1-14 and Table 4.1-6).

The lower bound (0.05 m? = 10-inch diameter hole) of the distribution is a factor of two less than
the SOARCA estimates for drywell liner failure. The lower bound is also the minimum observed
critical zone determined for a damage index profile at 1143°C (2090°F) in NUREG/CR-6025 [21].

The upper bound (1.0 m? = 44-inch diameter hole) is determined as a sufficient flow area to
provide containment depressurization within the matter of seconds. Additionally, the upper
bound is 14% greater than the maximum observed critical zone (0.88 m?) determined for a
damage index profile at 1260°C (2300°F) in NUREG/CR-6025, and ensures the upper bound

uncertainty of this parameter is fully captured.
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Data: Table 4.1-6
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Figure 4.1-14  Cumulative distribution function of flow area resulting from drywell liner
failure

Hydrogen ignition criteria (where flammable) (H2IGNC)

An ignition source for hydrogen combustion in the reactor building is unclear during a SBO.
Since there are no electrically energized components in the reactor building during a SBO, the
most likely ignition source will be a hot surface. Default ignition parameters were used in the
SOARCA calculations for NUREG/CR-7110 Volume I. However, the accumulation of hydrogen
due to an absence of an electrical ignition source is credible.

The ignition of hydrogen from a hot surface is caused by local heating of the hydrogen-oxygen
mixture to a point where there is a sufficiently large volume of the mixture reaching the auto
ignition. There are other factors which affect the auto ignition temperature such as [28, 29,
and 30]:

mixture concentrations,

ambient temperature,

size and shape of the hot surface,

degree of confinement around the surface,

the strength of convection currents across the surface, and
the surface material.
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For auto ignition on hot surfaces, a temperature range of 500-1265°C has been observed for
hydrogen-air and hydrogen-oxygen mixtures [28, 31-33]. Work using very small hot surfaces
suggests that mixtures as low as 10% to 15% hydrogen are most easily ignited [31, 33].
However for hydrogen-oxygen mixtures, research indicates a weak dependence on hydrogen
concentrations from 20% to 94% [32]. Additionally experiments have shown that for a range of
hydrogen concentrations from 4% to 94%, the minimum ignition temperature for a
hydrogen-oxygen mixture on a hot surface occurs for a 20% hydrogen concentration [32]. For
the uncertainty analysis, a triangular distribution was selected for both the hydrogen ignition
criteria with the mode at 0.1 mole fraction, the value used in the deterministic SOARCA analysis
[2], while 0.05 and 0.20 mole fraction were selected for the lower and upper bounds respectively
(Figure 4.1-15 and Table 4.1-6).

The lower bound of the distribution is the lower flammability limit for a hydrogen-air mixture.
The upper bound is based on research into hydrogen auto ignition from hot surfaces for a
hydrogen-oxygen mixture [32].

Data: Table 4.1-6
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Figure 4.1-15 Cumulative distribution function of hydrogen ignition criteria (where
flammable)
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Railroad door open fraction due to over-pressure failure in reactor building (RRIDRAC,
RRODFRAC)

The mechanical response of the large doors at each end of the equipment tunnel into the
reactor building affects air infiltration and the establishment of a "chimney effect" through the
building. This, in turn, greatly reduces the aerosol residence time and the building
decontamination factor. The MELCOR model calculates aerosol transport and deposition in the
reactor building, and thus the effective decontamination factor is explicitly calculated as a
function of time.

In NUREG/CR-7110 Volume 1, the doors are assumed to fail with a 50% open fraction as an
estimate if the local internal building pressure is 0.62 psi greater than the environment [34].
Smaller open areas are credible and might reduce the airflow and increase residence time. The
large equipment access doors on the 135-ft level of the reactor building area are assumed to be
relatively weak when subjected to modest internal pressure loads.

Past calculations [2] have shown that hydrogen combustion leads to a nearly immediate
opening of the refueling bay blow-out panels and the railroad doorway at grade level. Blow-out
panels into the turbine building and personnel access doorways out of the reactor building might
also open. However, the dominant flow path for fission products to the environment is through
the refueling bay blowout panels® These past calculations have shown that failure by buckling
is rather certain during a hydrogen burn. However, the open area that results from this failure is
not known.

The distributions selected for this analysis are based on expert judgment and are not based on
any specific data (e.g., Fukushima accident) as no data exists for railroad door open area. This
parameter is only one of a few MELCOR parameters which can be modified to influence the
dominant flow path for fission products to the environment, and is thus a key parameter for the
analysis of source term releases. For the uncertainty analysis, uniform distributions were
selected for both the inner and outer railroad door open area fractions due to overpressure
failure in the reactor building. For both the railroad inner door and outer door, open area
fractions 0.05 and 0.75 were selected for the lower and upper bounds respectively

(Figure 4.1-16 (a and b) and Table 4.1-6).

9 A stable flow of air is calculated to enter the building through the open railroad doorway, rise upward through the
open equipment hatches from grade level to the refueling bay and exit the building to the environment through the
open blow-out panels.
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(a) Data: Table 4.1-6
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Figure 4.1-16 Cumulative distribution function of railroad door open fraction due to
over-pressure failure in reactor building: (a) inner door and (b) outer door
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Drywell Head Flange Leakage (K, E, and &)

Peach Bottom has a Mark | containment that consists of a drywell and a toroidal shaped
wetwell, which is half full of water (i.e., the pressure suppression pool). The drywell has the
shape of an inverted light bulb. The drywell head is removed during refueling to gain access to
the reactor vessel. The drywell head flange is connected to the drywell shell with 68 bolts of

2 Y5 inch diameter (Figure 4.1-17). The flanged connection also has two % inch wide and

% inch thick ethylene propylene diene methylene (EPDM) gaskets. The torque on the 2 % inch
diameter bolts range from 817 to 887 foot pounds (ft-Ib) [21, 22]. An average bolt torque of
850 ft. Ib. was used in this study.

The 68 drywell head flange bolts (Figure 4.1-17) are pre-tensioned during reassembly of the
head. This pre-tension also compresses the EPDM gaskets in the head flange. During an
accident condition, the containment vessel may be pressurized internally. The internal pressure
would counteract the pre-stress in the bolts. At a certain internal pressure, all of the
pre-stressing force from the bolts would be eliminated, and the EPDM gaskets would be
decompressed. Further increase in the internal pressure would result in leakage at the flanged
connection.

The EPDM gasket manufacturers recommend a maximum squeeze (compression) of 30% for a
static seal joint. The gaskets recover about 15% of the total thickness after the compressive
load is removed from the flange. However, engineering observations are that the gaskets for
the drywell head flange are squeezed to 50% to have a metal to metal contact to ensure no
leakage at a design pressure of 56 psig. In addition, the gaskets are exposed to constant
temperature and radiation, which contribute to early degradation. For this reason, the gaskets
are replaced during each reassembly of the reactor vessel head. Based on this information and
actual observations, the Peach Bottom licensee engineers recommended a gasket recovery of
0.03 inch.
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Figure 4.1-18 shows the force balance on the drywell head given drywell pressure high enough
that the head is not resting on the drywell flange.

Fbott F

bolt

Figure 4.1-18 Force balance on drywell head

The force balance is given by:

W + N Fpoir = P * Apeaa Equation 4.1-1

where,

W is the weight of the head (130,000 Ib.)
N is the number of bolts (68)

Foort is the force attributable to each bolt
P is the pressure in the drywell

Aread IS the projected area of the head

The projected area of the head is given by:
Aneaa = T Rioqa Equation 4.1-2

Rread IN Equation 4.1-2 is the internal radius of the drywell at the head flange (194 in). Fyor has
two components expressed as:

Fpotr = Fpott,,, T Fooitpress Equation 4.1-3

Fooitpre IS the force associated with the pre-tensioning of the head bolt during assembly and is
given by [35]:

T
K-dpoit

Fpoit,,,, Equation 4.1-4
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where,

T is the torque applied to the bolt during assembly (850 ft-1b)
K is the torque coefficient (0.08 SOARCA estimate)
dbort IS the nominal diameter of the bolt (2.5 in)

Fooit,press IS the force associated with the tension developed in the head bolt in response to the
pressure force developed as drywell pressure increases. This force is given by:

ALpore .
FbOltpress =E- Ot * Atensite Equatlon 4.1-5

where,

E is the modulus of elasticity of the bolt (28,000,000 psi SOARCA estimate)
ALport is the elongation of the bolt

Lwoit is the length of the bolt (37.56 between the head and the nut)

Aensile IS the tensile area of the bolt (4.00 in for a bolt of 2.5 in nominal size)

Substituting Equations 2, 3, 4, and 5 into Equation 1 yields:

W+ N (KL + E - Alboir, Atensile) =P-1-R2,,, Equation 4.1-6

d Lypott

Solving for bolt elongation gives:

_ __Lbou (P'T['R}zlead_w __T ) i _
ALpoe = 5, — - Kdnn Equation 4.1-7

The height of the circumferential gap opened by lifting the drywell head is given by:
Lgap = ALpoir — gasket Equation 4.1-8

Where Qgasket IS the rebound thickness of the gasket (i.e., the increase in thickness that the
gasket would experience once the compressive force on it was removed; 0.03 is the SOARCA
estimate). The associated area of the gap is:

Agap = Lgap "2 Rpeqa Equation 4.1-9
Substituting Equation 8 into Equation 9 gives:
Agap = (ALbolt - 5gasket)2 " " Rpeqa Equation 4.1-10

The parameters in the above equations considered uncertain (Table 4.1-6) are the modulus of
elasticity (E) of the drywell head bolts, the torque coefficient associated with the pre-tensioning
of the head bolts (K), and the rebound thickness of the drywell head gasket (Ogasket). A uniform
distribution between 26,600,000 psi and 29,400,000 psi was investigated to measure the
potential effects of uncertainty in E. A triangular distribution was selected for K with mode 0.08
and 0.029 and 0.57 lower and upper bounds, respectively. A uniform distribution between
0.026 in and 0.034 in was investigated to measure the potential effects of uncertainty in d.
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The choice of the uniform distribution on E reflects the fact that E for steel varies somewhat with
temperature and that the temperature of the bolts is not directly determined in the MELCOR
calculations. The bounds chosen for the distribution on E reflect:

1. The observation that mid-height drywell temperature reaches 227°C in the SOARCA
estimate calculation.

2. The assumption that the drywell head flange bolts are carbon steel.

3. That the modulus of elasticity of carbon steel varies between 29,300,000 psi at 21°C and
27,300,000 psi at 260°C.

The bounds on E are 5% to either side of the SOARCA estimate which covers the foreseeable
variation in E due to temperature in the LTSBO scenario.

The mode adopted for K is the SOARCA estimate value identified in work accomplished by
NRC personnel in their SOARCA-related evaluation of Peach Bottom Nuclear Power Station
containment strength. The lower and upper bounds imposed on the distribution for K were
determined from the relation [35]:

K= (G2) (2L ) 4 0625, Equation 4.1-11

2d 1-putany seca
where,

dm is the mean diameter of the bolt
d is the nominal size of the bolt
W is the helix angle of the thread

1/# of threads per inch) Equation 4.1-12

— tan-1
y = tan ( Mdp,

M is the coefficient of thread friction
a is half the thread angle
Mc is the coefficient of collar friction

For a 2.5-inch nominal size bolt assuming American National (Unified) Screw Thread UNC
Class 2A:

m = 2.3294 in (nominally)
d =2.4850 in (nominally)
# of threads per inch =4
W =0.03415 rad (= 1.96°)
a = 0.5236 rad (= 30°)

Friction coefficients g and pc were taken to fall within the range between 0.029 and 0.57
applicable to steel (greasy or dry) sliding on steel [36].

Substituting values into Equation 4.1-11 yields a lower bound on K of 0.050 for p = pc = 0.029
and an upper bound on K of 0.688 for p = yc = 0.57.

The uniform choice of the distribution on dgasket reflects there not being information about the

rebound thickness of the gasket other than the value recommended by informed Peach Bottom

engineers (as described above). The bounds on the distribution are simply 15% to either side of
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the SOARCA estimate rounded to two significant figures. These bounds are though large
enough to identify the importance of the uncertainty in the rebound thickness of the drywell head
flange gasket.

Equation 4.1-9 (i.e., Agap Versus P), is plotted on Figure 4.1-19 for three different combinations
of the uncertain parameters E, K, and d4asket: One of the combinations utilizes the SOARCA
estimate values of the parameters (E = 28,000,000 psi, K = 0.08, &gasket = 0.03 in), another uses
the values that would give the smallest gap area (E = 29,400,000 psi, K = 0.050, &gasket = 0.034
in), and the remaining combination uses the values that would give the largest gap area

(E = 26,600,000 psi, K = 0.688, Ogasket = 0.026 in).

Data: Equation 4.1-9
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Figure 4.1-19 Drywell head flange gap area versus pressure

Uncertainty parameters K, E, and d are introduced to the MELCOR modeling as terms in
algebraic relationships formed by the following control functions:

time - 0.0 + 7030714.0

CF88011=1- - +0.0 Equation 4.1-13
time-0.0+ K
CF88017 =5.4365- CF§8015 1.0+00 +0.0 Equation 4.1-14
time-0.0+ E
CF88019=1.0- (1.0 -CF88017 +0.0+0.0-time — 5)+ 0.0 Equation 4.1-15

where E is in Pascals and 0 is in meters.
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Table 4.1-6 MELCOR uncertain parameters—containment behavior issues

Parameter Distribution
Log Uniform distribution
) ) ) LB = 0.05 m?
FL904A: Flow area resulting from drywell liner failure (m?) UB = 1.0 m2

SOARCA estimate = 0.1 m?

Triangle distribution

LB =0.04
H2IGNC: Hydrogen ignition criteria (where flammable) | ,o4e = 0.10
(Hz mole fraction) UB = 0.20

SOARCA estimate = 0.10

Uniform distribution

RRIDFRAC: Railroad inner door open fraction due to over- LB=0.05
pressure failure in reactor building UB =0.75

SOARCA estimate = 0.5

Uniform distribution

RRODFRAC: Railroad outer door open fraction due to over- LB=0.05
pressure failure in reactor building UB =0.75

SOARCA estimate = 0.5

Uniform distribution
E: Modulus of elasticity of the drywell head bolts (psi) LB = 26.6 x 108
UB =29.4 x 10°

Triangle distribution
K: Torque coefficient associated with the pre-tensioning of the | Mode=0.08

head bolts LB =0.029

UB = 0.57

Uniform distribution
O: Rebound thickness of the drywell head (inches) LB =0.026

UB =0.034

4.1.5 Chemical Forms of lodine and Cesium
Chemical forms of iodine and cesium (l,, CHsl, Csl, CsOH, and Cs:M00,4) (CHEMFORM)

The predominant speciation of cesium described in NUREG/CR-7110 Volume 1 was based on
detailed chemical analysis of the deposition and transport of the volatile fission products in the
Phebus facility tests [19-23]. The chemical analysis revealed molybdenum combined with
cesium and formed cesium molybdate. Prior to NUREG/CR-7110 Volume 1, the default
predominant chemical form of cesium was cesium hydroxide. Consistent with past studies,
NUREG/CR-7110 Volume 1 assumed all released iodine combines with cesium. However, the
Phebus facility tests show that gaseous iodine is found within containment [19-23].
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The presence of gaseous iodine remains an uncertain source term issue, especially with
respect to long-term radioactive release mitigation issues after the comparatively much larger
airborne aerosol radioactivity has settled from the atmosphere. Mechanistic modeling of
gaseous iodine behavior is a technology still under development with important international
research programs to determine the dynamic behavior of iodine chemistry with respect to
paints, wetted surfaces, buffered and unbuffered water pools undergoing radiolysis, and gas
phase chemistry. The SOARCA estimate treatment under the best practices recommendation
was deemed sufficient for the mean effects addressed in NUREG/CR-7110 Volume 1.
Uncertainty in the gaseous iodine fraction to the total iodine released was identified as a key
parameter and selected for evaluation of the sensitivity of SOARCA results.

Partitioning the initial core inventory of cesium and iodine among certain allowable chemical
forms (for release and transport) is managed within MELCOR input files that define the initial
spatial mass distribution of each chemical species and its associated decay heat. Changes to
the mass fractions assumed for a particular chemical group directly affect the mass fractions of
other chemical groups, and hundreds of individual input records within the MELCOR model for
Peach Bottom. Due to the complexity of this general modeling uncertainty, five alternative sets
of MELCOR input files are used to span the range of plausible combinations of chemical forms
of key radionuclide groups. Fixed partition fractions are used to preserve mass balances.

The fraction of gaseous iodine for each of the five alternatives was determined using Phebus
experimental results (see Table 4.1-7). The following provides discussion for the development
of the five alternative combinations with regards to gaseous iodine release to containment.

(1) Combination 1: From the Phebus FTPO experiment [19], 3% * 1.1% of the initial iodine
inventory was found in containment during 3.75 to 3.81 hours following the first zircaloy
oxidation phase. After this timeframe, the gaseous iodine concentration in containment
drops to 0.32% + 0.16% of the initial iodine inventory. This is due to steam condensation on
the painted condenser and adsorption process on other containment surfaces, or both.
Since it is uncertain as to when in the accident progression containment will fail, the
averaged peak gaseous iodine fraction (3%) is assumed.

(2) Combination 2: From the Phebus FTP1 experiment [20], 0.2% + 0.045% of the initial iodine
inventory was found in containment following the first zircaloy oxidation phase. After the
second zircaloy oxidation phase, the gaseous iodine concentration in containment drops to
0.07% £ 0.016% of the initial iodine inventory. This is due to similar reasons described in
the FTPO experiment. Since it is uncertain as to when in the accident progression
containment will fail, the averaged peak gaseous iodine fraction (0.2%) is assumed.

(3) Combination 3: From the Phebus FTP2 experiment [22], 0.298% of the initial iodine
inventory was found in containment. However, unlike the two previous experiments, the
maximum gaseous iodine concentration occurs during the second oxidation phase of
zircaloy. The minimum gaseous iodine concentration of 0.011% occurs during the main
zircaloy oxidation phase. Since it is uncertain as to when in the accident progression
containment will fail, the peak gaseous iodine fraction (0.298%) is assumed.

(4) Combination 4: From the Phebus FTP3 experiment [23], 7.57% of the initial iodine inventory
was found in containment. This peak gaseous iodine concentration occurred just after the
first zircaloy oxidation phase. The minimum gaseous iodine concentration of 0.28% occurs
prior to the first zircaloy oxidation phase. Since it is uncertain as to when in the accident
progression containment will fail, the peak gaseous iodine fraction (7.57%) is assumed.
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(5) Combination 5: From the Phebus experiments [19, 20, 22, and 23], an averaged peak
gaseous iodine of 2.77% of the initial iodine inventory was assumed.

Each of the five alternative combinations of the four chemical groups has a probability of
occurrence defined by a discrete distribution (Figure 4.1-20 and Table 4.1-7). Each of the five
alternatives partitions the radionuclide mass of iodine and cesium between four radionuclide
classes in the MELCOR model (radionuclide classes: 2 (CsOH), 4 (I,), 16 (Csl), and

17 (Cs2:M00.), Table 4.1-7). The physical properties of methyl iodide are not currently defined
for a radionuclide class in the MELCOR model. Therefore, input for a new class and the
associated mass balance arithmetic in the core inventory would be necessary to model this form
of iodine. This was considered beyond the scope of this analysis and CHal is neglected.

The peak gaseous iodine amounts recorded in the four different Phebus experiments are
fundamental in defining the five speciation combinations of cesium and iodine considered in the
distributions. A combination is devoted to each of the four recorded amounts and a

5" combination was formed by averaging the four recorded amounts of iodine together. Equal
weighting in the parameter sampling was given to all but the Combination #5 which was
weighted four times greater than the other combinations reflecting that it was jointly formed from
the iodine recorded in the four experiments.

With gaseous iodine (fraction of initial core inventory) defined for the five combinations, enough
cesium was defined as Csl to involve all of the iodine not defined as gaseous (i.e., most all of
the iodine). The remaining cesium was defined in the different combinations to be either in the
form of all CsOH, all Cs;Mo004, or half CsOH and half Cs,Mo00O4, to represent uncertainty in
cesium speciation. In five every eight realizations (Combinations #3 and #5), the remaining
cesium is all Cs;M00O4. In two of every eight realizations (Combinations #2 and #4), the
remaining cesium is half CsOH and half Cs,MoO., representing the possibility of a mixed
speciation. In one of every eight realizations (Combination #1), the remaining cesium is all
CsOH, representing the former conventional assumption. Note that in all cases, including the
SOARCA case, 1% of the initial cesium inventory is defined to be elemental cesium residing in
the fuel-cladding gap.

With respect to cesium speciation, Combinations #3 and #5 closely match the SOARCA
calculation. In the sampling of the chemical form of iodine and cesium, Combination #3 results
once in every eight realizations while Combination #5 results four times in every eight
realizations. Thus, in five of every eight realizations, the cesium speciation closely resembles
the cesium speciation in the SOARCA calculation. However, there is no specific speciation
combination that matches the iodine and cesium speciation of the SOARCA calculation
identically. Combination #3 comes closest with the smallest fraction of gaseous iodine (~0.3%)
and 100% Cs;Mo0O4. Recall, SOARCA did not include any gaseous iodine.
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Data: Table 4.1-7
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Table 4.1-7 MELCOR uncertain parameters for chemical forms of iodine and cesium.

Parameter Distribution
Discrete distribution
Combination #1 = 0.125
CHEMFORM: Five alternative combinations of RN Combination #2 = 0.125
classes 2, 4, 16, and 17 (CsOH, Iz, Csl, and o
Cs2M004) Combination #3 = 0.125
Combination #4 = 0.125
Combination #5 = 0.500
Five Alternatives Species (MELCOR RN Class)
CsOH (2) 12(4) Csl (16) Cs2MO4 (17)
o fraction iodine -- 0.03 0.97 --
Combination #1 - -
fraction cesium? 1 -- -- 0
- fraction iodine -- 0.002 0.998
Combination #2 : :
fraction cesium 0.525° -- -- 0.475
o fraction iodine -- 0.00298 0.99702 --
Combination #3 - -
fraction cesium 0 -- -- 1
- fraction iodine -- 0.0757 0.9243 --
Combination #4 : :
fraction cesium 0.525° -- -- 0.475
o fraction iodine -- 0.0277 0.9723 --
Combination #5 - -
fraction cesium 0 -- -- 1
SOARCA Fraction iodine -- 0.0 1.0 --
estimate Fraction cesium 0.05P - - 0.95

& This represents the distribution of 'residual’ cesium which is the mass of cesium remaining after first reacting with the
amount of iodine assumed to form Csl.

b The MELCOR model used in SOARCA always assumes 5.0% of the cesium is CsOH in the fuel gap. This parameter was

not varied.

4.1.6 Aerosol Deposition
Dynamic and Agglomeration Shape Factors

When two or more aerosol particles collide, they can combine to form a larger particle. This
process is known as agglomeration or coagulation. MELCOR code includes four agglomeration
processes: Brownian diffusion, differential gravitational settling, and turbulent agglomeration by
shear and inertial forces.

Except when they include significant amounts of liquid, aerosol particles are not usually
assumed to be spherical, and the effective aerosol densities may be significantly less than the
bulk density of the materials of which the aerosols are composed. In aerosol codes, these
effects may be taken into account by using the agglomeration shape factor and the dynamic
shape factor. The shape factors are used to represent the effect of a non-spherical shape upon
aerosol collision cross sections and aerosol-atmosphere drag forces, respectively. Values of
the shape factors correspond to dense aerosol of spherical shape (i.e., near 1.0 or unity), while
porous spherical agglomerates lead, in theory, to values somewhat greater than unity. Highly
irregular aerosols and agglomerates can have shape factors substantially greater than unity,
often with the agglomeration and dynamic shape factors being quite unequal.
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Given experimental data for aerosol shapes and densities applicable to light water reactor
accidents, shape factors could in principle, be derived. Because this is not practical, empirical
values are obtained by fitting code calculations to the results of aerosol experiments. The
distributions used for this work can provide sensitivity to aerosol composition and to
atmospheric conditions, especially to relative humidity. Humid conditions tend to produce more
nearly spherical aerosols due to condensation of water onto aerosol agglomerates. Only limited
information is available concerning the dependence of shape factors upon the relevant
parameters (e.g., particle characteristics and atmospheric conditions [37]), and these
parameters are themselves quite uncertain under accident conditions. Most experiments used
in validating aerosol deposition are ideal aerosols comprised of known compositions (e.g., NaCl,
CsOH, or polystyrene). The experiments are characterized in terms of aerodynamic diameters,
which is the diameter that the true particle would apparently be if the assumed density was
unity. Nuclear aerosol particles are difficult to define in terms of true density and diameter, so
we vary shape factor and density to account for these unknowns.

For this work, it is assumed that hygroscopic effects during the accident sequence will induce
some condensation of moisture on the aerosol particles causing the particles to tend towards
being spherical and limit the degree of non-spherical shapes (i.e., 1.0 which is a perfectly
spherical aerosol patrticle).

Particle Density (RHONOM)

Of the natural depletion processes used in MELCOR, gravitational deposition is often the
dominant mechanism for large control volumes such as those typically used to simulate
containment. A major uncertainty within gravitational deposition is the particle density.

Aerosol particles can become wet and when particles agglomerate, the resulting agglomerate is
not fully dense with respect to the particle’s assumed spherical shape. In its original context,
"wet" implies "with water" from steam condensation in the containment environment. This can
be generalized to also reflect that some components of the aerosol are possibly molten. The
primary aerosol particles are condensation aerosol particles, probably in the sub-micrometer
size range. Agglomeration of the smaller particles "grows" their size, but they may or may not
be molten. Hence, the aerosol that escapes the RCS may not be spherical as previously molten
drops, but rather, chain agglomerates of smaller particles or "puffy" agglomerations that are
approximately spherical, but not fully dense. The agglomerate particles are clusters of smaller
particles that have stuck together by collisions. The smaller particles comprising the
agglomerate are presumed spherical but there are small spaces between the agglomerated
particles. For this reason the agglomerate particle cannot be fully dense owing to the inherent
porosity of the agglomerate. The aerosol shape factor and density are individual parameters in
MELCOR, however, in a review by Brockmann [38] it is stated that the density usually is
considered as the actual material density, and the shape factor is used to account for the
porosity of the aerosol particle, thus correcting the aerodynamic diameter used in collision and
settling terms. The suggested range of packing efficiency a, or ratio of apparent density to
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material density, is 0.18 to 0.5. The apparent size is derived as follows: given a particle mass
M, the diameter at the apparent density p is related to that at the real density po by:

6 6 Equation 4.1-16

or

D 1/3
Py \D Equation 4.1-17

Thus the shape factor, defined as the ratio of apparent volumetric diameter to fully dense
diameter, would vary as ~o¥3. The suggested range for the shape factor is 1 to 3, although, if
we use the suggested range for o, we only get a variation of 1 to 1.4. Another factor is whether
the aerosols are considered to be dry or wet. Wet aerosols are those that absorb water in a
humid environment, generally when the humidity is >80%. This is a consideration in
containments, not so much inside a RPV. Wet aerosols would be more spherical and have a
density closer to that of water (i.e., a value of 1.0).

The above suggests that density and shape factor are not entirely independent variables, and
what should actually be varied is the packing efficiency. In particular, for a given density ratio,
a, the shape factor ratio is o', Varying the density ratio and shape factor ratio in this manner
should produce results that are consistent with a relationship between shape factor and density,
in theory.

Expanding on this, the aerosols of interest in reactor accidents are cesium, iodine, and to some
extent strontium, because of its biological effects, relatively long half-life, and volatility, meaning
greater release. In the version of MAEROS (the aerosol package) used in MELCOR, the
radionuclide density for all radionuclide classes is represented by a single value. Table 4.1-8
lists some material densities of representative aerosols of interest.

Table 4.1-8 Densities of several radionuclide compounds

Radionuclide aerosol compound Density (kg/m?)
CsOH 3675
Cs2Mo004 4410
Sr(OH). 3670
SrO 4700
2 4930
Csl 4150

As can be seen, the material density range of interest is about 3700-4900 kg/m3. Using the
above suggested range for packing efficiency, this gives a range of apparent density of about
660-2460 kg/m?3. The default density used in MELCOR and the SOARCA analysis is

1000 kg/m3, with a shape factor of 1.0, so this seems to be a reasonable distribution of values,
with the packing efficiency factor being absorbed in the density value.
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Aerosol Deposition Uncertainty

For the uncertainty analysis, an average actual material density can be derived in the following
way. Table 4.1-9 below gives the released mass for the different radionuclide classes in a
MELCOR run for the SOARCA Peach Bottom Unmitigated LTSBO case (the classes for boron,
water, and concrete are omitted). Also given are the radionuclide class name, an assumed
chemical form for the aerosol, and the density. The column labeled “weighting factor” is the
released class mass divided by the density, or

Pi Equation 4.1-18

for the i class. This factor represents the volume of the released radionuclide, and, if we
assume that the radionuclide was originally released as a vapor and condensed into the
smallest aerosol size bin, this is proportional to the initial number density of the aerosol for the
class. These factors are then summed and the inverse multiplied by the total released mass to
get an average material density for the aerosols, as

L, M
ag T N
z Wi Equation 4.1-19

Table 4.1-9 Released radionuclide masses and weighting factors from SOARCA Peach
Bottom Unmitigated LTSBO Case

RN Class Chemical Released Mass Density Weighting
RN Class Name Form (kg) (kg/m?3) Factor (m?)
1 Xe Xe 5.32 x 102
2 Cs CsOH 1.71 x 10* 3,675 4.64 x 10
3 Ba BaO 6.67 x 10° 5,720 1.17 x 103
4 I 2 5.61 x 10 4,930 1.14 x 10
5 Te TeO:2 5.49 x 10t 5,680 9.66 x 10
6 Ru RuO:2 1.23 x 10t 6,970 1.77 x 103
7 Mo MoO2 4.38 x 10° 6,470 6.77 x 10
8 Ce CeO2 3.89 x 10° 7,215 5.40 x 10
9 La Laz03 1.11 x 101 6,510 1.70 x 10
10 U UO2 6.04 x 102 10,960 5.51 x 107?
11 Cd Cdo 6.14 x 10° 8,150 7.54 x 10
12 Ag SnO:2 8.31 x 10° 6,950 1.20 x 103
16 Csl Csl 4.07 x 10! 4,510 9.03 x 10
17 CsM Cs2M004 4.60 x 10? 4,410 1.04 x 101
18 Sn metal SnO:2 6.69 x 102 6,950 9.62 x 107

Note: Chemical forms and densities from Wikipedia and MELCOR RN-RM
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Table 4.1-10 gives the totals, not including the noble gas class, with and without the tin metal
(released from zircaloy cladding) for the weights, average densities, and minimum and
maximum effective densities using the suggested range for the packing efficiency, 0.18-0.5.

Table 4.1-10 Totals and density ranges

Average Minimum Maximum
Released Sum of . . .
Totals mass (kg) | weights (m?) density density density
J J (kg/m®) (kg/m®) | (kgim?)
Without class 18 | 1.22 x 10° 1.89 x 101 6.45 x 108 1.16 x 108 3.23 x 108
With class 18 1.89 x 108 2.85 x 10? 6.62 x 10° 1.19 x 108 3.31x 108

The range of densities in Table 4.1-10 can be used for the uncertainty range. It should be noted
that there is a large variation in the amount of UO, and tin metal released, depending on
variations in the accident scenario; the range between minimum and maximum densities should
be increased to account for this uncertainty. The value of y should be close to 1.0, since the
effect of packing efficiency is now absorbed into the apparent density — the maximum noted in
Hinds [39], for a string of five spheres, is 1.2. Kissane also notes that there is no evidence in
experiments on reactor accident scenarios for anything but a spherical agglomeration as the
usual shape of an aerosol patrticle [37].

The average material density of the particulate released to the environment in the SOARCA
LTSBO MELCOR calculation (6,450 kg/m?®) served as the basis for the sampling of particle
density in the calculations. Packing factors of 0.18 minus 25% variance (= 0.135) and 0.5 plus
25% variance (= 0.626) were applied to the average from the SOARCA calculation to define the
lower and upper bounds of the sampling as 870 kg/m?* and 4,037 kg/m?, respectively. A
triangular distribution was invoked with mode equal to the MELCOR default density (and
SOARCA value) of 1,000 kg/m? lending somewhat of a bias toward smaller densities in the
sampling. At first, the aerosol dynamic shape factor was also identified as an uncertain
parameter for sampling, but there was a worry about simultaneous varying both variables
potentially leading to the modeling of unphysical conditions. After further deliberation and
consultation with experts, the team concluded that assuming a shape factor of 1 (perfectly
spherical) and varying RHONOM should capture the effects of uncertainty stemming from both
these related parameters.

In this analysis, it is assumed that Chi and Gamma = 1.0, and the particle density has a
triangular distribution of [870, 1,000, 4,037] kg/m3 for the min, mode, max (Figure 4.1-21 and
Table 4.1-11). The density distribution is based on the average effective density range

(1.16 x 10° to 3.23 x 10°) representative of the mass fractions for the various radionuclide
classes released as aerosols as calculated for the SOARCA case, with a 25% variance on the
min and max to account for variation over the range of uncertainty in the MELCOR in-vessel
parameters which will yield a range in the amount of the heavier radionuclide classes and tin,
which are in turn dependent on the amount of core damage and peak temperatures in the RPV.
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Data: Table 4.1-11
SOARCA MELCOR Distributions.inb
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Figure 4.1-21 Cumulative distribution function of particle density

Table 4.1-11 MELCOR uncertain parameters—aerosol deposition

Parameter Distribution

Triangular distribution
LB =870 kg/m?
RHONOM: Particle Density Mode = 1,000 kg/m3
UB = 4,730 kg/m?
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4.2 Consequence Model Uncertainty (MACCS Inputs)

The MACCS consequence model (Version 2.5.0.0) is used in the SOARCA analysis to calculate
offsite doses and their effect on members of the public. Epistemic uncertainty was considered
for the principal phenomena in MACCS, including atmospheric transport using a straight-line
Gaussian plume model of short-term and long-term dose accumulation through several
pathways including: cloudshine, groundshine, and inhalation. The ingestion pathway was not
treated in the SOARCA analyses because uncontaminated food and water supplies are
abundant within the United States and it is unlikely that the public would eat radioactively
contaminated food [40]. The parameter uncertainty in the MACCS consequence model will
impact the following doses included in the SOARCA reported risk metrics:

o cloudshine during plume passage

o groundshine during the emergency and long-term phases from deposited aerosols

o inhalation during plume passage and following plume passage from resuspension of
deposited aerosols. Resuspension is treated during both the emergency and long-term
phases.

Development of the emergency planning related uncertainty parameters for MACCS input
required establishing an emergency response timeline. The timeline includes actions described
in the onsite and offsite emergency response plans. The emergency response plans are tested
and exercised often and there is a high confidence in the interactions between onsite and offsite
agencies. Research of existing evacuations provided information regarding movement of the
public in response to an emergency and has shown that emergency response actions are
routinely implemented and successful [41, 42]. Although there is high confidence in response
actions, an emergency response is a dynamic event with uncertainties in elements of the
response.

All of the emergency planning parameters used in MACCS were reviewed to determine the
most appropriate parameters for the uncertainty analysis. The following three !° emergency
planning parameter sets were selected:

° Hotspot and normal relocation,
. evacuation delay, and
. evacuation speed.

In addition, the SOARCA estimate offsite consequence results presented in the SOARCA study
include the aleatory uncertainty associated with weather conditions at the time of the accident
scenario. These SOARCA estimate offsite consequence values represent the expected (mean)
value of the probability distribution obtained from a large number of weather trials. The
uncertainty analysis is consistent with the weather-sampling strategy adopted for SOARCA and
uses the same non-uniform weather-binning approach in MACCS used in the SOARCA
calculation [1]. Weather binning is an approach used in MACCS to categorize similar sets of

10 The habitability criterion is also considered to be an important potentially uncertain parameter, but will not be
included as part of the integrated uncertainty analysis. A separate discussion is included in Section 4.3 on the
influence of the habitability criterion.

4-45



weather data based on wind speed, stability class, and the occurrence of precipitation. For the
non-uniform weather sampling strategy approach for SOARCA, the number of trials selected
from each bin is the maximum of 12 trials and 10% of the number of trials in the bin. Some bins
contain fewer than 12 trials. In those cases, all of the trials within the bin are used for sampling.
This strategy results in roughly 1,000 weather trials for the Peach Bottom accident scenario.

Several of the parameter distributions selected for this analysis are based on expert elicitation
data captured in the report, Synthesis of Distributions Representing Important Non-Site-Specific
Parameters in Off-Site Consequence Analysis [43]. The United States and the Commission of
European Communities conducted a series of expert elicitations to obtain distributions for
uncertain variables used in health consequence analyses related to accidental release of
nuclear material [43]. The distributions reflect degrees of belief for non-site specific parameters
that are uncertain and are likely to have significant or moderate influence on the results. The
referenced report presents the effort to develop ranges of values and degrees of belief that fairly
represent the divergent opinions of the experts while maintaining the resulting parameters within
physical limits, specifically with the MACCS code in mind. The methodology used a resampling
of the experts’ values and was based on the assumption of equal weights of the experts’
opinions. All other MACCS parameters not discussed in this section (e.g., emergency planning
parameters) remain the original point estimates used in NUREG/CR-7110, Volume 1.

Additional discussions on certain MACCS parameters presented are discussed in Appendix E.
4.2.1 Wet Deposition Model (CWASH1)

Wet deposition is an important phenomenon that strongly affects atmospheric transport. Under
heavy rains, wet deposition is very effective and rapidly depletes the plume. This process can
produce concentrated deposits on the ground and create what is often referred to as a hot spot
(i.e., an area of higher radioactivity than the surrounding areas). While rain occurs less than
10% of the time at Peach Bottom and for most of the U.S., it can significantly affect
consequence calculations when it does occur. For this reason, uncertainty in the wet deposition
model is considered in this uncertainty analysis. Table 4.2-1 provides the parameters
describing the distribution for one of the parameters in the MACCS wet deposition model; the
median value of the distribution was the value used in the deterministic SOARCA analysis [2].
The second parameter in the model, CWASH?2, is fixed at a value of 0.664. The basis for this
distribution comes from expert elicitation data [44], as further evaluated in Synthesis of
Distributions Representing Important Non-Site-Specific Parameters in Off-Site Consequence
Analysis [43]. The cumulative distribution for the wet deposition model coefficient is shown on
Figure 4.2-1 and the values are provided in Table 4.2-1.
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Data: Table 4.2-1
SOARCA MACCS2 Distributions.jnb
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Figure 4.2-1 Cumulative distribution function for the linear coefficient (CWASH1) in the
MACCS wet deposition model

Table 4.2-1 MACCS uncertain parameters—wet deposition model

COASHL, inear coefTiient | percentis | S
0 2.73x 1078

2.92 x 1077

5 9.13 x 1077

10 1.73 x 10°®

25 5.36 x 1076

Piecewise log-uniform distribution | 50 1.89 x 107°
75 9.84 x 107

90 2.59 x 107

95 5.79 x 10

99 3.78 x 1073

100 1.14 x 1072

SOARCA estimate 1.89 x 10°°
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4.2.2 Dry Deposition Velocities (VDEPOS)

Dry deposition is the only mechanism for depasition onto the ground for more than 90% of the
hours of the year at Peach Bottom (i.e., the hours during which rainfall does not occur). The
term dry deposition involves a variety of mechanisms that cause aerosols to deposit, including
gravitational settling, impaction onto terrain irregularities, including buildings and other
manmade structures, and Brownian diffusion. Dry deposition is a much slower process than
wet deposition, but occurs continuously, whereas, wet deposition occurs intermittently. Dry
deposition is characterized in MACCS with a set of deposition velocities corresponding to a set
of aerosol size bins. Larger values of dry deposition velocity result in larger long-term doses at
shorter distances and smaller doses at longer distances; the converse is also true that smaller
values of dry deposition velocity result in smaller long-term doses at shorter distances and
larger doses at longer distances. The distributions for dry deposition velocity are based on
expert elicitation data [44] and the expert data are evaluated in Synthesis of Distributions
Representing Important Non-Site-Specific Parameters in Off-Site Consequence Analysis [43].
The values'! used in this analysis are based on a mean annual wind speed of 2.2 m/s and a
surface roughness length of 10 cm. The cumulative distributions for the dry deposition
velocities are shown on Figure 4.2-2 and the values are provided in Table 4.2-2.

In revisiting the dry deposition velocities from the expert elicitation, some of the upper ranges of
the distributions appear too high to be supported by physical understanding. Furthermore, in
reviewing the original expert elicitation data, in some cases only one outlier expert’s beliefs are
responsible for the upper 10% of the distribution. However, in this study, surface roughness
was not included as an uncertain parameter (see discussion under Section 4.3.5). Varying the
dry deposition velocity accounts for the net effects had both VDEPOS and surface roughness
been varied simultaneously. As noted in the MACCS SOARCA best practices document
(NUREG/CR-7009 [93]) and the SOARCA detailed analyses documented in NUREG/CR-7110
Volume 1 [2], surface roughness somewhat greater than 10 cm may be more representative of
the Peach Bottom site. As such, the higher deposition velocities sampled account for the net
effect of the potential higher surface roughness.

11 Subsequent to completing the UA calculations, the team discovered that there was an incorrect implementation of
the expert elicitation data resulting in the wrong curves for some patrticle size bins, most notably bins 9 and 10 (the
largest particle sizes). However, the effect of this incorrect implementation is judged not to be important,
especially since there is relatively little mass within these bins.
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Data: Table 4.2-2
SOARCA MACCS2 Distr_ibutions,jnb
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Figure 4.2-2  Cumulative distribution functions of dry deposition velocities for MACCS
aerosol bins/aerosol mass median diameters
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4.2.3 Shielding Factors (CSFACT, GSHFAC, PROTIN)

In MACCS, shielding and protection factors are specified for each dose pathway and directly
affect the dose received by individuals at each location. The shielding factors are used as
multipliers on the dose that a person would receive if there were no shielding or protection.
Thus, a shielding factor of one represents the limiting case of a person receiving the full dose
(i.e., standing outdoors and completely unprotected from exposure); a shielding factor of zero
represents the limiting case of complete shielding from the exposure. The shielding factors
used in the MACCS calculation are clearly important because the doses received are directly
proportional to these factors.

The values used in this uncertainty analysis for groundshine and inhalation are derived from
expert elicitation data [45] by Gregory et al. [46]. Heames et al. [47] further evaluated the expert
data to also derive distributions for cloudshine. Three types of activity, normal, sheltering, and
evacuation, are evaluated for each dose pathway, resulting in nine sets of shielding factors,
which are provided in Tables 4.2-3a, b, and c. Figure 4.2-3 shows a graphical representation of
the Table 4.2-3 data. In this context, normal activity refers to a combination of activities that are
averaged over a week and over the population, including being indoors at home, commuting,
being indoors at work, and being outdoors. These values are used in the uncertainty analysis
with the further assumption that the distributions for normal activity and sheltering are correlated
with a rank correlation coefficient (RCC) of 0.75. This correlation should be applied for normal
and sheltering activities for each of the pathways. There is no correlation between the three
pathways. Each parameter (CSFACT, GSHFAC, PROTIN) can be specified for each of the six
cohorts in WInMACCS (see Section 6.1 and 6.3.1 in Reference 1 for further discussions on the
six cohorts). In the SOARCA analysis, the distributions listed in Tables 4.2-3a, b, and c are
used in the WinMACCS file. In the SOARCA study [1], shielding values for Cohorts 1, 2, 3, 5,
and 6 are identical. Cohort 4 is special facilities, which has different shielding values in the
SOARCA study. For this study, a single distribution was sampled and applied to all of the
cohorts. A rank linear coefficient of 0.75 is associated for normal and sheltering activities for all
cohorts.
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Data: Table 4.2-3
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Figure 4.2-3 Cumulative distribution for shielding factors

Table 4.2-3a MACCS uncertain parameters—cloudshine shielding factors
CSFACT
Piecewise Uniform Distribution
Percentile Normal Sheltering Evacuation
0% 0.076 0.015 0.230
1% 0.104 0.016 0.232
5% 0.152 0.022 0.244
15% 0.277 0.073 0.350
25% 0.394 0.124 0.457
50% 0.692 0.251 0.724
75% 0.862 0.624 0.877
85% 0.930 0.773 0.938
95% 0.999 0.922 0.999
99% 0.9999 0.984 0.9999
100% 1.000 1.000 1.000
SOARCA Estimate 0.6 0.5 1.0
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Table 4.2-3b

MACCS uncertain parameters—groundshine shielding factors
GSHFAC
Piecewise Uniform Distribution
Percentile Normal Sheltering Evacuation
0% 0.053 0.015 0.083
1% 0.068 0.022 0.128
5% 0.095 0.035 0.182
15% 0.129 0.047 0.243
25% 0.154 0.064 0.280
50% 0.216 0.104 0.396
75% 0.303 0.168 0.552
85% 0.346 0.203 0.641
95% 0.417 0.250 0.755
99% 0.489 0.288 0.870
100% 0.548 0.331 0.935
SOARCA Estimate 0.18 0.1 0.5

Table 4.2-3c

MACCS uncertain parameters—inhalation protection factors
PROTIN
Piecewise Uniform Distribution
Percentile Normal Sheltering Evacuation
0% 0.076 0.015 0.230
1% 0.104 0.016 0.232
5% 0.152 0.022 0.244
15% 0.277 0.072 0.350
25% 0.394 0.124 0.457
50% 0.692 0.251 0.724
75% 0.862 0.624 0.877
85% 0.930 0.773 0.938
95% 0.999 0.922 0.999
99% 0.9999 0.984 0.9999
100% 1.000 1.000 1.000
SOARCA 0.46 0.33 0.98
Estimate
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4.2.4 Early Health Effects (EFFACA, EFFACB, EFFTHR)

The uncertain characteristics associated with estimation of four types of early health effects are
derived from expert elicitation data [48] and evaluated by Bixler et al. [43]. Three of these early
health effects are potentially fatal: the hematopoietic (acute dose to the red bone marrow),
gastrointestinal (acute dose to the stomach), and pulmonary (acute dose to the lungs)
syndromes. The fourth, pneumonitis is generally nonfatal, and was not included in the
SOARCA calculation. The parameter distributions and SOARCA values associated with these
three potentially fatal early health effects are shown on Figure 4.2-4 and also in Table 4.2-4.
Correlations between the coefficients are applied as indicated in the footnote to the table.
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Data: Table 4.2-4
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Data: Table 4.2-4
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system (continued)

Table 4.2-4 MACCS uncertain parameters—early health effects
Early Health Effects
Continuous Linear Distribution
Hematopoietic S. Pulmonary S. Gastrointestinal S.

LD-50 Beta Threshold LD-50 Beta Threshold LD-50 Beta Threshold
Percentile | EFFACA | EFFACB | EFFTHR | EFFACA | EFFACB | EFFTHR | EFFACA | EFFACB | EFFTHR

[Gyl [] [Gy] [Gy] [] [Gy] [Gy] [] [Gy]
0 2.00 2.39 0.667 10.0 3.7 53 4.80 3.21 2.000
1 241 2.54 0.803 12.0 3.8 6.7 6.18 3.25 2.932
5 3.32 2.83 1.113 16.6 4.4 8.6 7.88 341 3.773
10 3.69 3.19 1.316 17.8 4.7 9.6 8.51 3.64 4.499
25 4.38 4.15 1.716 19.9 5.6 115 10.02 5.99 5.351
50 5.59 6.07 2.319 23.5 9.6 13.6 12.12 9.31 6.516
75 7.24 10.23 3.560 33.6 13.8 18.4 14.94 11.04 7.671
90 8.89 13.22 4.629 42.0 16.9 221 17.65 16.01 8.784
95 10.32 14.28 5.256 45.0 18.7 24.0 19.14 18.03 9.522
99 11.84 15.82 6.188 55.7 21.4 324 23.35 19.52 12.962
100 16.50 15.99 8.550 76.5 21.7 37.5 30.00 19.94 15.000
SOARCA
Estimate | 5.6 6.1 2.32 235 9.6 13.6 12.1 9.3 6.5

Note:For each health effect, D-50 or LD-50 is correlated with the Threshold for the same health effect using a 0.99 rank correlation
coefficient.
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4.2.5 Latent Health Effects (GSHFAC, DDREFA, Inhalation Dose Coefficients,
CFRISK)

The uncertain characteristics associated with the estimation of latent health effects are derived
from work performed by Keith Eckerman [49]. The two most important exposure pathways are
groundshine and inhalation. Groundshine is especially important for the long-term phase where
the only operable exposure pathways correspond to radioactive aerosols that have deposited
onto the ground. This leads to three potential exposure pathways: groundshine, inhalation of
resuspended aerosols, and ingestion. Doses from ingestion have not been treated in the
SOARCA work and are not included in the uncertainty analysis because the supply of clean
food and water would be more than adequate so that the population in an affected area would
not need to consume contaminated food and water.

Groundshine (GSHFAC)

Uncertainty in groundshine doses has two components: uncertainty in the amount of shielding
between an individual and the source of the groundshine (GSHFAC) and uncertainty in the
energy deposited within a human organ for a specified incident radiation. Distributions
representing the uncertainty in the groundshine shielding factors (GSHFAC) are presented in
Table 4.2-3b. Additional uncertainties of the deposition of radiation in individual organs stem
from age, height, and weight variations of the population.

To simplify the implementation of uncertainty in the energy deposited within a human organ for
a specified incident radiation, Eckerman [49] recommends apply the same uncertainty
distribution for all radionuclides and for all organs. The distribution is a triangular one with a
minimum of 0.5, a peak (mode) of 0.8, and a maximum of 1.5. Furthermore, Eckerman
suggests that the uncertainty in groundshine dose coefficients is highly correlated. As a result,
it makes sense to combine the uncertainty in the groundshine shielding factor and the
uncertainty in the dose coefficients into a single uncertainty factor, which can be implemented
as an overall uncertainty in the groundshine shielding factor (GSHFAC) in WinMACCS. The
uncertainties in the groundshine shielding factor and in the groundshine dose coefficients
should be treated as being uncorrelated.

The parameters for the triangular distribution used to represent uncertainty in the dose
coefficients for groundshine radiation are presented in Table 4.2-5. Piecewise uniform
distributions for the uncertainty is for the combined scale factor for shielding and resultant dose
are listed in Table 4.2-6, implemented as an overall uncertainty in the groundshine shielding
factors (GSHFAC), are presented on Figure 4.2-5. The resulting rank correlation for the
combined groundshine shielding factors should be implemented using 0.76 for normal and
sheltering, 0.2 for normal and evacuation, and 0.15 for sheltering and evacuation.

Table 4.2-5 MACCS uncertain parameters—multiplier for groundshine dose
coefficients

Triangle distribution

Multiplier on dose coefficients for groundshine pathway for all | LB =0.5
organs mode = 0.8
UB=15
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Data: Table 4.2-6
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Combined Uncertainty in Groundshine Shielding Factors
(GSHFAC)

Cumulative distribution functions for the groundshine shielding factors,
GSHFAC, for the three types of activity

Piecewise uniform distributions for the combined uncertainty in
groundshine shielding factors (GSHFAC) including multiplier

Quantile GSHFAC GSHFAC GSHFAC

Normal Sheltering Evacuation
0 0.0265 0.0075 0.0415
0.001 0.0394 0.0120 0.0692
0.01 0.0552 0.0179 0.1001
0.05 0.0784 0.0286 0.1491
0.1 0.0967 0.0361 0.1804
0.25 0.1354 0.0563 0.2504
0.5 0.1979 0.0969 0.3635
0.65 0.2433 0.1288 0.4464
0.75 0.2816 0.1549 0.5146
0.83 0.3211 0.1818 0.5843
0.9 0.3719 0.2148 0.6717
0.95 0.4297 0.2533 0.7768
0.99 0.5441 0.3226 0.9665

0.999 0.6660 0.3975 1.1555 (1.0)8

1 0.8220 0.4965 1.4025 (1.0)@

2 The piecewise distribution was limited to a maximum value of 1.0, equal to the upper
bound for GSHFAC in MACCS.
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Dose and Dose Rate Effectiveness Factor (DDREFA)

An additional parameter that affects the calculation of latent health effects is the dose and dose
rate effectiveness factor (DDREFA). This factor uses Biological Effects of lonizing Radiation
(BEIR) V risk factors for estimating health effects to account for observed differences between
low and high dose rates. In MACCS, doses received during the emergency phase are divided
by DDREFA when they are less than 0.2 Gy (20 rad) in the calculation of latent health effects;
they are not divided by DDREFA when emergency-phase doses exceed 0.2 Gy. Doses
received during the long-term phase are generally controlled by the habitability criterion to be
well below 0.2 Gy, so these doses are always divided by DDREFA in the calculation of latent

health effects.

Eckerman [49] recommends that the uncertainty in DDREFA be treated with the following
functional form [49]. For breast cancer, the probability density function is equal to:

fO)=e" @D 1<x<3 Equation 4.2-1
For other types of cancer:
fr)=05,1<x<2andf(x) =05e *»,2< x<8 Equation 4.2-2

Where x is the value of DDREFA and f{x) is the probability associated with a value of DDREFA,
Figure 4.2-6. Eckerman [49] further recommends that high linear energy transfer (LET)
radiation be assigned a DDREFA of unity with no uncertainty, but the distinction between low
and high LET radiation to an organ cannot be accommodated within the MACCS framework so
the above functions are applied to all types of radiation. The values of DDREFA for the various

organs are to be treated as uncorrelated.

SOARCA MACCS2 Distributions.jnb
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Dose Rate Effectiveness Factor
(DDREFA)

Figure 4.2-6 The probability density for DDREFA applied in the uncertainty analysis for
breast and all other cancers [49, Figure 10]
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To implement the uncertainty in DDREFA, the probability density functions (PDFs) in
Equation 4.2-1 and Equation 4.2-2 are integrated over the range of DDREFA values. The
resulting CDF is segmented into equally spaced quantiles to construct the piecewise uniform
distributions provided in Table 4.2-7.

As a truncation has been recommended and applied to the original exponential distributions, the
resulting density functions do not integrate to one over their interval of definition. Therefore,
they need to be normalized in order to be appropriately defined.

Normalization of equation 4.2-1:
3 3 1
F = J e~ Vdx = eJ e*dx=e[-e*]3=1 —== t1~0.864665
1 1
The normalized PDF is then
flx) = le‘("‘i) withtl =1 1 and1<x<3
t1 ’ e? -
The resulting CDF is
1

1 X _(co_ _ _ 1 .
Fa) == [fe 6 Vds =< e~ ds=<[-e i =2(1--5),1<x<3 Equation 4.2-3

Normalization of equation 4.2-2:

2
F1= J 0.5dx = [0.5x]? = 0.5
1

8 8 1
F2 = J e ("2 dx = ezj e *dx = e?[-e*]§ = (1 - 6—6) =12~0.997521
2 2

The normalized PDF is then

fFxX) =05 1<x<2

—051 =2 witht2 = (1 ! d?2 <8
f(x)=0. Ee ,Witht2 = 2 and2 < x <

The resulting CDF is
Fb(x) = 0.5(x — 1), 1<x<2

_ 1 X _(5-2) _ i X —s _ i ___—S15 _—
Fb(x) —0.5+0.5t2f2 e ds =0.5+ 0.5 J, e¥ds =05+0.5 —[-e~]3 =05+
052 (1--5), 2<x<8 Equation 4.2-4

eS—Z

Fa(x) (Equation 4.2-3) and Fb(x) (Equation 4.2-4) represent the CDF for the truncated
distributions. In other words, they allow the estimation of a quantile, given a value of x. In order
to approximate them with piecewise uniform distribution, it is simpler to work with the inverse
functions of Fa and Fb, and estimate the values of F.*(q) and Fy™(q) for a quantile g.
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The inverse function for Fa(x) is:

e
1-tl-q

F(g) = In( ) withtl=1-= and0<q<1 Equation 4.2-5

While the inverse of Fb(x) is equal to:

F;i(q) =2q+1,with0<q<05

e2

. 1 .
1—2t2[q—0.5])’wwh t2=1-—and05=<qg=<1 Equation 4.2-6

Fy'(q) = In(
The resulting CDFs are displayed on Figure 4.2-7 for DDREFA Equation 4.2-3 and
Equation 4.2-4. The resulting piecewise uniform distributions constructed from the CDFs are
listed in Table 4.2-7.

Data: Eqgn. 4.2-3, Eqn. 4.2-4, and Table 4.2-7
SOARCA MACCS2 Distributions.jnb
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Figure 4.2-7 The cumulative distribution for DDREFA applied in the uncertainty
analysis for breast and other cancers
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Table 4.2-7 Piecewise uniform distributions for DDREFA
(Equation 4.2-5) (Equation 4.2-6)
Quantile DDREFA Quantile DDREFA
0.0000 1.000 0.0000 1.0000
0.1000 1.0904 0.5000 2.0000
0.2000 1.1899 0.6000 2.2225
0.3000 1.3003 0.7000 2.5092
0.4000 1.4244 0.8000 2.9126
0.5000 1.5662 0.8500 3.1982
0.6000 1.7315 0.9000 3.5996
0.7000 1.9295 0.9300 3.9510
0.8000 2.1768 0.9500 4.2805
0.8500 2.3279 0.9700 47753
0.9000 2.5060 0.9900 5.7974
0.9500 2.7228 0.9990 7.4095
1.0000 3.0000 1.0000 8.000
SOARCA 1.0 SOARCA 2.0
Estimate Estimate

Inhalation Dose Coefficients

For the dose coefficients related to the inhalation pathway, Eckerman [49] recommends that the
coefficients be treated as truncated log normal with the geometric means and standard
deviations provided in Tables 4.2-8 and 4.2-9, respectively. The geometric means are the same
as the median values used in the SOARCA analysis. A truncation at £3 sigma is applied to
each distribution. The 3 sigma truncation represents a truncation at quantile 0.00135

(~0.1 percentile) and 0.99865 (~99.9 percentile). In the LHS software used by the WinMACCS
framework, the truncation is made by normalizing any quantile generated in the probability
space [0,1] into the truncation space [0.00135; 0.99865].

For an individual radionuclide, the dose coefficients are treated as correlated with a coefficient
of one for all of the organs except the lung; the lung is to be correlated with a coefficient of
negative one with all of the other organs. The logic behind this is that the inhaled radionuclides
may spend more or less time in the lungs, depending on the chemical form of the radionuclide
and its solubility. After departing from the lung, the radionuclide is carried through the blood
stream to other systemic tissues. The longer the time spent in the lungs, the greater the dose
there and the less the dose to the other systemic tissues; the shorter the time spent in the lungs,
the smaller the dose there and the greater the dose to the other systemic tissues. Table 4.2-10
lists WinMACCS corresponding tissues correlated to the organ dose coefficients from the
reference report, Eckerman [49]. In addition, the effective dose coefficient ICRP60ED in
WInMACCS) is not uncertain in this analysis.
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Table 4.2-9

MACCS uncertain parameters—geometric standard deviations for
inhalation dose coefficients (i.e., 0[49])

Nuclide Type Lung Leukemia | Bone Breast | Thyroid Liver Colon Residual
Co-58 S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Co-60 S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Rb-86 F 2.51 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Rb-88 F 1.5 1.5 1.5 1.5 1.5 2.56 1.5 1.5
Sr-89 F 54 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Sr-90 F 5.15 1.5 1.5 1.5 1.5 2.74 1.5 1.5
Sr-91 F 3.03 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Sr-92 F 2.88 1.56 1.76 1.5 1.5 1.5 1.5 1.5
Y-90 S 1.5 2.05 1.5 1.61 1.61 2.33 1.5 1.61
Y-91 S 1.5 4.51 3.25 1.5 1.65 4.95 1.5 1.5
Y-91m S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Y-92 S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Y-93 S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Zr-95 M 1.5 1.5 1.5 1.5 1.5 1.88 1.5 1.5
Zr-97 M 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Nb-95 S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Nb-97 S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Mo-99 S 1.5 1.61 2.05 1.5 1.5 3.05 3 1.5
Tc-99m M 1.5 1.5 1.5 1.5 2.22 1.5 1.5 1.5
Ru-103 S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Ru-105 S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Ru-106 S 1.5 2.04 2.49 1.5 1.5 1.88 1.5 1.5
Rh-103m S 1.5 1.5 1.5 1.5 1.5 1.5 3.08 1.5
Rh-105 S 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Te-127 M 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Te-127m M 1.5 3.55 5.72 1.5 3.03 7.38 1.5 1.5
Te-129 M 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Te-129m M 1.5 3.2 4.24 1.5 2.68 4.48 1.5 1.5
Te-131 M 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Te-131m M 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Te-132 M 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
1-131 F 6.54 1.5 1.5 1.5 1.5 1.5 2.74 1.5
1-132 F 1.87 1.5 1.5 1.5 2.64 1.5 1.5 1.5
1-133 F 4.22 1.5 1.5 1.5 1.54 1.5 2.75 1.5
1-134 F 1.5 1.5 1.5 1.5 3.49 1.5 1.5 1.5
1-135 F 2.67 1.5 1.5 1.5 1.97 1.5 1.86 1.5
Cs-134 F 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Cs-136 F 2.04 1.5 1.5 1.5 1.5 1.5 1.5 1.5
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Table 4.2-9

MACCS uncertain parameters—geometric standard deviations for
inhalation dose coefficients (i.e., 6[49] (continued))

Nuclide Type Lung Leukemia Bone Breast Thyroid Liver Colon Residual
Cs-137 F 1.55 15 15 15 15 15 15 15
Ba-139 F 1.72 4.25 3.31 2.25 2.47 2.09 15 1.85
Ba-140 F 6.28 15 15 15 15 3.68 15 15
La-140 M 15 15 15 15 15 15 15 15
La-141 M 15 15 15 15 15 15 15 15
La-142 M 15 15 15 15 15 15 15 15
Ce-141 S 15 15 1.6 15 15 15 15 15
Ce-143 S 15 15 15 15 15 15 15 15
Ce-144 S 15 4.57 3.39 15 15 3.32 15 15
Pr-143 S 15 3.88 2.39 5.49 5.49 2.24 15 5.49
Pr-144 S 15 15 15 15 15 15 15 15
Nd-147 S 15 15 1.84 15 15 15 15 15
Np-239 M 15 15 15 15 15 15 15 15
Pu-238 S 15 4.32 2.97 3.15 3.15 3.1 3.17 3.15
Pu-239 S 15 4.32 2.95 3.13 3.14 3.08 3.16 3.13
Pu-240 S 15 4.32 2.95 3.14 3.14 3.08 3.16 3.14
Pu-241 S 1.84 4.29 2.77 2.96 2.97 2.92 2.99 2.96
Am-241 M 15 1.78 15 15 15 15 15 15
Cm-242 M 15 151 15 15 15 15 15 15
Cm-244 M 15 1.71 15 15 15 15 15 15

Notes F = fast dissolution and high level of absorption to blood; M = an intermediate rate of dissolution and level of absorption to

blood; and S = slow rate of dissolution and low level of absorption to blood. The fractional rate of absorption (d-1) assigned
to the default types are; Type F =100, Type M = 10.0 e(-100 t)+0.005 e”(-0.005 t), and Type S = 0.1 e(-100 t)+1.0 x
[10)~(-4) e”(-0.0001 t) where t is the time (days) since deposition in the lung.

Table 4.2-10 Crosswalk between reference type from Tables 4.2-8 and 4.2-9 and
WINMACCS organ doses

Tables 4.2-8 and 4.2-9 WIinMACCS Organ List
(from [49])
Leukemia Red Marrow
Bone Bone Surface
Breast Breast
Lung Lung
Thyroid Thyroid
Liver Liver
Effective ICRP60ED
Residual Bladder Wall (representing the pancreas)
Colon Lower LI
not included Stomach?

2Not used in the calculation of latent cancer fatalities for SOARCA estimate.
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Mortality Risk Coefficient (CFRISK)

Eckerman [49] also provides estimates of the uncertainty in the mortality risk coefficients
(CFRISK) for each of the organs included in the SOARCA analyses for latent health effects.
The distributions are log normal and are assumed to be uncorrelated. Table 4.2-11 provides the
geometric mean and geometric standard deviation for each truncated log normal distribution.
Figure 4.2-8 shows a graphical representation of the data presented in Table 4.2-11. A
truncation at £3 sigma is applied to each distribution. The three sigma truncation represents a
truncation at quantile 0.00135 (~0.1 percentile) and 0.99865 (~99.9 percentile). In the LHS
software used by the WinMACCS framework, the truncation is made by normalizing any
guantile generated in the probability space [0, 1] into the truncation space [0.00135; 0.99865].

Data: Table 4.2-11
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Figure 4.2-8 Cumulative distribution functions for latent health effects: mortality risk
coefficients (CFRISK) for each of the organs included in the SOARCA
analysis
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Table 4.2-11 Age-averaged cancer mortality risk estimates and uncertainties for

low-dose, low-LET uniform irradiation of the body [49]

Mortality Risk Coefficient
(CFRISK)
Site Mean(Sv1)? Standard SOARCA
Deviation® Estimate
Leukemia 5.57 x 10 Ln(1.23) 1.11x 10
Bone 9.50 x 10° Ln(5.70) 1.90x 10*
Breast 5.06 x 10 Ln(2.21) 5.06 x 10
Lung 9.88 x 10?3 Ln(1.87) 1.98 x 1072
Thyroid 3.24 x 10" Ln(4.15) 6.48 x 10"
Liver 1.50x 103 Ln(4.65) 3.00x 10
Colon 1.04 x 10 Ln(2.26) 2.08 x 102
Residual 2.46 x 107? Ln(2.10) 4,93 x 107?
Total 5.75x 107

Note:  Geometric mean of the log normal distribution, which is also the median of the
distribution. © Ln(o) where o is the geometric standard deviation of the log normal distribution.

4.2.6 Dispersion (CYSIGA, CZSIGA)

Dispersion directly affects doses to members of the population and resulting health effects.
Thus, the dispersion parameters used to estimate atmospheric dispersion are important to the
outcome of the calculation. However, in terms of predicted health effects, these parameters
tend to have a non-linear effect when using the linear, no-threshold (LNT) dose-response model
for estimating latent health effects because more dispersion simply means lower individual dose
to a greater population. However, dispersion has a greater effect when using dose truncation
because a smaller dose to an individual can reduce a finite risk to zero.

Initially, the authors considered basing the distributions for dispersion on expert data [44] as
evaluated in Synthesis of Distributions Representing Important Non-Site-Specific Parameters in
Off-Site Consequence Analysis [43]. However, after a review of the data, it became clear that
this would not be appropriate. The expert elicitation evaluated the uncertainty in a single
weather instance over a short period of time. The intended use of the uncertainty analysis,
though, is to apply the uncertainty to a whole year of weather data. Doing this would imply that
the uncertainty in the dispersion for a single hour of weather is fully correlated with the
uncertainty for all hours of the year. This would be an extremely poor assumption; a better
assumption would be that uncertainty in a single hour of weather data is completely
uncorrelated with other hours of weather data. Thus, because of the way the uncertainty in
dispersion is being implemented in this analysis, expert judgment is used to estimate the range
of uncertainty in dispersion. A previous study compared mean results over a year of weather for
four different computer codes using different approaches for modeling a plume [50] and found
that the variation in the results was within a factor of two. Here, we assume that this factor of
two is the uncertainty in the Gaussian plume model. Because ground-level concentrations in
the near field are proportional to the product of the horizontal and vertical dispersion
parameters, the product of the two is assumed to range from 0.5 to 2.0 times the nominal values
at the 5™ and 95" percentiles of a log-normal distribution, respectively. Furthermore, the
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uncertainty is apportioned evenly between the two parameters, so both oy and o, are assumed
to be 0.707 and 1.414 times their nominal values at the 5" and 95" percentiles, respectively.
Because dispersion in the two dimensions are related physically, they are taken to be fully
correlated. Likewise, the dispersion coefficients for each of the stability classes are fully
correlated. Tables 4.2-12 and 4.2-13 show log-normal inputs for the CYSIGA and CZSIGA
parameters. Figure 4.2-9 shows a graphical representation of the data presented in

Tables 4.2-12 and 4.2-13.

Table 4.2-12 MACCS uncertain parameters—inputs for log-normal dispersion
parameters distributions

Linear, Crosswind Dispersion Coefficients Linear, Vertical Dispersion Coefficients
(CYSIGA) (CZSIGA)
Stability Class Stability Class

A/B [m] C[m] D [m] E/F [m] A/B [m] C[m] D [m] E/F [m]
Nominal | 0.7507 0.4063 0.2779 0.2158 0.0361 0.2036 0.2636 0.2463
(Soth
guantile
Ref. 36)
5 0.37535 | 0.20315 | 0.13895 | 0.1079 0.01805 | 0.1018 0.1318 0.12315
95t 1.5014 0.8126 0.5558 0.4316 0.0722 0.4072 0.5272 0.4926

Note: A factor of 2 between 50" and 95" as well as between 5" and 50" quantile is equivalent to a factor of In(2) in log-
transformed data
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Data: Table 4.2-13
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Table 4.2-13  MACCS uncertain parameters—dispersion

Linear, Crosswind Stability Class
Dispersion Coefficients, Percentile
a(m) A/B [m] C [m] D [m] E/F [m]
(CYSIGA)
0.0650 0.0631 0.0341 0.0212
1 0.2817 0.1524 0.1043 0.0810
0.3754 0.2032 0.1390 0.1079
10 0.4374 0.2368 0.1619 0.1258
) ) ) 25 0.5650 0.3058 0.2091 0.1624
P'eceé‘;'sstfi&%g’n”'form 50 0.7507 0.4063 0.2779 0.2158
75 0.9975 0.5399 0.3693 0.2867
90 1.2883 0.6972 0.4769 0.3703
95 1.5014 0.8126 0.5558 0.4316
99 2.0009 1.0829 0.7407 0.5752
100 4.0698 2.0763 1.7618 1.5307
SOARCA Values 0.7507 0.4063 0.2779 0.2158
Linear, Vertical Dispersion Stability Class
Coefficients, a(m) Percentile
(CZSIGA) A/B [m] C [m] D [m] E/F [m]
0 0.0056 0.0487 0.0421 0.0533
1 0.0135 0.0764 0.0989 0.0924
5 0.0181 0.1018 0.1318 0.1232
10 0.0210 0.1186 0.1536 0.1435
25 0.0272 0.1532 0.1984 0.1854
Piecewise log-uniform 50 0.0361 0.2036 0.2636 0.2463
distribution
75 0.0480 0.2705 0.3503 0.3273
90 0.0620 0.3494 0.4524 0.4227
95 0.0722 0.4072 0.5272 0.4926
99 0.0962 0.5427 0.7026 0.6565
100 0.1951 1.8861 3.6880 4.5386
SOARCA Values 0.0361 0.2036 0.2636 0.2463

Note: CYSIGA and CZSIGA are perfectly rank correlated with each other and across the stability classes.

4.2.7 Hot Spot and Normal Relocation (DOSNRM, TIMNRM, DOSHOT, TIMHOT)

Protective actions that may be implemented in response to a severe accident and radiological
release include evacuation and sheltering of individuals who reside in the emergency planning
zone (EPZ). In addition to these protective actions, there are effective dose thresholds that are
established to ensure members of the public are relocated from elevated dose areas that
exceed U.S. Environmental Protection Agency (EPA) protective action guides (PAGs). When
these thresholds are exceeded, offsite response organizations (OROs) will relocate individuals
from the affected areas. This application is typically considered for residents beyond the EPZ
where the effective dose exceeds protective action criteria but also applies to residents who
refused to follow the initial evacuation orders. It is assumed these individuals will evacuate
when they understand a release has in fact occurred and they are informed they are located in
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high dose areas. The OROs determine the affected areas based on dose projections using
State, utility, and Federal agency computer models together with dose measurements taken in
the field. The use of multiple dose models combined with field measurements and the need for
response organizations to mobilize to relocate affected residents provides opportunity for
variations in dose predictions and response time which makes these parameters good
candidates for the uncertainty analysis.

Hot-spot relocation and normal relocation models are included in the MACCS code to reflect this
relocation activity performed by OROs. Hot-spot and normal relocation models are based on
effective dose models using the total effective dose commitment projected to be received by an
individual who remained in place for the entire emergency-phase period while engaging in
normal activity. The pathways used for calculating the total effective dose commitment are
cloudshine, groundshine, direct inhalation, and resuspension inhalation. The reference time for
the relocation dose criterion is plume arrival. Any individuals relocated due to hot spots are
removed from the problem for the duration of the emergency phase and receive no additional
dose during this phase [9].

Hot-spot and normal dose information would be available shortly before or concurrent with the
release to the environment which occurs at about 20 hours for the LTSBO. Dose projections
would be available earlier, however, over a 20 hour period, wind shifts and changing accident
conditions may not support projections for use in relocation much earlier.

Relocation is a process that requires identification of the affected areas, notification of residents
within those areas, and movement of the public out of the affected areas. The time values
represent the average time expected to implement these actions. The baseline for hot-spot
relocation criteria is 12 hours after plume arrival if the total effective lifetime dose commitment
for the weeklong emergency phase is projected to exceed 0.05 Sv (5 rem). The 5 rem value is
the upper limit of the EPA PAGs [51]. A single time value was selected and applied to all of the
accident scenarios evaluated for the Peach Bottom plant. The relocation time considers that
response agencies would have competing priorities early in the event. The hot-spot time values
will be varied from 6 hours to 18 hours in this uncertainty analysis to reflect the possibility that
relocations could begin early based on dose projections or may be delayed while responders
address other priorities (Figure 4.2-10b and Table 4.2-14). A lower bound of 1 rem and an
upper bound of 10 rem will be used for the effective dose (Figure 4.2-10a and Table 4.2-14).

For normal relocation, individuals are relocated 24 hours after plume arrival if the total effective
lifetime dose commitment for the weeklong emergency phase is projected to exceed 0.005 Sv
(0.5 rem). The relocation time was established because response agencies would evacuate the
hot-spot areas prior to focusing on the normal relocation areas. Also, there is less urgency in
relocating these individuals because, similar to hotspot relocation, the 0.5 rem projected value
represents the effective cumulative dose for the entire early phase and through relocation the
individuals would be moved long before the end of the early phase. Typically, the EPA PAGs of
1 rem is used for normal relocation; however, 0.5 rem was used in the Peach Bottom analysis
because local officials had expressed this as the value likely to be established for habitability.
The normal relocation time values will be varied from 12 hours to 36 hours in this uncertainty
analysis to reflect the possibility that relocations could begin early based on projected dose or
may be delayed while responders address other priorities (Figure 4.2-10b and Table 4.2-14). A
lower bound of 0.1 rem and an upper bound of 1 rem will be used for the effective dose

(Figure 4.2-10a and Table 4.2-14).

The hot-spot and normal relocation values used in NUREG-1150 were 50 rem and 25 rem
respectively [16]. The values used in SOARCA were established to better align with site
specific response expectations and EPA PAGs.
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Data: Table 4.2-14
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Table 4.2-14 MACCS uncertain parameters—relocation doses and times

Parameter Triangular Distribution
. LB =1.0 rem
DOSHOT: Hot-spot relocation — dose
. UB = 10.0 rem
SOARCA estimate: 5 rem
Mode = 5.0 rem
. . LB = 6.0 hr.
TIMHOT: Hot-spot relocation — time
. UB =18 hr.
SOARCA estimate: 12 hours
Mode = 12 hr.
. LB =0.1rem
DOSNRM: Normal relocation — dose
. UB =1.0rem
SOARCA estimate: 0.5 rem
Mode = 0.5 rem
. . LB =12.0 hr.
TIMNRM: Normal relocation — time
. UB = 36.0 hr.
SOARCA estimate: 24 hours
Mode = 24 hr.

Note: Relocation times are perfectly rank correlated. Relocation doses are perfectly rank correlated.

4.2.8 Evacuation Delay (DLTEVA)

Evacuation delay defines the duration of the sheltering period that occurs before evacuation of
residents begins [9]. Delay to evacuation might be affected by a delay in response to the
evacuation order, a need to wait for the return of commuters, a need to wait for public
transportation, a need to shut down operations prior to leaving work, etc. Research shows that
delay is not uniform with most of the evacuees experiencing a smaller delay (e.g., 90% of the
public evacuates in about 60% of the response time) [52, 53]. There is high confidence in the
alert and notification system to warn the public within the specified time; however, response of
the public is a function of the time to receive the notification and the time to prepare to evacuate
[54]. Because people are located throughout the EPZ and have different response timing, this
variable was considered a good candidate for the uncertainty analysis.

The DLTEVA parameter is applied at the cohort level and the uncertainty analysis will sample
on each of the cohorts (Figure 4.2-11 and Table 4.2-15). Cohorts 1 and 2 represent the 0-10
mile public and 10-20 mile shadow respectively, and the baseline DLTEVA value is one hour.
This value is supported by the ORNL 6615 study, which provided empirical data showing that
most of the public is mobilized in about an hour [54]. The lower bound is established as 0.0 hr
which would indicate there is no delay after the public becomes aware of the emergency. The
lower bound was set based on results of a focus group survey of residents of EPZs that indicate
some people may evacuate immediately upon receipt of an evacuation order [55]. The upper
bound was selected as four hours to account for the need to gather family members, pack, and
prepare to evacuate. Cohort 2 is the shadow evacuation which is aligned with the evacuation of
Cohort 1.

Cohort 3 represents the schools and the 0-10 mile shadow evacuation. A baseline value of

45 minutes was used because schools are notified early and are prepared to evacuate when the
official order is issued. The 0-10 mile shadow has the same response characteristics because
this cohort has been defined in SOARCA as evacuating when the schools evacuate. The 0-10

mile shadow evacuates spontaneously (prior to receiving an evacuation order) when the
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emergency is communicated to the residents of the EPZ via the sirens and emergency
evacuation system messaging for the site area emergency (SAE). Shadow evacuation of the
public has been observed to occur quickly for industrial accidents [41]. For the uncertainty
analysis, the lower bound for this cohort was set at 0.25 hr, which is 15 minutes after site
declares the SAE. The Pennsylvania emergency management plan explains that evacuation
can be implemented for an SAE or a general emergency. Therefore, there could be conditions
in which the State might evacuate the schools early, and if the evacuation were to occur in the
morning at the beginning of school or in the afternoon at the end of school, buses would be
positioned to begin the evacuation promptly. The early warning for schools provides time for
buses to mobilize and be at the school if an evacuation were to be ordered. Evacuation drills at
schools demonstrate the ability to prepare and move students quickly. The upper bound of four
hours was established to account for potential delay in notification, communication with drivers,
delay in travel due to weather or other impediments, etc.

Cohort 4 represents special facilities and was modeled in the baseline as evacuating later in the
event at 4.25 hours. Special facilities often take longer as a whole than the general public.
These facilities actually evacuate individually following facility specific evacuation plans and are
not typically dependent upon one another for support [55]. Therefore, in practice, some facilities
begin earlier in the event and some begin later. For this uncertainty analysis, the lower bound
was set at 0.0 hr because facilities may have onsite transportation resources and could prepare
to evacuate promptly. The upper bound was set at six hours to represent a delay in availability
of transportation resources, communication with drivers, delay in travel due to weather, or other
impediments. Since the site is located near larger cities such as Lancaster, Pennsylvania, and
Baltimore, Maryland it is expected there are ample regional resources, should these be needed.
Six hours is estimated to be a maximum time that it would take to coordinate regional resources.

Cohort 5 is the evacuation tail, which by definition begins evacuating at the end of the general
public evacuation. The baseline value of 4.25 hours was based on the site specific evacuation
time estimate (ETE) study which showed that 90% of the population had completed the
evacuation in 4.25 hours. The values for the uncertainty analysis are established based on the
ETE by adding four hours to the Cohort 1 distribution. This equates to Cohort 5 values of four
hours for the lower bound and eight hours for the upper bound.
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Data: Table 4.2-15
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Figure 4.2-11 Cumulative distribution functions of evacuation delay

Table 4.2-15 MACCS uncertain parameters—evacuation delay

DLTEVA
Parameter SOARCA Triangular
Estimate/Mode Distribution
Evacuation delay — cohort 1 10 LB =0.0 hr.
(0-10 mile Public) ' UB =4.0 hr.
Evacuation delay — cohort 2 10 LB =0.0 hr.
(10-20 mile Shadow) ' UB =4.0 hr.
Evacuation delay — cohort 3 075 LB =0.25 hr.
(Schools/Shadow) ' UB =4.0 hr.
Evacuation delay — cohort 4 4.95 LB =0.0 hr.
(Special Facilities) ' UB = 6.0 hr.
Evacuation delay —cohort 5 4.95 LB =4.0 hr.
(Evacuation Tail) ' UB = 8.0 hr.

Note: Evacuation delays are sampled independently for each cohort and for each radial ring.
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4.2.9 Evacuation Speed (ESPEED)

Evacuation speed represents the travel speed of evacuees as they evacuate the EPZ. To
model evacuation with WinMACCS, evacuees are loaded onto the roadway network at a
specified time and a single speed is used. However, evacuations typically occur as a
distribution in which the cumulative percent of the public evacuating the area increases over
time until all members of the public have evacuated [53]. Evacuations are typically represented
as a curve of the number of people evacuated that is relatively steep at the beginning and tends
to decrease over time as the last members of the public exit the area. This distribution curve is
relatively steep for shorter duration evacuations from areas the size of an EPZ, and the
distribution curve is less steep for longer duration evacuations typical of those for hurricanes
which may begin days in advance of landfall. The point at which the curve tends to flatten
occurs when approximately 90% of the population has evacuated. The last 10% of the
population is called the evacuation tail [53]. The ESPEED parameter is applied at the cohort
level and the uncertainty analysis will sample on each of the cohorts (Figure 4.2-12 and

Table 4.2-16). For the uncertainty analysis the distributions are applied to the mid-phase for all
of the cohorts.

For cohorts 1 and 2 which represent the 0-10 mile public and 10-20 mile shadow respectively,
the baseline speed was 3 mph. The slow speed is established to account for the model loading
all members of the public cohort at one time. In reality, the evacuees would load the network
over a longer period of time and travel a little faster. The 10-20 mile shadow would be expected
to have a higher speed, but was limited to 3 mph because of the way the general public is
integrated with this cohort [1]. This speed value was developed using information from the site
specific ETE. The lower bound is established as 1.0 mph which would indicate there are
impediments to the evacuation causing travel to be considerably slower. The upper bound was
selected as 10 mph which would indicate that minimal traffic congestion occurs.

Cohort 3 represents the schools and the 0-10 mile shadow evacuation. A baseline speed of

20 mph was used because schools are notified directly and early. The schools contribute the
first evacuating vehicles on the roadway and their vehicles enter the transportation network
before congestion from the general public begins. The 0-10 mile shadow has the same
response characteristics as the schools, leaving almost immediately. A lower bound was set at
10.0 mph to account for unexpected travel delays due to impediments such as weather. The
upper bound of 30 mph was established based on the roadway network posted speeds. Most of
the roadways within the EPZ have posted speeds greater than 30 mph and many roadways
have 50 or 55 mph speed limits. The average travel speed on a roadway is always less than
the posted speed because of traffic control requiring stops and starts.

Cohort 4 (special facilities) was modeled in the baseline as starting evacuation later in the
event, near the end of the peak traffic congestion. As discussed earlier, in practice some
facilities move earlier in the event and some move later. The lower bound was set at 1.0 mph to
represent facilities that have entered the roadway at the peak congestion period when speeds
are the slowest. The upper bound was set at 30 mph to represent sufficient resources to
support prompt evacuation of these facilities or for those facilities evacuating very late when
speeds have increased.

Cohort 5 (evacuation tail) begins evacuation at the end of the general public evacuation.
Although their initial speed is the same as the general public, the roadways begin to clear and
the tail has overall faster exiting speeds. The SOARCA values of 3 mph for the early phase and
20 mph for the middle phase considers that these are the last vehicles on the roadway entering
when congestion is at the peak and as congestion clears, the cohorts speed increases. The
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lower bound and mode of the triangular distribution was set at 3 mph because by definition, the
tail enters the roadway after 90% of the public has evacuated, therefore they are at the end of
the peak congestion and the speed at this point could be 1 mph for Cohort 1. The upper bound
of 30 mph represents roadways that are relatively free of congestion once the majority of
vehicles have left the area [53].

Data: Table 4.2-16
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Figure 4.2-12 Cumulative distribution functions of evacuation speed
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Table 4.2-16 MACCS uncertain parameters—evacuation speed

ESPEED
SOARCA C
Parameter Estimate/Mode Distribution
Triangular
Evacuation speed — cohort 1 3 mph LB=1.0
(0-10 mile Public) UB =10.0
Mode = 3.0
Triangular
Evacuation speed — cohort 2 3 mph LB=1.0
(10-20 mile Shadow) UB =10.0
Mode = 3.0
Triangular
Evacuation speed — cohort 3 20 mph LB =10.0
(Schools/Shadow) UB =30.0
Mode = 20
Triangular
Evacuation speed- cohort 4 20 mph LB=1.0
(Special Facilities) UB =30.0
Mode = 20
Triangular
Evacuation speed — cohort 5 20 mph LB=1.0
(Evacuation Tail) UB =30.0
Mode = 20

Note: Evacuation speeds are perfectly rank correlated between cohorts.

4.3 Other Phenomena Considered

In some cases, it is desirable to investigate the influence of phenomena that are considered
important, but cannot be easily accessed by replacing point estimates with distributions for
available input parameters. The integrated cases in this study can determine the influence on
selected results only over the parameters and range of inputs defined in Section 4.1 and
Section 4.2. Exclusion of specific phenomena from this study does not indicate whether or not
they are important, rather in some cases it is driven by the lack of knowledge as to how to
incorporate uncertainty in these phenomena. In other cases, the models and codes used in this
study have not been parameterized such that uncertainty in these potentially important
phenomena can be quantified. In some cases, to measure the effects of other potentially
important phenomena, alternative sensitivity study can be employed using approaches specific
to the phenomena being investigated. These approaches include one-off analysis, targeted
modeling scenarios, and sensitivity cases that are tailored to the analysis to help quantify the
effects. Other cases would require significant code changes to explore the phenomena of
interest.

The following section discusses several potentially important phenomena identified during the
parameter selection and review process, as well as those raised during ACRS and peer
reviews. While this list is not intended to be all inclusive rather, it is an attempt to qualitatively
and quantitatively, when possible, assess the potential importance of a few select phenomena
identified by expert judgment.
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4.3.1 Source Term Model
4.3.1.1 Early Event Operator Actions

As pointed out during the peer review of the selected parameters and distributions listed in
Section 4.1 and Section 4.2, as well as by ACRS committee members, there is generally an
uncertainty in the timing of operator actions. It is clear that the operator actions by default,
through the assumption of in-action, define the unmitigated LTSBO scenario. However, the
larger uncertainty in operator actions includes either the potential for operators to (i) take
unexpected actions, (ii) take actions out of order depending upon the severity of the accident,
(i) experience degradation of specific performance abilities due to stress and other factors, or
(iv) all of the above. Globally, these issues are beyond the scope of this study and the selected
unmitigated LTSBO scenatrio.

The SOARCA Peach Bottom unmitigated response LTSBO scenario includes some operator
actions. It is generally accepted that even for an unmitigated response scenario, early in the
event, some minimal operator actions will be expected to occur. Two operator actions were
credited in the unmitigated LTSBO calculation!?. First, operators are assumed to open one
SRV to begin a controlled depressurization of the reactor vessel approximately one hour after
the initiating event. This action is prescribed in station emergency procedures to prevent
excessive cycles on the SRV. The target reactor vessel pressure is at or above 125 psi, which
would permit continued operation of RCIC or HPCI, if necessary. Five SRVs associated with
the automatic depressurization system would be available for this operation. These SRVs are
provided with accumulators that provide a back-up pneumatic supply for operation of the valves
upon loss of the Instrument Nitrogen System. Second, operators are assumed to take manual
control of RCIC approximately two hours after the initiating event. This involves remote (i.e.,
from the control room) manipulation of the position of the steam throttle valve at the inlet to the
RCIC turbine to reduce and control turbine speed. This action reduces and stabilizes coolant
flow from the RCIC pump to maintain the reactor vessel level within a prescribed range. In
addition, there are a general series of actions that shed loads on emergency buses to extend
the battery lifetime. The effectiveness of those actions is captured in the uncertain distribution
for battery life included in the uncertainty analysis.

It is clear that without the expected actions occurring that the RPV would pressurize and the
RPV would be overfilled by which the RCIC which would then automatically turn off. This would
accelerate the accident and subsequent releases to the environment. The first operator action,
opening the SRV to begin a controlled depressurization of the RPV, uses a designated
MELCOR control function (i.e., CF094) to actuate the SRV. After a predetermined time (e.g.,
one hour after the initiating event) the designated control function actuates SRV-1 to open to
begin the cool down. However, the second operator action, taking manual control of RCIC
approximately two hours after the initiating event, does not have designated control functions
within MELCOR. The MELCOR control functions used when RCIC is initiated are the same as
those used when manual control is assumed to occur. To create a separate suite of control
functions specifically for manual control of RCIC would require a significant change to the Peach
Bottom MELCOR deck. Thus, the second operator action is not analyzed. The uncertain in the

12 The action times used in NUREG/CR-7110 Volume 1 were based on ‘table-top’ exercises among NRC staff and
licensee personnel, in which the anticipated accident sequence timeline was reviewed to characterize a
reasonable time at which action would be taken.
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time of the operator action, opening the SRV to begin a controlled depressurization of the RPV,
in terms of this analysis is considered as scenario uncertainty, and as such, delays in this
operator action are evaluated in this study in a series of sensitivity analyses presented in
Section 6.4.1, rather than incorporated into the integrated uncertainty analysis.

4.3.1.2 Timing of Lower Head Failure

During the peer review and ACRS meetings, the single mode of lower head failure used for
SOARCA (i.e., gross creep rupture of the lower head) was discussed. To better clarify this
single mode of lower head failure, the uncertainty analysis took into consideration variations in
the Larson-Miller creep parameters, and whether small penetration/drain line failures would
affect the overall timing of lower head failure.

Larson-Miller Creep Parameters

Initial investigations into lower head failure were considered by varying the Larson-Miller creep
rupture parameter in MELCOR. Current dynamic PRA work [56] indicates that applying a
distribution to the MELCOR Larson-Miller creep rupture parameter (i.e., LM-Creep (t)) shown on
Figure 4.3-1, will only result in approximately a 20 minute change in the timing of lower head
failure between the 5" and 95™ percentiles. This change in timing will not affect the overall
accident progression, nor will it noticeably change the environmental source term. Based on
these analyses, it was determined that Larson-Miller creep rupture parameter uncertainty would
not be investigated for this work.

Data: Table 4.3-1
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Small Penetrations/Drain Line

Detailed analysis of the MELCOR source code and ongoing MELCOR studies associated with
U.S. Department of Energy and NRC post Fukushima analysis, have determined two issues
regarding small penetrations and drain line lower head failure modes. The first issue involves a
computational work-around developed for MELCOR to model corium flow through the lower
head failure. Due to numerical limitations of computers when MELCOR Version 1.8.6 was
released, a limit of 10% was applied to the amount of molten corium in the lower RPV prior to
flow through the lower head failure. The 10% molten material limit was required for corium
within the RPV to go ex-vessel independent of whether the lower head had failed. This allowed
the MELCOR code to conduct a simulation within a relatively fast time (e.g., weeks instead of
months for a single MELCOR simulation). Since numerical limitations are no longer an issue
with current technology, MELCOR Version 2.1 has removed this limitation. However, in order to
maintain a certain amount of continuity between the analysis done in NUREG/CR-7110 Volume
1 and this work, MELCOR Version 1.8.6 is used.

The second issue involves the progression of a small lower head failure into a large failure. A
sensitivity study for small lower head penetration failures is presented in section 6.4.2.

43.1.3 SRV Set Point Drift

With regard to the sequence issues, specifically the SRV stochastic failure rate, it was noted
during an ACRS subcommittee review meeting that during as-found testing after outages, the
SRVs were found to typically fail to activate at the set point pressure by plus three percent of
acceptance criteria. For the Peach Bottom Unmitigated LTSBO MELCOR model, SRV-1 begins
to open at 1,100 psig, and the valve is full open at 103% of the set point. As the pressure
decreases, SRV-1 begins to close at 1,100 psig, and the valve is fully closed at 97% of the set
point. Itis assumed the set point drift is due to corrosion bonding of the SRV valve seat and
disk. The corrosion bonding will cause the SRV lifting set point to increase. For the purpose of
this discussion, an increase in the SRV set point for set point drift is assumed at 103% (1,133
psig), 110% (1,210 psig), and 120% (1,320) of the SRV-1 set point. However, it is assumed that
the corrosion bonding will not raise the reseating set point since the bonding between the valve
seat and disk will not affect the reseating pressure set point. Thus the reseating pressure value
is assumed to remain constant (i.e., full closed at 97% of the initial set point of 1,100 psig).

Based on the Peach Bottom Unmitigated LTSBO MELCOR model, SRV-1 opens approximately
six seconds into the event. The next SRV-1 cycle opening occurs approximately 30 seconds
and continues to cycle at approximately 20 second intervals until the cooldown occurs at
approximately 55 minutes into the scenario. Table 4.3-1 shows the estimated timing of the
SRV-1 cycles due to set point drift when compared to the SRV-1 original set point. The results
presented in Table 4.3-1 assume the pressure at which SRV-1 closes remains constant

(i.e., fully closed at 97% of the original set point of 1,100 psig). It should also be noted that even
if the SRV-1 set point was to drift upwards, the subsequent SRVs, 10 additional SRVs, could lift
at their designed pressures which are lower than the 10% and 20% set point drift pressure
limits. However for this discussion, it is assumed that all SRVs will have the same percentage
of upward set point drift.
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Table 4.3-1

A worst-case scenario of SRV-1 set point drift time estimates

Original 103% Set 110% Set 120% Set
Set point point point point
15t SRV-1 cycle 6 seconds 8 seconds 14 seconds 22 seconds
2" SRV-1 cycle 30 seconds 47 seconds 144 seconds 282 seconds
39 SRV-1 cycle 48 seconds 71 seconds 222 seconds 440 seconds
SRV-1 failure (270 cycles) 8.2 hours 10 hours 27 hours 52 hours

The simplified analysis of the potential effects on the timing of SRV stochastic FTC assume a
worst case scenario, one in which all of the SRVs experience set point drift in a positive
direction (e.g., higher pressure required to open the valve) and this occurs at each demand.

In this worst case scenario a delay in the SRV stochastic FTC, in the LTSBO scenario will cause
an increase RPV temperatures (i.e., the RPV is in a water/steam saturated condition during
SRV cycling) from approximately 295°C to approximately 300 to 310°C during the SRV cycling
period. With the increased time for the SRV remaining open during the blowdown, there could
be potential for uncovering the core. With a longer SRV cycling, SRV-1 will intermittently
release radionuclides during cycling to the wetwell, and if a sufficient delay occurs, SRV-1 will
experience a thermal failure due to the high temperature gases exiting the RPV to the wetwell or
the MSL will creep rupture. Either of these conditions will result in a delay of the overall melt
sequence of the Peach Bottom Unmitigated LTSBO shown in Table 5-1 of NUREG/CR-7110
Volume 1. However, the longer the time delay in failure of the SRV will result in a larger
environmental release. This important phenomenon, the delay in SRV FTC, is the same
whether due to the potential for set point drift or an increase in the number of demands for SRV
FTC. This phenomenon is already captured in the uncertainty analysis with the uncertainty in
the number of SRV demands before FTC (i.e., SRVLAM). Any delays, either by SRV set point
drift or the increased number of demands before FTC, will increase the likelihood of the SRV
thermal failure or MSL creep rupture accident sequences.

The as-found testing measurements occur over one or a few lifts, whereas the Peach Bottom
Unmitigated LTSBO scenario would experience tens to hundreds of demands before a FTC.
More realistically, the very first few demands would likely break the corrosion bonding and the
valve would perform as expected. The cumulative delay in timing would be minutes not hours
before the sampled number of cycles at which SRV FTC occurred.

4.3.2 Consequence Model

An evaluation of the sensitivity to the size of the evacuation zone and evacuation start time, the
effect of seismic activity on emergency response, surface roughness, and the importance of
chemical classes was completed in NUREG/CR-7110 Volumes 1 & 2, and is summarized
below. Two additional sensitivity analyses were performed to support this uncertainty analysis:
One on the habitability criterion and a second to quantify the uncertainty that results from
performing a finite set of weather trials.

4-83



4.3.2.1 Size of the Evacuation Zone and Evacuation Start Time

In NUREG/CR-7110 Volume 1 Section 7.3.3 [2], an analysis provides consequence estimates
for the unmitigated Peach Bottom STSBO scenario without RCIC blackstart®. This calculation
considered evacuation of a 10-mile circular area surrounding the plant. Three additional
calculations were performed in NUREG/CR-7110 Volume 1 to assess variations in the
protective actions:

(1). evacuation of a 16-mile circular area
(2). evacuation of a 20-mile circular area
(3). delayed Evacuation of a 10-mile circular area

Results show expanding the size of the evacuation zone decreases the latent cancer fatality risk
beyond the 10-mile radius for the unmitigated STSBO without RCIC blackstart; however, the
risk within 10 miles increases with this change. This is because evacuating a larger area
increases the time to evacuate the 10-mile region due to increased traffic congestion. For
circular areas with greater than a 20-mile radius, the risk reduction associated with increasing
the size of the evacuation zone is slight.

4.3.2.2 Evaluation of the Effect of Seismic Activity on Emergency Response

In NUREG/CR-7110 Volume 1 Section 7.3.4 [2], an analysis provides consequence estimates
that include the effects of the seismic event on public evacuation. These consequence
estimates were developed for the unmitigated Peach Bottom STSBO without RCIC blackstart
scenario. Even though this has a lower frequency and lower absolute risk than the LTSBO
scenario, this scenario was chosen because it had the earliest release of the Peach Bottom
scenarios and was believed to be the most likely to show an increase in risk. Seismic effects on
emergency response are site-specific and at Peach Bottom, the seismic analysis showed limited
damage to the roadways and infrastructure. For Peach Bottom, the results demonstrated no
substantial effect on health consequences at Peach Bottom. Although sirens fail, alternative
notification is adequate and a larger shadow evacuation is expected as a result of the
earthquake. The bridges and roadways that fail within the EPZ are not significant for
evacuation; an adequate road network remains, and evacuation speeds are unchanged.

4.3.2.3 Surface Roughness

The SOARCA analyses used a surface roughness length that represents a typical value for the
US, which is 10 cm. This value was used in past studies [16, 57] and has become a de facto
value for many consequence analyses. However, this value of surface roughness is not
necessarily the best choice for all regions of the country. In NUREG/CR-7110 Volume 1
Section 7.3.7 [2], an examination of a more site-specific value of surface roughness as a
sensitivity study was completed to determine whether this parameter is significant for estimated
risk.

The effect of increased surface roughness is twofold:

o It increases vertical mixing of the plume and
o It increases deposition velocities for all aerosol sizes.

13 Blackstart of the RCIC system refers to starting RCIC without any ac or dc control power.
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Both effects were treated in this sensitivity study. A general observation based on this
sensitivity study is that the specific choice of surface roughness has a modest effect on LNT
predictions of risk; it has a larger effect, but less than a factor of two for the dose truncation
models. (See discussion under Section 4.2.2.)

4.3.2.4 Importance of Chemical Classes

Each isotope present in the core of a nuclear reactor contributes to the overall risk from an
accident; however, the release of some isotopes contributes to risk much more than others.
There are three reasons some isotopes are more important than others:

o abundance of an isotope in the inventory in the core at the beginning of an accident,
o release fraction of an isotope into the atmosphere, and

o the dose conversion factors for an isotope, which depends strongly on the type and
energy of the radiation produced, the half-life of the isotope, and for internal pathways, the
biokinetics of the isotope.

There are 69 isotopes in the treatment of consequences considered in the MACCS analysis for
SOARCA. These isotopes are grouped into a set of nine chemical classes in the MELCOR
analyses that generated the source terms used in the SOARCA analyses. Since release
fractions are calculated by MELCOR at the level of chemical classes, it is both reasonable and
useful to examine how these same chemical classes influence the evaluation of risk.

In NUREG/CR-7110 Volume 1 Section 7.3.8 [2], an evaluation of the contribution of a chemical
class was performed in which MACCS calculations were conducted with all but that one
chemical class. The effect of that chemical class is then calculated by taking the difference
between the risk when all chemical classes are included and the risk for all but that one
chemical class (i.e., setting the release fractions for that chemical class to zero).

The relative importance of each chemical class was evaluated for all three accident sequences
for Peach Bottom: the unmitigated LTSBO, the STSBO with RCIC blackstart, and the
unmitigated STSBO without RCIC blackstart. Results were also calculated for each of the three
dose-response models which are the following:

1. LNT dose-response model;

2. Linear with threshold dose-response model with US average natural background dose
rate combined with average annual, medical dose as a dose truncation level (USBGR),
which is 620 mrem/yr; and

3. Linear with threshold dose-response model using a dose truncation level based on the
Health Physics Society’s (HPS) position statement that there is a dose below which, due
to uncertainties, a quantified risk should not be assigned, which is 5 rem/yr with a
lifetime limit of 10 rem.

Each accident scenario for each dose-response model at specified circular areas produced
different results.
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4.3.25 Habitability

Habitability is the consequence model parameter that is used to establish the dose level at
which residents are allowed to return to their homes. Habitability applies to everyone, not just
evacuees. Whereas most states adhere to the EPA guidelines for habitability, the state of
Pennsylvania has its own, stricter, habitability criterion guideline. The Pennsylvania guideline
was used for the Peach Bottom analysis in the SOARCA project.

In Section 6.4.4, five habitability sensitivity analyses are presented for the current State of
Pennsylvania guideline, EPA guidelines, the criterion implemented in NUREG-1150, and
International Commission of Radiological Protection (ICRP) recommendations.

4.3.2.6 Weather Uncertainty

The atmospheric transport models implemented in MACCS require hourly readings of wind
speed, wind direction, atmospheric stability, and precipitation as input for each weather
sequence examined. In addition, four values of daytime and nighttime mixing height (i.e., height
of the capping inversion layer), one for each season of the year, are also specified.

For SOARCA, a structured Monte-Carlo sampling method was employed for weather sampling.
This was done by random selection of a user-specified number of weather sequences (i.e., start
times) from the set of sequences assigned to each user-specified weather category. This
begins by sorting an annual weather file according to user specified criteria. Each MACCS
analysis uses a user-specified random seed. This random seed was kept constant for all
MACCS analysis and thus the same weather trials from the same meteorological data file were
selected for all of the analyses.

Section 6.4.5 discusses a sensitivity study conducted to determine the overall effect of using all
8760 hours of weather data (i.e., one year of hourly weather data) for each of the
dose-response models (LNT, USBGR, and HPS), versus the trials used in SOARCA. In
SOARCA, the aleatory uncertainties due to weather were characterized in terms of mean
values. However, a CCDF of aleatory uncertainties can be obtained using a single MACCS
analysis for each source term. A set of sensitivity analyses to evaluate the aleatory weather
uncertainty using the SOARCA weather sampling technique is also presented in Section 6.4.5
for the LNT, USBGR, and HPS dose-response models.
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5. STATISTICAL CONVERGENCE
5.1 Source Term Model (MELCOR)

The results presented in this uncertainty analysis (Section 6.0) were generated with an updated
version of the MELCOR SOARCA Peach Bottom unmitigated LTSBO model that included all of
the changes discussed in Appendix C. The updated version addresses issues identified during
the development of the probabilistic analysis that impacted the ability to achieve probabilistic
model convergence.

5.1.1 Statistical Convergence Testing (Probabilistic Base Case)

Statistical convergence testing demonstrates that a sufficient number of stochastic realizations
have been generated to achieve a numerically converged mean, including: (1) determining
confidence intervals (based on the successful MELCOR calculations) around the mean and
percentiles for the combined case and each replicate; and (2) demonstrating numerical
accuracy of the mean by comparing the results of the three sets of 300 realizations with a
combined 900 realizations.

The three replicate sets (STP08, STP09, and STP10) each consist of 300 distinct MELCOR
simulations. A successful MELCOR calculation is defined by the simulation progressing to

48 hours after scram, which is the truncation time of each calculation. Each replicate exhibits a
unigue success rate from the MELCOR code, as shown in Table 5.1-1. The success rates from
MELCOR for STP08, STP09, and STP10 are 94.7%, 96.7%, and 97.0%, respectively. Thus
about 4% of the total MELCOR simulations do not successfully reach 48 hours.

Table 5.1-1 Success rates of MELCOR simulations for STP08, STP09, and STP10

. Number of Number of Success
Replicate Rep. # s.ucces.sful _abortgd rate
simulations simulations
STPO8 1 284 16 94.7%
STP09 2 290 10 96.7%
STP10 3 291 9 97.0%
Total 865 35 96.1%

The 35 simulations that were not run to completion were caused primarily by non-convergence
issues detected in the MELCOR code, related to the time-step scheme used to progress the
system transient via the governing equations in MELCOR. Occasional nhon-convergence issues
are to be expected when executing hundreds of MELCOR simulations, especially for uncertainty
analyses in which variations in model input alter the progression of the core and vessel
degradation, which are the most computationally intensive portions of the simulation. These
detected non-convergent simulations should not be confused with run-time errors, which occur
when the code fails due to unexpected reasons; run-time errors do not catch the code fault and
thus cannot report the nature of the error to the user.

Most of the MELCOR failures are due to thermal-hydraulic convergence issues in the core
region during core material relocation. Table 5.1-2 provides a summary of the MELCOR errors
encountered by the 35 failed simulations. MELCOR convergence issues can usually be
resolved by restarting the simulation before the onset of instabilities that lead to the fatal errors,
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and continuing the transient using smaller time-steps as specified by the refined user input.
However, manual restarts were not attempted for the 35 failed simulations. The replicates were
executed on a computer cluster in an automated fashion, and the 865 successful simulations
were deemed to be a sufficient sample size for the statistical analyses.

Table 5.1-2 MELCOR error summary for STP08, STP09, STP10

Number of

Error description
occurrences

Thermal-hydraulic convergence error in core region 24

Core materials eutectics error (component mass less than zero)

Cavity convergence error

Radionuclide package: conductivity calculation error for gas mixture

Core geometry error: surface area calculation during core relocation

Core debris temperature convergence error in lower plenum

RPlRr|lRr|Nw|w

Core temperature convergence error during core relocation

Total | 35

A regression analysis has been performed as described in Section 3.4.2 using all 900 input sets
on an indicator function that was set to one if the realization converged and equal to zero if it did
not. The resulting regressions show no significant correlation between any input variable and
the indicator function, giving more confidence that disregarding the non-convergent realizations
should not affect the parameter uncertainty analyses presented in Section 6.0. The only
correlation found was with the (unsampled) parameter RRDOOR, which indicates whether
railroad doors are open (=1) or closed (=0). This correlation is not surprising as most (~88%) of
the converged realizations lead to open railroad doors. 30 of the 35 non-converged results
happen in the core calculation before the railroad doors have a chance to open and does not
affect the railroad doors. Therefore, this correlation between railroad doors and convergence is
a numerical artifact and does not reflect any bias in the distributions.

Statistical convergence was evaluated by a replicated sampling procedure. Three independent
Monte Carlo sample sets of epistemic uncertain parameters were generated using 300 samples
each. As explained in Section 3.4, the simple random sampling (SRS) procedure was preferred
to LHS as it preserves validity of the sample even in a case of unfinished realizations, as long
as the failed realizations do not bias the results. Each sample was used to generate three
estimates of mean fraction of cesium and iodine core inventory released to the environment.
Other statistics (median, quantiles values g = 0.05 and g = 0.95) were also estimated to test for
convergence of the output distributions in a more general context. Since all three replicates
have been generated with SRS, it is appropriate to combine them and estimate confidence
intervals over the mean and selected quantiles using a bootstrap approach, as described below.

To estimate convergence of these statistics, a bootstrap resampling technique was used to
generate 1,000 sample sets, each of size 300, from the pool of 865 results available (the
non-convergent results were subtracted from the total of 900 runs). From the generated
distributions of statistics, a mean value and 0.90 confidence interval (using quantiles q = 5%
and q = 95%) have been estimated. The results are displayed on Figure 5.1-1 (cesium) and
Figure 5.1-2 (iodine) for mean and median as well as 5" and 95" percentiles. The true value of
the mean and quantiles displayed will be within the confidence interval with a confidence of
95%.
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Comparison of these estimates, and the associated distributions of uncertainty, showed that the
three independent sample sets produced statistically similar values, as well as similar
distributions of uncertainty in the results. The 95" percentile results are more spread out, but
remain in an appropriate range (within 20% of the bootstrap mean). A sample size of 300 was,
therefore, considered adequate within the scope of the current analysis.

The results of the analysis are statistically converged. Moreover, the similarity between the
three replicates demonstrates that performance could be evaluated using any one of the
replicates. However, considering that greater accuracy will be obtained by using a larger
sample size, and due to the fact that results will be segregated into three failure modes for
independent analysis (SRV stochastic, SRV Thermal and MSL Creep rupture), a combined
sample was used for the uncertainty analysis presented in Section 6 of this report.
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Figure 5.1-1 Results of three replicates and q = 0.95 confidence interval (using
bootstrap resampling) over selected statistics for released fraction of
Cesium: (a) mean, (b) median, (c) quantile g = 0.05 and (d) quantile g = 0.95

5-4



(C ) UAS_STP0Bv1.8.6YV3780; UAS_STPOSv1.8.6YV3780 ; UAS_STP10v1.8.6YV3780
stability_plots_5.1.4.JNB

0.05
| | — — —  g=0.05- Replicate 1 i
s — e — — = 0.05- Replicate 2 |
o 004 +—rA ——=—=——-— q = 0.05 - Replicate 3 | ! I
3 B g =0.05-095LCB R
(1] B —— = 0.05- Bootstrap mean 1
& - | ———— g=0.05-095UCB 1
o
0.03
= L _
=] 5 4
w)
D - J
o L i
5 0.02 +—
c B i
S - |
= i |
E B 4
w001+
0.00 1 1 1 1 ll i 1 L L 1 1 I | ]I I I | | I I | 1
0 10 20 30 40
Time (hr)
(d) Cases: UAS_STP08v1.8.6YV3780, UAS_STP09v1.8.6YV3780 ; UAS_STP10v1.8.6YV3780
stability_plots_5.1.4.JNB
0.14 i .
r — — — q = 0.95 - Replicate 1 5
- —— — — q=0.95- Replicate 2 I
- 0.12 | e e g =0.95 - Replicate 3 ] | ]
@ - | ————— q=095-095LCB :
% - q = 0.95 - Bootstrap mean
2 010 + q=0.95-0.95UCB
o &
= C
= 0.08 +
m =
OJ =
O g
‘c 0.06 -
c th
o) -
B 004 +
E -
w -
0.02
0.00 R L L 1 L
0

Time (hr)
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Figure 5.1-2 Results of three replicates and q = 0.95 confidence interval (using
bootstrap resampling) over selected statistics for released fraction of
lodine: (a) mean, (b) median, (c) quantile g = 0.05 and (d) quantile g = 0.95
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5.2 Consequence Model

SOARCA uncertainty analysis results presented in Section 6.0 include the updated SOARCA
source term presented in Section 5.1 and documented in Appendix C combined with the current
version of WinMACCS/MACCS as discussed in Section 3.1.3 and documented in Appendix C.

5.2.1 Statistical Convergence Testing - Probabilistic Base Case

This section discusses the LCF risks per event and the early-fatality risks per event using all the
MACCS uncertainty parameters discussed in Section 4.2 with the 284 MELCOR source terms
STPO08, the first of the three replicates of the uncertainly model. This section also discusses the
reduction in inhalation dose conversion factors previously discussed in Section 4.2.5. The
convergence testing of MACCS was determined with a reduced LHS statistical sampling
technique using all three MELCOR source terms developed from Section 5.1.1 (i.e., MELCOR
results from the three replicates of the uncertainly model). All results discussed in this section
use the LNT dose-response model. Uncertainty analyses of the dose truncation models are
discussed in Section 6.4.3.

5.2.1.1 Latent Cancer Fatality Risk

To investigate the uncertain parameters discussed in Section 4.2, an initial MACCS analysis
was conducted using all 598 uncertain input variables. A MACCS cyclical file set was created
for the 284 MELCOR source terms developed from the work discussed in Section 5.1.1

(i.e., STPO08, the MELCOR results from the first of the three replicates of the uncertainly model).
In this section, the risk tables represent rounded values obtained from the full data sets. The
plots were developed from the full data sets and slight differences may be noticed due to this
rounding.

Table 5.2-1 displays the basic statistics for the conditional, mean, individual LCF risk (per event)
for the LNT dose model. The maximum LCF risk results shown in Table 5.2-1 are not the same
for the 10-mile (i.e., MELCOR source term Realization 133) and the 20-mile (i.e., MELCOR
source term Realization 77) circular areas. None of the circular areas have the same ordered
sequence from largest to smallest LCF risk per event results.

Table 5.2-1 Conditional, mean, individual LCF risk (per event) basic statistics for the
LNT dose model at specified circular areas

0-10 0-20 0-30 0-40 0-50

miles miles miles miles miles
Mean 1.7x10* 2.7x10* 1.9x10* 1.2x10* 1.0x10*
Standard Error 7.7x10°® 1.6x10° 1.1x10° 7.1x10°® 5.7x10°®
Median 1.4x10* 2.1x10* 1.5x10* 9.3x10° 7.7x10°
Mode 1.2x10* 1.2x10* 1.1x10* 1.2x10* 1.0x10*
Standard Deviation 1.3x10* 2.7x10* 1.9x10* 1.2x10* 9.6x10°
Sample Variance 1.7x10% 7.5x108 3.7x108 1.4x10% 9.2x10°°
Minimum 1.3x10° 1.7x10° 1.2x10° 7.4x10°® 6.1x10°®
Maximum 8.6x10* 3.1x10°3 2.2x10°3 1.3x10°3 1.1x10°3
Confidence Level (95.0%) 1.5x10° 3.2x10° 2.2x10° 1.4x10° 1.1x10°
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Table 5.2-2 shows where the results for the SOARCA uncertainty analysis base case source
term determined in Appendix C with respect to the results within the distribution of this
probabilistic case for conditional, mean, individual LCF risk (per event) for the LNT
dose-response model. From Table 5.2-2, the risk for the 10-mile circular area corresponds to a
higher percentile compared to the other SOARCA uncertainty analysis base case circular areas
due to the influence of the uncertain evacuation parameters on the relative timing of evacuation
compared with the release.

Figure 5.2-1 shows the results for each of the conditional, mean, individual LCF risk (per event)
for all 284 MELCOR source terms in STP08 with 598 uncertain MACCS input variables. The
rank order for each specified circular area on Figure 5.2-1 is ranked from the highest LCF risk
result to the lowest result. None of the specified circular areas have the same ordered
sequence. The black dots represent the SOARCA uncertainty analysis base case results. The
overall LCF risk for any circular area is small. The highest absolute LCF risk is 1.0x10® pry (i.e.,
recall the Peach Bottom LTSBO core damage frequency is 3x10° pry) at 20 miles.

Table 5.2-2 Conditional, mean, Individual LCF risk (per event) basic from the SOARCA
UA base case for the LNT dose model at specified circular areas

Conditional, mean,
SOARCA UA Base Case individual LCF risk Syl
radius of circular area (mi) | (per event) for the LNT
dose model
10 9.0x10° 30t
20 8.3x10° 12t
30 5.8x10° 12t
40 3.7x10° 11t
50 3.0x10° 11t
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Case: UAS_CAP13v364_2509
Soarca 5.2 Distributions.JNB
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Figure 5.2-1 Conditional, mean, individual LCF risk (per event) for all distances with the
LNT dose model for emergency and long-term phases ranked from highest
to lowest LCF risk result

Figure 5.2-2 shows the CCDF for the conditional mean, individual LCF risk (per event)
contribution for both emergency and long-term phases for the specified circular areas. Since
most people evacuate (99.5%) within the 10-mile EPZ, the LCF risk results from the long-term
exposure are mostly based on the return criteria. For larger circular areas, the majority of the
LCF risk is contributed from the emergency-phase for approximately 165 MELCOR realizations
(i.e., the emergency-phase LCF risk accounts for 250% of the overall LCF risk) but this number
decreases with circular area (i.e., from 166 MELCOR realizations at 20 miles to 136 MELCOR
realizations at 50 miles have the emergency phase LCF risk account for 250% of the overall
LCF risk).

On Figure 5.2-2, the x-axis represents the distribution of possible LCF risk per event results
within the 10-mile circular area and is generated by sorting (from smallest to largest) all the LCF
risk results from the sample of size ‘N’ (i.e., N=284 samples for Figure 5.2-2). On Figure 5.2-2,
the y-axis represents the likelihood of being higher or equal than the value read on the x-axis.
When LHS is used, the likelihood of the outcome is estimated by a weight of 1/N and
decreasing the y-value by this weight starting from one. The mean can be added on the curve
(i.e., a dot for Figure 5.2-2) to the CCDF. Quantiles can be read directly by finding the
corresponding y-value to the graph, or displayed for a selected quantile as a dot over the curve.

In risk analysis, it is traditional to plot CCDFs rather than CDFs as a CCDF answers the
guestion, “How likely it is to have such value or higher?”
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Case: UAS_CAP13v364_2509
Soarca 5.2 Distributions.JNB
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Figure 5.2-2  Complementary cumulative distribution function for conditional, mean,
individual LCF risk (per event) for the MACCS Convergence Analysis for
specified circular areas

5.2.1.2 Early-Fatality Risk

The NRC quantitative health objective (QHO) [58, 59] for prompt fatalities (5x107 pry) is
generally interpreted as the absolute risk within one mile of the exclusion area boundary (EAB),
so that distance is used as a useful indicator in this study as well. The only SOARCA scenario
for which the risk of early fatalities is not zero is the Surry ISLOCA (i.e., discussed in
NUREG/CR-7110 Volume 2, Section 7.3.5). For Surry, the EAB is 0.35 miles from the reactor
building from which release occurs, so the outer boundary of the one-mile zone is at 1.35 miles.
The closest MACCS grid boundary to 1.35 miles used in the ISLOCA calculations is at 1.3
miles. Using the risk at 1.3 miles is considered a reasonable approximation to the risk within
one mile of the EAB. Table 5.2-3 shows the conditional, mean, mean early-fatality risk (per
event) for the Surry ISLOCA scenario. The core damage frequency for this event is 3x10°® pry.
Thus, the absolute early-fatality risk within one mile of the EAB is 4.5x10* pry.
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Table 5.2-3  Conditional, mean, individual early-fatality risk (per event) for the Surry
ISLOCA Scenario

Radius of circular area (mi) Early-fatality risk (per event)
1.3 1.5x10®
2.0 6.4x107
2.5 4.0x107

For Peach Bottom, the EAB is 0.5 mile from the reactor building from which release occurs, so
the outer boundary of this one mile zone is at 1.5 miles. The closest MACCS grid boundary to
1.5 miles used in this set of calculations is at 1.3 miles. Evaluating the risk within 1.3 miles is
considered a reasonable, but slightly conservative, approximation to the risk within 1 mile of the
EAB. In the SOARCA study, the Peach Bottom LTSBO scenario has a conditional, mean,
individual early-fatality risk (per event) of 0.00 (NUREG/CR-7110 Volume 1, Section 7.3.1).

Table 5.2-4 displays the basic statistics for the conditional, mean, individual early-fatality risk
(per event) at specified circular areas for the 284 MELCOR source terms developed from the
discussion in Section 5.1 (i.e., the MELCOR STPO08 uncertainty model). The realization with the
peak MACCS results shown in Table 5.2-4 is the same for the 1.3-mile to 2.5-mile circular areas
(i.e., MELCOR STPO08 source term Realization 238). The 3-mile to 10-mile circular areas have
the same peak MACCS result (i.e., MELCOR STPO08 source term Realization 91). The 10-mile
distance has only two scenarios where early fatalities occur (i.e., MELCOR STPO08 source term
Realization 91 and 134). In each of these realizations, there is a specific weather trial
corresponding to the peak dose which produces the early-fatality risk at the 10-mile circular
area.

Table 5.2-4 Conditional, mean, individual early-fatality risk (per event) basic statistics

1.3 . 2.5 . 3.5 . . 10
miles 2 miles miles 3 miles miles 5 miles 7 miles miles

Mean 4.6x107 1.6x107 8.3x10°8 5.8x10°8 2.4x108 5.7x10°° 2.4x10° 1.0x10°
Standard Error 1.5x107 5.0x108 3.3x108 2.3x108 1.1x10% 3.8x10° 1.8x10° | 7.9x1010
Median 0 0 0 0 0 0 0 0
Mode 0 0 0 0 0 0 0 0
gﬁ;‘gggﬂ 2.5x10% | 8.4x107 | 5.5x107 | 3.9x107 | 1.8x107 | 6.4x108 | 3.0x108 | 1.3x10%
\S/Z?fﬂie 6.2x1072 | 7.1x1013 | 3.0x107® | 1.5x1073 | 3.4x10% | 4.1x107%5 | 9.3x1016 | 1.8x10°16
Minimum 0 0 0 0 0 0 0 0
Maximum 3.2x10° 9.9x10% 6.1x10% 4.3x108 2.7x10% 1.0x10 4.7x107 2.1x107
Confidence

2.9x107 9.8x108 6.4x108 4.5x10°8 2.1x108 7.5x10° 3.6x10°° 1.6x10°

Level (95%)

From Table 5.2-4 the grand mean, individual early-fatality per event (i.e., the mean value of the
conditional, mean, individual early-fatality risk (per event)) for the 1.3-mile circular area is less
than the SOARCA ISLOCA result. The maximum early-fatality risk per event result for the
1.3-mile circular area is on the same order of magnitude to the SOARCA Uncertainty Analysis
Base Case mean LCF risk per event result (i.e., 9.0x10° LCF risk per event — Appendix C) at
10 miles.
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Figure 5.2-3 provides the CCDF results for the conditional, mean, individual early-fatality risk
(per event) for specified circular areas. Figure 5.2-3 shows only those early-fatality risks that
are nonzero. The 7-mile and 10-mile circular area have only two nonzero early-fatality risk. The
early-fatality risk for any circular area is small. The highest absolute early-fatality risk is
9.7x10* pry (i.e., recall the Peach Bottom LTSBO core damage frequency is 3x10° pry) at

1.3 miles. There are approximately 265 MACCS realizations less than 1.0x10° early-fatality risk
per event for all circular areas. There are approximately 250 MACCS realizations which have a
zero early-fatality risk at all distances (i.e., ~88% of all MACCS realizations result in a zero
early-fatality risk per event at all specified circular areas). There is no early-fatality risk for the
cohorts that evacuate.

Case: UAS_CAP14v364_2509
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Figure 5.2-3  Complementary cumulative distribution function for conditional, mean,
individual early-fatality risk (per event) for the MACCS Convergence
Analysis for specified circular areas

Originally, 58 radionuclides that were treated in this analysis were selected to have uncertainty
distributions for their long-term inhalation DCFs (see Section 4.2.5). However, it was
determined that nearly half of the uncertainty resulted from a subset of 27 radionuclides. This
reduces the set of uncertain parameters from 598 input variables to 350 input variables, not
including the source term input parameters calculated by MELCOR.

The reduction from 58 to 27 radionuclides was determined by selecting the radionuclides that

collectively contribute at least 99% of the ‘effective’ long-term inhalation dose based on the first
replicate MELCOR source terms developed from the discussion in Section 5.1 (i.e., the STP08
uncertainty model — Replicate 1) nearest the mean for LCF risk (Replicate 1 Realization 58 and
Replicate 1 Realization 214), and the MELCOR source term for the SOARCA estimate. Based
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on this analysis, it was determined that the MELCOR source term Replicate 1 Realization 58
from the MELCOR STPO08 uncertainty model provided the best estimate of the radionuclides
that contributed to at least 99% of the ‘effective’ inhalation dose. The radionuclides from the
other source terms (i.e., Replicate 1 Realizations 214 and the SOARCA estimate) which were
not included accounted for less than 2% of the ‘effective’ long-term inhalation dose for their
respective source terms. Based on this reduction, the other 31 radionuclides had their
respective long-term inhalation DCFs converted back to their default values used in
NUREG/CR-7110 Volume 1. Table 5.2-5 shows the 27 radionuclides used for the probabilistic
analyses discussed later in this section and in Section 6.0, and their ‘effective’ long-term
inhalation dose contribution for the Replicate 1 Realization 58 source term.

Table 5.2-5  Radionuclide specific contribution to overall ‘effective’ inhalation dose

Nuclide ‘Effective’ Inhalation Dose Contribution
[-131 34.600%
1-133 14.475%
1-135 8.782%

Te-132 8.607%

Ce-144 6.099%
Sr-90 3.641%

Ba-140 3.303%

Pu-238 3.005%
Sr-89 1.952%

Pu-241 1.861%

Cs-134 1.571%

Np-239 1.446%
Nb-95 1.326%

Cs-137 1.138%

Te-129m 0.880%
Mo-99 0.808%
Zr-95 0.805%
1-132 0.647%

Ce-141 0.609%

Pu-239 0.605%

Te-131m 0.557%
1-134 0.508%

Pu-240 0.501%

Cm-242 0.425%
Sr-91 0.383%

Te-127m 0.278%
Sr-92 0.252%
Total 99.062%
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5.2.1.3 MACCS Statistical Convergence — LCF Risk

In order to determine the overall statistical convergence of the MACCS results using the
reduced set input variables, the three separate MELCOR uncertainty source terms discussed in
Section 5.1 were used in separate MACCS uncertainty analyses to determine the CCDFs for
the conditional, mean, individual LCF risk (per event). The three uncertainly MELCOR analyses
produced 284 (STP08), 290 (STP09), and 291 (STP10) source terms, respectively. Each of
these MELCOR source term sets were analyzed separately in MACCS using the same LHS
sampling technique and the same sampled aleatory weather trials. However, since there are a
different number of source terms for each MELCOR source term group, the LHS sampling is
independent between the three MACCS analyses even with the same sampled aleatory weather
trials. The STP08 MELCOR source term was analyzed and resulted in the MACCS CAP14
model. The STP09 MELCOR source term was analyzed and resulted in the MACCS CAP18
model. The STP10 MELCOR source term was analyzed and resulted in the MACCS CAP19
model.

Tables 5.2-6 through 5.2-9 show the conditional, mean, individual LCF risk (per event) average,
standard error, lower bounding case and upper bounding case statistics for the three MACCS
analyses combined at each specified circular area. Each statistic was determined over the
epistemic uncertainties samples in the MACCS LHS uncertainty inputs using mean results over
the weather trials representing aleatory uncertainty. A t-distribution was used to generate
centered 95% confidence intervals (based on the lower 2.5 and upper 97.5" percentiles).
Values for mean and selected quantiles have been displayed on the graph along with
confidence intervals. The small number of replicates (3) used for the t-distribution generate
large confidence intervals (reflecting the variability in the three replicates), and the position of
the corresponding statistics provides a more reasonable indicator of stability in results. As a
comparison, Table 5.2-6 also has the SOARCA Uncertainty Analysis base case conditional,
mean, individual LCF risk (per event) results from Table C.2-1.

Table 5.2-6 Combined conditional, mean, individual LCF risk (per event) average
statistics for the MACCS statistical convergence test for specified circular

areas
0-10 miles | 0-20 miles | 0-30 miles | 0-40 miles | 0-50 miles

Mean 1.6x10* 2.9x10* 2.0x10* 1.3x10* 1.1x10*
Median 1.3x10* 1.9x10* 1.4x10* 8.8x10° 7.2x10°
5" percentile 3.1x10° 5.1x10° 3.5x10° 2.2x10° 1.8x10°
95" percentile 4.0x10* 7.8x10% 5.6x10% 3.6x10* 3.0x10*
SOARCA UA 5 5 5 5 5
Base Case 9.0x10 8.3x10 5.8x10 3.7x10 3.0x10
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Table 5.2-7  Combined conditional, mean, individual LCF risk (per event) standard
error statistics for the MACCS statistical convergence test for specified
circular areas

0-10 miles | 0-20 miles | 0-30 miles | 0-40 miles | 0-50 miles
Mean 4.4x10° 1.1x10° 7.2x10°® 3.7x10° 2.7x10°®
Median 4.5x10° 3.0x10°® 2.8x10° 2.7x10°® 2.6x10°
5" percentile 4.5x10°® 7.2x10°® 5.5x10°® 3.8x10°® 2.9x10°®
95" percentile 1.5x10° 5.2x10° 3.5x10° 2.5x10° 3.0x10°

Table 5.2-8  Combined conditional, mean, individual LCF risk (per event) lower
bounding case statistics for the MACCS statistical convergence test for
specified circular areas

0-10 miles | 0-20 miles | 0-30 miles | 0-40 miles | 0-50 miles
Mean 1.4x10* 3.4x10* 2.4x10* 1.5x10* 1.2x10*
Median 1.1x10* 2.0x10* 1.5x10* 9.9x10° 8.3x10°
5" percentile 1.2x10° 8.2x10° 5.8x10° 3.9x10° 3.1x10°
95" percentile 3.3x10% 1.0x103 7.1x10% 4.7x10* 4.3x10*

Table 5.2-9  Combined conditional, mean, individual LCF risk (per event) upper
bounding cases statistics for the MACCS statistical convergence test for
specified circular areas

0-10 miles | 0-20 miles | 0-30 miles | 0-40 miles | 0-50 miles
Mean 1.8x10* 3.4x10% 2.4x10* 1.5x10% 1.2x10%
Median 1.5x10% 2.0x10% 1.5x10% 9.9x10° 8.3x10°
5" percentile 5.1x10° 8.2x10° 5.8x10° 3.9x10° 3.1x10°
95" percentile 4.6x10* 1.0x10°3 7.1x10* 4.7x10* 4.3x10*

As shown on Figure 5.2-4, the CCDFs for the three MACCS analyses for the conditional, mean,
individual LCF risk (per event) are very similar and in good agreement for each analysis for the
10-mile EPZ. Also, Figure 5.2-4 shows a relatively small uncertainty within the 95™ confidence
interval between each analysis.
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Figure 5.2-4  Complementary cumulative distribution function and statistical values for
conditional, mean, individual LCF risk (per event) within a 10-mile radius
for the MACCS Convergence Analysis

As shown on Figure 5.2-5, the CCDFs for the three MACCS analyses for conditional, mean,
individual LCF risk (per event) are very similar and are in good agreement between each
analysis for the 20-mile circular area. Also, Figure 5.2-5 shows a relatively small uncertainty
within the 95" confidence interval between each analysis.

The CCDFs for the three MACCS analyses for the conditional, mean, individual LCF risk (per
event) for the 30-mile, 40-mile, and 50-mile circular areas are shown on Figure 5.2-6 through
Figure 5.2-8, respectively. The 30-mile, 40-mile and 50-mile circular areas show similar
statistical results to those shown on Figure 5.2-5 for the MACCS convergence analysis for the
20 mile radius statistical data.
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Figure 5.2-5  Complementary cumulative distribution function and statistical values for
conditional, mean, individual LCF risk (per event) within a 20-mile radius
for the MACCS Convergence Analysis
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for the MACCS Convergence Analysis
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Figure 5.2-8  Complementary cumulative distribution function and statistical values for
conditional, mean, individual LCF risk (per event) within a 50-mile radius
for the MACCS Convergence Analysis

Tables 5.2-10 through 5.2-12 show the correlation matrix for all three MACCS analyses for the
conditional, mean, individual LCF risk (per event) at specified circular areas. These tables
indicate how strongly these MACCS results are correlated amongst each other when the radial
distances change. The closer the correlation value is to 1.0, the more similar are the results.
As an example, Table 5.2-10 indicates that while the conditional, mean, individual LCF risk (per
event) for a radial distance of 10 miles is different than other radials distance (i.e., first row,
correlation coefficient ranging from 0.31 to 0.42), the other radial distances lead to pretty similar
results (i.e., coefficients of correlation greater than 0.99).

The correlation matrix between each of the circular areas outside the EPZ to the EPZ distance
(i.e., 10 miles) shows that evacuation uncertainty parameters have a noticeable effect on the
correlation. Additionally, the evacuation parameters affect the correlation in a similar fashion for
all three MACCS analyses. At circular areas beyond the EPZ (i.e., 10 miles), the results are
strongly correlated with regards to their respective MACCS input parameters. This is expected
since there are no MACCS input parameters that would change and affect the correlation of a
specific circular area beyond the EPZ with another circular area beyond the EPZ.
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for specified circular areas

Table 5.2-10 Correlation matrix for the MELCOR STPO08 Uncertainty Model Source Term
MACCS Analysis for the conditional, mean, individual LCF risk (per event)

0-10 miles | 0-20 miles | 0-30 miles | 0-40 miles | 0-50 miles
0-10 miles 1 0.31 0.34 0.39 0.42
0-20 miles 1 0.998 0.993 0.99
0-30 miles 1 0.998 0.994
0-40 miles 1 0.999
0-50 miles 1

for specified circular areas

Table 5.2-11 Correlation matrix for the MELCOR STP09 Uncertainty Model Source Term
MACCS Analysis for the conditional, mean, individual LCF risk (per event)

0-10 miles | 0-20 miles | 0-30 miles | 0-40 miles | 0-50 miles
0-10 miles 1 0.29 0.30 0.36 0.39
0-20 miles 1 0.998 0.99 0.98
0-30 miles 1 0.997 0.99
0-40 miles 1 0.999
0-50 miles 1
Table 5.2-12  Correlation matrix for the MELCOR STP10 Uncertainty Model Source

Term MACCS Analysis for the conditional, mean, individual LCF risk (per
event) for specified circular areas

0-10 miles | 0-20 miles | 0-30 miles | 0-40 miles | 0-50 miles
0-10 miles 1 0.55 0.57 0.63 0.66
0-20 miles 1 0.998 0.99 0.98
0-30 miles 1 0.995 0.99
0-40 miles 1 0.999
0-50 miles 1

Based on these analyses, the conditional, mean, individual LCF risk (per event) are determined
to be well converged for this uncertainty analysis. These analyses further verify the overall
statistical convergence of the MACCS code when applying epistemic (e.g., radionuclide
inhalation DCFs) and aleatory (e.g., weather trials) uncertainties.

5.2.1.4 MACCS Statistical Convergence — Early-Fatality Risk

To determine the overall statistical convergence of the MACCS results using the reduced set of
input variables, the three separate sets of MELCOR source terms discussed in Section 5.1 were
used in separate MACCS uncertainty analyses to determine the CCDFs for the conditional,
mean, individual early-fatality risk (per event). The three MELCOR analyses produced 284
(STPO08), 290 (STP09), and 291 (STP10) source terms, respectively. Each of these MELCOR
source term sets were analyzed separately in MACCS using the same LHS sampling technique
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and the same sampled aleatory weather trials. However, since there are a different number of
source terms for each MELCOR source term group, the LHS sampling is independent between
the three MACCS analyses even with the sampled aleatory weather trials. The STP08
MELCOR source term was analyzed and resulted in the MACCS CAP14 model. The STP09
MELCOR source term was analyzed and resulted in the MACCS CAP18 model. The STP10
MELCOR source term was analyzed and resulted in the MACCS CAP19 model.

Unlike the SOARCA analyses in NUREG/CR-7110 Volume 1 and Volume 2, early-fatality risk
was observed beyond 2.5 miles (see Table 5.2-3). 0.9% of the 865 scenarios investigated

(i.e., CAP14, CAP18, and CAP19) resulted in nonzero early-fatality risk out to 10 miles. A small
number of realizations result in a large enough source term release that in combination with
specific weather trials produce nonzero early-fatality risks out to the boundary of the EPZ. A
more detailed discussion of the specific combination of inputs that produce early-fatality risks
out to 10 miles is provided in Section 6.2.4.

Tables 5.2-13 through 5.2-16 show the conditional, mean, individual early-fatality risk (per
event) mean, median, 75" percentile, and 95" percentile statistics which combined the results
for all three MACCS analyses for each specified circular area. Each statistic was determined
from the samples in the MACCS uncertainty inputs. A t-distribution was used to determine the
75" percentile and 95" confidence intervals. The 75" percentile was selected as a lower
bounding case in this analysis since all results less than the 75™ percentile are zero. At

2.5 miles and beyond in Table 5.2-13 the mean result is greater than the 95" percentile. This is
due to the small number of nonzero data points (i.e., less than 5%) available at these distances
and indicates an extremely skewed distribution. It is possible that the smallest nonzero values
will be lower than the average of all values. In theory, a distribution can be skewed enough so
that the mean is greater than the 95" percentile. An instance of this is an exponential of a value
sample from a log-normal distribution. The mean will be higher than the 99" percentile, because
it will be driven by those very rare but really high values. This is the same thing that happens
here for early-fatality risk beyond 3.5 miles.

Table 5.2-13 Combined conditional, mean, individual early-fatality risk (per event)
average statistics for the MACCS statistical convergence test for specified
circular areas

0-1.3 0-2 0-2.5 0-3 miles 0-3.5 0-5 0-7 0-10
miles miles miles miles miles miles miles
Mean 4.1x107 1.5x107 9.0x108 5.4x10°8 2.7x108 8.4x10°° 3.4x10° | 1.4x10°
Median 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
75"
percentile 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
95th
percentile 3.3x10° 5.4x107 6.3x108 9.2x10° 0.0 0.0 0.0 0.0
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Table 5.2-14 Combined conditional, mean, individual early-fatality risk (per event)
standard error statistics for the MACCS statistical convergence test for
specified circular areas

0-1.3 0-2 0-2.5 0-3 miles 0-3.5 0-5 0-7 0-10
miles miles miles miles miles miles miles
Mean 1.2x107 4.8x10°8 4.3x10°8 3.3x10°8 2.4x108 9.0x10° 3.9x10° | 1.9x10°
Median 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
75"
percentile 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
95th
percentile 1.2x10 4.7x108 1.8x10¢ 6.2x10° 0.0 0.0 0.0 0.0

Table 5.2-15 Combined conditional, mean, individual early-fatality risk (per event) lower
bounding case statistics for the MACCS statistical convergence test for
specified circular areas

0-1.3 0-2 0-2.5 0-3 0-3.5 0-5 0-7 0-10
miles miles miles miles miles miles miles miles
Mean 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Median 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7
percentile 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
95th
. 0.0 0.0 0.0 0.0 0.0 0.0 0.0
percentile 0.0
Table 5.2-16 Combined conditional, mean, individual early-fatality risk (per event) upper
bounding cases statistics for the MACCS statistical convergence test for
specified circular areas
0-1.3 0-2 0-2.5 0-3 0-3.5 0-5 0-7 0-10
miles miles miles miles miles miles miles miles
Mean 9.4x10”" 3.6x107 2.8x107 2.0x10”7 1.3x10”7 4.7x108 2.0x10°8 9.7x10°°
Median 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7
percentile 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
95th
. 8.4x10° | 7.4x107 | 1.4x107 | 3.6x10°% 0.0 0.0 0.0 0.0
percentile

As shown on Figure 5.2-9, the CCDFs for the three MACCS analysis for the conditional, mean,
individual early-fatality risk (per event) are very similar and are in good agreement between
each analysis for the 1.3—mile circular area (i.e., within 1 mile of EAB). Also, Figure 5.2-9
shows an uncertainty within the 95" confidence interval that is zero to ~8.0x10° between each
analysis. This large confidence level is a result of the limited number of early-fatality risks
greater than zero. Only 10% to 13% of the results for the three analyses resulted in a nonzero
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early-fatality risk at any distance. The highest absolute early-fatality risk is 6.7x10** pry (i.e.,
recall the Peach Bottom LTSBO core damage frequency is 3x10°° pry) at 1.3 miles from the
CAP19 MACCS model.
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Figure 5.2-9 Complementary cumulative distribution function and statistical values for

conditional, mean, individual early-fatality risk (per event) within a 1.3-mile
radius for the MACCS Convergence Analysis

Figures 5.2-10 through 5.2-13 show the CCDFs for the conditional, mean, individual early-
fatality risk (per event) for the 2-mile, 2.5-mile, 3-mile, and 3.5-mile circular areas, respectively.
The results are similar to those on Figure 5.2-10, however, the number of early-fatality risk
results greater than zero for each subsequent circular area decreases. As a result the data for
a nonzero early-fatality risk decreases from a maximum of 12% of the total data at 1.3 miles
(CAP19) to a maximum of 4.5% of the realizations at 3.5 miles (CAP18). Beyond the 3.5-mile
circular area, the realizations with nonzero early-fatality risk drops below 3% of the total data
and provides no discernible graphical information.
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Figure 5.2-10 Complementary cumulative distribution function and statistical values for
conditional, mean, individual early-fatality risk (per event) within a 2-mile
radius for the MACCS Convergence Analysis
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radius for the MACCS Convergence Analysis
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CCDF: Prob(Prompt Fatality Risk > PF)

Figure 5.2-12 Complementary cumulative distribution function and statistical values for
conditional, mean, individual early-fatality risk (per event) within a 3-mile
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Figure 5.2-13 Complementary cumulative distribution function and statistical values for
conditional, mean, individual early-fatality risk (per event) within a 3.5-mile
radius for the MACCS Convergence Analysis

Tables 5.2-17 through 5.2-19 show the correlation matrix for the three MACCS analyses for the
conditional, mean, individual early-fatality risk (per event) at specified circular areas. The
correlation data applies to both zero and nonzero early-fatality risk results. The correlation
between the closer circular areas and the further circular areas is poor due to the small number
of realizations for which a nonzero early-fatality risk is observed beyond 3 miles. This is most
noticeable in Table 5.2-17 for the 10-mile correlation. At this location 1% of the total realizations
result in a nonzero early-fatality risk which is about the same percentage as the other two
uncertainty cases. However in Table 5.2-18, these nonzero early fatality realizations at 10 miles
account for 40% of the top 3% of the nonzero early fatality realizations at 1.3 miles. Thus the
correlation at 10 miles is not that dependent on the lower circular areas since it is weighted
heavily towards the higher end of the early-fatality risks.
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Table 5.2-17 Correlation matrix for the MELCOR STPO08 Uncertainty Model Source Term
MACCS Analysis for the conditional, mean, individual early-fatality risk
(per event) for specified circular areas

0-1.3 0-2 0-2.5 0-3 0-3.5 0-5 0-7 0-10

miles miles miles miles miles miles miles miles
0-1.3 miles 1 0.84 0.68 0.72 0.37 0.28 0.22 0.22
0-2 miles 1 0.88 0.77 0.51 0.45 0.40 0.40
0-2.5 miles 1 0.90 0.67 0.61 0.56 0.56
0-3 miles 1 0.79 0.74 0.68 0.68
0-3.5 miles 1 0.94 0.88 0.88
0-5 miles 1 0.94 0.94
0-7 miles 1 1
0-10 miles 1

Table 5.2-18 Correlation matrix for the MELCOR STP09 Uncertainty Model Source Term
MACCS Analysis for the conditional, mean, individual early-fatality risk
(per event) for specified circular areas

0-1.3 0-2 0-2.5 0-3 0-3.5 0-5 0-7 0-10

miles miles miles miles miles miles miles miles
0-1.3 miles 1 0.93 0.92 0.85 0.84 0.78 0.57 0.53
0-2 miles 1 0.992 0.95 0.94 0.88 0.63 0.60
0-2.5 miles 1 0.97 0.96 0.91 0.66 0.63
0-3 miles 1 0.994 0.95 0.72 0.68
0-3.5 miles 1 0.98 0.77 0.73
0-5 miles 1 0.87 0.85
0-7 miles 1 0.99
0-10 miles 1

Table 5.2-19 Correlation matrix for the MELCOR STP10 Uncertainty Model Source Term
MACCS Analysis for the conditional, mean, individual early-fatality risk
(per event) for specified circular areas

0-1.3 0-2 0-2.5 0-3 0-3.5 0-5 0-7 0-10

miles miles miles miles miles miles miles miles
0-1.3 miles 1 0.84 0.92 0.75 0.46 0.45 0.39 0.34
0-2 miles 1 0.83 0.80 0.56 0.56 0.48 0.40
0-2.5 miles 1 0.87 0.64 0.64 0.55 0.44
0-3 miles 1 0.76 0.76 0.66 0.51
0-3.5 miles 1 0.991 0.85 0.64
0-5 miles 1 0.86 0.63
0-7 miles 1 0.75
0-10 miles 1
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Based on these analyses, the conditional, mean, individual early-fatality risk (per event) are
determined to be well converged for this uncertainty analysis. These analyses further verify the
overall statistical convergence of the MACCS code when applying epistemic (e.g., radionuclide
inhalation DCFs) and aleatory (e.g., weather trials) uncertainties.
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6. SOARCA MODEL PARAMETER UNCERTAINTY AND
SENSITIVITY ANALYSES

This section presents uncertainty and sensitivity analysis results for the unmitigated LTSBO
severe accident scenario at the Peach Bottom Atomic Power Station. Uncertainty analyses
determine the variability in analysis results that derives from uncertainty in analysis inputs.
Sensitivity analyses determine the contribution to the variability in analysis results that derives
from individual analysis inputs. This section is divided into four parts. The first two sections
present the uncertainty and sensitivity analysis results for the probabilistic source term and
conseqguence analysis in Sections 6.1 and 6.2, respectively. The procedures used to generate
these results are described in Appendix A while the independent and dependent variables under
consideration are listed in Section 4.0.

In addition, within each section is an analysis of single realizations selected from the
probabilistic sample set. These detailed analyses provide a unigue insight into the coupling of
various processes and a comprehensive explanation detailing how the key phenomena in the
various components of the complex system under varying physical-chemical-thermal-
mechanical conditions provides confidence in the measure of the key uncertainty in the analysis
results.

Section 6.3 presents a summary of the key parameters. Section 6.4 presents a series of
sensitivity cases to target phenomena that could not be directly captured in the parametric study
and regression analyses. As discussed in Section 4.3, several of the issues and sensitivity
cases in Section 6.4 lack the technical basis to develop meaningful distributions of the
uncertainty or the capability of the codes to directly assess the phenomena is absent.
Collectively the results of the parametric parameter uncertainty analysis, single realizations, and
selected sensitivity calculations, provide a quantitative measure of the impact of key uncertainty
within a complex modeling system.

6.1 Source Term Parameter Uncertainty Analysis

For the uncertainty analysis, time-varying fractions of the corresponding radionuclide inventory
released over the first 48 hours for all results from the three replicates combined were used (as
discussed in Section 5.1.1), as well as the representative statistics (mean, median and quantiles
g=0.05 and 0.95). A CDF of the uncertainty at the selected time of 48 hours after the incident is
also presented, with the inclusion of a 95% confidence interval (Cl) over the previously
mentioned statistics, based on a g-bootstrap estimation, as described below.

All three sample sets for the three replicates were generated using a simple random sampling
(SRS) technique. Therefore, it is valid to use the combined sample set for this uncertainty
analysis. Moreover, bootstrap samples (selection of realizations n times from the original
sample with replacement) of similar size can be generated to estimate mean and selected
guantiles (median, q=0.05 and q=0.95). Five thousand such samples have been generated to
construct distributions over the mean and selected quantiles. Quantiles 0.025 and 0.975 in
each distribution have been selected to represent a 95% CI.

A sensitivity analysis was also performed at the selected time of 48 hours for both the combined
population of results and for each of the three individual replicates. Rank regression, quadratic
regression, recursive partitioning, and multivariate adaptive regression splines (MARS) are the
four regression techniques selected for the regression analysis. While the first regression
technique gives direct indices of importance of the input parameters, the last three techniques
are used to construct a surrogate model. Sobol variance decomposition is then applied on the
surrogate model to estimate the importance of the input parameters in the uncertainty of the
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output in consideration. A simplified description of the techniques is presented in Section 3.4.2,
while a more detailed description can be found in Storlie et al [12, 13]. Each of these methods
uses an alpha cut off (representing the probability that a value is due to spurious correlation)
equal to 0.02. Moreover, the maximum number of displayed variables is set to 15 since most of
the influence will be negligible beyond the first 15 uncertain parameters.

6.1.1 Fraction of lodine Released to the Environment

The time-dependent graph of fraction of iodine released over the first 48 hours (Figure 6.1-1)
shows releases starting after 10 hours and tending to plateau within the following 8 hours for
some realizations and a second pulse (happening this time for most of the realizations) around
18 hours after the event. The highest releases correspond to the realizations with thermal SRV
failure leading to creep rutpure for reasons identified in Section 6.1.4. The distribution of results
is slightly skewed to the right (positive skew) as to the relative position of the mean compared to
the median. But considering that a linear scale is used, the skewness is relatively small. The
expected value and median are around 5% of the fraction of iodine released. The

95" percentile stands between 10% and 15%, while the maximum (over 865 samples) does not
go beyond 20%.

A CDF representation at 48 hours is displayed on Figure 6.1-2. 95% confidence intervals over
all considered statistics show convergence for 5" percentile, median and mean. The

95™ percentile shows more variability (which is expected considering that, for a sample of size
865, the highest 43 results define its position), but it remains reasonable, within 10% of the
estimate value, leading to an accuracy of plus or minus 1% of iodine release with 95%
confidence.

Data: UAS_STP08v1.8.6YV3780;, UAS_STP09v1.8.6YV3780, UAS_STP10v1.8.6YV3780
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Figure 6.1-1 Time-dependent fraction of iodine core inventory released to the

environment for the first 48 hours for combined (865) results for the
Peach Bottom Unmitigated LTSBO
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Data: UAS_STPO08v1.8.6YV3780; UAS_STPO9v1.8.6YV3780; UAS_STP10v1.8.6YV3780
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Figure 6.1-2  Cumulative distribution function of fraction of iodine core inventory
released to the environment at 48 hours based on all combined (i.e., 865)
results, with 95% confidence interval over mean, median and quantiles
g = 0.05 and g = 0.95 for the Peach Bottom Unmitigated LTSBO

Table 6.1-1 presents the results of four regression analyses applied to the fraction of the iodine
core inventory released to the environment over 48 hours. The coefficient of determination for
all four regression models are fairly high, ranging from 0.69 (for rank regression) to 0.93 (for
recursive partitioning).

All regression methods rank the uncertainty in lambda in SRV stochastic failure to reclose
(SRVLAM, defined in Section 4.1.1) as the most significant parameter. It explains about half of
the variability in the fraction of iodine released on average by itself. In conjunction with other
parameters, the three non-additive techniques (i.e., quadratic regression, recursive partitioning
and MARS) indicate that SRVLAM may explain up to 70% of the variance. The influences that
variations in this parameter have on accident progression and releases to the environment are
discussed at length in Section 6.1.4.

The methods also agree that the second most important parameter is chemical form of iodine
and cesium (CHEMFORM, defined in Section 4.1.5) which explains an additional 10% of the
variance. Quadratic and recursive partitioning tend to identify some conjoint influence

(i.e., carried on by two or more uncertain input parameters in combination) which is not captured
using MARS. While the conjoint effect is small, it may not have been captured by MARS
because CHEMFORM has a discrete distribution (integer from 1 to 5 representing 5 different
chemical states) and the spline regression has difficulties when dealing with discrete variables.

6-3



In considering the dependence of iodine release on CHEMFORM, it is important to note that the
different combinations of chemical form in the uncertainty analysis vary in the amount of
elemental (gaseous) iodine initialized in the core. Important with respect to gaseous iodine in
the calculations is that it is scrubbed very effectively when introduced to the wetwell pool, and
that unless scrubbed in the pool, releases to the environment. Therefore, for gaseous iodine to
release to the environment, it must bypass the wetwell pool. In the base uncertainty case, all of
the elemental iodine is released from the core before reactor lower head failure and is swept to
the wetwell through the stuck-open SRV. The iodine is efficiently scrubbed by the wetwell pool
such that 99.8% of the original core inventory is retained in the pool. In other calculations, a
MSL rupture interrupts the sweeping of gaseous iodine to the wetwell introducing it to the
drywell instead where it is readily available to escape containment through the drywell head
flange or a drywell liner melt-through. In still other calculations, not all of the iodine releases
from the core (or core debris) before lower head failure and so too introduces to the drywell
where it is available to escape through the drywell head flange or a drywell liner melt-through.

Flow area resulting from drywell liner failure (FL904A, described in Section 4.1.4) and SRV
open area fraction after thermal seizure (SRVOAFRAC, defined in Section 4.1.2) both explain
about 5% of the variance. SRVOAFRAC seems, however, to have a greater conjoint influence
than FL904A. As recursive partitioning associates a higher T; value than quadratic and MARS,
it seems that SRVOAFRAC projects its influence in conjunction with one or multiple other
parameters. The dependence of FL904A reflects the larger fission product releases associated
with contaminated water surging up from the wetwell given larger values of this parameter as
described in Section 6.1.4. The conjoint influence noted for SRVOAFRAC reflects the
importance of this parameter with respect to whether a MSL rupture occurs. MSL ruptures
consistently resulted in larger releases but SRVOAFRAC alone does not determine whether or
not a MSL rupture occurs.

Yet, as SRVOAFRAC is considered not as important by rank regression (only 2% of the
variance explained), it is likely that SRVOAFRAC has a nonlinear/non-monotonic effect. Since
the significance was determined by quadratic regression, it is likely that the shape of influence is
parabolic (with one area of the distribution leading to the highest or lowest value set). This
nonlinear effect is demonstrated on Figure 6.1-3. Samples of SRVOAFRAC for Replicate 1
(without a SRV stochastic failure) indicate that at values below approximately 0.7, main steam
line rupture and associated higher source term releases will occur.
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Data: NUREG/CR Table 4.1-3 & RlzVarSamples.csv (06/15/2012)
UAS_STPO08v1.8.6YV3780.jnb
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Figure 6.1-3 Cumulative distribution function of SRVOAFRAC with samples where
main steam line creep rupture occur indicated for Replicate 1 for the
Peach Bottom Unmitigated LTSBO

These four input parameters (SRVLAM, CHEMFORM, SRVOAFRAC and FL904A) explain at
least 70% of the variability in each regression analysis. It is likely, considering the regression
techniques capture different effects that these parameters actually explain about 80% of the

variability. The phenomenological effects of these parameters are discussed in Section 6.1.4.

Other parameters were not as important and have a negligible influence. Amongst the
remaining parameters, the only one worth noting is the criteria for thermal seizure of the SRV
due to heating after onset of core damage (SRVFAILT, defined in Section 4.1.2), which has a
small influence (around 2 or 3%) according to all three non-monotonic techniques.
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Table 6.1-1 Regression analysis of fraction of iodine released after 48 Hours

Rank Regression Quadratic Rec_qrswe MARS
Partitioning
Final R? 0.69 0.76 0.93 0.80
RZ RZ
Input name inc. cont. | SRRC S Ti p-val S Ti p-val S Ti p-val

SRVLAM 0.49 0.49 -0.72 046 068 0.00 055 078 0.0 0.64 070 0.00
CHEMFORM 0.58 0.09 0.30 010 016 0.0 007 022 0.0 009 012 0.00
FLO04A 0.64 0.06 0.26 005 006 022 002 012  0.00 0.05 0.08 0.00
RRDOOR 0.67 0.03 0.28 001 006 003 0.04 007  0.00

SRVOAFRAC | 0.69 0.02 -0.12 006 013 0.00 005 020 0.0 0.06 0.16 0.00
FFC 0.69 0.00 0.06 003 003 017 0.02 000 1.00
RRIDFRAC 0.69 0.00 0.03 0.00 0.02 0.09
KBOLT 0.69 0.00 -0.04 004 000 1.00 0.00 0.00 100

BATTDUR 0.00 008 0.00 000 004 006 0.00 0.00 1.00
RHONOM 000 006 001

H2IGNC 000 004 0.02 000 000 041 0.02 001 017
DGASKET 000 002 023 001 000 100

SLCRFRAC 0.02 001 047 0.00 0.00 1.00
SRVFAILT 003 000 1.00 003 007 0.0 0.00 002 018
SC1131 2 0.04 000 1.00 000 006 0.0 0.00 0.02 0.05
DHEADSOL 000 000 1.00 000 004 0.0 001 000 1.00
SC1141 2 000 003 012 0.01 0.00 1.00
RDSTC 000 001 026 0.00 0.00 1.00
RRODFRAC 000 0.00 100 0.01 001 028

SRVLAM and SRVOAFRAC combined influences separate the realizations into three groups,
each representing a distinct mode of venting the RPV during much of the core degradation.
These groups are: SRV stochastic failure (with about %2 of the realizations), SRV thermal failure
without MSL creep rupture (representing ~1/3 of the realizations), and SRV thermal failure with
MSL creep rupture (for ~1/6 of the realizations). The importance of these parameters is large
as their values strongly influence the releases of iodine (and other fission products) to the
environment. To better understand the driving variables for each of these three failure groups,
separate analyses have been performed for each of them. Table 6.1-2 presents the results of
regression analysis for environmental iodine release fraction after 48 hours for the realizations
leading to SRV stochastic failure. Regressions are fairly good with R? values ranging from 0.7
to 0.9.

The most influential parameters are FL904A and SRVLAM. The negative SRRC for SRVLAM
comes from the fact that an earlier stochastic SRV failure results in a decrease in the amount of
iodine released to the environment. As described at length in Section 6.1.4, earlier SRV failures
result in less core oxidation and less late revaporization of fission products off reactor vessel
internals. Since most of the iodine released to the environment in the uncertainty calculations
can be traced to material revaporized late off of reactor internals, earlier SRV failures result in
smaller releases to the environment. In the worst case, a long period of SRV valve cycling
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promotes a main steam line creep rupture characteristically leading to large releases to the
environment. These two variables explain together between 50% and 70% of the variance.
CHEMFORM, the third most influential parameter, explains about 10% of the variance. The
influence of other parameters is low compared to the influence of these three parameters and
not necessarily consistent amongst techniques.

Table 6.1-2 Regression analyses of fraction of iodine released after 48 hours for
realizations leading to SRV stochastic failures
Rank Regression Quadratic Rec_u_rswe MARS
Partitioning
Final R? 0.69 0.71 0.91 0.80
R? R? p-

Input name inc. | cont. | SRRC | S; Ti | val Si Ti p-val Si Ti | p-val
FL904A 0.31 0.31 0.53 0.20 024 0.00 |0.24 037 0.00 027 024  0.00
SRVLAM 0.54 0.23 -0.52 0.30 033 0.00 | 036 061 0.00 056 057 0.00
CHEMFORM 0.61 0.07 0.28 010 012 0.06 |0.07 o021 0.00 011 006 0.16
RRDOOR 0.63 0.02 0.43 0.06 015 0.01 | 0.00 0.03 0.03
BATTDUR 0.65 0.02 0.16 001 0.00 100 |0.01 o0.14 0.00 0.03 001 0.77
FFC 0.66 0.00 0.10 000 006 015 | -- 000 000 1.00
RRIDFRAC 0.66 0.01 0.08 0.02 005 0.01
RHONOM 0.67 0.00 -0.07 0.00 011 0.00 | 0.00 0.00 1.00
DGASKET 0.67 0.00 0.05 0.00 0.06 0.09
H2IGNC 0.67 0.00 0.04 0.01 000 1.00
KBOLT 0.02 0.05 0.07 | 0.00 0.04 0.09
RDSTC 0.03 001 050 |0.00 0.00 1.00 0.00 000 1.00
DHEADSOL 0.04 001 062 |0.01 0.07 0.00 0.00 010 0.00
SRVFAILT 0.00 0.03 0.72 | 0.04 0.00 1.00 0.02 002 0.20
SC1131 2 0.03 0.00 1.00 |0.01 0.05 0.02 0.00 0.00 1.00
SC1141 2 0.02 0.00 1.00 | 0.01 0.04 0.15 0.04 003 0.12
SRVOAFRAC | -- 0.00 0.00 1.00 | 0.00 0.00 1.00 0.00 006 0.01
EBOLT 0.02 0.03 0.16
RRODFRAC 0.02  0.00 1.00 0.03 000 0.46
SLCRFRAC 0.00 003 0.14

The regression analyses for environmental iodine release fraction for SRV thermal failure
without MSL creep rupture leads to a high R? for all techniques (between 0.78 and 0.90), as
shown in Table 6.1-3. All methods agree that CHEMFORM is the most important parameter in
explaining between 40% and 50% of the variance. Second, explaining another 20% is the
condition of the railroad doors, closed or blown open by an overpressure in the reactor building.
When the railroad doors blow open, a buoyant draft establishes in the reactor building where air
enters low through the doors and exits high out opened blowout panels or failed roofing in the
refueling bay. The draft efficiently carries aerosols released from containment out into the
environment. Note that the RRDOOR is not a sampled parameter. Its status is determined by
the course of a calculation. RRDOOR assumes the value of one if the doors are blown open
and the value of zero if they remain closed. The non-detection of RRDOOR effect by MARS is
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not surprising as MARS has some difficulties with discrete variables. FL904A comes in third
with 15% more of the variance explained. The other parameters have negligible influence.

Table 6.1-3 Regression analyses of fraction of iodine released after 48 hours for

realizations leading to SRV thermal failures without MSL creep rupture

Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.78 0.89 0.90 0.84
RZ RZ
Input name inc. | cont. | SRRC | S T; p-val S Ti p-val S Ti | p-val

CHEMFORM | o042 042 0.68 049 053 0.00 049 0.56 0.00 0.59 058 0.00
RRDOOR 059 0.8 0.63 016 022 001 025 024  0.00
FL904A 074 014 0.38 0.15 013 0.04 017 021 0.00 0.14 0.7 0.00
FFC 075 0.02 0.17 0.02 004 011 000 001 030 0.05 0.02 0.37
KBOLT 076 0.01 -0.08 0.00 0.00 1.00 0.03  0.03 0.33
SC1131 2 0.77 0.01 0.10 0.05 0.07 0.02 0.01  0.00 1.00 0.05 0.02 0.16
DHEADSOL 0.77  0.00 -0.07 0.03 002 033 0.01  0.00 1.00 0.01 002 0.05
RRIDFRAC 0.77  0.00 -0.05 0.00 000 1.00 0.03 0.02 0.06 0.00 0.00 1.00
RHONOM 0.78  0.00 -0.05 0.00 0.00 1.00 0.00 0.03 0.06
BATTDUR 0.05 008 0.03 0.01 0.03 0.06
SLCRFRAC 001 006 0.8 0.00 0.04 0.00
RDSTC 0.00 001 048 0.01 0.00 1.00 0.00 0.03 0.04
SRVFAILT 0.02 000 0.63 0.00 0.01 0.36 0.00 001 031
DGASKET 0.05 005  0.02
RRODFRAC 0.00 0.02 0.15 0.00 0.02 0.06
SC1141 2 0.03 000 051 0.00 0.00 1.00
H2IGNC 0.00 0.02 0.10
SRVOAFRAC | --- 0.00 0.00 055
SRVLAM 0.00 0.00 1.00

SRV thermal failure with MSL creep rupture is the last segregated group. Results of the
analysis on this group for environmental iodine release are presented in Table 6.1-4. R? values
are reasonably high for all regression techniques (from 0.7 to 1), suggesting that the important
parameters are accurately estimated. CHEMFORM is the most important parameter explaining
between 33% and 50% of the variance. Second, is RRDOOR, explaining another 10% (except
for MARS). At third and found by all techniques, zircaloy melt breakout temperature (SC1131-2,
defined in Section 4.1.2) explains about 5% of the variance by itself and about 15% in
conjunction with other parameters. Besides these three parameters, methods seem to disagree
on what are the next important parameters.

The importance of CHEMFORM stems from more or less elemental (gaseous) iodine being

initialized in the core dependent upon the sampled value of this variable. A MSL rupture allows

some of the iodine to enter the drywell instead of being vented to the wetwell (through the

stuck-open SRV) where it would be efficiently scrubbed in the wetwell pool. Once in the drywell,
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the gaseous iodine is readily available to escape containment through the drywell head flange
or a drywell liner melt-through.

RRDOOR is important to iodine release in cases of MSL rupture in the same way as described

earlier in this section.

The importance of zircaloy melt breakout temperature (SC1131-2) is explained by the effect this
parameter has on oxidation. Larger breakout temperatures lead to greater oxidation. Greater
oxidation leads to greater heat generation and earlier MSL rupture. Earlier MSL rupture allows
more gaseous iodine to enter the drywell instead of being vented to the wetwell (through the
stuck-open SRV) where it would be efficiently scrubbed in the wetwell pool. Once in the drywell,
the gaseous iodine is readily available to escape containment through the drywell head flange
or a drywell liner melt-through.

Table 6.1-4 Regression analyses of fraction of iodine released after 48 hours for
realization leading to SRV thermal failure and MSL creep rupture
Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.70 0.99 0.82 0.76
RZ RZ
Input name inc. | cont. | SRRC | S Ti | p-val S Ti p-val S Ti p-val
CHEMFORM 033 0.33 0.52 0.12 027 0.16 048 069  0.00 0.41 0.40 0.00
RRDOOR 045 0.2 0.39 0.06 014 001 0.02 010 011
SLCRFRAC 050 0.05 0.25 001 021 031 0.02 0.00 1.00
BATTDUR 056  0.06 -0.28 0.02 0.06 0.16 0.02 018 0.00 0.18 0.17 0.00
SC1131 2 0.60 0.04 0.16 0.05 0.14 0.05 0.04 0.2 0.02 0.06 0.09 0.00
FL904A 0.62  0.02 0.12 0.04 0.16 0.04 0.00 003 012 0.02 0.00 0.68
SRVOAFRAC (o063 o0.01 -0.15 0.00 0.16 0.03 0.02 010 0.23 0.09 0.08 0.04
SRVFAILT 0.65  0.02 0.13 0.04 0.07 0.15 0.03 002 036 0.09 0.14 0.01
KBOLT 0.66  0.01 -0.11 0.00 0.14 0.02
RHONOM 0.67 0.01 -0.11 0.00 0.04 043
FFC 0.68  0.02 0.16 0.00 0.00 1.00 0.02 0.03 0.05
DGASKET 069 001 -0.09 0.00 003 024
RRODFRAC 070 0.1 -0.08 0.00 0.00 1.00 0.00 005 013 0.01 0.04 0.01
SC1141 2 0.02 008 0.14 0.05 0.07 0.05 0.00 0.05 0.00
H2IGNC 0.00 0.06 0.20 0.00 0.07 0.00
RRIDFRAC 0.06 0.00 1.00 0.00 004 011 0.00 0.00 1.00
EBOLT 0.00 005 0.8
DHEADSOL 0.00 003 0.16 0.00 0.04 0.01
SRVLAM 0.02 000 1.00 0.01 0.00 1.00
RDSTC 000 000  1.00
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6.1.1.1 Timing of Initial lodine Released to the Environment

In order to better understand what affects the timing of radionuclide release, the time when the
fraction of iodine released to the environment reaches 0.001(i.e., 0.1% of the iodine inventory)
has been analyzed using the same four techniques. This metric served as an indication of
when fission product releases to the environment were first nonzero.

Table 6.1-5 shows the regression analyses over time when the fraction of the iodine inventory
released to the environment reaches 0.001. Rank regression leads to a relatively small R?
(0.42), while all three other techniques range from 0.67 to 0.87. This difference indicates that
some conjoint and non-monotonic influences are probably involved in the variance of release
timing. Battery duration (BATTDUR) is the most influential parameter, explaining 30% of the
variance. The non-additive techniques, with conjoint influence, explain as much as 40%.
SRVOAFRAC is the second most influential parameter, but once again the difference between
R? contribution (purely monotonic) and Si (capturing non-monotonic) indicates that its effect is
probably non-monotonic. SRVOAFRAC also seems to have conjoint influence as the total
sensitivity indices (T;) are between 0.3 and 0.45. And, equally important according to the three
non-monotonic techniques, but considered as negligible by rank regression, is SRVLAM, with S;
values between 0.1 and 0.2 and T; values around 0.4. The influence of SRVLAM and
SRVOAFRAC explains the difference in R? between rank regression and the three other
regressions. All the remaining uncertain parameters seem to have negligible influence.

Battery duration (BATTDUR) has an obvious influence on release timing in that RCIC functions
to keep the reactor cool as long as DC power is available. It isn’t until DC power is lost that the
operators lose control of RCIC and its water delivery increases overfilling the vessel and
flooding the steam lines. The drive turbine on the RCIC pump is assumed to fail when the steam
lines flood.

The number of cycles to SRV failure (1/SRVLAM) and the open fraction of an SRV after thermal
seizure (SRVOFRAC) are important to release timing because they are important to whether or
not a MSL rupture occurs. When a MSL rupture occurs, containment over pressurizes and leaks
past the drywell head flange. This results in an early release.
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Table 6.1-5 Regression analyses over time when the fraction reaches 0.001 of the
iodine inventory released over the first 48 Hours

Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.42 0.67 0.87 0.68
RZ RZ
Input inc. | cont. | SRRC | S Ti p-val S T; p-val S Ti p-val

BATTDUR 032 032 0.52 0.32 041 0.00 030 043 0.00 039 043 0
SRVOAFRAC | 040 0.8 0.29 013 027 0.00 020 046  0.00 022 036 O
FFC 041 001 0.13 0.00 003 023 0.01 0.04 0.02 0.00 0.00 0.5
RRDOOR 0.42  0.00 0.13 0.00 020 0.00 0.00 0.00 1.00

CHEMFORM 042  0.00 0.04 001 000 1.00 000 0.00 1
SRVFAILT 0.42  0.00 -0.06 0.01 0.00 1.00 0.00 0.00 1.00 0.00 0.03 011
FL904A 0.42  0.00 -0.05 0.02 005 0.5 0.00 0.00 054 0.05 0.02 017
SRVLAM 0.42  0.00 0.04 012 0.39 0.00 021 041 0.00 018 039 O
SC1141 2 0.04 0.09 0.00 0.03 0.03 007 000 000 1
DGASKET 0.01 0.08 0.01 0.00 0.00 1.00

H2IGNC 0.02 002 0.28 0.00 002 023 0.00 001 04
RHONOM 0.00 0.02 0.29 0.00 0.09 0.00

SC1131 2 0.02 002 035 0.00 0.03 0.05 001 000 1
SLCRFRAC 0.00 0.00 1.00 001 006 O
RRIDFRAC 0.00 0.00 1.00 0.00 0.00 1.00 001 000 1
RRODFRAC 0.03 0.00 061 0.00 0.00 1
EBOLT 0.04 000 1.00

DHEADSOL 0.00 006 O
RDSTC 0.01 0.00 04

6.1.2 Fraction of Cesium Released from the Core Inventory

The time dependent fraction of the cesium core inventory released to the environment presents
the same characteristics as seen for iodine releases (Figure 6.1-4). The release fractions are
smaller than for iodine, ranging from 2% to 3% of the inventory for median and mean
respectively, and reaching 9% for the 95™ percentile. Figure 6.1-5 displays the CDF of the
results at 48 hours. Confidence intervals confirm that the statistics are fairly converged, with the
95" percentile result having a 95% CI within plus or minus 1% of inventory released.
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Figure 6.1-5  Cumulative distribution function of fraction of cesium core inventory
released to the environment after 48 hours based on all combined
(i.e., 865) results, with 95% confidence interval over mean, median and
guantiles g = 0.05 and g = 0.95 for the Peach Bottom Unmitigated LTSBO

Table 6.1-6 presents the results of the four regression analyses applied to the fraction of the
cesium core inventory released to the environment over 48 hours. R? are not as good as for
fraction of iodine released, as three of them range between 0.6 and 0.66 of the variance
explained and only recursive partitioning seems to find a better match with 0.9 of the variance
explained. As for fraction of the cesium core inventory released to the environment, the most
important parameter is SRVLAM, explaining again about half of the variance by itself. All three
non-additive techniques agree that SRVLAM explain 10% to 20% more of the variance with
conjoint influence of the other uncertain parameters. The next most important parameter is
SRVOAFRAC for all three non-monotonic regressions, explaining 7% to 12% of the variance by
itself and between 19% and 33% with conjoint influence of the other uncertain parameters. The
regression results also indicate that FL904A, the fuel failure criterion on the transformation of
intact fuel into particulate debris (FFC, described in Section 4.1.2) and RRDOOR explain
between 2% and 5% of the uncertainty depending on the techniques. The influence of
RRDOOR is not captured, as expected, by MARS.

Finally, three parameters (CHEMFORM, SC1131 2, and RRIDFRAC) seem to explain a very
small amount of variance in the fraction of cesium released (around 1% each). For
CHEMFORM, both quadratic and recursive partitioning suggest that it may have an effect in
conjunction with other variables. This makes sense physically as chemisorption, the
phenomenon behind the influence of CHEMFORM, is only strong at the relatively higher core
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degradation temperatures consistent with SRV thermal with or without MSL creep rupture (as
described in Section 6.1.4). The regression analyses confirms that CHEMFORM is the most
important parameter when only MSL creep rupture cases are considered, explaining between
30% and 50% of the variance (see Table 6.1-9). This kind of specific influence is better
captured with tree analysis (which is the basis for recursive partitioning). This explains why only
recursive partitioning captures fully this influence, leading to a higher R? value.

The different influences that variations in SRVLAM have on releases to the environment are
discussed at length in Section 6.1.4. The largest influence with respect to cesium release
affects the slow revaporization of material off of reactor internals; longer times to SRV failure
leading to more revaporization. The revaporization comes after reactor lower head failure and
after drywell liner melt-through. The cesium migrates from the reactor vessel condensing to
aerosol and exits the drywell through the breach in the liner.

As in the case with iodine, the conjoint influence noted for SRVOAFRAC reflects the importance
of this parameter with respect to whether a MSL rupture occurs. MSL ruptures consistently
resulted in larger releases of cesium but SRVOAFRAC alone does not determine whether or not
a MSL rupture occurs. MSL ruptures result in higher releases because, for a period of time
before lower head failure, the reactor vents to the drywell rather than to the wetwell. Scrubbing
by the wetwell is not realized during this time and the cesium introduced to the drywell is
available to leak to the environment.

The dependence of FL904A reflects the fission product releases associated with contaminated
water surging up from the wetwell given larger values of this parameter as described is
Section 6.1.4. The water pools on the drywell floor, in contact with the core debris relocated
from the reactor, and eventually boils away, releasing its content of radionuclides including
cesium. Larger values of FL904A (larger drywell breaches from liner melt-through) support the
surging of water up from the wetwell.

FFC is important to cesium release in that it affects how long fuel remains standing. The longer
fuel remains standing the longer oxidation of fuel cladding persists. Persistent oxidation drives
continued revaporization of cesium deposits off of reactor internals late (i.e., after reactor lower
head failure). The revaporized cesium migrates from the reactor to the drywell condensing to
aerosol and escapes containment through the drywell liner melt-through. Conjoint influence of
FFC and SC1131_2 (zirconium melt breakout temperature) is suspected as longer standing fuel
and delayed draining away of zircaloy would combine to give the most persistent oxidation.

RRDOOR (railroad doors open/closed) is important to cesium release in the same way as it is
important to iodine release in that open doors promote the development of a buoyant draft in the
reactor building.

In conclusion, more of the variance is explained by recursive partitioning than by the other
methods, considering that MARS misses the influence of the discrete variable RRDOOR, while
rank regression misses the non-monotonic influence of SRVOAFRAC, which also seems to be
underestimated by the quadratic regression. The regression analyses combined indicate that
eight input parameters (SRVLAM, SRVOAFRAC, FL904A, FFC, RRDOOR, CHEMFORM,
SC1131 2, and RRIDFRAC) explain between 70% and 75% of the variance, the last three
accounting for a relatively small contribution to the overall variance in the results. The effect of
CHEMFORM is more important than suspected by regression techniques other than recursive
partitioning by which the total variance explained is probably closer to 85% to 90%. Once
again, amongst the remaining parameters, only SRVFAILT seems to have a small influence, but
at best on the order of 1%.
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Table 6.1-6 Regression analyses of fraction of cesium released over 48 hours

Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.61 0.64 0.90 0.66
RZ RZ
Input name inc. | cont. | SRRC | S Ti | p-val S Ti p-val S Ti | p-val

SRVLAM 0.50  0.50 -0.72 0.39 064 0.00 0.43 0.70 0.00 057 068 0.00
FL904A 0.53  0.03 0.19 0.01 004 0.12 0.06 0.02 0.44 0.00 0.03 0.10
FFC 0.55  0.02 0.19 0.04 005 031 0.02 0.10 0.00 0.01 0.08 0.00
RRDOOR 058 0.03 0.33 0.02 0.0 0.00 0.02 0.03 0.19

SRVOAFRAC | 059 0.02 -0.13 0.07 019 0.00 0.11 0.33 0.00 012 027 0.00
CHEMFORM 0.60 0.01 0.09 0.00 0.08 0.38 0.01 0.18 0.00 0.02 0.00 0.87
SC1131 2 0.60 0.01 -0.07 0.02 0.01 0.63 0.00 0.07 0.00 0.00 0.04 001
RRIDFRAC 0.61  0.00 0.06 0.05 0.00 1.00 0.00 0.01 0.57 0.01 0.03 0.07
BATTDUR 0.61  0.00 0.04 0.03 0.02 0.49 0.00 0.02 0.47 0.00 001 053
RRODFRAC 0.01 004 0.15 0.00 0.03 0.16 0.00 0.00 1.00
SRVFAILT 0.04 003 027 0.00 0.04 0.11 0.01  0.00 1.00
DGASKET 0.00 003 0.27 0.00 0.06 0.02

H2IGNC 0.03 002 0.34 0.01  0.00 1.00
SC1141 2 0.05 001 052 0.00 0.08 0.00 0.00 0.00 1.00
SLCRFRAC 0.00 001 0.66 0.00 0.02 0.06
EBOLT 000 003 002

RHONOM 0.03 0.02 0.40 0.00 0.03 0.05
RDSTC 0.00 0.00 1.00
DHEADSOL

In order to understand the driving factors for cesium release to the environment, the realizations
have been segregated according to the three different modes of RPV depressurization (SRV
stochastic, SRV thermal, and MSL creep ruptures) and analyzed through the same techniques.
Table 6.1-7 presents the results of regression analyses for the environmental cesium release
fraction over 48 hours for the realizations leading to only an SRV stochastic failure.
Regressions are not as good as for iodine: R? values are ranging from 0.4 to 0.5 for three
regression techniques, with only Recursive partitioning R? reaching 0.8.

Similarly to the regression for iodine, FL904A is the most important parameter explaining about
20% of the variance. CHEMFORM is in the second position, explaining about 10% of the
variance. The effect of SRVLAM is not as strong here for rank regression and quadratic
regression (respectively 5% and 10%) but recursive partitioning identifies it as one of the most
important parameters (while MARS agrees with recursive partitioning, its low R? value requires
caution in interpreting results from variance decomposition). Another important parameter is
FFC: results from quadratic regression, recursive partitioning and MARS attribute this
parameter and influence varying between 15% and 20% of the variance by itself and up to 50%
conjointly. Its effect is likely non-monotonic considering it is predicted as unimportant by rank
regression. As described in Section 4.1.2, FFC is an indicator function whose value varies from
one to three. The value of one represents the nominal case and the numbers two and three
represent shifts in temperature of 100 K and in fuel endurance of time with a factor of %2 and 2
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respectively (creating optimistic and pessimistic conditions). Such characterization creates by
default an asymmetry in the influence of the parameter. The influence of the remaining
parameters is low.

The importance of FL904A is explained by the significant amount of cesium made available for
release as a consequence of wetwell water surging up onto the drywell floor as described in the
previous section. The importance of CHEMFORM stems from cesium hydroxide being
generally more transportable than cesium molybdate due to its higher vapor pressure (i.e., due
to it being more readily evaporable). Dependent on the CHEMFORM choice, more or less
cesium is initialized as cesium hydroxide. The fact that SRVLAM is important in the subset of
cases that experience SRV stochastic failure, given that it is the sole sampled parameter that
determines whether a case is in the subset, identifies that the timing of the stochastic failure
(not just whether a stochastic failure happens) is important to cesium release to the
environment. FFC is important due to its impact on core oxidation as described earlier in this
section.

Table 6.1-7 Regression analyses of fraction of cesium released over 48 hours for
realizations leading to SRV stochastic failure

Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.47 0.51 0.80 0.39
RZ RZ
Input name inc. cont. | SRRC | S Ti p-val | S Ti p-val S Ti p-val

FL904A 0.22 0.22 0.47 0.14 021 004 0.16 040  0.00 022 019 004
CHEMFORM 0.28 0.06 0.24 0.07 000 095 0.07 007 081 0.02 009 002
SRVLAM 0.34 0.05 -0.25 0.10 017  0.02 019 020 003 0.38 045  0.00
FFC 0.34 0.00 0.07 0.18 051  0.00 0.14 043  0.00 023 036 0.00
RRDOOR 0.37 0.03 0.44 0.02 016 001 000 000  1.00

SC1131_2 0.40 0.03 -0.15 0.02 009 0.08 0.04 012  0.00 0.02 000 1.00
SC1141_2 0.41 0.01 0.10 0.00 010 002 0.00 011 001 0.00 002 030
BATTDUR 0.42 0.01 0.09 0.05 002 0.46 0.00 003 024 0.00 015 0.0
RRIDFRAC 0.42 0.01 0.09 0.00 007 002
DHEADSOL 0.43 0.01 -0.07 0.00 001 065 0.00 000 1.00
EBOLT 0.43 0.00 -0.06 0.02 010 0.05 0.00 0.08 0.0

RRODFRAC 0.00 006 0.10 0.02 002 037 001 000 1.00
SRVOAFRAC | - 0.02 007 020 0.02 002 029
RHONOM 0.00 000 1.00 0.00 007  0.06
KBOLT 0.00 003 023

RDSTC 0.00 0.00  1.00 001 000 1.00
DGASKET 0.00 0.00  1.00

SRVFAILT 0.00 009 0.0
SLCRFRAC 0.00 006 0.04
H2IGNC 0.00 000 1.00
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Once again the regression analyses for environmental cesium release fraction for SRV thermal
failures without MSL creep rupture do not lead to an R? as high as for iodine (between 0.4 and
0.70), but are better than for SRV stochastic failures as can be shown in Table 6.1-8.

CHEMFORM, RRDOOR and FFC are the top three parameters explaining about 40% of the
uncertainty for all regressions techniques. Considering that MARS does not identify RRDOOR
influences, but may be better estimating other parametric influences, the total variance
explained by these three parameters is probably closer to 50% to 60%. In fourth position,
SRVOAFRAC seems to explain an additional 5% to 15% of the uncertainty. It is reasonable to
consider that, with MARS missing the effect of RRDOOR and Rank regression missing
non-monotonic and conjoint influences, these four parameters explain about 70% of the
uncertainty. The influence of the remaining parameters is relatively low and each of them
should explain no more than 2 to 3% of the variance.

CHEMFORM is important in the subset of cases that experience a thermal SRV failure for a
different reason than in the subset of cases that experience stochastic SRV failure. The greater
oxidation taking place during core degradation at the higher pressures and temperatures
resulting from the SRV cycling successfully for a longer period of time is fundamentally
important here. The greater oxidation drives reactor temperatures high enough to be supportive
of the chemisorption of cesium from cesium hydroxide into stainless steel. The chemisorption
permanently captures cesium in the reactor vessel. RRDOOR and FFC are important as
described in the previous section and earlier in this section, respectively.
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Table 6.1-8 Regression analyses of fraction of cesium released over 48 hours for
realizations leading to SRV thermal failure without MSL creep rupture

Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.51 0.71 0.74 0.38
R? R? p-
Input name inc. cont. SRRC Si Ti p-val Si Ti p-val Si Ti val
RRDOOR 020 0.20 0.75 012 010 0.05 020 0.38 0.00
CHEMFORM 031 012 0.38 0.09 024 0.00 0.06 0.10 0.07 020 0.17 0.06
FFC 0.37  0.05 0.40 0.09 020 0.01 013  0.25 0.00 0.25 0.26 0.00
SRVOAFRAC | 040 003 -0.20 0.09 0.02 0.67 0.08 0.28 0.01 0.15 0.13 0.04
FL904A 0.44  0.04 0.21 0.02 0.17 0.05 0.00 0.00 1.00
SC1131 2 045  0.01 -0.11 0.04 010 0.06 0.01  0.09 0.30 0.04 004 0.36
RHONOM 045  0.01 -0.07 0.01 0.00 1.00 0.00 0.11 0.02
RRODFRAC 046  0.01 -0.09 0.00 0.06 0.16 0.00 0.06 0.24 0.00 0.02 0.13
SC1141 2 0.46 0.00 0.06 0.00 0.04 0.48 0.00  0.00 1.00 0.00 0.00 0.43
SRVLAM 0.00 0.16 0.01 0.02  0.00 1.00 0.00 0.00 1.00
EBOLT 0.00 007 0.11
BATTDUR 0.03 006 0.13 0.00 0.3 0.00 0.01 0.05 0.04
DHEADSOL 0.02 005 0.5 0.04 0.00 0.55
RRIDFRAC 0.00 0.04 035 0.00 0.02 0.08
SLCRFRAC 0.00 0.17 043 0.00 0.02 0.15
SRVFAILT 0.00 0.04 0.46 0.02 0.3 0.02 0.04 0.01 0.47
KBOLT 000 013 0.01
H2IGNC 0.00 0.04 0.20 0.00 0.03 0.09
DGASKET 0.00 0.01 0.66
RDSTC 0.02 0.00 1.00

The regression results for the fraction of cesium released to the environment considering only
realizations exhibiting SRV thermal failure with MSL creep rupture are presented in Table 6.1-9.
R? values are high for all regression techniques (from 0.6 to 0.9), as they were for the analysis
of iodine release. CHEMFORM is the most important parameter explaining between 33%and
50%o0f the uncertainty. Second, is RRDOOR explaining another 20% (except for MARS) of the
uncertainty. SRVOAFRAC and BATTDUR explain between 5% and 10% more of the
uncertainty. The remaining parameters have a small effect compared to these four.

CHEMFORM is important to the MSL rupture cases in the same way as it is to the SRV thermal
failure cases; that being through the phenomenon of chemisorption. Chemisorption of cesium is
most prevalent in the MSL rupture cases because they experience successful SRV cycling for
the longest period of time. RRDOOR is important as described in the previous section.

That SRVOFRAC explains a significant amount of the uncertainty in the subset of calculations
that experience a MSL rupture is interesting. As described in Section 6.1.4, the value of this
variable is the key to whether or not a MSL rupture occurs. That it shows to be important in the
MSL-rupture subset of calculations means that its influence goes beyond determining whether a
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rupture occurs. The SRV (that seizes open) is downstream of the MSL rupture. Therefore, it
seems the further influence of SRVOFRAC on cesium release must come before MSL rupture.

BATTDUR being important to the magnitude of cesium release is non-intuitive. That this
variable would affect release timing is intuitive but not that it would affect release magnitude.
The reason BATTDUR is showing to be important to magnitude is that cesium release in a
significant number of calculations is not over at 48 hrs. The shift in release history dependent
upon BATTDUR, and the generally greater release magnitudes in MSL rupture cases, affects
the reported cumulative release at 48 hrs.

Table 6.1-9 Regression analyses of fraction of cesium released over 48 hours for
realizations leading to SRV thermal failure and MSL creep rupture
Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.67 0.74 0.91 0.64
R2 R?

Input name inc. cont. SRRC Si Ti p-val Si Ti p-val Si Ti p-val
CHEMFORM | 032 032 0.56 043 048 0.00 033 057 0.0 052 051  0.00
RRDOOR 050 0.8 0.63 0.24 026 0.00 018 027 0.0
SRVOAFRAC | 056 0.6 -0.27 0.03 010 0.06 005 022 0.0 011 012 0.0
BATTDUR 062 005 0.23 0.06 003 052 0.04 018 0.0 0.03 006 035
SLCRFRAC 063 001 0.20 0.05 008 0.33 0.00 003 0.0 0.02 000  1.00
RRIDFRAC 064 001 0.11 0.00 007 003 001 005 001
SRVFAILT 066 002 0.12 0.07 004 026 0.00 003 006 0.03 000  1.00
FL904A 066 001 0.09 001 001 058 0.00 003 003
SRVLAM 067 001 -0.09 0.00 010 0.04 0.04 004 030
RRODFRAC 0.00 000 1.00 0.01 000  1.00
DGASKET 0.02 009 0.0
DHEADSOL 001 005 001 0.03 005 001
SC1131_2 004 010 004 0.00 000 049
EBOLT 000 003 013
H2IGNC 001 000  1.00 0.00 005 002
SC1141 2 0.02 000 1.00 0.00 000 1.00
FFC 000 000 1.00
RDSTC 000 000 1.00

6.1.3 Hydrogen Production

As described in Section 4.1, in-vessel hydrogen production can be associated with fission
product release to the environment, and, in its own right, hydrogen production is crucial

considering the severe damage potential hydrogen poses to a reactor building should it burn.
The amount of hydrogen generated in-vessel through 48 hours is considered in the following
analysis. A CDF of the hydrogen production at 48 hours is displayed on Figure 6.1-6.
Confidence Intervals show that the results are fairly well-converged, even at the 95" percentile.
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(a) Data: UAS_STPO08v1.8.6YV3780, UAS_STP09v1.8.6YV3780, UAS_STP10v1.8.6YV3780
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Figure 6.1-6 Time-dependent fraction (a) and cumulative distribution function (b) of
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Table 6.1-10 shows the regression analysis for hydrogen production. SRVLAM is the most
important parameter explaining between 40% and 66% of the variance, depending on the
regression technique. All regressions found SRVLAM accounts for at least 50% of the
uncertainty by itself, with at least 15% more in conjunction with other parameters. SC1131 2
appears to be the second most influential uncertainty with a contribution between 14% and 25%
to the variance, followed by SC1141_2 with a contribution between 1% and 5%. All the other
parameters seem to have negligible influence or questionable results (i.e., are only found in
some regressions and associated with high p-values). As described in section 6.1.2, FFC and
SC1131_2 are expected to have a conjoint influence on hydrogen production. While it seems
that the quadratic regression captures this influence, MARS seems to attribute it mostly to
SC1131 2 solely, while recursive partitioning recognizes some conjoint influence for SC1131 2
but fail to attribute it to FFC. This lack of accuracy is not surprising considering that the conjoint
influence is partly hidden by the strong influence of SRVLAM, and by the particular structure of
FFC (indicator function) that makes its influence detection more difficult.

Principally important to hydrogen generation is how much core degradation occurs at high
pressure (i.e., SRV set-point pressure). More core degradation at high pressure relates to more
hydrogen generation from oxidation. The most important parameter affecting the amount of
core damage occurring at high pressure is SRVLAM. If the SRV (the lowest set-point SRV)
sticks open early, e.g., before the onset of core damage, no core degradation takes place at
high pressure and so relatively little hydrogen is produced. If the SRV sticks open late

(e.g., 1.25 hours after the onset of core damage,) substantial core degradation takes place at
high pressure and a relatively large amount of hydrogen is produced.

SC1141 2 is important to hydrogen production, as mentioned in the previous section, in that it
determines how long un-oxidized molten zirconium is held behind an oxidized cladding shell.
The longer the zirconium is held the longer oxidation takes place and the more hydrogen
produced.
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Table 6.1-10  Regression analysis of hydrogen production.

Rank Regression Quadratic Rec_u_rsiye MARS
Partitioning
Final R? 0.55 0.63 0.88 0.65
R? R? p-
Input name | inc. | cont. | SRRC | S Ti | p-val Si Ti p-val Si Ti val
SRVLAM 039  0.39 -0.64 048 065 000 |050 070 0.0 0.66 0.75 0.00
SC1131_2 053 014 0.37 019 029 0.0 017 033 0.0 025 0.26 0.00
SC1141 2 0.54 0.01 -0.11 0.03 0.08 0.01 0.03 0.14 0.00 0.05 0.05 0.03
RDSTC 0.54 0.01 0.07 0.02 000 0.73 0.02 0.04  0.10 0.00 0.02 0.8
CHEMFORM | o055  0.00 0.04 001 009 0.00 0.03 001 0.19
BATTDUR 0.55 0.00 0.06 0.00 000 1.00 0.00 0.02 0.04
SRVFAILT 0.55 0.00 0.05 0.03 007 001 0.02 0.00  1.00 0.00 0.00 1.00
DGASKET 055  0.00 0.04 0.04 000 1.00
EBOLT 0.55  0.00 0.03 001 000 100 |001 000 1.00
RRIDFRAC 0.55 0.00 0.03 0.00 0.04 0.04 0.01 0.00 1.00
SRVOAFRAC | --- 0.00 0.09 0.00 0.06 0.04  0.02 0.00 0.00 1.00
FFC 0.00 005 0.05 0.02 0.00 0.3
H2IGNC 0.00 002 046 0.00 0.04  0.02 0.03 0.00 1.00
RRDOOR 0.04 002 054
RHONOM 0.04 001 0.66 0.04 0.06  0.00
KBOLT 0.00 000 1.00 0.00 0.02  0.36
RRODFRAC 0.00 000 1.00 0.02 0.00  0.62 001 001 0.32
SLCRFRAC 0.02 003 0.00 0.03 0.00 040
DHEADSOL 004 003 018 0.00 0.01 012
FLO04A 0.02 000 1.00

6.1.4 Analysis of Important Phenomena and Single Realizations

Analysis of single realizations provides a specific insight into the physical phenomena
controlling the variability in the source term release results. A comprehensive explanation
detailing how the release is affected by various components of the complex model of the reactor
system and associated uncertain parameters for each failure modes (SRV Stochastic, SRV
thermal, and MSL creep ruptures) under varying physical-chemical-thermal-mechanical
conditions provides confidence that the various processes are working as expected and insight
to the phenomena that are driving the results. This in turn defines the phenomenology driven by
the key uncertain parameters identified in the parameter uncertainty analyses presented in
earlier sections of this document.

Individual realizations from Replicate 1 were selected for investigation in greater detail to
identify the phenomena affecting their cesium releases to the environment. The distribution of
the fraction of the cesium inventory released to the environment for Replicate 1 is shown on
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Figure 6.1-7, along with selected statistics (median and 5™ and 95" percentiles). For
comparison with Replicate 1 results, Figure 6.1-7, and Figure 6.1-8(a) include the SOARCA
Peach Bottom unmitigated LTSBO scenario for the case where a stochastic failure of the SRV
occurs. Figure 6.1-7 also includes the SOARCA Peach Bottom sensitivity case with an MSL
creep rupture.

Representative single realizations were selected for each of the three failure modes. These
realizations, selected for detailed analysis, are representative of the overall distribution of the
results for all replicate sets. The realizations were also selected to be representative of the
distribution of results over each group of the three failure scenarios (Stochastic SRV failures,
Thermal SRV failures, and Thermal SRV failures with MSL creep rupture occurring).

Figure 6.1-8 shows, on a linear scale, the distribution of results for each of the failure modes as
well as the realizations selected. The individual analysis includes realizations that represent
outliers, median and low (5" percentile) and high (95" percentile) behavior. Collectively these
single realizations describe the phenomena driven by the key uncertainties in the complex
system. Table 6.1-11 lists the sampled parameter values for the single realizations selected for
the detailed analysis. Table 6.1-12 presents key event timings, key occurrences/attributes, and
cesium and iodine releases to the environment for the selected realizations.

Plot Date 06/13/2012. Plot File: UAS_STP08v1.8.6YV3780_fCs.JNB.
Data from: UAS_STP08v1.8.6YV3780; UAS_STD13v1.8.6YV3780; UAS_STD14v1.8.6YV3780
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Figure 6.1-7  Distribution for the fraction of cesium core inventory released to the
environment for Replicate 1 of the source term uncertainty analysis of the
SOARCA Peach Bottom unmitigated LTSBO scenario
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Figure 6.1-8
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6.1.4.1 Identification of Important Phenomena

Several influences were found to strongly affect the amount of cesium released to the
environment. The influences were (not necessarily in order of importance):

(1). Whether the sticking open of the SRV (the lowest setpoint SRV) occurs before or after the
onset of core damage

(2). Whether an MSL creep rupture occurs

(3). The elapsed time between the onset of core damage and MSL creep rupture (if an MSL
creep rupture occurs)

(4). The amount of cesium chemisorbed from CsOH into the stainless steel of RPV internals

(5). Whether core debris relocates from the RPV to the reactor cavity all at once or over an
extended period of time

(6). The degree of oxidation, primarily zircaloy oxidation, occurring in-vessel (identified by the
amount of in-vessel hydrogen production)

(7). Whether a surge of water from the wetwell up onto the drywell floor occurs at drywell liner
melt-through

(8). Whether an overpressure rupture of the wetwell occurs

(9). Whether the reactor building railroad doors are blown open by a hydrogen deflagration.
A discussion of each of these influences and their impact on cesium released follows.

SRV Failure Timing

Whether the SRV sticks open before or after core damage relates directly to the amount of
cesium released from the core that is deposited in the wetwell. When the SRV is open, the RPV
is vented to the wetwell pool. Fission products carried by the gas flow venting from the RPV are
largely scrubbed by the pool. The earlier the SRV sticks open in the core degradation process,
the more fission products are carried to the wetwell rather than deposited in the RPV. If the
SRV sticks open before the onset of core damage, the venting of released fission products
directly to the wetwell is maximized.

MSL Rupture

Whether an MSL rupture occurs also relates directly to the amount of cesium released from the
core that is deposited in the wetwell. If an MSL creep rupture occurs, the path by which fission
products carry through the stuck-open SRV to the wetwell pool is bypassed as gas venting from
the RPV flows straight to the drywell. Instead of first being scrubbed by the wetwell pool, the
fission products are introduced directly to the drywell, and then possibly to the environment via
leakage through the drywell head flange or a drywell liner melt-through.

The elapsed time between the onset of core damage and MSL rupture similarly relates to the
amount of cesium deposited in the wetwell. The more time that elapses between the onset of
core damage and an MSL rupture the more time there is for gas flows venting from the RPV to
carry fission products through the stuck-open SRV to the wetwell.
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Key to whether an MSL creep rupture occurs is the uncertain parameter of SRV open fraction
following the sticking open of an overheated SRV. Smaller stuck-open areas relieve steam
more slowly and so lead to higher pressures. Higher pressures result in elevated stresses in
the MSL piping which combine with elevated temperatures to accumulate creep damage over
time that can lead to an MSL rupture. Figure 6.1-9 shows the relationship, for all the
realizations in Replicate 1 experiencing SRV thermal failure, between (1) SRV open area
fraction and occurrence of MSL creep rupture, and (2) the fraction of cesium core inventory
released to the environment with and without MSL rupture, in plots a and b, respectively.

6-30



Data: NUREG/CR Table 4.1-3 & RizVarSamples.csv (06/15/2012)
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Figure 6.1-9 SRV open area fraction after thermal seizure Peach Bottom unmitigated
LTSBO Replicate 1: (a) cumulative distribution function and (b) fraction of
cesium core inventory released to the environment. Samples with MSL
creep ruptures are identified
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Figure 6.1-10 shows reactor and containment pressure and water level for Realization 62 of
Replicate 1, a realization that experienced thermal seizure of the SRV followed by an MSL
creep rupture. The realization was selected since its plot is near the lower 5™ percentile of the
distribution of MSL creep rupture results. Interesting is that the rupture occurs after the RPV
has depressurized following the sticking open of the SRV. The re-pressurization resulting from
a large scale relocation of core debris to the (flooded) RPV lower plenum, and the associated
energetic steam production, triggers the creep rupture. This is typical of the realizations that
experienced an MSL creep rupture.

Data: UAS_STP08v1.8.6YV3780
Plot File: UA_Single Realizations.jnb
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Figure 6.1-10 Reactor and containment pressure and water level for Realization 62 of
the Peach Bottom unmitigated LTSBO Replicate 1, an MSL creep rupture

Chemisorption

The amount of cesium chemisorbed from CsOH into the stainless steel of reactor internals
relates to the amount of cesium permanently deposited in the RPV in the MELCOR calculations.
This influence is only pertinent for the realizations that have all or some of the reactor core
cesium inventory initialized as CsOH (MELCOR treats the chemisorption of cesium from Csl but
realizations in the uncertainty analysis did not experience chemisorption from Csl). The
chemisorption was more robust in the realizations that experienced higher RPV temperatures
and it very strongly influenced the amount of cesium released to the environment as evidenced
on Figure 6.1-11. The chemisorption often involved greater than half of the initial core inventory
of cesium. Important to the chemisorption influence is that CsOH is a more readily evaporable
form of cesium and so a more transportable form. Without chemisorption of cesium from CsOH,
cesium being prevalent as CsOH (as opposed to Cs;Mo00.) would tend to heighten the release
of cesium to the environment.
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Figure 6.1-11
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Fraction of cesium core inventory released to the environment for Peach
Bottom unmitigated LTSBO Replicate 1: (a) SRV stochastic failures,

(b) SRV thermal failures, and (c) MSL creep ruptures. Realizations are
identified that have cesium core inventory initialized as CsOH
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Speed of Debris Relocation to the Reactor Cavity and In-Vessel Hydrogen Production

Most all of the cesium that releases to the environment by 48 hours in the realizations of the
uncertainty analysis does so by the following sequential steps:

(1). Releasing from the dismantling core as CsOH, Csl, or Cs,M00, vapor.

(2). Condensing into aerosols.

(3). Gravitational settling onto reactor internals.

(4). Re-vaporizing after RPV lower head failure steadily over approximately the next day.

(5). Re-condensing into aerosols that are carried out a breach in the drywell liner resulting
from core debris contacting the liner and melting through it.

Key to the re-vaporization of aerosols settled on reactor internals is the temperature of the
internals; the hotter the temperature the greater the re-vaporization. Whether core debris
relocates from the RPV to the reactor cavity all at once or over an extended period of time
relates to the strength and duration of energy sources in the RPV after lower head failure. In
the realizations where not all of the initial core material relocates from the RPV at once, decay
heat and oxidation persist in the RPV. These persistent energy sources heat the reactor
internals and drive the re-vaporization. The degree of oxidation occurring in-vessel relates to
how hot reactor internals can potentially become due to the oxidation of (primarily) fuel canisters
and cladding; the greater the degree of oxidation the greater the energy depaosition in reactor
internals.

Figure 6.1-12 shows the time history of the relocation of core material from the RPV to the
reactor cavity for Realization 268 of Replicate 1. This realization was selected in the distribution
of SRV thermal seizure results that shows outlier behavior (upper 99" percentile). In this
realization the relocation of core material doesn’t happen all at once, but rather gradually over
time. For comparison, Figure 6.1-12 includes the time history of the relocation of core material
from the RPV to the reactor cavity for the updated deterministic SOARCA Peach Bottom
unmitigated LTSBO case documented in Section 5.1.1.1. The more gradual relocation of
material in Realization 268 relative to the SOARCA case (UA base case) results in extended
oxidation and therefore extended and heightened heat generation in the RPV. The extended
and heightened heat generation efficiently re-vaporizes deposits of cesium from reactor
internals resulting in a relatively very large release of cesium to the environment.
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Data: UAS_STPO08v1.8.6YV3780; UAS_STD13v1.8.6YV3780
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400000 1 1 1 1 1 1 1 1 1 1 1 1 L} T T | 1 T I | T T 1 l_ L} gl T | T I JI

——— SOARCA (UAS_STD13)
Realization 268

350000

300000

250000

W

200000

Mass (kg)

150000

100000 -

50000

o
(8]
—
]
—
o
]
g
w
o
(%]
[s]
B~
%]
S
o

Time (hr)

Figure 6.1-12  Time dependent relocation of core material from the RPV to the reactor
cavity for Realization 268 of the Peach Bottom unmitigated LTSBO
Replicate 1, an SRV thermal seizure failure

Figure 6.1-13 shows the in-vessel hydrogen production associated for Realization 268 of
Replicate 1 of the Peach Bottom unmitigated LTSBO scenario and for comparison includes the
time history from the updated deterministic SOARCA Peach Bottom unmitigated LTSBO case
(UA base case) documented in Section 5.1.1.1.
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Data: UAS_STP08v1.8.6YV3780; UAS_STD13v1.8.6YV3780
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Figure 6.1-13 In-vessel hydrogen production for Realization 268 of the Peach Bottom
unmitigated LTSBO Replicate 1, an SRV thermal seizure failure

Water Surging from the Wetwell

Whether a surge of water from the wetwell up onto the drywell floor occurs relates to amounts of
cesium that deposit in the wetwell pool but fail to be confined there. In a large number of the
realizations, a surge of water from the wetwell up onto the drywell floor occurs when the
containment depressurizes in response to a breach developing in the drywell liner due to core
debris contacting the liner and melting through it. The wetwell pool is saturated at the time and
susceptible to flashing given a depressurization. The vacuum breakers between the wetwell
and the drywell are overwhelmed and contaminated water from the wetwell surges up onto the
drywell floor. Most of the water moves out the liner breach but some of it pools above the core
debris on the drywell floor. The pool subsequently evaporates introducing its inventory of fission
products to the atmosphere and structures of the drywell where they are available for release to
the environment. (Note that the flow path representing the liner breach in the MELCOR model
is a 6-cm high horizontal slot with its lowest point 0.41 m off the drywell floor.)

There is a correlation between the uncertainty in the drywell liner breach size and whether a
surge of water from the wetwell occurs as evidenced in Figure 6.1-14. Larger sizes cause
stronger containment depressurizations and hence larger potentials for water to surge from the
wetwell.
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Data: Table 4.1-6
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Figure 6.1-14 Cumulative distribution function for the flow area resulting from drywell
liner failure for Peach Bottom unmitigated LTSBO Replicate 1 with
samples identified that have a surge of water from the wetwell during
depressurization of the drywell

Figure 6.1-15 shows water level in containment for Realization 170 of Replicate 1, a realization
where a surge of water from the wetwell up onto the drywell floor occurs in response to the
containment depressurizing when core debris contacts the drywell liner and melts through it.
This realization was selected from the set of SRV stochastic failure cases whose behavior is
similar to the upper 95" percentile of the distribution. The small sumps in the reactor cavity and
outside the reactor pedestal are not accounted for in this figure. Note that most of the water that
surges up from the wetwell moves out of the drywell and into the reactor building through the
breach in the drywell liner. The water that pools on the drywell floor is atop core debris and so
evaporates releasing its content of fission products to the drywell.
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Data: UAS_STP08v1.8.6YV3780
Plot File: UA_Single Realizations.jnb
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Figure 6.1-15 Water level in containment for Realization 170 of the Peach Bottom
unmitigated LTSBO Replicate 1, an SRV Stochastic failure

Overpressure Rupture of the Wetwell

Whether an overpressure rupture of the wetwell occurs pertains to a containment failure
whereby a breach occurs in the wetwell above waterline due to overpressure. The breach
actually has beneficial impact as it results in a venting of containment through the wetwell pool.

The pool scrubs fission products from the venting gas flows as they make their way to the
breach.

Compromising of the Railroad Doors
In most of the calculations, the Railroad Doors in the lower reactor building were blown open by
a hydrogen deflagration. This resulted in a thermal updraft developing in the reactor building

that adversely impacted fission product settling.

The effect can be seen on Figure 6.1-16 for all three of the failure modes.
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Figure 6.1-16  Fraction of cesium core inventory released to the environment for Peach
Bottom unmitigated LTSBO Replicate 1: (a) SRV stochastic failures,

(b) SRV thermal failures, and (c) MSL creep ruptures. The realizations are
identified that have closed railroad doors
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6.1.4.2 Analysis of Single Realizations

For comparison with the individual single realizations, Figure 6.1-17 includes the time
dependent distribution of cesium throughout the reactor system from the updated deterministic
SOARCA Peach Bottom unmitigated LTSBO case documented in Appendix C. The distribution
of cesium throughout the reactor system for selected individual realizations from Replicate 1 of
the Peach Bottom unmitigated LTSBO (the realizations of Tables 6.1-11 and 6.1-12), is
presented in Figures 6.1-18 through 6.1-28. The figures present pairs of plots showing two
scales for each realization. Noteworthy influences specific to each realization are discussed
below. In reviewing the figures, the information in Tables 6.1-11 and 6.1-12 should be
considered realizing that the minimum, median, and maximum values of hydrogen generation in
Replicate 1 of the Peach Bottom unmitigated LTSBO results were 954.5 kg, 1,305.5 kg, and
1,850.0 kg, respectively. Similarly, realize that the minimum, median, and maximum values of
fractional cesium release to the environment were 0.003, 0.021, and 0.124, respectively.
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(a) Data: UAS_STD13v1.8.6YV3780
Plot File: UA_Single Realizations.jnb
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Figure 6.1-17 Fraction of cesium core inventory released to the environment for the

updated deterministic SOARCA Peach Bottom unmitigated LTSBO
case documented in Section 5.1.1.1 for two scales on the ordinate:
(@ 0to1.0and (b) 0to 0.20
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Figure 6.1-18: Realization 18 falls near the median behavior in the distribution of SRV thermal
seizure results for Replicate 1 exhibiting an approximately median release of cesium to the
environment relative to the collective results of Replicate 1. Nothing really stands out in the
progression of this scenario relative to the SOARCA Uncertainty Analysis calculation or the
Uncertainty Analysis realizations in general. The realization shows median in-vessel hydrogen
production and did not see a surge of water from the wetwell up onto the drywell floor.

Figure 6.1-19: Realization 51 falls near the 5" percentile behavior in the distribution of SRV
stochastic failures exhibiting the lowest cesium release of all the Replicate 1 realizations and a
release lower than the SOARCA Uncertainty Analysis base case calculation. Contributing to the
low cesium release in this realization is that the SRV fails open before the onset of core
damage, in-vessel hydrogen production is lower than median, no surge of water from the
wetwell up onto the drywell floor occurs, and that the Railroad Doors do not blow open.

Figure 6.1-20: Realization 52 falls near the 5" percentile of the distribution of MSL creep
ruptures exhibiting a median cesium release. Factors in this realization that would tend to
suppress the release are strong chemisorption, a long elapsed time between the onset of core
damage and MSL creep rupture, a wetwell rupture, and no surge of water from the wetwell up
onto the drywell floor. Factors that would tend to heighten the release are high in-vessel
hydrogen production and a MSL creep rupture.

Figure 6.1-21: Realization 62 falls near the median of the distribution of MSL creep ruptures
experiencing a high cesium release. There are several factors in this realization that would tend
to heighten the release, namely: high in-vessel hydrogen production, no cesium in the form of
CsOH and so no chemisorption, an MSL creep rupture, and a surge of water from the wetwell
up onto the drywell floor. A factor that would tend to suppress the release is that a relatively
long period of time elapsed between the onset of core damage and the MSL creep rupture.

Figure 6.1-22: Realization 63 falls near the 5" percentile of the distribution of SRV thermal
seizure failures exhibiting a low cesium release to the environment. The strong factor identified
as contributing to the low release in this realization is high chemisorption.

Figure 6.1-23: Realization 86 falls near the median of the distribution of MSL creep ruptures
exhibiting a high cesium release. Factors here that would tend to suppress the release are
significant chemisorption and no surge of water from the wetwell up onto the drywell floor.
Factors that would tend to heighten release are MSL creep rupture and a short time between
the onset of core damage and the MSL creep rupture

Figure 6.1-24: Realization 90 is a very high outlier in the distribution of SRV stochastic failures
exhibiting a high cesium release to the environment. This realization exhibits high in-vessel
hydrogen production and a more gradual relocation of core material from the RPV to the reactor
cavity (over something like a day rather than all at once). Both of these factors, in a related
fashion, would tend to increase the cesium release. Tending to suppress the release is that no
surge of water from the wetwell up onto the drywell floor occurred.

Figure 6.1-25: Realization 122 is another high outlier in the distribution of SRV stochastic
failures showing cesium release to the environment on the high side. There do not seem to be
any remarkable factors contributing to the release in this realization but in-vessel hydrogen
production is higher than median and there was a surge of water from the wetwell up onto the
drywell floor. In this realization, core damage occurs prior to SRV failure.
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Figure 6.1-26: Realization 134 is a high outlier in the distribution of MSL creep ruptures
showing a high cesium release. Contributors to the release are no CsOH being initialized in the
core so no chemisorption taking place, a MSL creep rupture occurring, a short elapsed time
between the onset of core damage and the MSL creep rupture, and core material relocation
from the RPV over 8 hours (as opposed to all at once). Detractors from the release are low
in-vessel hydrogen production, a wetwell rupture, and no surge of water from the wetwell up
onto the drywell floor

Figure 6.1-27: Realization 170 falls near the 95™ percentile of the distribution of SRV stochastic
failures relating to an approximately median cesium release. Contributing to the release is that
all the cesium initialized in the core is in the form of CsOH but that only a modest amount of
cesium is chemisorbed into the stainless steel of reactor internals. CsOH is a more readily
evaporable form of cesium, and therefore, a more transportable form. Given little chemisorption
of cesium from CsOH in this realization, cesium being initialized as CsOH would tend to
heighten the release of cesium to the environment. Also contributing to the release is that a
surge of water from the wetwell up onto the drywell floor occurs. Detracting from the cesium
release in this realization is that the SRV fails open before the onset of core damage and that in-
vessel hydrogen production is on the low side.

Figure 6.1-28: Realization 268 is a high outlier in the distribution of SRV thermal seizure
failures exhibiting a high release of cesium to the environment. It had the highest cesium
release of the select realizations. The factor accounting for the high release is the spreading
over an extended period of time of the relocation of core material from the RPV to the reactor
cavity (as opposed to a relocation that happens all at once). The extended residence time of
core material in the RPV, results in continued oxidation (of primarily fuel cladding). The
continued heat generation associated with the continued oxidation drives off (evaporates)
cesium deposited on reactor vessel internals earlier in the core degradation process. The
cesium aerosolizes and transports out of the vessel through the breached lower head and out of
the drywell to the reactor building through the melt-through in the drywell liner.
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Figure 6.1-19  Fraction of cesium core inventory released to the environment for
Realization 51 of Replicate 1 for two scales on the ordinate: (a)0to 1.0
and (b) 0 to 0.02
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Figure 6.1-20 Fraction of cesium core inventory released to the environment for
Realization 52 of Replicate 1 for two scales on the ordinate: (a)0to 1.0
and (b) 0to 0.2
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Figure 6.1-21 Fraction of cesium core inventory released to the environment for
Realization 62 of Replicate 1 for two scales on the ordinate: (a)0to 1.0
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Figure 6.1-22 Fraction of cesium core inventory released to the environment for
Realization 63 of Replicate 1 for two scales on the ordinate: (a) 0 to 1.0
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Figure 6.1-27 Fraction of cesium core inventory released to the environment for
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6.2 Offsite Consequence

The results of the consequence analyses are presented in terms of risk to the public for each of
the probabilistic source terms analyzed using the Peach Bottom unmitigated LTSBO MELCOR
model for the uncertainty analysis presented in Section 6.1. All results are presented as
conditional risk. Absolute risk is discussed in certain instances within the text (see
NUREG-1935 [1], Section 5.8, for a more full discussion of risk metrics reported). The
conditional risks assume that the accident occurs and show the risks to individuals as a result of
the accident (i.e., latent cancer fatality (LCF) risk per event or early-fatality risk per event). The
absolute risk is the product of the core damage frequency for the accident sequence and the
conditional risk for that sequence. The absolute risk is the likelihood of incurring a latent fatal
cancer or early fatality for an average individual living within a specified radius of the plant per
year of plant operation (i.e., LCF risk per reactor year (pry) or early-fatality risk pry).

The reported risk metrics, LCF and early-fatality risks to residents in circular regions
surrounding the plant, are averaged over the entire residential population within each circular
region. The risk values represent the predicted number of fatalities divided by the population for
the selected dose response model. These risk metrics account for the distribution of the
population within the circular region and for the interplay between the population distribution and
the wind rose probabilities.

The three separate replicates representing the uncertainty in the MELCOR source terms, as
discussed in Section 5.1.1, were combined and used in a single MACCS uncertainty analysis to
determine the conditional, mean, individual LCF risk (per event) and early-fatality risk per event
CCDFs. The reported risk is the mean risk over possible variations in weather using the
weather sampling strategy developed for SOARCA. The three MELCOR replicate analyses
produced 284 (Replicate 1), 290 (Replicate 2), and 291 (Replicate 3) MELCOR source terms,
respectively. Each MELCOR source term replicate was analyzed individually with a single
WInMACCS run using LHS sampling and include the 350 MACCS uncertain input variables. In
addition, a WInMACCS run created a set of 865 MACCS realizations, each paired with one of
the MELCOR source terms from all three replicates. Table 6.2-1 identifies the nomenclature for
the MACCS probabilistic analyses and corresponding MELCOR source terms.

This section discusses the LCF risks per event and the early-fatality risks per event. All the
cases use the MACCS uncertainty parameters (i.e., 350 uncertain input parameters) discussed
in Section 5.2.1. This section also discusses the consequence analyses for the MELCOR single
realizations discussed in Section 6.1.4, and the three MACCS realizations that resulted in an
early-fatality risk out to 10 miles. The single realization analysis provides insight into the
important phenomena driven by the uncertainty in the input parameters and source terms.
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Table 6.2-1 MACCS probabilistic analyses

MELCOR Source

MACCS Analysis Terms

Description

CAP14. MACCS analysis for MELCOR Replicate #1,
LNT Dose Response model.

UAS_CAP14v364_2509 UAS_STP08v1.8.6YV3780

CAP18. MACCS analysis for MELCOR Replicate #2,
LNT Dose Response model.

UAS_CAP18v364_2509 UAS_STP09v1.8.6YV3780

CAP19. MACCS analysis for MELCOR Replicate #3,
LNT Dose Response model.

UAS_CAP19v364_2509 UAS_STP010v1.8.6YV3780

UAS_STP08v1.8.6YV3780;
UAS_STPO09v1.8.6YV3780;
UAS_STP10v1.8.6YV3780

CAP17. MACCS analysis for combined MELCOR

UAS_CAP17v364_2509 Replicates #1, #2, & #3, LNT Dose Response model.

The risk results presented in this section use only the LNT dose-response model. Uncertainty
analyses using dose truncation models are discussed in Section 6.4.4.

In this section, the risk tables represent rounded values obtained from the full data sets. The
plots were developed from the full data sets and slight differences may be noticed due to
rounding of the tabulated values.

6.2.1 Latent Cancer Fatality Risk

Table 6.2-2 shows statistical results for conditional, mean, individual LCF risk (per event) from
the MACCS uncertainty analysis at each specified circular area for the analysis using all three
MELCOR source term replicates combined (CAP17). Each statistic was estimated to evaluate
the epistemic uncertainties resulting from the uncertain inputs to MACCS and MELCOR
(through the source term). A t-distribution was used to determine the 5" and 95" percentiles.

Table 6.2-2 Conditional, mean, individual LCF risk (per event) average statistics for the
MACCS Uncertainty Analysis for five circular areas (using all three source
term replicates)

0-10 miles | 0-20 miles | 0-30 miles | 0-40 miles | 0-50 miles
Mean 1.7x10* 2.8x10* 2.0x10* 1.3x10* 1.0x10*
Median 1.3x10* 1.9x10* 1.3x10* 8.7x10° 7.1x10°
5" percentile 3.1x10° 4.9x10° 3.4x10° 2.2x10° 1.9x10°
95" percentile 4.2x10* 7.7x10% 5.3x10% 3.4x10* 2.7x10*

For this work, the emergency phase is defined as the first seven days following the initial
release to the environment. The long-term phase is defined as the time following the
emergency phase (i.e., there is no intermediate phase). The long-term phase risk (i.e., the LCF
risk contribution beyond the emergency phase) dominates the total risks (i.e., 100% of all
realizations have a long-term risk contribution that is greater than 50% of the total risk) within
the EPZ for the uncertainty analysis when the LNT dose-response assumption is made. No
realization resulted in an emergency phase risk contribution greater than 48% of the total risk.
The emergency phase risk within the EPZ is entirely to the 0.5% of the population who are
assumed not to evacuate. These results further emphasize the benefits of evacuating the EPZ.
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The long-term risks are controlled by the habitability (return) criterion, which is the dose rate at
which residents are allowed to return to their homes following the emergency phase. For Peach
Bottom, the habitability criterion is an annual dose rate of 500 mrem/yr'4. For comparison, only
55% of all realizations have a long-term risk contribution greater than 50% of the total risk within
a 20-mile radius (i.e., 45% of the realizations have an emergency phase risk greater than 50%
of the total risk). Since only hotspot and normal relocation are modeled beyond the EPZ (in
addition to a 20% shadow evacuation in the 10-20 mile ring), it is possible for residents beyond
10 miles to incur larger doses during plume passage in the emergency phase before the hotspot
or normal relocation occurs. It should be noted that earlier ad hoc evacuation would be
expected to occur in the case of an anticipated large release (see for example, NUREG-2161
[92], “Consequence Study of a Beyond Design-Basis Earthquake Affecting the Spent Fuel Pool
for a U.S. Mark | Boiling Water Reactor,” Section 7.1.4) but an ad hoc evacuation model was not
within the scope of this uncertainty study.

Figures 6.2-1 to 6.2-5 show the CCDFs for the conditional, mean, individual LCF risk (per event)
for the composite MACCS uncertainty analysis (CAP17) within five concentric circular areas
from the plant. Also noted on the figures are the mean, median, 5" and 95" quantiles
(percentiles) for the conditional LCF risk distributions using each of the three MELCOR replicate
results (i.e., CAP 14, CAP18, and CAP19 results described in Section 5.2.1.3). The composite
CCDFs (for CAP17)are very similar and are in good agreement with the three uncertainty
analyses corresponding to the three sets of MELCOR results (i.e., CAP14, CAP18, and
CAP19). This indicates that incorporation of all 865 MELCOR source terms into a single
MACCS uncertainty analysis is reasonably well converged compared with smaller samples
using the MELCOR Replicates 1, 2, and 3 (i.e., compare Table 5.2-6 with Table 6.2-2).

On Figure 6.2-1 to Figure 6.2-5, the x-axis represents the distribution of possible LCF risk per
event results within the 10-mile circular area and is generated by sorting (from smallest to
largest) all the LCF risk results from the sample of size ‘N’ (i.e., N=865 samples for

Figure 6.2-1). On Figure 6.2-1, the y-axis represents the likelihood of being higher than or equal
to the value read on the x-axis. The likelihood of the outcome is estimated by a weight of 1/N
and decreasing the y-value by this weight starting from one. The mean (arithmetic average) is
added to each CCDF curve. Quantiles (g) can be read directly by finding the corresponding y-
value to the graph, and are displayed for the 5™, 50" (median), and 95" quantiles as dots over
the curve.

In risk analysis, it is traditional to plot CCDFs rather than CDFs as a CCDF answers the
guestion, “How likely it is to have such value or higher?”

14 In accordance with Pennsylvania State Guidelines.
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Figure 6.2-1 Complementary cumulative distribution function and statistical values
for conditional, mean, individual LCF risk (per event) within a 10-mile
radius
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Figure 6.2-2  Complementary cumulative distribution function and statistical values for
conditional, mean, individual LCF risk (per event) within a 20-mile radius
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Figure 6.2-3 Complementary cumulative distribution function and statistical values for
conditional, mean, individual LCF risk (per event) within a 30-mile radius
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Figure 6.2-4 Complementary cumulative distribution function and statistical values
for conditional, mean, individual LCF risk (per event) within a 40-mile
radius
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When the 10-mile and 20-mile circular area statistics are compared, there is larger influence of
the emergency phase for the 20-mile region compared to the 10-mile region, for which nearly all
of the population evacuated. This comparison is shown on Figure 6.2-6 for the contribution to
LCF risk from the long-term phase, and Figure 6.2-7 for the contribution of the LCF risk from the
emergency phase. This indicates that variations in doses during the emergency phase are
greater than variations in dose during the long-term phase. As noted above, ad hoc evacuation
modeling beyond the 10-mile EPZ was not included in this uncertainty study.
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CCDF: Prob( Late Cancer Fatality Risk > LCF)

Figure 6.2-6

CCDF: Prob( Late Cancer Fatality Risk > LCF)
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Table 6.2-3 shows the correlation matrix for the MACCS Uncertainty Analysis for the
conditional, mean, individual LCF risk (per event) at the specified circular areas. This table
indicates how strongly the MACCS results are correlated amongst each other when the radial
distances change. The closer the correlation value is to 1.0, the more similar are the results.
Table 6.2-3 indicates that while the conditional, mean, individual LCF risk (per event) for a radial
distance of 10 miles is different than other radials distance (i.e., first row, correlation coefficient
ranging from 0.41 to 0.55), the other radial distances lead to pretty similar results

(i.e., coefficients of correlation greater than 0.98). The correlation between all the circular areas
outside the EPZ to the EPZ distance (i.e., 10 miles) shows that evacuation has a pronounced
effect on the correlation. This is because residents within the EPZ, with the exception of the
0.5% who are assumed not to evacuate, evacuate ahead of the release and therefore receive
no dose during the emergency phase. The majority of the residents outside the EPZ do receive
a dose during the emergency phase. All circular areas beyond the EPZ (i.e., 10 miles) are very
well correlated with regards to their respective MACCS input parameters. This is expected
since there are no MACCS input parameters that would significantly affect one region differently
than another. One minor exception is that 20% of the residents between 10 and 20 miles from
the site are assumed to be part of the shadow evacuation. Otherwise, all residents outside of
the EPZ are assumed to behave the same way.

Table 6.2-3 Correlation matrix of the conditional, mean, individual LCF risk (per event)
for the MACCS Uncertainty Analysis for specified circular areas (using all
three source term replicates)

0-10 miles | 0-20 miles | 0-30 miles | 0-40 miles | 0-50 miles
0-10 miles 1 0.41 0.44 0.51 0.55
0-20 miles 1 0.998 0.99 0.98
0-30 miles 1 0.996 0.99
0-40 miles 1 0.998
0-50 miles 1

6.2.2 Early Fatality Risk

The only nonzero early-fatality risk result calculated in the original SOARCA project was for the
Surry ISLOCA scenario (NUREG/CR-7110 Volume 2, Section 7.3.5). For Surry, the exclusion
area boundary (EAB) is 0.35 miles from the reactor building from which release occurs, so

one mile from the EAB is at 1.35 miles. The closest MACCS grid boundary to 1.35 miles used
in the ISLOCA calculations is at 1.3 miles. Table 6.2-4 shows the conditional, mean, individual
early-fatality risk (per event) for the Surry ISLOCA scenario. The core damage frequency for
this event is 3x10® pry. Thus the absolute early-fatality risk within one mile of the EAB is
4.5x10 pry.
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Table 6.2-4 Conditional, mean, individual early-fatality risk (per event) for the Surry
ISLOCA Scenario

Radius of circular area (mi) Early-fatality risk (per event)
1.3 1.5x10
2 6.4x107
2.5 4.0x107

For Peach Bottom, the EAB is 0.5 mile from the reactor building from which a release occurs, so
the outer boundary of this one mile zone is at 1.5 miles. The closest MACCS grid boundary to
1.5 miles used in this set of calculations is at 1.3 miles. The Peach Bottom LTSBO scenario
has a conditional, mean, individual early-fatality risk (per event) of 0.00 (NUREG/CR-7110
Volume 1, Section 7.3.1).

In this uncertainty analysis, the early-fatality risks are zero for 87% of all realizations at all
specified circular areas . This is because the release fractions are too low to produce doses
large enough to exceed the dose thresholds for early fatalities, even for the 0.5% of the
population that are modeled as refusing to evacuate. The largest value of the mean, acute
exposure for the closest resident (i.e., 1.6 to 2.1 kilometers from the plant) for many of these
replicates is about 0.3 gray (Gy) to the red bone marrow, which is usually the most sensitive
organ for early fatalities, but the minimum acute exposure that can cause a early fatality is about
2.3 Gy to the red bone marrow. The calculated exposures for these scenarios are all below this
threshold.

Unlike the SOARCA analyses in NUREG/CR-7110 Volume 1 and Volume 2, a nonzero early-
fatality risk was calculated beyond 2.5 miles (see Table 6.2-4). 11% of the 865 MACCS
realizations investigated resulted in a nonzero early-fatality risk per event out to 1.3 miles. 1.3%
of the realizations result in a early-fatality risk at 2 miles but not at 1.3 miles due to specific
sampled weather trial conditions, including wind directions, and the nearest location of residents
in that direction. 0.3% of the 865 realizations that resulted in a nonzero early-fatality risk per
event out to 10 miles. In other words, a select few realizations (three) result in a large enough
source term that when combined with specific weather trials in the MACCS calculation result in
early-fatality risks out to the boundary of the EPZ. A more detailed discussion of this is provided
in Section 6.2.4.

Table 6.2-5 shows statistical results for conditional, mean, individual early-fatality risk (per
event) from the MACCS Uncertainty Analysis at the specified circular areas. Each statistic was
estimated to evaluate the epistemic uncertainties resulting from the uncertain inputs. Since at
most radial distances there were insufficient results to calculate the 75" and 95" percentiles
directly, a t-distribution was used to estimate the 75" and 95" percentiles.

At 2.5 miles and beyond in Table 6.2-5 the mean result is greater than the 95" percentile. This
is due to the few number of nonzero early-fatality risks (i.e., less than 5% of the realizations) at
these distances. A distribution can be skewed enough so that the mean is greater than the 95"
percentile. For these cases the mean may be higher than the 99™ percentile, because it is
driven by just a few nonzero values within a population comprised overwhelming of zeros. This
is the case here for early-fatality risk beyond 2.5 miles.
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Table 6.2-5 Conditional, mean, individual early-fatality risk (per event) average
statistics for the composite MACCS Uncertainty Analysis for specified
circular areas (using all three source term replicates)

0-1.3 0-2 0-2.5 0-3 0-3.5 0-5 0-7 0-10

miles miles miles miles miles miles miles miles
Mean 4.5x107 1.8x107 8.9x10°8 6.4x108 3.5x10°8 1.4x10® | 8.3x10° | 4.8x10°
Median 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
75"
percentile 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
95th

. 1.9x10 7.4x107 3.5x108 5.3x1010 0.0 0.0 0.0 0.0

percentile

As shown on Figure 6.2-8, the CCDF for the composite MACCS uncertainty analysis (CAP17)
for the conditional, mean, individual early-fatality risk (per event) are very similar and are in
good agreement when compared with the three uncertainty analyses conducted for MACCS
convergence (i.e., CAP14, CAP18, and CAP19 results described in Section 5.2.1) at the
1.3-mile circular area (i.e., within 1 mile of EAB). Also, Figure 6.2-8 shows a change within the
95" percentile interval between the MACCS Uncertainty Analysis and the MACCS convergence
analyses. This is a result of the limited number of early-fatality risks greater than zero. Only
11% of the total data of the MACCS results for the MACCS Uncertainty Analysis resulted in a
nonzero early-fatality risk. However, the slight difference between the means indicates that the
incorporation of all 865 MELCOR source terms into a single MACCS uncertainty analysis does
not result in any significant change to the overall statistics with respect to the MACCS
uncertainty inputs (i.e., compare Table 5.2-13 with Table 6.2-5).
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Figure 6.2-8 Complementary cumulative distribution function and statistical values
for conditional, mean, individual early-fatality risk (per event) within a
1.3-mile radius

Figures 6.2-9 through 6.2-12 show the CCDFs for the composite MACCS Uncertainty Analysis
(CAP 17) for the conditional, mean, individual early-fatality risk (per event) for the 2-, 2.5-, 3-,
and 3.5-mile circular areas, respectively. These figures also show the mean and 95" quantiles
from the three replicate/convergence analyses (CAP 14, 18, 19) for comparison. The results
are similar to those discussed on Figure 6.2-8; however, the percent of early-fatality risk results
greater than zero for each subsequent circular area decreases. The nonzero early-fatality risk
results decreases from 11% of the total early-fatality risk results at 1.3 miles to 4% of the total
early-fatality risk results at 3.5 miles. Beyond the 3.5 mile circular area, the source terms that
generate nonzero early-fatality risks drop below 2% and the plots convey little useful
information. For distances beyond 2.5 miles, the 95" percentile statistics are not well
converged (i.e., greater than an order of magnitude difference). Even at a 2-mile radius, the
95" percentiles differ up to 70%. This is expected, given the small fraction of nonzero results in
the total population of results.
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CCDF: Prob( prompt fatality Risk > PF)

Figure 6.2-9

CCDF: Prcb( prompt fatality Risk > PF)
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Figure 6.2-10 Complementary cumulative distribution function and statistical values
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CCDF: Prob( prompt fatality Risk > PF)

Figure 6.2-11

CCDF: Prob( prompt fatality Risk > PF)

Figure 6.2-12
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Table 6.2-6 shows the correlation matrix for the MACCS uncertainty analysis for the conditional,
mean, individual early-fatality risk (per event) at specified circular areas. The correlation data
only applies to nonzero early-fatality risk results. There is poorer correlation between the closer
circular areas and the further circular areas due to the small number of replicates where a
nonzero early-fatality risk is observed beyond five miles. Only 1% of the MACCS realizations
result in a nonzero early-fatality risk at the 7-mile circular area. These 7-mile early-fatality risk
realizations are amongst the top 2% of the realizations (4 realizations total) that result in a
nonzero early-fatality risk at the 1.3-mile circular area. Thus the risk at seven miles is not
strongly correlated with the shorter distances since it is heavily weighted towards the higher end
of the early-fatality risks. Similarly, the realizations at 10 miles that result in a nonzero early-
fatality risk are amongst the top 2% of the realizations that result in a nonzero early-fatality risk
at 1.3 miles. The 5-mile, 7-mile, and 10-mile circular area early fatality risks are strongly
correlated with each other. Three of the top four of the realizations that result in a nonzero
early-fatality risk at the 7-mile circular area also result in a nonzero early-fatality risk at the
10-mile circular area. These three nonzero early-fatality risk at the 10-mile circular area are
further discussed in Section 6.2.4.

Table 6.2-6  Correlation matrix for the MACCS Uncertainty Analysis for the conditional,
mean, individual early-fatality risk (per event) for specified circular areas
(using all three source term replicates)

0-1.3 0-2 0-2.5 0-3 0-3.5 0-5 0-7 0-10

miles miles miles miles miles miles miles miles
0-1.3 miles 1 0.93 0.68 0.74 0.54 0.42 0.34 0.26
0-2 miles 1 0.85 0.90 0.77 0.67 0.59 0.50
0-2.5 miles 1 0.93 0.94 0.85 0.77 0.68
0-3 miles 1 0.93 0.87 0.81 0.73
0-3.5 miles 1 0.96 0.91 0.85
0-5 miles 1 0.99 0.95
0-7 miles 1 0.99
0-10 miles 1

6.2.3 Regression Analysis

As part of the statistical analysis of the MACCS Uncertainty Analysis, a series of regression
methods were applied to determine which input parameters most affect LCF risk and early-
fatality risk. The four regression methods used were rank regression, quadratic regression,
recursive partitioning, and MARS, as described in section 3.4.2.

6.2.3.1 Regression Analysis from Latent Cancer Fatality Risk

Tables 6.2-7 through 6.2-11 show the results of the regression methods used to correlate the
conditional, mean, individual LCF risk (per event) results from the MACCS uncertainty analysis
(CAP17) for the 10-mile, 20-mile, 30-mile, 40-mile, and 50-mile circular areas, respectively. The
tables are a general indication of input parameter influence on the results. Rank regression
often underestimates the true influence of a parameter since it captures only a monotonic
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relationship (see discussion in Section 3.4.2). A slightly non-monotonic relationship results in a
smaller R? than when the relationship is purely monotonic.

The tables are ordered by input variables with the highest rank regression results, and then are
further grouped according to the type of input parameter (i.e., MACCS or MELCOR variables).
The final R? determination for all four regression models are fairly high at the five specified
circular areas and range from 0.42 for MARS at 30 miles (Table 6.2-9) to 0.85 for recursive
partitioning at 10 miles (Table 6.2-7).

All regression methods for the specified circular areas consistently rank the following
parameters, respectively, as the most important input variables:

e The MACCS dry deposition velocity (VDEPOS),
e The MELCOR safety relief valve (SRV) stochastic failure probability (SRVLAM), and

e The MACCS risk factor for cancer fatalities for the residual organ (CFRISK—Residual).
The residual organ is represented by the pancreas and is used to define all latent
cancers not specifically accounted for in the MACCS model. The pancreas is chosen to
be a representative soft tissue.

Additional variables also consistently show some level of importance at all circular areas in at
least one of the regression methods. These additional input variables include the following:

e The MELCOR fuel failure criterion,
e The MELCOR drywell liner melt-through open area flow path (FL904A),

e The MACCS dose and dose-rate effectiveness factor for the residual organ
(DDREFA-Residual).

These six variables (VDEPOS, SRVLAM, fuel failure criterion, FL904A, CFRISK-residual, and
DDREFA-residual) account for 26%-75% of the variance for the different circular areas using
the different regression methods. Other input parameters indicate some importance within
certain circular areas but not within other circular areas.

Thus, the most important variable, VDEPOS, appears at the top of the tables followed by the
consistently important MELCOR variables, (i.e., SRVLAM, fuel failure criterion, and FL904A),
the LCF risk parameters for residual cancers (i.e., CFRISK-residual and DDREFA-residual), and
finally other LCF risk parameters, dose conversion factors for inhalation, and MELCOR
parameters (e.g., rail road doors open or closed — RRDOOR) that appear in only some of the
tables.

The MACCS dry deposition velocity (VDEPQOS) is expected to be important to LCF risk because
the long-term dose with the LNT model is driven by dry deposition velocity since long-term dose
results mainly from groundshine. Wet deposition also contributes to groundshine dose, but its
contribution is smaller on average due to the fact that rain only occurs about 7% of the time at
Peach Bottom. A larger value of dry deposition velocity results in larger long-term doses at
shorter distances and smaller doses at longer distances. This explains why the correlation
coefficient is positive at 10 miles and negative beyond 10 miles for the rank regression analysis.
As discussed in further detail in Section 4.2.2, dry deposition is characterized in MACCS with a
set of deposition velocities corresponding to a set of aerosol size bins. All of the deposition
velocities are correlated, so VDEPOS indicates the deposition velocity for each of the aerosol
bins. Currently, MACCS uses a fixed deposition velocity that is independent of wind speed and
other conditions (whereas in reality, deposition velocity would vary with wind speed and surface
roughness).
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Table 6.2-7 Conditional, mean, individual LCF risk (per event) regression of the
MACCS Uncertainty Analysis for the 10-mile circular area
. . Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.73 0.76 0.85 0.72
Input R?inc. | R?cont. | SRRC | S; T | p-val | S T | p-val | Si Ti p-val
VDEPOS 0.31 0.31 0.56 | 0.15 0.28 0 0.22 0.53 0 0.33 0.37 0
SRVLAM 0.43 0.12 -0.35 | 0.07 0.21 0 0.16 0.35 0 0.12 0.12 0.02
Fuel failure
criterion 0.44 0.01 0.15 | 0.01 0.03 0.55 0.07 0.13 0
FL904A 0.45 0.01 0.12 0 0 1
BATTDUR 0 0.01 0.55 0 0 1
CFRISK 0.54 0.09 0.31 | 0.16 0.27 0 0.15 0.48 0 0.18 0.25 0
Residual
DDR.EFA 0.57 0.03 -0.18 | 0.03 0.19 0 0.01 0.05 0.05 | 0.05 0.16 0
Residual
GSHFAC 0.63 0.06 0.24 | 0.05 0.22 0 0.04 0.09 0.01
Normal
C(I::SLSnK 0.66 0.03 0.17 | 0.03 0.20 0 0 0.04 0.33 | 0.07 0.08 0.05
DDREFA 0.67 0.01 -0.08 | 0.03 0.02 04
Colon
CET}EK 0.70 0.03 0.17 | 0.03 0 1 0 0.10 0.11 | 0.05 0.02 0.35
DDREFA | .71 000 008 | — -~ - |001 005 009 0 0 1
Lung
Note: Parameters are grouped by importance and relationship (e.g. MELCOR parameters). Light shading indicates

parameters with low importance. The dark shading and no shading represent ‘groupings’ of parameters (e.g., source
term influence from MELCOR inputs or latent cancer risk associated for a specific target organ).
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Table 6.2-8 Conditional, mean, individual LCF risk (per event) regression of the
MACCS Uncertainty Analysis for the 20-mile circular area
. . Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.50 0.61 0.64 0.44
Input R?inc. | R?cont. | SRRC | S; Ti | p-val | Si Ti | p-val Si Ti | p-val
VDEPOS 0.17 0.17 -0.41 | 0.12 0.26 0 0.12 0.47 0 0.22 0.40 0
SRVLAM 0.25 0.08 0.28 | 0.12 0.21 0 0.11 024 0.05 | 019 0.31 0
BATTDUR 0.28 0.03 0.26 - [ 0.05 0.06 0.04
Fuel failure
e 0.30 0.02 0.13 0 0.10 0 0.02 0 1
FL904A 0.31 0.01 -0.11 0 001 067 [002 007 015 | 002 O 1
CFRISK 0.38 0.07 0.28 | 0.11 0.07 055 |0.04 016 0.03 | 0.14 0.12 0.06
Residual
DDREFA 0.40 0.02 016 | 001 © 1 0.07 0.08 0.02 (004 © 1
Residual
Cm-242 043 003 018 | 001 007 004 [002 004 010 | O 006 0.14
Inhalation
CFRISK 0.45 0.02 0.13 0 008 0.01 [0.02 o0.10 0
Breast
CEE:\;'K 0.47 0.02 -0.14 | 0.04 0.23 0 0.04 0.34 0 0.07 0.24 0
DDREFA 0.48 0.01 -0.09 | -- 0 0 1
Lung
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Table 6.2-9 Conditional, mean, individual LCF risk (per event) regression of the

MACCS Uncertainty Analysis for the 30-mile circular area

. . Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.51 0.59 0.64 0.42
Input R?inc. | R2cont. | SRRC | Si T | p-val | Si T | p-val | Si Ti p-val

VDEPOS 0.17 0.17 -0.43 | 0.13 0.23 0 0.20 0.49 0 0.22 0.29 0
SRVLAM 0.25 0.08 0.28 | 0.20 0.26 0 0.05 0.34 0 0.15 0.30 0
BATTDUR 0.28 0.03 0.26 0 0.03 0.33
Fuel failure

criterion 0.31 0.03 0.18 | 0.02 0.13 0 0.02 0 1 0.01 0.06 0.21

FL904A 0.32 0.01 -0.12 | 0.01 0.08 0.02 0 0.18 0 0 0 1
CFRISK 0.38 0.06 0.27 | 0.11 0.16 0 0 0.12 0 0.12 0.15 0.02
Residual

DDR.EFA 0.40 0.02 0.16 | 0.07 0.11 0 0.04 0.06 0.12
Residual

Cgsg'( 0.42 002 014 001 006 004 | 0 008 005|001 007 O
CFRISK 0.44 0.02 013 | - - 0 0.05 0.04

Breast

Cm-242 0.46 0.02 -0.13 | 0.06 0.18 0 0.04 0.43 0 0.18 0.22 0
Inhalation

RRDOOR 0.48 0.02 -0.08 0 0 1 0 0.09 0.09
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Table 6.2-10  Conditional, mean, individual LCF risk (per event) regression of the
MACCS Uncertainty Analysis for the 40-mile circular area
. . Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.52 0.57 0.67 0.50
Input R?inc. | R%2cont. | SRRC | S; Ti p-val Si Ti p-val Si Ti p-val
VDEPOS 0.18 0.18 -0.43 | 0.10 0.21 0 0.12 0.52 0 0.23 0.24 0
SRVLAM 0.25 0.07 0.27 | 0.12 0.28 0 0.16 0.39 0 0.14 0.33 0
Fuel failure | g 59 003 019 001 002 080 |005 016 0 |002 008 006
criterion
BATTDUR 0.31 0.03 0.16 0 0.04 024 | 0.01 0.12 0
FL904A 0.32 0.01 -0.13 | 0.03 0.10 0 0.03 0 0.83 | 0.05 0.06 0.04
CFR'SK 0.37 0.05 0.25 | 0.04 0.15 0 0.10 0.14 0.02
Residual
DDREFA 0.40 0.03 0.16 | 0.08 0 0.94 0 0 1 0.06 0.10 0.03
Residual
DDREFA | 43 003 027 | 0 o0 1 e e |o005 0 1
Lung
CEF;'SK 0.45 002 013 |006 025 o0 |004 038 0 |006 029 0
CFRISK 0.48 0.03 0.16 003 0 1
Colon
RRDOOR 0.50 0.02 -0.07 0 0.06 0.21
CF,R'SK 0.52 0.02 -0.09 0 0 1 0 0 1 0 0 1
Breast
e 0.53 0.01 -0.08 | --- 0.01 0 1
Inhalation
SloL s 0.54 0.01 0.10 0.05 0 1
Inhalation
CYSIGA 0.55 0.01 0.07
Crslplnae 0.01 0.11 0 0 0.03 0.37 0 0 1
Normal
Sislplpae 0.07 0.08 0.01
Evacuation
EERTAL 0 0.07 0.03 0 0 1
Inhalation
i 0 0.05 0.06
Inhalation
Syt — 002 004 039 | 0o 017 o o001 o 1
Inhalation
SRR 0 0.14 0 0.02 0.05 0.02
Sheltering
Flpzes 0.01 0.02 0.38 | 0.02 006 0.01
Inhalation
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Table 6.2-11

Conditional, mean, individual LCF risk (per event) regression of the
MACCS Uncertainty Analysis for the 50-mile circular area

. . Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.52 0.57 0.71 0.54
Input R?inc. | R?2cont. | SRRC | Si Ti p-val Si T |p-val | S Ti p-val
VDEPOS 0.18 0.18 -0.43 | 0.09 0.18 0 0.16 0.46 0 0.19 0.39 0
SRVLAM 0.25 0.07 0.26 | 0.12 0.31 0 0.05 0.29 0 0.05 0.16 0.06
Fuel failure
criteria 0.45 0.03 0.16 0 0.05 0.07 0 0.01 0.38
FL904A 0.48 0.02 -0.14 | 0.04 0.08 0 0.05 0.28 0 0.02 0 1
BATTDUR 0.03 0.02 0.46 0 0.01 0.34
DDR.EFA 0.30 0.05 0.24 | 0.05 0.09 0.07 0.09 0.09 0.29
Residual
CFRISK 0 0.04 0.33 0 0.12 0 0.02 0.01 0.37
Residual
GSHFAC | 434 004 018 | -~ -~ — | 0 003 045|006 005 014
Normal
CETSK 0.37 0.03 0.19 | 0.01 0.12 0.01 | 0.04 0.22 0 0.03 0.07 0.28
DDREFA 0.40 0.03 0.26 0 0.13 0 0.02 0.11 0
Lung
GSHFAC | h43 003 016 |006 015 0 |001 023 0 |004 008 O
Evacuation
Cm—242 0.47 0.02 -0.13 | 0.09 0.19 0 0.05 0.40 0 0.11 0.22 0
Inhalation
ce-a4 0.50 0.02 010 | - -
Inhalation
CFRIEIS 0.51 0.02 -0.09 | 0.02 0 1 0.03 0 1 0 0.03 0.08
Breast
|_134 0.51 0.02 -0.08 | 0.02 0.06 0.19
Inhalation
Sl 0.52 0.01 007 | — — lo002 005 009 | -~ -~ -
Inhalation
RRDOOR 0.52 0.00 006 | - -
DDREFA -~ 1001 006 007 [ - -
Bone
Sr90 — |o003 o0 06 [001 © N
Inhalation
DDREFA . . .
Colon
CFRIEIS 0 0.09 0.21 0 0.05 0.02
Colon
GSHFAC
Sheltering 0 0 !
Pu-238 0 009 O
Inhalation
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The MELCOR input variables (SRVLAM, fuel failure criterion, and FL904A) account for at least
7% of the variance with a T; of 0.16 using the MARS analysis to at most at most 24% of the
variance using the recursive partitioning analysis at the specified circular areas for all regression
methods. Based on this uncertainty analysis, these three variables ultimately correlate with
most of the uncertainty contribution of the source term to LCF risk. As discussed in

Section 6.1.1 and Section 6.1.2, these MELCOR input variables account for most of the
variance in iodine and cesium release fractions and hence are expected to be important. The
MELCOR regression analyses indicate CHEMFORM and SRV open area fraction
(SRVOAFRAC) to also be important to release magnitude but these two variables, on the other
hand, do not appear as variables of most importance to LCF risk.

Within 10 miles, SRVLAM is negatively correlated with LCF risk in the rank regression analysis.
This is because longer SRV valve cycling (lower failure rate) is more likely to result in a main
steam line creep rupture, a higher degree of core degradation, and greater releases. The larger
releases lead to greater LCF risk mainly from long-term doses since the 10-mile area is
evacuated with the exception of the assumed 0.5% of the population that refuses to evacuate.

Beyond 10 miles, SRVLAM is positively correlated in the rank regression analysis. Further
statistical regression and sensitivity studies are required to understand the negative correlation
beyond 10 miles. A possible explanation is the different dependence on SRVLAM of the
release fractions for the chemical classes that results in emergency phase dose versus
long-term phase dose.

The remaining two of the six most important variables in the regression analysis, CFRISK-
residual, and DDREFA-residual, account for at most 23% of the variance using the MARS
analysis at the specified circular areas. The T; values indicate greater influence in conjunction
with other variables. As discussed in Section 4.2.5, the mortality risk coefficients (CFRISK) for
each of the organs included in the SOARCA analyses for latent health effects are assumed to
be uncorrelated. The dose and dose rate effectiveness factor (DDREFA) is based on BEIR V
risk factors for estimating health effects to account for observed differences between low and
high dose rates. Doses received during the emergency phase are divided by DDREFA when
they are less than 0.2 Gy (20 rad) in the calculation of latent health effects; they are not divided
by DDREFA when emergency-phase doses exceed 0.2 Gy. Doses received during the
long-term phase are generally controlled by the habitability criterion to be well below 0.2 Gy, so
these doses are always divided by DDREFA in the calculation of latent health effects. Since
DDREFA is in the denominator, it is negatively correlated with LCF risk.

The MACCS latent cancer parameters CFRISK-residual and DDREFA-residual are used for
estimating residual cancers not related to the seven organ-specific cancers that were used in
SOARCA:

Leukemia,

bone cancer,
breast cancer,
lung cancer,
thyroid cancer,
liver cancer, and
colon cancer

It is understandable that the CFRISK and DDREFA factors for the “residual” category would be
important, because they account for multiple organs, and their respective CFRISK uncertainty
distributions, that are not modeled separately.
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In a previous study [60], the amount of shielding between an individual and the source of
groundshine, the groundshine shielding factor (GSHFAC), was determined to be an important
variable. However, it is found to be of lesser importance in this study. The long-term GSHFAC
was directly correlated with the emergency-phase GSHFAC during normal activities for the non-
evacuated residents (GSHFAC-Normal). Tables 6.2-7 through 6.2-11 show GSHFAC-Normal
as an important variable at the 10- and 50-mile circular areas (i.e., 0-11% of the variance for all
regression methods). The 20-, 30-, and 40-mile circular areas show GSHFAC-Normal as
variable of much lower importance. The 20-mile, 30-mile, and 40-mile circular areas show a
larger contribution of the emergency phase (i.e., an average of 44-55% of the overall LCF risk is
contributed by the emergency phase), than the 10-mile and 50-mile circular areas (i.e., an
average of 5-40% of the overall LCF risk contributed to the emergency phase).

Unlike the previous study, this uncertainty analysis has varied source terms, a more detailed
evacuation model, and approximately 300 more MACCS uncertainty variables.

6.2.3.2 Regression Analysis for Early-fatality Risk

Tables 6.2-12 through 6.2-16 show the regression results obtained for conditional, mean,
individual early-fatality risk (per event) for the MACCS Uncertainty Analysis (i.e., CAP17) for the
1.3-mile, 2-mile, 2.5-mile, 3-mile, and 3.5-mile circular areas, respectively. Since less than
2.5% of all the MACCS Uncertainty Analysis realizations resulted in a nonzero early-fatality risk
for the 5-mile, 7-mile, and 10-mile circular areas, they are not included in the regression
analysis results due to unreliable statistics regarding variable importance.

The tables are a general indication of input parameter influence on the results. Rank regression
is often an underestimate the true influence of a parameter since it captures only a monotonic
relationship. A slightly non-monotonic relationship results in a smaller R? than when the
relationship is purely monotonic. The tables are ordered by input variables with the highest rank
for all regression results, and then are further grouped according to the type of input parameter
(i.e., MACCS or MELCOR variables). There are two noticeable groupings when the important
variables are examined. Those within 2 miles, Table 6.2-12 and Table 6.2-13, show the final R?
for the non-rank regression models are fairly high and range from 0.58 for MARS (Table 6.2-13)
to 0.75 for recursive partitioning (Table 6.2-12). The rank regression shows that monotonic
relationship for all variables are poor.

For the circular areas less than 2 miles, the non-rank regression methods consistently rank the
MACCS wet deposition model (CWASH1), the MELCOR SRV stochastic failure probability
(SRVLAM), the MELCOR SRV open area fraction (SRVOAFRAC), the MACCS early health
effects threshold and beta (shape) factor for red bone marrow (EFFTHR-Red Marrow and
EFFACB-Red Marrow), and the MACCS linear, crosswind dispersion coefficient (CYSIGA), in
order, as the most important input variables.

Additional variables also consistently show some level of importance for circular areas less than
2 miles. These additional input variables include the following:

o The MACCS amount of shielding between an individual and the source of groundshine
during normal activities for the non-evacuated residents (GSHFRAC-Normal),

o The MACCS evacuation delay for Cohort 5 (DELTVA-Cohort 5), and

o The MELCOR DC station battery duration (BATTDUR)
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These nine variables (CWASH1, SRVLAM, SRVOAFRAC, EFFTHR-red marrow, EFFACB-red
marrow, CYSIGA, GSHFRAC-normal, DELTVA-cohort 5, and BATTDUR) account for at least
24% of the variance for the quadratic regression, at least 46% of the variance for the recursive
partitioning, and at least 30% of the variance for MARS.

Other input parameters show a low importance at certain circular areas but not for other circular
areas. Thus, the most important variable, CWASH1, appears at the top of Table 6.2-12 and
Table 6.2-13 followed by the consistently important MELCOR variables, SRVLAM and
SRVOAFRAC, and then the other five important variables, and finally a set of parameters not
consistently seen in all the tables.

The MACCS wet deposition parameter (CWASH1) accounts for at least 4% of the variance with
a T; of 0.78 using the MARS analysis to at most 29% of the variance with a T; of 0.76 using the
guadratic regression analysis for circular areas less than 2 miles for all non-ranked regression
methods and is the most important input variable. Also, CWASH1 consistently has the highest
rank for interactions with other input variables (T;). As discussed in detail in Section 4.2.1, the
wet deposition model shows that under heavy rains, wet deposition is very effective and rapidly
depletes the plume. This process can produce concentrated deposits on the ground and create
what is often referred to as a hot spot (i.e., an area of higher radioactivity than the surrounding
areas). As seen in the non-ranked regression analysis, rain and its interactions with other input
variables (e.g., see the T; for recursive partition in Table 6.2-12) can significantly affect
consequence calculations when it does occur. However, the early-fatality risk is more highly
correlated with crosswind dispersion (CYSIGA) beyond 2 miles (see Table 6.2-14). The
crosswind dispersion parameter defines how narrow the plume is while it travels, with a
narrower plume allowing higher radionuclide concentrations to reach individuals farther from the
plant.

The crosswind dispersion coefficient (CYSIGA), early health effects threshold for red bone
marrow (EFFTHR—Red Marrow), and other important variables also show a large
non-monotonic interaction with other input variables. While the overall R? contribution from
these input variables is low, their interactions with other variables do justify their consideration to
early-fatality risk. The red bone marrow is usually the most sensitive organ for early fatalities.
EFFTHR-red marrow and EFFACB-red marrow (discussed below) are important because the
hematopoietic syndrome has the lowest threshold for an early fatality.
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Table 6.2-12

Conditional, mean, individual early-fatality risk (per event) regression of

the MACCS Uncertainty Analysis for the 1.3-mile circular area

. . Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.26 0.67 0.75 0.64
Input R?inc. | R2cont. | SRRC | S; T | p-val | Si Ti | p-val Si Ti p-val
CWASH1 0.03 0.03 0.10 | 0.12 0.88 0 0.29 0.77 0 0.11 0.94 0
SRVLAM 0.07 0.04 -0.10 0 0.03 0.56 | 0.15 0.60 0 0.01 0.127 0.19
SRVOAFRAC 0.10 0.03 -0.09 | 0.01 0.20 0.13 |0.02 0.15 0.12 | 0.04 0.23 0.14
BATTDUR 0 029 0
GSHFAC 0.12 0.02 0.08 | 0.01 0.60 0 0 0 1 0.01 0.13 0.59
Normal
EFFTHR 0.18 0.06 -0.14 | 001 O 1 0 0 1 0 0.04 0.43
Red Marrow
EFFACB
Red Marrow 0.19 0.01 -0.05 0 0.39 0
CYSIGA 0.22 0.03 -0.09 0 0 1 0.01 0.39 0 0.02 0.39 0
DLTEVA 023 00l 00L|00L O 1 |~ -~ — | 0 013 030
Cohort 5
ESPEED 0.01 0.52 0 0 0.22 0 0 0 1
PROTJN 0 0.29 0 0 0.28 0 0 0 1
Sheltering
EFFTHR
St -~ 1001 032 ©
DLTEYA 0.25 0.02 -0.10 | 0.01 0.18 0.07 0 0.29 0.01
Cohort 3
AL 0.26 0.01 0.06 0.03 0.12 0.45
Normal
RRIDFRAC 0.27 0.01 004 | - -
SC1131 2 0.28 0.01 0.03 0.01 0.27 0.03
DLTEVA
Cohort 4 0.28 0.00 0.03 0 0 1 0.02 0 1
GSHFAC 0 0.07 0.42 0 0 1 0 0 1
Sheltering
CZSIGA - |o01 o 1
DLTEVA
Cohort 2 0 0 !
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Table 6.2-13

Conditional, mean, individual early-fatality risk (per event) regression of
the MACCS Uncertainty Analysis for the 2-mile circular area

Recursive

Rank Regression Quadratic Partitioning MARS
Final R? 0.24 0.62 0.63 0.58
Input R?inc. | R2cont. | SRRC | S; Ti p-val Si Ti p-val | Si Ti p-val
CWASH1 0.03 0.03 0.08 | 0.29 0.76 0 0.15 0.60 0 0.04 0.78 0
SRVLAM 0.07 0.04 -0.10 | 0.01 0.41 0 0 0.10 0.35 | 0.01 0.28 0.07
SRVOAFRAC 0.10 0.03 -0.09 | 0.01 0 1 0.06 0.53 0 006 O 1
BATTDUR 0.10 0 -0.03 0 0.13 0.09 0 0.05 0.32
EFFTHR 0.15 0.05 -0.12 0 0.18 0.13 | 0.01 0.52 0 0.02 0.47 0
Red Marrow
EFFACB
Red Marrow 0.16 0.01 0.04 0.01 0 1
CYSIGA 0.18 0.02 0.07 0 0.40 0 0.04 0.48 0
DLTEVA 0.19 0.01 -0.07 | 0.02 0 1 0.07 0.15 0.17 0 0 1
Cohort 5
Calza S 0.21 0.02 0.06 0.01 0.12 0.27
Normal
PROT.IN 0.22 0.01 0.05 - - - - - - 0 0 1
Sheltering
AL 0.23 0.01 -0.04 - - - - - - 0 0 1
Normal
DLTEYA 0.24 0.01 -0.04 | 0.02 0.03 0.34 0 0.01 0.58 0 0.39 0
Cohort 3
SC1131 2 0.25 0.01 0.04 0 0.15 0.15 - - - 0 0.06 0.37
DLTEVA
Cohort 4 0.26 0.01 0.03 - - - - - - - - -
RRIDFRAC - - - 0 0.07 041 - - - - - -
ESPEED - - - 0 0 1 - - - 0 0 1
RRDOOR - - - - - - 0 0.15 0.06 - - -
CZSIGA - - - - - - 0.01 0 1 - - -
GSHFAC
Sheltering ) ) ) ) ) ) ) ) s || e

For the circular areas greater than two miles but less than five miles (Table 6.2-14 through
Table 6.2-16), the regression methods consistently rank the following as the most important

input variables:

o MACCS crosswind dispersion coefficient (CYSIGA),

e The early health effects threshold risk for red bone marrow (EFFTHR-Red Marrow),
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e The early health effects beta (shape) factor for red bone marrow (EFFACB-Red
Marrow),

e The MELCOR SRV stochastic failure probability (SRVLAM), and
e The MELCOR SRV open area fraction (SRVOAFRAC).

However, additional variables also consistently show some level of importance for circular areas
greater than two miles. These additional input variables include the following:

e The MACCS inhalation protection factor during sheltering activities for non-evacuated
residents (PROTIN-Sheltering),

e The MELCOR DC station battery duration (BATTDUR), and
e The MELCOR railroad inner door open fraction (RRIDFRAC).

The final R? for non-rank regression models is reasonable for circular areas between 2.5 to

3.5 miles. They range from 0.44 for recursive partitioning at 3.5 miles (Table 6.2-16) to 0.82 for
MARS at 3.5 miles (Table 6.2-16). These eight variables (CYSIGA, EFFTHR-red marrow,
EFFACB-red marrow, SRVLAM, SRVOAFRAC, PROTIN-sheltering, BATTDUR, and
RRIDFRAC) account for at least 12% of the variance (Final R? value) for the quadratic
regression analysis, at least 96% of the variance for the recursive partitioning analysis, and at
least 21% of the variance for the MARS analysis.

Other input parameters show a low importance at certain circular areas but not for other circular
areas. Thus, the most important variable, CYSIGA, appears at or near the top of Table 6.2-14
through Table 6.2-16 (Table 6.2-14 has PROTIN-sheltering as the most important variable)
followed by EFFTHR-red marrow and EFFACB-red marrow, the consistently important
MELCOR variables, SRVLAM, SRVOAFRAC, BATTDUR, and RRIDFRAC, and then the other
important variables, and finally those parameters not consistently seen in all of the tables.

The MACCS crosswind dispersion coefficient (CYSIGA) parameter accounts for at least 0% of
the variance with a T; of 0.16 using the quadratic regression analysis to at most 81% of the
variance with a T; of 0.25 using the recursive partitioning regression analysis for circular areas
from 2.5 to 3.5 miles for all non-ranked regression methods and is the most important input
variable. Also, CYSIGA consistently has one of the highest ranks for interactions with other
input variables (T;). As discussed in greater detail in Section 4.2.6, crosswind dispersion directly
affects peak concentrations, and thus it affects early doses to members of the population and
resulting early health effects.
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Table 6.2-14  Conditional, mean, individual early-fatality risk (per event) regression of
the MACCS Uncertainty Analysis for the 2.5-mile circular area
. . Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.18 0.52 0.50 0.66
Input R?inc. | R?cont. | SRRC | S; Ti p-val Si Ti | p-val Si Ti p-val
PROTIN 0.01 0.01 0.04 | 0.28 0.78 0 028 041 O 0.10 0.74 0
Sheltering
CYSIGA 0.02 0.01 -0.04 | 0.05 0.21 0.03 |0.17 0.28 0.01 0 0 1
SRVLAM 0.05 0.03 -0.06 0 0 1 001 031 © 0 012 0.28
SRVOAFRAC | 0.07 0.02 -0.07 [ 001 O 1 003 © 1 0.03 0.35 0.01
BATTDUR 0.07 0 0.02
RRIDFRAC 0.08 0.01 0.02 0 017 o011
EFFTHR 1 014 o006 010 | 0 o0 1 |003 042 0 |o00L 065 0
Red Marrow
EFFACB 1 14 0 02| 0o 04 o0 |~ — —~ | 0o o 1
Red Marrow
CWASH1 0.15 0.01 0.05 0 036 0 0 0 1
DLTEVA
Cohort 3 0.17 0.02 -0.01 0.02 041 0
PRQT'N 0.18 0.01 -0.03 [ 001 O 1 0 0 1 0 0.48 0
Normal
GSH,FAC 0.18 0 -0.03 [ 0.03 0.01 0.51 0 0.31 0.01
Normal
DLTE,VA 0.19 0.01 0.02 0 020 0.08 0O 002 043 | 001 015 0.15
Cohort 5
SC1131_2 0.19 0 -0.02 | - 0 015 0.22
DLTEVA
cahot 3 0 035 0 001 0 1
DHEADSOL 001 © 1
DLTEVA
Cohaa 001 050 O
VDEPOS 0 012 0.06
ESPEED 0 0.18 0.19
GSHFAC
Sheltering 0 0 !
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Table 6.2-15

Conditional, mean, individual early-fatality risk (per event) regression of
the MACCS Uncertainty Analysis for the 3-mile circular area

. . Recursive
Rank Regression Quadratic Partitioning MARS
Final R? 0.16 0.52 0.51 0.59
Input R?inc. | R?cont. | SRRC | S; Ti p-val Si Ti p-val Si Ti p-val
CYSIGA 0.01 0.01 -0.04 0 0.51 0 0.30 0.21 0.24 0 0 1
EFFTHR 007 006 -009 |003 O 1 |002 o 087 |014 08 0
Red Marrow
2RACE 0.08 0.01 0.03 0 0.30 0 0.02 0.35 0
Red Marrow
SRVOAFRAC 0.10 0.02 -0.05 | 0.01 0.11 0.36 0 0.15 0.06 0 0.50 0
SRVLAM 0.12 0.02 -0.05 0 0.35 0 0 0.52 0 0 0 1
BATTDUR -~ 1002 010 042 | - -
RRIDFRAC 0.13 0.01 0.03 0 0.71 0 0.17 0.44 0
DLTEVA 0.15 0.02 -0.0 0.03 0.46 0 0.03 0.09 0.28
Cohort 3
CWASH1 0.16 0.01 0.04 0.01 0.31 0.01 0.02 0 1
DLTEVA 0.16 0 -0.03 0 0.07 0.38 | 0.01 0 1 0.01 0 1
Cohort 5
CSHPAC 0.16 0 -0.03 0 0.21 0.03 0 0 1
Normal
GSHFAC 0.17 0.01 0.03 0 0.01 0.59
Sheltering
PROTIN 0.18 0.01 003 | -- 0 0 1
Normal
PROTIN 0.18 0 -0.02 | - 0 0 1
Sheltering
SC1131 2 0.18 0 -0.02 0 0 1
CZSIGA 0 039 0
=FPTHR -~ 1005 006 058 | - -
Stomach
ESPEED 0 0 1 0 0 1
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Table 6.2-16

Conditional, mean, individual early-fatality risk (per event) regression of

the MACCS Uncertainty Analysis for the 3.5-mile circular area

Recursive

Rank Regression Quadratic Partitioning MARS
Final R? 0.16 0.50 0.44 0.82
Input R?inc. | R?cont. | SRRC | Si T | p-val | Si T | p-val | Si Ti p-val
CYSIGA 0.01 0.01 -0.04 0 0.16 0.04 | 081 0.25 0.27 0 0 1
EFFTHR
0.07 0.06 -0.08 | 0.05 0.22 0.06 [ 0.03 0.27 0.10 | 0.06 0.58 0
Red Marrow
EFFACB
Red Marrow 0.07 0 -0.02 0 0.13 0.19
SRVLAM 0.09 0.02 -0.05 0 0.13 0.15 0 0.11 0.34
SRVOAFRAC | 0.10 0.01 -0.04 | 0.02 0 1 0 0.36 0 0 0.55 0
BATTDUR -~ |002 016 007 [ -~ -
DLTEVA
0.11 0.01 0.02 | 0.07 0.38 0 0.05 017 0.15 (001 O 1
Cohort 5
CWASH1 0.12 0.01 0.03 0 0.37 0
CSHFAC 0.13 0.01 -0.03 0 0.18 0.02 0 0 1
Normal
PROTIN 0.14 0.01 0.03 0 0.23 0. 0 0 1
Normal
DLTEVA 0.16 0.02 0.04 0 0.14 0.13 | 0.04 0.23 0 0.01 0 1
Cohort 3
ESPEED 0.16 0 0.02 0.01 0.38 0
SC1131 2 0.16 0 0.02 0 0.25 0 0.05 0.71 0
GSHFAC 0.16 0 -0.02 0.01 0.19 0.01 0.01 0.40 0
Sheltering
DHEADSOL 0 025 0
CZSIGA - 1002 029 0
VDEPOS 0 0.09 0.20 | 0.01 0 1
DLTEVA
Cohort 4 0.01 0 !
PROTIN
Sheltering 0 0 ! 0 0 !

The MELCOR input variables (SRVLAM, SRVOAFRAC, BATTDUR, and RRIDFRAC) account
for at least 0% of the variance with a T; of 0.5 using the MARS analysis to at most 17% of the
variance with a T; of 0.52 using the recursive partitioning regression analysis for circular areas
greater than 2 miles for all non-ranked regression methods and are the second most important
group of input variables. As discussed in Section 6.1.1 and Section 6.1.2, these MELCOR input
variables account for the majority of the variance for iodine and cesium release fractions and

timing.
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The early health effects threshold risk for red bone marrow (EFFTHR-Red Marrow) and the
early health effects beta (shape) factor for red bone marrow (EFFACB-Red Marrow) inputs
account for at least 0% of the variance with a T; of 0.41 using the quadratic regression analysis
to at most 16% of the variance with a T; of 0.82 using the MARS analysis for circular areas of
2.5 to 3.5 miles for all non-ranked regression methods and are the third most important group of
input variables. Also, EFFTHR-red marrow and EFFACB-red marrow consistently show
interactions with other input variables. As discussed in greater detail in Section 4.2.4,
EFFTHR-red marrow and EFFACB-red marrow are important because the hematopoietic
syndrome has the lowest threshold for an early fatality.

The amount of shielding between an individual and the source of groundshine for sheltering
activities for the non-evacuees (GSHRAC-sheltering), the wet deposition parameter (CWASH1),
and a few other important variables also show a significant non-monotonic interaction with other
input variables. While the overall R? contribution from these input variables is low, with the
exception of PROTIN-sheltering at the 2.5-mile circular area, their interactions with other
variables do justify their consideration for early-fatality risk.

In the case of PROTIN-sheltering within the 2.5-mile circular area (i.e. see Table 6.2-14), this
variable has the largest overall non-monotonic variance (i.e., 15-56% of the variance for the
regression methods considered) and the highest rank for interactions with other input variables
(Ti). Since this MACCS input variable does not consistently appear as an important variable at
other distances, it is considered to be a minor overall variable.

6.2.4 Analysis of Single Realizations

Select individual realizations from the uncertainty analysis were further investigated in greater
detail to identify the influences affecting the predicted consequences. The cases investigated
are broken into two groups, the MELCOR single realizations discussed in Section 6.1.4, and the
MACCS Uncertainty Analysis single realizations that resulted in a nonzero early-fatality risk per
event at the 10—mile circular area. These analyses were conducted from the results from the
MACCS Uncertainty Analysis.

6.2.4.1 MELCOR Single Realizations Consequence Analysis

As discussed in Section 6.1.4, the MELCOR single realizations were selected to illustrate the
influences affecting the cesium released to the environment. Table 6.2-17 provides a brief
source term description for each MELCOR single realization and associated release timing.
The SOARCA estimate and SOARCA uncertainty analysis base case source term descriptions
are also included to provide a comparison. These individual realizations were selected from the
MACCS Uncertainty Analysis. Based on these results, a comparison of the consequence
impacts was conducted.
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Table 6.2-17  Brief source term description for the single realizations selected from
Replicate 1 (STP08) MELCOR Analyses

Atmospheric
Integral Release Fractions by Chemical Group Release
Scenario Timing
Xe Cs Ba | Te Ru Mo Ce La (S;;cgrt End (hr)
SOnRCA | 0978 | 0.005 | 0.006 | 0.020 | 0.022 |0 0.001 |0 0 20 |48
ggSAeRgaAseUA 0.981 | 0.005 | 0.010 [ 0.025 [ 0.019 |0 0 0 0 19.9 |48
RLZ018 0.927 | 0.024 | 0.019 | 0.069 | 0.042 | O 0.003 | O 0 16.2 | 48
RLZ051 0.733 | 0.003 | 0.010 | 0.015 [ 0.013 |0 0 0 0 17.4 | 48
RLZ052 0.955 | 0.021 | 0.165 | 0.082 | 0.056 | O 0 0.023 | 0.001 | 14.3 | 48
RLZ062 0.995 | 0.055 | 0.014 | 0.104 [ 0.089 | 0 0.012 |0 0 13.6 |48
RLZ063 0.984 | 0.008 | 0.015 | 0.021 | 0.013 | O 0 0.001 | O 15.9 |48
RLZ086 0.865 | 0.041 | 0.040 | 0.082 [ 0.093 | 0.001 | 0.008 | 0.002 | O 125 |48
RLZ090 0.875 | 0.053 | 0.013 | 0.064 | 0.029 | O 0.013 | O 0 14.8 | 48
RLZ122 0.906 | 0.038 | 0.035 [ 0.086 [ 0.046 | 0 0.007 | 0.003 | O 15.8 | 48
RLZ134 0.762 | 0.064 | 0.147 | 0.146 | 0.119 | O 0.014 | 0.020 | O 10.8 | 48
RLZ170 0.985 | 0.020 | 0.022 [ 0.031 [ 0.027 |0 0 0.001 | O 16.6 | 48
RLZ268 0.797 | 0.118 | 0.015 [ 0.073 | 0.046 | O 0.031 [ 0.001 | O 18 48

For this work, the early (emergency) phase is defined as the first seven days following the initial
release to the environment. The long-term phase is defined as the time following the
emergency phase (i.e., there is no intermediate phase). Figure 6.2-13 shows the conditional,
mean, individual LCF risk (per event) for all the selected MELCOR single realizations within the
EPZ for the emergency phase risk contribution (red) and the long-term phase risk contribution
(blue). The red dots on Figure 6.2-11 are the fraction of cesium in the core released into the
environment and the orange dots are the fraction of cerium in the core released to the
environment. Of the LCF risks presented, Realization 52 of Replicate 1 shows the highest
contribution to LCF risk from the early phase. This is due to the LCF risk contribution to the red
bone marrow being appreciably higher than the other single realizations in part due to the
following:

. The mortality risk coefficient (CFRISK) for red bone marrow is 0-40% higher than other
single realizations analyzed,

. The linear, crosswind dispersion coefficient (CYSIGA) is 25-80% lower than other single
realizations analyzed, and

) The relatively large release of the barium and cerium groups (i.e., see Table 6.2-17).
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Realization 170 of Replicate 1 shows the highest contribution to LCF risk from the long-term
phase. This is due to the LCF risk contribution to the lungs being appreciably higher than the
other single realizations in part due to the following:

. The mortality risk coefficient (CFRISK) for lungs is 0-85% higher than other single
realizations analyzed,

) The crosswind dispersion coefficient (CYSIGA) is 5-70% lower than other single
realizations analyzed,

o The vertical dispersion coefficient (CZSIGA) is 5-70% lower than other single realizations
analyzed,

o The Pu-240 inhalation dose conversion factor for the lungs is 0-70% higher than other
single realizations analyzed,

o The Ce-144 inhalation dose conversion factor for the lungs is 5-60% higher than other
single realizations analyzed, and

o The largest contribution to long-term inhalation dose is from the cerium group. Of the
more important isotopes in the cerium group for long-term inhalation doses are Pu-238,
which has a 87.7 year half-life; Pu-241, which has a 14.4 year half-life; and Ce-144, which
has a 285-day half-life.

When the fraction of cesium released to the environment is compared for all single realizations
analyzed, there is no direct relationship to the LCF risk in the long-term phase. However, when
the cesium and cerium release fractions are both considered, a better relationship to long-term
risk does appear. This can be seen on Figure 6.2-13.
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Figure 6.2-13 Conditional, mean, individual LCF risk (per event) for MELCOR Replicate
1 single realizations for the 10-mile circular area

Figure 6.2-14 shows the conditional, mean, individual LCF risk (per event) for the selected
realizations from Replicate 1 of the MELCOR analyses within the 20-mile circular area for the
emergency phase risk contribution (red) and the long-term phase risk contribution (blue). The
red dots on Figure 6.2-14 are the fraction of cesium in the core released into the environment
and the orange dots are the fraction of cerium in the core released to the environment. The
LCF risk results show emergency phase LCF risk and long-term phase LCF risk are dependent
on the same input variables discussed for the Figure 6.2-13 results, and those dominated by the
emergency phase LCF risk (e.g., Realization 52 and Realization 134) further emphasize the
advantage of emergency phase evacuation within the EPZ (i.e., compare Figure 6.2-13 with
Figure 6.2-14).
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Figure 6.2-14 Conditional, mean, individual LCF risk (per event) for MELCOR Replicate
1 single realizations for the 20-mile circular area

Figures 6.2-15 through 6.2-17 show the conditional, mean, individual LCF risk (per event)
results for the selected realizations from Replicatel of MELCOR analyses for the 30-mile,
40-mile, and 50-mile circular areas respectively. These figures show similar trends to those
shown on Figure 6.2-14.
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Figure 6.2-15 Conditional, mean, individual LCF risk (per event) for MELCOR Replicate
1 single realizations for the 30-mile circular area
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Figure 6.2-16 Conditional, mean, individual LCF risk (per event) for MELCOR Replicate
1 single realizations for the 40-mile circular area
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Figure 6.2-17 Conditional, mean, individual LCF risk (per event) for MELCOR Replicate
1 single realizations for the 50-mile circular area

The early-fatality risks are zero for all single realizations at the specified circular areas except
for two realizations. Both Realizations 52 and 134 have nonzero early-fatality r