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Problem Statement

At approximately 0750 on 3/31/2013, during movement of the Unit 1 Main Turbme senerator
Stator (~524 tons) the temporary hft assemb!y faﬂed resultmg in Ioss of hfe Ioss ofeoff-snte
win,

- Event Narrative

Event

Entergy Operations, Inc. (Entergy) contracted with Siemens Energy, Inc. (Siemens) to
perform Generator Modernization on Unit 1 Main Turbme\ Generator Stator (stator) during
Arkansas Nuclear One (ANO) 1R24 refueling outage Slemens subcontracted with Bigge
‘Crane and Rigging Co. (Bigge) for crane and. nggmg servsces to remove the original stator
and install the Unit 1 refurbished stator A descnptlor%\of‘\the intended lift process is included
as Exhibit 1. 8 2

At the time of the event, ANO-2 was operatmg at"100% power and ANO-1 was in day seven
of the 1R24 refueling outage.  ANO-1 personnel had just completed filling the refueling canal
and were in the process of checkmg out refuelmg equipment. The Bigge girders and strand
jack liting device had been. ralsed into place during the March 30th night shift and the lift of
the stator had begun late;m that shift
*&?&

At approximately- 0750 f%xh 31 2013 the temporary lift assembly used to lift and
transport the ANO-1:stator from the turbine building failed resulting in the ~524 ton stator
dropping onto ithe ANQ—1 turbine deck (Elev. 386') and then rolling and falling onto the
transport vehxc!e parked\&m the train bay (Elev. 354’). Upon the failure of the lift assembly, its
structurak: members came down onto the ANO-1 and 2 turbine deck resulting in the death of
one émdlvndual ten other injuries requiring offsite medical treatment, and muitiple first aids.

Thezlmpact ofithe ‘stator on the ANO-1 turbine deck resulted in substantial damage to turbine
buxldlng strucfural members and to the turbine deck floor itseif in the vicinity of the impact.

The 4160:VAC switchgear A1 and A2 located immediately below where the stator impacted
the turbine deck were damaged, rendering offsite power sources from startup #1 and startup
#2 transformers inoperable. The 4160 VAC supply to ANO-1 from Alternate AC Current
(Black) Diesel Generator also was damaged.
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Falling components impacted the north wall of the train bay causing structural damage,
rupturing an 8 fire main and a 22" hose reel supply resulting in substantial fire water spray
into the train bay area. The stator came to rest against the south wall of the train bay on top
of the transport vehicle. Both the north and south non-structural concrete masonry unit walls
of the train bay suffered substantial damage. 3

The shock caused by the temporary lift assembly failure and the stator falling v as"ﬁdetected
by seismic Sensor XR-8007 located on the Unit 1 Spent Fuel Pool Deck (Ele 404) in the
Auxiliary Building. The horizontal pseudo cumulative absolute velocity ca!culatedxby ‘Sensor
XR-8007 was 0.01242g in the north-south direction and 0.02263g in the east-west direction.
Both of these values are well below the 0.05g threshold for antlcrpa%ed vibration-induced
damage. The other five seismic monitors installed at the station were functromng and did not
experience vibration above their recording triggers. There are two: desrgn basrs earthquakes
for ANO: 0.1g Operating Basis Earthquake (OBE) and 0. 29" Safe’,._Shutdown Earthquake
(SSE). Based on the calculated resuits, there is no mdnca’aow vrb ations exceeding 0.1g
OBE occurred. %

The shock from the stator contacting the turbme'f. g, ‘and temporary lift assembly
components falling into the turbine building, cggs&e&d%relays in the ANO-2 switchgear area
located just adjacent to the train bay to actuate: resultmg‘?m the trip of 2P-32B reactor coolant
pump. This, in turn, resulted in a trip.to the' Unlt 2 reactors (CR-ANO-2-2013-00583). The
ANO-2 post-trip response was normals \\Q&gtﬁ the exceptron that the position indication for 2CV-
0748 Feedwater Loop A Main Feedwater. Regulatmg Valve showed the valve to be 7.7%
open, when in fact the valve had closed’ aS’ designed {CR-ANO-2-2013-00823). In response
to this indication, the operators\tnpped the main feedwater pumps and manually initiated
Emergency Feedwater. ,& J W

S

The loss of offsite power rto ANO 1 resulted in the automatic start and tie into their respective
safety buses of. both emergen&cll ‘diesel generators. Service water pumps automatically
started and restoreWadergpressure as designed. The ANO-1 operators restored decay
heat removal-in a trm@!&y manner in accordance with OP-1203.028, Loss of Decay Heat
Removal. The pmtected red train was placed in service first, with P34A Decay Heat
Removal (DHR«)§ pump started at 0754 and DHR flow initiated at 0756. As a backup to P34A,
P34BJDHR pump was started at 0805 with its DHR flow path established at 0806. There are
no bulk temperat%ge readings available for the fuel transfer canal, however, during this period
the gé%’EZ’:5A decay heat outlet temperature increased from an approximate steady state
A
temperature OF 77°F to approximately 85°F.

-»,_w

Response to loss of spent fuel pool cooling was performed in accordance with Abnormal
Operating Procedure OP-1203.050, Unit 1 Spent Fuel Pool Emergencies. Spent Fuel Pool
(SFP) cooling flow was re-established at 0813 when P40B SFP Cooling Pump was started.
Intermediate Cooling Water flow was momentarily established at approximately 0930, after
an offsite power source had been connected and established for longer-term operation
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approximately one hour later at 1030. From 0750 to 1043, spent fuel pool temperature rose

approximately 2.8°F from 87.0°F to a peak of 89.8°F (design temperature of the spent fuel
pool is 200°F).

Immediate attempts were made by Operations personnel to isolate fire water spraying from
the broken fire water piping into the train bay area. A field operator was dispatched to shut
down the fire water pumps in the ANO-1 intake structure. Power to the electric fire: pump
was lost due to damage to the A-1 switchgear. The field operator did not 1mmedrately
recognize a temporary electric motor-driven fire water pump was in servrce at this time
supplying water to the header (CR-ANO-C-2013-01072). The temporaﬁ/ fir fe water pump
was subsequently secured. Spray from the fire water piping rupture, mrgrated lnto the ANO-
2 switchgear area. The fire water that had pooled on the floor in the swntchgear area entered
the 2A1 switchgear at the location of the 2A-113 breaker cubrcle -causing- an electrical fault at
approximately 0923 on the 2A-1 4160V supply bus from start-up transformer #3 (SU3). This
fault resulted in a protective relaying lockout of SU3 whtchwtnpped all SU3 feeder and load
breakers (CR-ANO-2-2013-00565). Switchgear 2A-2 was. deenergrzed following the SU3
lockout resulting in a loss of offsite power to 2A-2 and:2A-4.- The 2K-4B emergency diesel
generator started as designed and supplied safety: bus 2A-4. Start-up transformer #2 (SU2)
feed to 2A-2 breaker 2A-211 was in pull- Kk per OP-2107.001 Electrical System
Operation, (normal configuration). Swrtchgear A-ksuccessfuny slow transferred its feed to
SU2 and provided power to 2A-1 and safety bus 2A-3; Switchgear 2A-1 remained energized
throughout the event. Figure 1 deplcts the‘ANO 2 hlgh voltage distribution system.
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&

MIG Transformer RN
N Voltage Reguiator
22KV ik ZiQ(/V\/L,\I Voinge Rogudt 161 KV
iV} Aux #35U #28U
ol Tﬁ.e solf [Y‘“s solf {TMG

2H14 | 2H15

Current Limitag Resctor
2X-31 was removed
during JR14 when 2A3
was upgraded with Siemens
Breakers and seivanic bracisg,

RCP) and the one runnlng circulating water pump. Accordingly, the
> ced a natural circulation cooldown using the atmospheric dump

Theloss of b § 2-A2 resulted in a loss of power to one of two instrument air compressors
th ,,»siow:,;ransfer to SU2 resuited in the loss of the second instrument air compressor,
which in combination with loss of both ANO-1 instrument air compressors, caused the
instrument air header which was cross-tied between the units to depressurize, complicating

the ANO-2 response.
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A Notification of Unusual Event (NUE) was declared at 1033, based on EAL HU-4, fire or
explosion, following confirmation that the lockout of SU3 was due to an electrical fault in the
switchgear at breaker 2A-113 with indications reported of bus damage.

The operator response to the event was effective with actions taken to maintain-the plants in
a safe and stable condition despite the challenges associated with the lift assembly failure,
medical response for injured personnel, and the challenges associated with degradeéig@swer
condition. Safety systems performed as designed, aiding the operators in. the ‘event
recovery. Appropriate actions were taken on both units to respond to the: condltlon“created
by the stator drop. The station’s response ensured satisfaction of Entergy/s obhgatlon to
protect public health and safety. 9 S

An assessment of the ANO-1 Operations Response to the Eventiis- contamed in Exhibit 2a.
An assessment of ANO-1 Equipment Response on 3/31/2013 ig ‘contained in Exhibit 2b. An
assessment of Unit 2 Operations response to the event is contai in!

Scope

The scope of this Root Cause Evaluation (RCE) is va g%e the cause of the temporary lift
assembly failure and the consequences from a personneh safety and equipment damage
perspective. Two firms were included: che RCE team to provnde their independent subject

matter expertise. perf rméd%g;derg}ce collection and structural analysis.
evaluated the organlzatlonal and’programmatic controls associated with
uman performance and industnal safety. .

W

Additional condition reports&c!osed to ‘this RCE and how the CRs are addressed are identified
in Attachment 7 - CR 'G}ggesed to CR-ANO C-2013-00888

The purpose of thlS RCE i is. to&estabhsh corrective actions to assure that conditions that led to
the temporary |ift asse@gly failure are promptly identified and corrected and that measures
necessary to: prevent recurrence are identified and implemented.

\%73\ s :_\""4
Acce§s restnctloné/ by the stator contractor, Siemens, and its heavy lift subcontractor, Bigge,
limited the ability’ of the Root Cause Team to further assess underlying causes. Had the
RootiCause Team had full access to material, personnel and records related to the event, it
appearsxnkelyﬁthat additional contributing causes may have been developed. Attachment 8
identifies some of the topics that would have been explored if access to the information and
personnel were made available. Nonetheless, the information available was more than
adequate to identify why the event occurred and to identify corrective actions Entergy can
take to protect personnel and equipment.
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Root Cause Evaluation

Direct Cause
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Event Scenario
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auses.

Direct Cause is defined as: '
The action or condition that occurs Immediately prlor “to the consequential event that is

being investigated; may be considered as. the “tngger"for the event.

DC1 - The direct cause of the temporary hft’assembly ollapse was buckling of the
northwest lower column. :

Root Cause is defined as: %
The most basic cause(s) for a fallur%&or a condition that if corrected or eliminated, will.

preclude repetltlon%of th or condition..

RC1 - The root cause ofﬂthe temporary lift assembly collapse is that the Bigge
design did not ensure the%lift assembly north tower could support the loads
antlcipated for the- llft" 'DC1C:< Design analysis deficiency

RC2- Bigge failed to perform required load testing of their modified temporary
lift assembly prior to its use at ANO in accordance with OSHA regulation.
MT1E - Testing not performed as required

EN-LI-118, Attachment 9.11, Rev 18
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Contributing Causes:

- Contributing Cause is defined as: i
An identified cause that if corrected would not by itself have. prevented the event. This type

of cause may have facilitated the event’s occurrencey increased its severity, or lengthened

the time to discovery. o

CC* — Siemens and Bigge inaccuratelyireprésented. that the hoist assembly had been used

at other electric power stations to lift com sonents that exceed the anticipated weight of the
anit 1 stator.
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CC2 - Siemens failed to provide adequate oversight and control of Bigge's perfofm_ance

CC3 —~ EN-MA-119 does not provi idance re arding independent reviews of

CC4 Supplemental Project personnel lacked sufficient knowledge of OSHA and
ASME NQA-1" pplication to temporary lift assemblies and accepted Bigge’s assertion

that Icad testmg was not required based on a combination of engineering analysis and
previolsilise’
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Organizational and Programmatic Weakness Evaluation
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Extent of Problem/Condition:
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Extent of Cause:
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Previous Occurrence Evaluation

Policies and Procedures:~

i :
o e o T
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OE Conclusions
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Corrective Action Plan

i

w

All root and contributing causes, and generic implications must have correctwe a@(ctlons or a documented

basis why no action is recommended.

_MentifiedCause | -~ Corrective Actions

Responsible
Dept. " .

Due Dateé

" Immediate Actions

Interim Actions

—
|
.|
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TR

‘Identified Cause:

Corrective Actions | Responsible | Due Date.
Corrective Action Fonsible | Due Date.

- . P L
. . . LT
' ; '.
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. Mdentified Cause: | Corrective Actions. > _ Responsible | Due Date

Short & L.ong Term Actions.
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Identified Cause: 1. . Corrective Actions 'Responsible | Due Date
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Identified Cause " |

:thfe_é}h{é Actions

Responsible | Due Date |
Dept: | .f5

| |
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/ Identified Cause

| Responsible | Due Date

-
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" Identified Cause: | . - - Corrective Actions .~~~ - Responsible | Due Date.

. Dep
-
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Effectiveness Review Plan

This section should contain an Effectiveness Review strategy that includes the following:

Method — Describe the method that will be used to verify that the actions taken had the desired
outcome.

Attributes — Describe the process attributes to be monitored or evaluated.

Success ~ Establish the acceptance criteria for the attributes to be monitored or ev uéi:é

Timeliness — Define the optimum time to perform the effectiveness review.

1. Effectiveness review actions are required for all CAPRs.

CAPR:1

Method:

Attributes:

Success:

Timeliness:

Owner Group:

| Due Date:

DESCRIPTION

EN-LI-118, Attachment 9.11, Rev 18
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Attributes:

Success:

Timeliness:

Owner Group: Projects l Due Date:

s Repeat the above for each CAPR, as required.

kS
i,

» Similar MAST criteria may also be shown for other important corregytiv%
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ATTACHMENT 9.14 REPORT FORMAT

Page 52 of 189
TREND DATA (coordinate entry in the PCRS Trend Table of this CR):

Cause Codes:
Human Performance Causal Factor(s) (List all): [}
o&pP causal Factor(s) (List al): ||| | G
Equipment Causal Factors (List all): - w’
EFE Codeés: R R
INPO ER PO&C Codes: [ |
Failure Mode Codes: [JJJjj

Safety Culture Evaluation Codes: : - B
NSC-NRC Codes (List all): — L e,
NSC-INPO Codes (List all): || G

Other Trends Codes . m

References

Documents Reviewed

Personnel Contacted

o

N e

First Last Name Pusitiq'_h_‘ B Title Responsibilities Location Interview | Shift
Name g During’ Date
Event
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Team Members

Name _ Title Company

Exhib_its

Exhibit 1 Intended Lift Process
Exhibit 2a Assessment of ANO-1 Operator Respo se on 3/31/2013
Exhibit 2b Assessment of ANO-1 Equipment Response on 3/31/2013
Exhibit 3 ANO Unit 2§Zg;npacts

Exhibit 4 Code Requxrenggnts

Exhibit 5 Btgge Gantry Crane éower System Failure Contingency Plan

Analysis Methods Used" w

Attachment 1 Fault Tree\

Attachment 2 ““Events dand Causal Factors Chart

Attachment Sa-tructural Evaluation Status Report
Attachment Bb: Failure Modes Analysis

& Comparative Timeline

Evaluation for Organizational and Programmatic Issues
Attachment Safety Culture

Attachment 7 CRs Closed to CR-ANO-C-2013-00888

Attachment 8 Acknowledgement of limitations

Attachment 9 Operating Experience Review
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The swap of the Unit 1
stator was planned to
follow the following
basic flow.

A  portable gantry
system is assembled
between the Unit 1
stator and the train
bay. Stations are
placed at the south end
of the gantry system.
A tower is assembled
at the north end of the
gantry system in the
train bay.

A
Unit 1 stator is lifted.  The

ure requires that the load is
ed to ensure there is not an
ad due to binding or unexpected
The load is level to within

e load is then transported to the
train bay and rotated to lower into the

align with the train bay.
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The stator is lowered on
to the Goldhofer.
Scaffolding is built to
gain access to remove
the rigging. Once the
rigging is removed, the
stator is then removed
from the train bay. The
modernized stator is
brought into the train
bay and the process is
reversed to return the
modernized stator to the
stator pedestal.
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Exhibit 2a - Assessment o perator Response on 3/31/2013

Summary Assessment of Crew Performance

The Unit 1 o_peraﬁng crew effectively responded to the event on 3/31/13 with the
following key resuits:
¢ Decay Hear Removal (DHR) function was restored within five minutes .
e Spent Fuel Pool (SFP) cooling function was restore in a timely manner \mth less
than 3°F rise in SFP temperature o
+ Emergency medical response was initiated in a timely manner and *effectwety
coordinated by -

Crew response was aided by the presence of additional licensed per: annel who were in
the control room as planned for support of the refuelmg outage These operators
assisted with the medical station log
maintenance, etc.

The Shift Manager remained in his oversight role an exerc:sed his responsibility
throughout the event. He appropnately used the team cluding ERO and outage
support personnel, to respond to the event. The CRS mamtamed command and control
and used transient briefs throughout the day Ao mamtaa%pnontles and alignment.

Key Actions and Related Procedures = f*; , ; Lo
1. Restoration of Decay Heat Removal pervOP -1203.028, Loss of Decay Heat
Removal &

Decay Heat Removalfunction was restored in accordance with (IAW) Section 6.0
of OP-1203. 028Mecay Heat Pump Trip. The protected red train was placed in
service fi rst thh P34A> DHR pump started at 07:53:51 and DHR flow initiated at
07:55:49. . .# ;

Y
As a backup to P34A '234B DHR pump was started at 08:05:17 with DHR flow
estabhshed at 08:06:10.

The order fomg&contamment closure was initiated by the -Shift Manager and
appropnﬂg}ely rescinded after DHR was restored.

:‘."’(,'

DHR was established in a timely, controlled manner IAW the Abnormal Operating
f Procedure with no anomalies noted.

%&@\Response for Loss of Offsite Power Source to 4160V Electrical Buses per EOP-
“1202.007, Degraded Power.

Proper automatic system response was verified per EOP-1202.007. This
included verifying EDG operation per Repetitive Task 21, verifying cooling flow to
the EDGs, verifying auto-start of Service Water pumps, and aligning feeder
breakers to non-vital switchgear in Pull-to-Lock status.

61



Exhibit 2a - Assessment of ANO-1 Operator Response on 3/31/2013

At the time of the event, electrical alignments were in progress to support
planned activities for the Green Train maintenance window of 1R24. These
resuited in the following initial conditions:

a. A2 4160V bus was de-energized
. A3 and A4 4160 V buses were initially cross-tied
. B5 and B6 480 V buses were cross-tied ’ e

b
c
d. D06 Green Train battery had been disconnected from DOZ bus
e

. D04B battery charger was supplied from Swing MCC 856 to provrde
power to Green Train DC bus D02 during the Green Tram outage B56
was aligned to B5 at the time of the event.

Following the event, actions were taken to restore normat electncal alignment.
These included re-connecting the green train. battery and restoring normal
alignment for B5 and B6 vital 480V buses. Th'i oss—tle ‘between A3 and A4
switchgear automatically separated on an undewo it ge signal.

Response to loss of offsite power was performed :%%n a timely, controlled manner

IAW the applicable procedures with no anomahe noted in operator performance.
‘coolm_g@ per“AOP-1203.050, Loss of Spent

Fuel Pool Cooling 3

Response to loss of SFP coohnq»was performed IAW AOP-1203.050. Spent fuel
pool cooling flow was re-established at 0813 when P40B SFP Cooling Pump was -
started. lntermedlate Coohng V\?ater Flow was momentarily established at
approximately 0930 «fafter\an offsite power source had been connected and
established-for !ongeeterm ‘operation approximately one hour later at 1030. From
0749 to- 1043,; Spen%(t% Fliel Pool temperature rose approximately 2.8°F from
87.0°F toa peak '0f 89.8°F.

Power to P33C 1CW pump was restored via a planned Temporary Modification
that- grovrded power from an offsite source unrelated to the A1 and A2 4160V
«Swrtchgear damaged in the event.

The de!ay between 0930 and 1030 in restoring ICW flow was the result of
varration in ICW surge tank levels observed when P33C was initially started. This
&was"attnbuted to repositioning of ICW Suction and Discharge cross-connect
“'vaives on loss of Instrument Air. The crew chose to maintain the ICW pump idle
until the two ICW loops could be cross-connected at both the suction and
discharge headers for the ICW pumps. This configuration was established within
approximately one hour and long term SFP cooling capability was then restored.

The planned temporary alteration providing diverse power to the ICW pumps
proved very useful in restoring Spent Fuel Pool cooling. SFP cooling was
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Exhibit 2a - Assessment of ANO-1 Operator Response on 3/31/2013

established in a timely and controlled manner with less than 3°F rise in SFP
temperature.

4. Fire Water Leak

When the fire water leak was reported to the control room, the Shift Manager and
CRS appropriately decided to depressurize the fire water system. Operators
were dispatched to the Intake Structure to secure the fire water pumps locally
While at the intake the operator successfully secured the diesel driven fire water
pump but later recognize the temporary motor driven fire water pum%betng
supplied power from the London line was in operation. The temporary fire water
pump was secured at approximately 0820 hours (CR-ANO- % 2013 01072 was
initiated to assess the timeliness of securing the temporary" ﬁre pump) The
action to secure fire water was appropriate for condntnons‘kand compensatory
actions were promptly initiated to stage portable fire’ water pumps and obtain
assistance from the London Fire department. Technical R quirements Manual
(TRM) requirements for the fire suppressmns system were appropriately
considered. :

During the event the “At-the-Controls” (ATC) é%‘erator observed “Dirty Waste
Panel Trouble” alarm K09-F5 had alarmed and that the Auxiliary Building Sump
level was high. The Waste Control Operator (WCO) was dispatched to elevation
317" and water was observed. to be acc@géymulatm Jin the general area. The WCO
inspected the Decay Vauits and“‘obser\ied;\no accumulation of water at that time.
The WCQO had previously venﬁedfthat the*DH vault doors were dog closed and
the DH vault drain isolation valves ABS-13 and ABS-14 were closed. Water level
in the general arﬁwor& elevation 317’ reached approximately 1.5" and stopped
rising as the fire;water, pumps had been stopped. Later a comparable water level
was observed to have accumulated in the ‘B’ DHR vault. Components in the

condition dnd md\gg_ate probable leakage through vault isolation valve ABS 13.
Water levet m”gmﬁe “BLDHR vault was not sufficient to actuate the level switch
associated With K09-D4, Train B Decay Heat Room Flood, which has an
actuatnomsetpomt of approximately 1.6 inches (CR-ANO-1-2013-00824 and CR-

_ANO C-2013-G1 129).
. Response to Loss of Instrument Air per AOP-1203.024, Loss of Instrument Air

”-»g«, The | majonty of actions dictated by the Loss of Instrument Air AOP were not
o appucable for the conditions present at the time of this event. Consequences of
the loss of Instrument air included:
a. DHR Cooler Bypass Valves CV-1432 and CV-1433 failed closed
b. Pneumatic DHR pump suction temperature indications failed low
c. ICW pump cross-connect valves failed closed.
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Exhibit 2a - Assessment of ANO-1 Operator Response on 3/31/2013

Failure of the DHR cooler bypass valves was anticipated by the Control Room
staff. The 'A’ DHR train was aligned with the cooler bypass valve fully closed
prior to the loss of instrument.

For ICW cooling, the 'C’ ICW pump had been selected for operation.
Consequently, a flow path for the Nuclear ICW loop existed when Instrument Alr
was lost.

. Emergency Classification per OP-1903.010, Emergency Actién "Eé_vgl
Classification i ¥

Criteria for Emergency Action Level classification were rewewed by «the thft
Manager and peer checked by other Senior Reactor Operaters present in the
Control Room. No applicable criteria were identified. -

. Emergency Response/Notifications per oP- 1903 011 < Emergency
Response/Notifications < >

5_‘?

The Shift Manager elected to staff the ANO Emergency R’esponse Organization
based on the complexity of the event. ERO stafﬁng was initiated via voice
message IAW OP-1903.011. ;;g?

Interest. :
. Response to Injuries per OP-1803. Dﬁﬁ%ersonnel Emergency

o

Emergency medlcal team was' . dispatched and ambulances were promptly
requested IAW the mstruct&ons of form OP-1903.023B.

. Response to Loss of Contro! Room Phones and Plant Computer Network

S

Normal phone servnce%was lost momentarily during the event. Using instructions
provided wath,gthe Station Blackout procedure tab, analog phones were placed in
serv:ce and’ -venf” ed functional within a matter of minutes.

An extra Reactor Operator was assigned responsibility for the station log When

paper Iog was maintained and later transferred to the electronic log.

B ¥

3
&
S

64



Exhibit 2b - Assessment of ANO-1 Equipment Response on 3/31/2013

Summary Assessment of Plant Equipment Response
The event had the following significant, direct impacts to plant equipment:

s 4160 VAC Switchgear A1 and A2 were damaged, rendering offsite power
sources from Startup #1 and Startup #2 Transformers inoperable

e 4160 VAC supply from AACDG via 2A9 Switchgear was damaged and 'endered
inoperable

e Firewater lines in the train bay were severed, requiring that fire wat‘j
secured e

¢ Instrument Air header pressure was lost when shared: source f ¢
degraded due to the loss of 2A2. :

o Key safety systems functioned as designed with the followmﬁ“%hlghhghts

¢ Both Emergency Diesel Generators automatlcally started and tied to their
respective bus sgg’ T,

¢ Service Water pumps automatlcaﬂx starf%d d restored header pressure as
designed N

¢ Both trains of DHR respdh@éﬁj__a__s_&___\dé%igné’d when placed back in service

Equipment necessary to support Spent ‘Fuel“Pool cooling operated as necessary to
restore SFP cooling with less than 3°F nse in SFP temperature.
Sealing pressure to the% nozz.l° dams on the lower Steam Generator manways slowly

lowered after power was lost to 2550cnated support equipment. Compensatory actions
were taken to prowde;an alternate means of pressurizing the seals. (CR-ANO-1-2013-

Water mgress was: ""noted if the vault for the B train of DHR equipment indicating
probable. leakage through the associated drain isolation valve (CR-ANO-1-2013-00825).
Water did not Iea Jinto'the vault for the A train of DHR.

System’Level Rewew

1%@ Electncal System

At the tlmey of the event, electrical alignments were in progress to support planned
activities’ for the Green Tram maintenance window of 1R24. These resulted in the
following initial conditions:

¢ A2 4160V bus was de-energized
o A3 and A4 4160 V buses were initially cross-tied
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Exhibit 2b - Assessment of ANO-1 Equipment Response on 3/31/2013

« Bb5 and B6 480 V buses were cross-tied
o D06 Green Train battery had been disconnected from D02 bus

s DO04B battery charger was supplied from Swing MCC B56 to provide power to
Green Train DC bus D02 during the green train outage. B56 was alighed to B5 at
the time of the event. s %

Review of the accident video and comparison of timing between Unit 1 l_.pss": of Péﬁzer

and Unit 2 Reactor Trip suggests that A1 Bus locked out early in the acc:éent sequence
perhaps when the stator first impacted the turbine deck.

After A1 locked out, EDG #1 properly started and achieved rated voltégegﬁﬁgr’requency
was present for assocrated relaying and control components Thig: ‘was expected for the
configuration with D06 battery disconnected for rep!ace ent Once power was restored
to DC bus D02 via charger D04B, EDG #2 started and: provrded power to associated
components. P

2. Service Water

Service Water components functioned as desigﬁjgg with no anomalies noted.

3. Decay Heat System

DHR components functioned as desrgned: wnth one minor anomaly noted. A few
hours after initiation Kgé;the -event, the Low Pressure Injection flow mdrcator for Loop
A DHR/LPI failed low (CR-ANO -1- 2013~00830)

.....

4. Steam Generator Nozzte DaW

As documented -f-CR—ANO 1-2013-00830, sealing pressure for the Steam
Generator nozzle dams slowly lowered after loss of power to support equipment.
Compensatory actions were taken to provide an alternate means of maintaining
sealmg gas pressure

d-

Spent Fue! Pool Coaling and Intermediate Cooling Water

pent Fuel Coohng Pumps, which are powered from vital buses B5 or B6, functioned
as. designed. Intermediate Cooling Water was restored through use of a planned
Temporaw Modification which provided power from-an unaffected off-site source.
P33C was selected as the pump to receive temporary power due to its association
~ with the Nuclear ICW loop.

During restoration of Intermediate Cooling Water, variation in ICW surge tank levels
was noted when P33C ICW pump was initially started in Single Loop, Single Pump
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Exhibit 2b - Assessment of ANO-1 Equipment Response on 3/31/2013

mode of operation (cross-connect valves closed due to loss of Instrument Air). This
indicated possible leak by associated cross-connect valves (CR-ANO-1-2013-
00912). Once Instrument Air pressure was restored and ICW loops were cross-tied,
stable surge tank level was observed.

6. Auxiliary Building

Leakage into the Auxiliary Building was noted as documented in CR-AN@-‘I—?‘%\

00824. No adverse equipment consequences were noted as result of thisleaka 3ge.
. eﬁ&imTCR—

ANO-1-2013-00825, indicating probable leakage past vault dral
ABS-13. .

7. Components Supported by Instrument Air

Noteworthy impacts included:

a. DHR Cooler Bypass valves failed c!ose}‘
b. ICW Pump Cross-Tie Valves Failed Closed
c. Pneumatic DHR Pump Suction thu >

icators failed low.
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Flectrical System Response
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ICW Systess Dperations
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Exhibit 3 - ANO Unit 2 Impacts

This assessment was performed to evaluate the ANO-2 response to the U1
stator drop event on 3/31/13. This event was a challenge to the operators and
was successfully navigated without major issues identified in the operations team
performance. A summary of the emergency/abnormal procedures implemented

during the event and recovery include:

Standard Post Trip Actions
Reactor Trip Recovery

Loss of Instrument Air

Personnel Emergency

Fire Water Main Rupture response
Spent Fuel Pool Emergencies
Emergency Plan

Fire and Explosion
Natural Circulation

The following provides a list..of the major challenges and activities that were
present throughout the day. %l”hls assessment starts at the time of the U2 plant
trip and extends through the end of shift bnef (1830). Each of the following items
are addressed in further detail m CR-ANO 2-2013-00903 CA-1.

v%} S
U2 reactor tnp due to 'B' RCP breaker tnppmg on motor dn‘ferentxal

,,,,,

---------

é«"/

Personne! Emergency procedure entered

w& os Standard post trip actions (SPTA) implemented and compensatory
g Ao actmns taken for ‘A’ Main Feedwater Regulating Valve (MFRV) Failure.
. Running Main Feedwater Pump (MFP) tripped and Emergency

; - Feedwater Actuation System (EFAS) actuated.

Response to fire water spraying on plant equipment

Control Room (CR) isolation due to rad monitor (RI-8001) actuation -
manually placed CR on emergency recirculation

Secured 2P-7A and 2P-7B Emergency Feedwater (EFW) Pumps (T.S.
3.0.3 entry) to support placing Auxiliary Feedwater (AFW) Pump in
service
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Exhibit 3 - ANO Unit 2 Impacts

Reset EFAS and restored 2P-7B to standby. Remained in T.S. 3.7.1.2
for throttling EFW injection motor operated valves (MOVs) using AFW
SU#3 Lock out due to 2A113 (SU#3 feed to 2A1) as a result of phase
to phase fault in the feed to the 2A1 bus
o 2A2 de-energized and 2A4 powered from the #2 EDG. 2A1 and
2A3 slow transfer to SU#2.
2H1 and 2H2 de-energized. RCPs and C|rculatmg Water Pump
secured - "X‘%;( %“_W &
AFW Pump tripped on SU#2 load shed g S
Loss of Spent Fuel Pool (SFP) cooling due to'2P-4QB tnp
Re-entered SPTAs
Entered fire and explosion AOP ‘
o Entered Natural Circulation AOP .. §
o Entered Loss of instrument Air AOP W»
Letdown isolated, Normal Pressunzer%Spray not available, Steam
Dump Bypass Control System: (SDBCS) ‘unavailable, Running CCP
tripped, RCS level rising — Prc-__zssunzer ‘Heaters energized and RCS
heated up TR 3 ‘
Manually actuated: EFAS when AREW pump tripped
Re-started mstrument ancw compressor (header pressure would only
maintain 45 psi) v u
Controf Room phones unavallabie
Sugntﬂcant water hammer on east turbine deck due to low instrument
air pressure “and valves cycling

)

c O O O

. MMomentary Ioss of Safety Parameter Display System (SPDS) and

Plant Computer Display in CR
Cross tied non-vital buses 2B1 and 2B2 to allow start of the 2™

mstrument air compressor header pressure raised to S0 psi

o ‘Started 2P-40A SFP cooling pump
5 Declared Notification of Unusual Event (NUE) (HU-4) based on minor
4 " explosion damaging plant equipment. Visible damage to back of

2A113 observed.

The operator response to the event was effective with actions taken to maintain the
plants in a safe and stable condition despite the challenges associate with the lift
assembly failure, medical response for injured personnel and the challenges associated
with degraded power condition. All safety systems performed as designed aiding the
operators in the event recovery.
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Exhibit 4 - Code Requirements

Material Handling Program
Applicable Codes per EN-MA-119
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Exhibit 4 - Code Requirements
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Material Handling Program
Applicable Codes per EN-MA-119

imary a3 appied to "sp
" designed lifting devices
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Exhibit 5 - Bigge Gantry Crane Tower System Failure Contingency Plan
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Attachment 1 — Fault Tree



















Attachment 2 —-Events and Causal Factors Chart
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Attachment 3a -JJJiij Structural Evaluation Status Report
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Attachment 3b - Failure Modes Analysis

ATTACHMENT 9.1 ANALYSIS WORKSHEET

Problem Statement: On March 31, 2013, the temporary lift assembly collapsed while moving the generator stator to the train bay.
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Attachment 4 - Comparative Timeline

Comparative Time Line
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Attachment 5 — Organizational and Programmatic Analysis (O&P)

ATTACHMENT 9.5 EVALUATION FOR ORGANIZATION & PROGRAMMATIC ISSUES

Sheet 1 of 13

General Guidance

It is not the intent of this activity to perform a “global” (i.e., site- or system- wrde) search
for O&P issues (LOWSs). The scope of this activity should be limited to the everit bemg
investigated. If this evaluation is being performed for an Apparent Cause Evaluatlon :
then substitute the term “root” with “apparent“ and “RCE” with “ACE”. s,

The questions below are intended to gurde an evaluation for “local” O&P issues’ (LOWs)
- that is, those O&P issues (LOWS) which influenced the outcome of the event under
investigation. They represent the failure modes of the mvolved Organrzatrons and
rmplementmg Programs (i.e., work processes) '

E

s They are typically EXTERNAL to the observed behavrors
Smce root cause lnvestlgatron isa drscovery process (a strongly knowledge-based

for the Evaluator (or team), to be used dunng the development of the causes.

This evaluation should typically be performed a8 part of the “Analyze” portion of the
process. - ‘%‘s\

For this process to be most effectwe it ré? important that all the organizations and
programs (work processes) whrch mteracted during the event are known.

The Orgamzatronaf and Prc&‘ra matrc qualified individual should provide overSIth and
coaching as nec ssary dunng e process.

Process

The root ca\rse evaluator (or team) performs each of the following steps:

1...Screen each of the five failure mode areas to determine if the applicable causal
factors ma@\ be related to the event. Based on the results of the determination, use
the O&Pé’quﬁstlons below to identify whether any causal factor indicates the
ke 'presence of organizational or programmatic weaknesses.

2. lmtlat;} documentation for any identified O&P issues (LOWSs) that do not appear to
have a “cause & effect” relationship to the investigated event — initiate a new CR.

3. Document the resuits of this evaluation (including a brief summary of supporting
- facts) for each of the failure modes that apply in the Organizational and
Programmatic Weakness Evaluation section.
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a.

b.

Attachment 5 — QOrganizational and Programmatic Analysis (O&P)

For any O&P causal factors identified as contributing to the event discuss
how this factor is related to the appropnriate cause.

Discuss any identified O&P issues (LOWSs) that do not appear to have a
“cause & effect” relationship to the investigated event. Document the new CR
initiated. -

Ensure failure modes that apply are evaluated and documented in t,h,,i's R
section. s
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ATTACHMENT 9.5 EVALUATION FOR ORGANIZATION & PROGRAMMATIC ISSUES
Sheet 2 0f 13

Bedinning of Form

Attach this Worksheet to the Disposition CA in PCRS if not incorporated in the RCE.
The questions are provided o promote consideration of like symptoms, not to deﬁne a
specific failure mode. O&P causal factors are symptoms of the more basic causes of .

the event and are typically an action or condition that shaped the outcom&ot the
situation.

For each causal factor block checked YES:
1. Ensure it is appropriately represented in the WHY Statrcase
contributor. :

2. Inthe BARRIER ANALYSIS, tie the O&P causal factor?*a@ ppropnate to
Barriers that failed, were weak, missing, or meffec’uvc-”yi

3. Summarize in the O&P section of the report how.thé ldentrf ed Organizational &
Programmatxc weaknesses caused or contrib ted tghthe event and identify the
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ATTACHMENT 9.5 EVALUATION FOR ORGANIZATION & PROGRAMMATIC ISSUES
Sheet 3 of 13
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ATTACHMENT 9.5 EVALUATION FOR ORGANIZATION & PROGRAMMATIC ISSUES
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ATTACHMENT 9.5 EVALUATION FOR ORGANIZATION & PROGRAMMATIC ISSUES
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ATTACHMENT 9.5 EVALUATION FOR ORGANIZATION & PROGRA
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ATTACHMENT 9.5 EVALUATION FOR ORGANIZATION & PROGRAMMATIC ISSUES
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ATTACHMENT 9.5 - EVALUATION FOR ORGANIZATION & PROGRAMMATIC ISSUES
Sheet 10 of 13
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ATTACHMENT 9.6 AFETY CULTURE EVALUATION
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Attachment 6 — Safety Culture Analysis

ATTACHMENT 9.6 TY CULTURE EVALUATION
Sheet 5 of 10
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Attachment 7 — CRs Closed to CR-ANO-C-2013-00888

CRs Closed to this RCE.
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Attachment 8 - Acknowledgement of limitations.
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Attachment 8 — Operating Experience Review

165



Attachment 9 — Operating Experience Review

i

166



Attachment 9 — Operating Experience Review

167



Attachment 8 — Operating Experience Review

168



Operating Experience Review

Attachment 9
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Attachment 8 — Operating Experience Review
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