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ABSTRACT

Taking credit for the reduced reactivity of spent nuclear fuel in criticality analyses is referred to
as burnup credit. Criticality safety evaluations employing burnup credit require validation of the
depletion and criticality calculation methods and computer codes with available measurement
data. To address the issues of burnup credit criticality validation, the U.S. Nuclear Regulatory
Commission initiated a project with Oak Ridge National Laboratory to (1) develop and establish
a validation approach for commercial spent nuclear fuel criticality safety evaluations based on
best-available data and methods and (2) apply the approach on representative spent nuclear
fuel storage and transport systems and conditions to demonstrate its usage and applicability, as
well as to provide reference bias and bias uncertainty results. This report describes an approach
for establishing depletion code bias and bias uncertainty in terms of a reactivity difference based
on comparison of measured and calculated nuclide concentrations.
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EXECUTIVE SUMMARY

One of the most significant remaining challenges associated with expanded implementation of
burnup credit is the validation of depletion and criticality computer codes used in the safety
evaluation—in particular, the availability and use of applicable experimental data to support
validation, especially for fission products. This report presents an approach for determining bias
and bias uncertainty in the effective neutron multiplication factor (k) that results from biases
and bias uncertainties in the calculated nuclide concentrations. The validation approach
described in this report is independent of the depletion and criticality computational methods
being used and of the choice of the safety analysis models.

The depletion validation approach has the following characteristics: (1) calculated nuclide
concentrations are compared to available measurements of nuclide concentrations obtained by
destructive radiochemical assay (RCA) to determine isotopic biases and bias uncertainties in
the calculated nuclide concentrations, and (2) the isotopic biases and bias uncertainties are
applied to the fuel compositions of representative safety analysis models to determine reference
values for bias and bias uncertainty in k. by the use of the Monte Carlo uncertainty sampling
method. The Monte Carlo uncertainty sampling method represents the effects of nuclide
concentration uncertainty on k. values by sampling nuclide concentrations from uncertainty
distributions developed from measurement data. The direct-difference method was used in a
limited manner to provide a check of the validation results obtained from the Monte Carlo
uncertainty sampling method. The direct-difference method applies measured nuclide
concentrations directly in the safety analysis model to calculate a k. value, which then is
compared with the ke value for the safety analysis model that uses calculated nuclide
concentrations.

The SCALE 6.1 code system and the ENDF/B-VII nuclear data were used to obtain reference
ke# bias and bias uncertainty results for representative safety analysis models, which include a
pressurized water reactor (PWR) spent fuel pool (SFP) storage rack model, a boiling water
reactor (BWR) SFP storage rack model, and a spent nuclear fuel (SNF) cask model. The fuel
compositions for these models consist of 28 actinide and fission product nuclides that are
important to fuel reactivity (i.e., nuclides with large neutron fission cross sections and nuclides
with large neutron absorption cross sections) and have sufficient experimental data for use in
depletion code validations. The RCA data for isotopic bias and bias uncertainty calculations
include measured nuclide concentration values for 100 PWR fuel samples with initial
enrichments varying from 2.453 to 4.657 wt % 2**U and burnup varying from 7 to 60 GWd/MTU
and 32 BWR fuel samples with initial enrichments varying from 2.54 to 3.91 wt % ***U and
burnup varying from 14.4 to 44.0 GWd/MTU. Depletion validation results are provided for PWR
fuel assembly average burnup values up to 60 GWd/MTU and for a BWR fuel assembly at peak
reactivity.

The calculated k. bias and bias uncertainty values are similar for the representative PWR SFP
storage rack and SNF cask models. For the assembly average burnup range 5 to 40 GWd/MTU,
the k¢ bias is approximately 0.004 and the k. bias uncertainty is approximately 0.016. For an
assembly average burnup range of 40 to 60 GWd/MTU, the estimated k. bias and ks bias
uncertainty values gradually increase to 0.010 and 0.030, respectively. The results show that
the PWR nuclide concentrations calculated with the SCALE 6.1 code system and the ENDF/B-
VIl nuclear cross-section data produce a small positive ke bias (i.e., slight overprediction of k)
with a significantly larger associated uncertainty value. The k. bias uncertainty is primarily due

xi



to bias uncertainties associated with actinide nuclide concentrations. The uncertainties in the
calculated ?**U and #*°Pu concentrations contribute approximately 90 to 95% of the ks bias
uncertainty. The k¢« bias uncertainty due to the bias uncertainties in the calculated fission
product concentrations is small (<3% of the k. bias uncertainty). The calculated k. bias and ks
bias uncertainty values for BWR SNF are approximately 0.002 and 0.032, respectively.

Sensitivity of bias and bias uncertainty in ke to parameters important to PWR SFP criticality
safety analyses was evaluated considering variations in fuel assembly design, fuel irradiation
conditions, rack design, soluble boron concentration, fuel cooling time, axial representation of
fuel burnup in the safety analysis model, and nuclear data (ENDF/B-V only). The assembly
average burnup values considered in the parametric study are 10, 25, and 40 GWd/MTU. The
calculated ks bias uncertainty values exhibit a small variability as a function of the sensitivity
parameter and assembly average burnup. Based on the ENDF/B-VII calculations, the average
values of ks bias uncertainty are 0.015, 0.016, and 0.017 for the assembly average burnup
values of 10, 25, and 40 GWd/MTU, respectively. The largest variations from the representative
SFP safety analysis model were obtained for the unpoisoned (i.e., 0-g/cm? '°B areal density in
the Boral panels) PWR SFP analysis model. For this analysis model, the k. bias uncertainty is
approximately 0.019 for the burnup range 10 to 40 GWd/MTU. The ke bias for all the evaluated
cases using the ENDF/B-VII nuclear data is approximately 0.004. The kes bias values in the
case of the ENDF/B-V nuclear data are negative and vary with assembly average burnup from
-0.0001 (10 GWd/MTU) to -0.004 (40 GWd/MTU).

The bias and bias uncertainty values estimated from the direct-difference method for a single
application model are comparable with, but smaller than, the values obtained by the Monte
Carlo uncertainty sampling method. Although not definitive, the comparison provides increased
confidence in the Monte Carlo approach for uncertainty propagation. For depletion code
validations using the direct-difference method, recommendations are provided concerning use
of surrogate (i.e., substitute) data for nuclides with very few measurement data and appropriate
decay-time adjustments for measured nuclide concentrations.
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1. INTRODUCTION

One of the most significant challenges associated with implementing burnup credit is the
validation of the depletion and criticality computer codes used in the safety evaluation—in
particular, the availability and application of experimental data to support computer code
validation. The expanded use of burnup credit in the United States for dry storage casks and
transportation packages, hereafter referred to as casks, has been constrained by the availability
of experimental fission product data to support computer code validation (Ref. 1). Historically,
uncertainty in the fuel depletion calculation for burnup credit in spent fuel pools has been based
on engineering judgment (Ref. 2) in lieu of validation with experimental data. To address the
issues of burnup credit criticality validation, the U.S. Nuclear Regulatory Commission (NRC)
initiated a project with Oak Ridge National Laboratory to (1) develop and establish a validation
approach for burnup credit commercial spent nuclear fuel (SNF) system criticality safety
evaluations based on best-available data and methods and (2) apply the approach on
representative SNF storage and transport configurations and conditions to demonstrate its
usage and applicability, as well as to provide reference ks bias and bias uncertainty results.

The purpose of this report is to describe an approach for establishing depletion code bias and
bias uncertainty in terms of a reactivity difference (i.e., Ak.). Validation of criticality calculations
is addressed in a companion report (Ref. 3). The main characteristics of the depletion validation
approach are as follows: (1) calculated nuclide concentrations are compared to available
measurements of nuclide concentrations from destructive radiochemical assay (RCA) to
determine isotopic biases and bias uncertainties in the calculated nuclide concentrations, and
(2) the isotopic biases and bias uncertainties are applied to the fuel compositions of
representative safety analysis models to determine reference values for bias and bias
uncertainty in k.#by the use of the Monte Carlo uncertainty sampling method.

Several methods for isotopic depletion code validation have been previously developed, as
detailed in NUREG/CR-6811 (Ref. 4). The current validation study expands on two of these
methods, the Monte Carlo uncertainty sampling method and the direct-difference method, in
great detail. The Monte Carlo uncertainty sampling method represents the effects of nuclide
concentration uncertainty on ks values by sampling isotopic concentrations from uncertainty
distributions developed from experimental data. This method is used in this depletion validation
study to calculate reference results of k. bias and bias uncertainty for representative safety
analysis models. The direct-difference method applies measured nuclide concentrations directly
in the safety analysis model to calculate a k.¢ value, which then is compared with the k¢ value
for the safety analysis model with calculated nuclide concentrations. This method is primarily
used in this validation study to analyze the importance of establishing surrogate (i.e., substitute)
data for nuclides with very few measurement data and performing decay-time adjustments for
measured nuclide concentrations.

The depletion validation approach described in this report is independent of the depletion and
criticality computational methods being used and of the choice of the safety analysis models.
Application of the depletion validation approach is demonstrated for representative SNF storage
pool and cask configurations/conditions. Reference results for bias and bias uncertainty in kes
due to biases and bias uncertainties in calculated nuclide concentrations are obtained with
SCALE 6.1 (Ref. 5) and the Evaluated Nuclear Data File/B Version VII.0 (ENDF/B-VII) nuclear
cross-section data (Ref. 6).



This document is organized as follows: Section 2 presents an overview of a generic burnup
credit analysis methodology identifying the main components of the depletion and criticality
validation methodologies documented in this report and in the companion report (Ref. 3),
respectively. The RCA data used in the depletion validation are presented in Sect. 3. Section 4
describes the computational methods and nuclear data used to demonstrate application of the
depletion validation approach. Representative analysis models for pressurized water reactor
(PWR) and boiling water reactor (BWR) SNF burnup credit applications are described in Sect. 5.
Implementation details for the Monte Carlo uncertainty sampling and direct-difference methods
are provided in Sect. 6. Section 7 presents k. bias and bias uncertainty results based on
SCALE 6.1. Results are provided for representative analysis models as well as for variants of
those models. Conclusions are provided in Sect. 8. The appendices of this document describe
various calculations in support of the depletion validation approach.



2. OVERVIEW OF BURNUP CREDIT ANALYSIS

Criticality safety analyses are performed to demonstrate that a proposed fuel storage or
transport configuration meets the applicable requirements of Title 10, Code of Federal
Regulations (CFR), Parts 50, 52, 70, 71, and 72 (Ref. 7). A general overview of the process for
implementing burnup credit for SNF criticality safety analyses is outlined in Figure 2.1. The
process includes development of safety analysis models considering a range of parameters
important to criticality safety and isotopic and criticality validation analyses to demonstrate that
the proposed configuration will meet the maximum k¢ limits specified in the applicable
requirements and guidance. The methods of analysis used to determine the burnup credit
nuclide compositions are validated through comparisons to measurement data. The depletion
validation provided in this report addresses items (5) through (7) in Figure 2.1. The criticality
validation (Ref. 3) addresses items (8) through (15) in Figure 2.1. For the sake of facilitating this
discussion with a common terminology, the terms from ANSI/ANS-8.27 (Ref. 8) are being used
in a slightly modified format as presented in Eq. (1).

The depletion validation approach consists of two consecutive calculation steps: (1) calculated
and measured nuclide concentrations for fuel samples are compared to determine biases and
bias uncertainties associated with calculated nuclide concentrations, and (2) depletion code bias
and bias uncertainty are established in terms of a reactivity difference (i.e., Akqr). This latter step
is referred to as “propagation” of isotopic composition uncertainties to k¢ in Figure 2.1, item 6.
Throughout this document, the average change in k. from biases in the calculated nuclide
concentrations is referred to as “k. bias,” and the variance of the change in k¢ at a 95%
probability, 95% confidence level, resulting from bias uncertainties in calculated nuclide
concentrations is referred to as “kq bias uncertainty.” Consistent with the approach in
NUREG/CR-6698 (Ref. 9), a bias that reduces the calculated value of ks is not considered in

Eq. (1).

The criteria for establishing subcriticality with credit for the reactivity decrease due to fuel
burnup is that the calculated multiplication factor k, plus allowances for biases and uncertainties
shall be equal to or less than an established, allowable neutron multiplication factor; that is,

ko + Ak, + B+ Ak; + B + Akg + Aky + Ak < Kijmit, (1)
where

k, is the calculated multiplication factor of the model for the system being evaluated:;

Ak, is an allowance for
¢ statistical or convergence uncertainties, or both, in the determination of k,,
¢ material and fabrication tolerances,
¢ uncertainties due to geometric or material representation limitations of the
models used in the determination of k,;

Bi is the bias in k, due to depletion code bias in the calculated nuclide concentrations;

Ak; is the bias uncertainty in k, due to depletion code bias uncertainty in the calculated
nuclide concentrations;



B is the bias that results from using a particular calculation method and nuclear cross-
section data to calculate the benchmark criticality experiments;

Akg is the criticality bias uncertainty, which includes
o statistical or convergence uncertainties, or both, in the computation of S,
e uncertainties in the benchmark criticality experiments,
¢ uncertainty in the bias resulting from application of the linear least-squares fitting
technique to the critical experiment results,
o tolerance interval multiplier to yield a single-sided 95% probability and 95%
confidence level;

Ak, is a supplement to 8 and Akg that may be included to provide an allowance for the
bias and uncertainty from nuclide cross-section data that might not be adequately
accounted for in the benchmark criticality experiments used for calculating ;

Ak, is @ margin for unknown uncertainties deemed to be adequate to ensure
subcriticality of the physical system being modeled (this term is typically referred to
as an administrative margin);

kimi is the upper limit on the k¢ value for which the system is considered.



ssa20.4d uonepljeA }paid dnuing ayj Jo MAIAIBAQ |°Z @Inbi4

‘9 syenole) (2)

=
5
v/\/ WY S WY 454V + BV + 4+ BV + g+ DY + N (91) U m
A a
om%_m | IV ysiiqels3
v 0
pue ¢ =
@/ T 8
OoN =
N <
A <
L
a
; seplunoe sjuswiiadxa Ww.
ul mmmm_ww an iy pue 52 1 eono s S
uads mu:o_. __ M dusiqers < 5 LML) 9 _ m%_.&m w_“w._
} [euonipp (1) aqeoddy 19ed| 8
aly (¢1) oL 191883 (6)
tmv_
1Y N 0] sanjuleuasun
< J pue'd /& uonisodwod
(2) o(dojos|
ajebedold (9)
||||||||||||||||||||||||||||||| A
(sie1oweled
eJlyoads w
uoJinau ‘dnuing %:
‘s|elejew =
. Luw.Ewwm P [opoy sisAleuy ,W
. h fose
oy (o) Jo5es (1) ]
A / slajpweled Jo 5
EMJ LA oBuel pue ‘“yy o
€

ss8001d DN [eJausD







3. ISOTOPIC VALIDATION DATA

An approach accepted by the international nuclear engineering community for use in depletion
code validations is based on comparing calculated nuclide concentrations with measured
nuclide concentrations from destructive radiochemical assay of fuel samples (Refs. 8, 10, 11,
12, 13). A fuel sample is a small portion of an irradiated fuel rod (e.g., a pellet segment or a few
adjacent pellets cut from a fuel rod). A small number of assembly-average measurements also
exist (e.g., measurements for five Obrigheim full-length reprocessed fuel assemblies as
described in Ref. 14). To obtain measurements of nuclide concentrations, SNF samples are
destructively examined with radiochemical analysis methods that involve a series of complex
analytical techniques for sample preparation and isotopic and elemental measurements.
Measurement error is dependent on the measurement instruments and radiochemical
procedures, and can range from <1% for the major uranium and plutonium isotopes when using
state-of-the-art radiochemical analysis methods (Ref. 15), to more than 5% when using less
precise methods (Ref. 16). Measurement data for uranium and plutonium nuclides exist for each
measured fuel sample. However, measurement data for additional burnup credit nuclides vary
depending on the experimental programs. Modern measurement programs, such as ARIANE,
MALIBU, REBUS, and ENUSA (Refs. 17, 18, 19), dedicated to radiochemical analysis of high-
burnup PWR and BWR fuel samples, provide thorough isotopic characterization and include
multi-laboratory cross checks.

Inherent components of the biases and bias uncertainties associated with the calculated nuclide
concentrations determined from comparisons to RCA data include biases and uncertainties
related to the radiochemical assay data, the measurement techniques, the ability to model the
sample depletion environments, the nuclear cross-section data used, and the intrinsic
uncertainties and approximations used in the numerical solutions. The objective of depletion
code validation is to establish a predictable relationship between calculated nuclide
concentrations and reality. For depletion code validations, local depletion conditions for a
measured fuel sample or assembly-average depletion conditions for a measured fuel assembly
must be modeled as accurately as possible to avoid introducing additional inaccuracy in the
validation result.

The RCA data evaluations described in Refs. 20 and 21 are based on a review of primary
experimental references; hence, these references provide a database that can be used for
validating computational predictions of SNF isotopic compositions. Burnup credit nuclides with
available RCA data are described in Sect. 3.1. The PWR and BWR RCA data used in this report
to determine biases and bias uncertainties in the calculated nuclide concentrations are
presented in Sects. 3.2 and 3.3, respectively.

3.1 NUCLIDES IMPORTANT TO BURNUP CREDIT

Nuclide concentrations in commercial SNF and corresponding fuel reactivity vary depending on
fuel design, depletion parameters, and cooling time. The reactivity of a discharged commercial
SNF assembly reaches a maximum value at approximately 3 days after fuel discharge, when
short-lived fission product nuclides with significant neutron absorption cross sections (e.g.,
1¥Xe) and their precursors are mostly decayed. The reactivity then decreases with increasing
cooling time until approximately 100 years after fuel discharge, primarily a result of the decay of
the fissile nuclide *'Pu (Ty, = 14.4 years) to >’ Am (neutron absorber) and of the formation of
%5Gd (a strong neutron absorber) from the beta decay of '*°Eu (Ty, = 4.75 years) (Ref. 22).



The depletion validation presented in this report considers SNF compositions consisting of

12 actinide and 16 fission product nuclides selected on the basis of their importance to fuel
reactivity (i.e., nuclides with large neutron fission cross sections and nuclides with large neutron
absorption cross sections) and on the basis of availability of sufficient experimental data for use
in depletion code validations. The 28 nuclides, referred to hereafter as burnup credit nuclides,
are presented in Table 3.1. The burnup credit nuclides have been identified in previous studies
(Refs. 23 and 24) as the nuclides with the most significant effects on k.sfor SNF cask burnup
credit applications. The 28 nuclides or subsets of those nuclides are the ones commonly
considered in fuel compositions for burnup credit criticality safety analyses that base validation
of calculated nuclide concentrations on comparisons to available RCA data (Refs. 13, 25, 26).
Except for °'Sm (T4, = 90 years), >®Pu (T4, = 87.7 years), **'Pu (T4, = 14.4 years), and *'Am
(T4 = 432.7 years), the burnup credit nuclides are either very long-lived or stable. The
concentrations of nuclides such as "'Sm, "°Sm, "*'Eu, *°Gd, #**U, ***Pu, #®'Np, and **'Am
increase after fuel discharge as a result of the decay of their precursors. Figure 3.1 shows atom
density variation as a function of decay time for nuclides exhibiting density variations after fuel
discharge. Concentration values for "*’Sm, "*'Eu, *°Gd, and #*'Am, typically measured at
cooling times greater than 5 years, contain significant contributions from the radioactive decay
of precursors "#’Pm, *'Sm, ">°Eu, and ?*'Pu, respectively. Note that 2°Pu atom density slightly
increases a short time after fuel discharge as a result of “°Np (T, = 2.355 day) decay;
however, ?*°Pu is not shown in the graph as a nuclide with varying atom density after fuel
discharge.

Table 3.1 Actinide and fission product nuclides important to burnup credit criticality
analyses
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Figure 3.1 Atom density as a function of decay time for burnup credit nuclides
exhibiting density variations after fuel discharge. Atom density
values are shown for a Westinghouse 17x17 optimized fuel assembly
of 4.7 wt % 2*°U initial enrichment and 40 GWd/MTU burnup.

3.2 PWRISOTOPIC VALIDATION DATA

The isotopic validation data used in this report for PWR SNF include RCA data for 100 PWR
fuel samples with initial enrichments varying from 2.453 to 4.657 wt % #**U and burnup varying
from 7 to 60 GWd/MTU obtained from low-, moderate-, and high-burnup fuel assemblies
irradiated in the following nine PWRs: Trino Vercellese, Kernkraftwerk Obrigheim, Turkey Point
Unit 3, H. B. Robinson Unit 2, Calvert Cliffs Unit 1, Three Mile Island (TMI) Unit 1, Takahama
Unit 3, Gdsgen, and GKN II. The 100 PWR fuel samples were selected from the 118 PWR fuel
samples evaluated in Ref. 20 as explained further in this section.

Three Gdsgen fuel samples with burnup values ranging from 47.2 to 70.4 GWd/MTU from the
MALIBU program were excluded from the isotopic validation data set because the results of the
MALIBU program are proprietary information (Ref. 18) and therefore not publicly available at
this time. Twelve measured PWR fuel samples obtained from the peripheral rods of Obrigheim
assemblies BE124 and BE210 were irradiated in a core containing both UO, and mixed oxide
(MOX) assembly types (Ref. 27). Information concerning the locations and the characteristics of
the MOX assemblies was unavailable (Ref. 20); therefore, significant uncertainty exists
regarding the type of fuel assembly adjacent to the measured rods. Hence, the Obrigheim
samples from assembly peripheral rods were not used in this evaluation. Takahama fuel
samples SF95-1, SF96-1, and SF97-1 were excluded because of their proximity to the end of
the active fuel region. These samples were obtained from locations near the extreme ends of
the fuel rods (<20 cm) where the neutron flux gradient varies significantly over short lengths.
The depletion calculation method used to demonstrate the validation approach (see Sect. 4)
uses a two-dimensional representation of the depletion environment, so the effects of the strong



gradient would not be accounted for accurately in the depletion calculations. Therefore, these
samples were omitted for the purpose of this study.

The number of samples and the ranges of initial enrichment and final burnup of the PWR fuel
samples providing measurement data for each burnup credit nuclide are presented in Table 3.2.
Measured concentrations for the 2°°U, 28U, 2°Pu, *°Pu, and ?*'Pu nuclides are available for all
PWR fuel samples. However, there are significantly fewer fuel samples providing RCA data for
fission product nuclides. A comparison of the enrichment and burnup values of the 100 PWR
fuel samples to loading curves developed for a representative spent fuel pool (SFP) storage
rack model (see Sect. 5.2) is shown in Figure 3.2. The graph identifies the initial enrichment and
final burnup of the fuel samples providing measurement data for actinide sets, partial fission
product sets, and for the full set of actinide and fission product (28) nuclides considered in fuel
compositions for this depletion validation (see Table 3.1). Only two Gdsgen fuel samples
provide measured concentrations for all 28 burnup credit nuclides. The TMI, Takahama, and
some of the Calvert Cliffs fuel samples provide measurement data for most of the 16 burnup
credit fission product nuclides.

The range of applicability of the initial enrichments and final burnups of the measured PWR fuel
samples is presented in Table 3.2. For measured actinide concentrations, fuel sample initial
enrichment ranges from approximately 2.5 to 4.7 wt % 2*°U, and final burnup ranges from
approximately 10 to 60 GWd/MTU. For most of the measured fission product nuclides, fuel
sample initial enrichment ranges from approximately 2.5 to 4.7 wt % #*°U, and final burnup
ranges from approximately 20 to 60 GWd/MTU. Measurement data for fission product nuclides
such as *Mo, "°'Ru, '®Rh, and "**Cs have a burnup range of applicability from approximately
30 to 60 GWd/MTU; the "°Ag measurement data has a burnup range of applicability from
approximately 45 to 60 GWd/MTU. In this depletion validation, the PWR RCA data is used to
calculate bias and bias uncertainty in ks for fuel assemblies with an axial burnup profile

(see Sect. 5.1) and average burnup up to 60 GWd/MTU (see Sect. 7.1).

For a PWR application model (see Sect. 5) with the 60 GWd/MTU assembly average burnup
value, the applied axial burnup profile resulted in a maximum burnup value of approximately
66.5 GWd/MTU. Therefore, for this assembly average burnup value, the area of applicability of
the RCA data was expanded to burnup values up to 66.5 GWd/MTU. The impact on k¢ bias
uncertainty of extending the area of applicability of the RCA data to higher burnup values was
evaluated with PWR RCA data that includes the MALIBU proprietary data for three Gésgen fuel
samples having burnup values from 47.2 to 70.4 GWd/MTU. This validation data set was used
to calculate the k¢ bias uncertainty value for a SFP storage rack model (see Sect. 5.2) with an
assembly average burnup of 60 GWd/MTU, which was then compared to the k. bias
uncertainty value for this model obtained from applying isotopic bias uncertainties based on the
measurement data for the 100 PWR fuel samples with burnup values up to 60 GWd/MTU. The
two ks bias uncertainty values differed by approximately 1%. Therefore, expanding the area of
applicability of the RCA data to higher burnup values is justified because the impact on ks bias
uncertainty is small.

Measured nuclide concentrations for burnup credit nuclides have been reported either at the
time of fuel discharge or at the actual measurement time depending on the measurement
program (see Ref. 20). The measurement data reported for discharged compositions include
decay time corrections for nuclides exhibiting concentration variation as a function of the decay
time (see Figure 3.1) that have been performed by the experimental programs. Note that >°Pu
measurement data reported for discharged compositions includes a very small contribution from
2¥Np (T4, = 2.355 day) decay (Ref. 28). Applicability of measured data for nuclides with varying
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concentrations as a function of decay time is limited to the reported time relative to fuel
discharge. For the direct-difference method, which uses measurement nuclide concentrations
directly in k¢ calculations, decay-time corrections may be necessary to extend the area of
applicability of the measurement data for nuclides exhibiting variation with cooling time to the
cooling time of the criticality safety analysis (see Sect. 6.2).

Table 3.2 Initial enrichment and burnup values for the measured PWR fuel samples
Enrichment Enrichment Burnup
. No. of ran gs Burnup range . No. of rangg_ range
Nuclide| samples | (wt % “°U) (GWd/MTU) |Nuclide| samples | (wt % “°U) | (GWd/MTU)
24y 63 2.453-4.657 7.2-59.7 "”'Ru 15 3.5-4.1 31.1-59.7
25y 100 2.453-4.657 7.2-59.7 '®Rh 16 2.453-4.1 31.1-59.7
alV 85 2.453-4.657 12.9-59.7 %Ag 14 3.5-4.1 44.8-59.7
28y 100 2.453-4.657 7.2-59.7 ¥cs 7 3.038- 4.1 27.4-59.7
*"Np 44 2.453-4.657 16.0-59.7 "*Nd 44 2.453-4.657 | 16.0-59.7
28py 85 2.453-4.657 12.9-59.7 **Nd 44 2.453-4.657 | 16.0-59.7
29py 100 2.453-4.657 7.2-59.7 *Sm 32 2.453-4.657 | 23.7-59.7
#0py 100 2.453-4.657 7.2-59.7 *°Sm 28 3.5-4.657 23.7-59.7
*py 100 2.453-4.657 7.2-59.7 %0Sm 32 2.453-4.657 | 23.7-59.7
#42py 99 2.453-4.657 7.2-59.7 ¥1Sm 32  |2.453-4.657 | 23.7-59.7
#1Am 47 2.453-4.657 17.1-59.7 %2Sm 32 2.453-4.657 | 23.7-59.7
#3Am 48 2.63-4.657 17.1-59.7 =0 21 3.5-4.657 23.7-59.7
*Mo 15 3.5-4.1 31.1-59.7 SEu 27 2.453-4.657 | 23.7-59.7
®Tc 25 2.453-4.1 16.0-59.7 1%°Gd 27 2.453-4.657 | 23.7-59.7
* =12 actinide niclides
® * B /‘ T oot nides
g o Actinide sets
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Figure 3.2 Enrichment and burnup values of the measured PWR fuel samples compared
to loading curves for a representative PWR SFP storage rack model
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3.3 BWRISOTOPIC VALIDATION DATA

The biases and bias uncertainties associated with calculated nuclide concentrations in BWR
SNF were based on comparisons to measured nuclide concentrations for 32 BWR fuel samples
obtained from fuel assemblies consisting of 8x8, 7x7, and 6x6 pin lattices from the Fukushima
Daini Unit 2, Cooper, and Gundremmingen-A reactors, respectively. Therefore, the BWR assay
data is limited in its range of applicability since modern BWR assembly designs are significantly
more complex. More extensive BWR isotopic assay data from modern assembly designs

(i.e., 10x10 lattice) exists but was not available for inclusion in this analysis. The initial fuel
enrichment for the measured samples varies from 2.54 to 3.91 wt % ?*°U, and the burnup varies
from 14.4 to 44.0 GWd/MTU.

Measurement data for the 12 burnup credit actinide nuclides and for eight of the 16 burnup
credit fission product nuclides were available for use in the depletion validation. The number of
samples and the ranges of initial enrichment and final burnup values of the BWR fuel samples
providing measurement data for each burnup credit nuclide are presented in Table 3.3.

As described in Ref. 21, void fraction values corresponding to the fuel sample locations were
unavailable for some of the measured BWR fuel samples considered in this validation study. For
those BWR fuel samples, representative void fraction values were derived based on actual
reported void fraction distributions from other similar assemblies at different average assembly
powers. Consequently, the calculated nuclide concentrations for the BWR fuel samples include
an uncertainty component due to approximate moderator density values used in the depletion
calculations.
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Table 3.3 Initial enrichment and burnup values for the measured BWR fuel samples
Enrichment Burnup Enrichment Burnup
_ No. of ran ?5 range _ No. of ran%a5 range
Nuclide | samples | (wt % “"U) | (GWdA/MTU) | Nuclide | samples | (wt % “°U) | (GWd/MTU)
24y 21 2.93-3.91 16.7-44 *Tc 6 2.93 17.8-33.9
25y 32 2.54-3.91 14.4-44 "Nd 14 3.41-3.91 16.7-44
26y 32 2.54-3.91 14.4-44 "°Nd 14 3.41-3.91 16.7-44
28y 32 2.54-3.91 14.4-44 *'Sm 11 3.41-3.91 16.7-44
%’Np 20 2.93-3.91 16.7-44 1*98m 11 3.41-3.91 16.7-44
28py 32 2.54-3.91 14.4-44 %0Sm 11 3.41-3.91 16.7-44
2%y 32 2.54-3.91 14.4-44 ¥'Sm 11 3.41-3.91 16.7-44
240py, 32 2.54-3.91 14.4-44 %2Sm 11 3.41-3.91 16.7-44
*py 32 2.54-3.91 14.4-44 - - - -
#2py 32 2.54-3.91 14.4-44 - - - _
*1Am 20 2.93-3.91 16.7—44 - - - -
*2Am 14 3.41-3.91 27.2-44 - - - -
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4. COMPUTER CODES AND NUCLEAR DATA

This section describes the various computer codes and nuclear data used to perform the
calculations described throughout this report.

SCALE 6.1 (Ref. 5) and the ENDF/B-VII nuclear data were selected in this study to obtain
reference ke bias and bias uncertainty values for representative SFP storage rack and SNF
cask configurations. SCALE 6.1 is the most recent release version of the SCALE code system
developed at Oak Ridge National Laboratory. This computer code has been distributed for more
than 30 years through the Radiation Safety Information Computational Center and the Nuclear
Energy Agency Data Bank under license agreement. SCALE has been used for safety analysis
and design by regulators, licensees, and research institutions around the world. This code is
accepted by the NRC for criticality safety applications (Ref. 29). SCALE 6.1 was selected
because it has multiple unique capabilities (Ref. 30) relevant to depletion and criticality code
validations as briefly described in this section. SCALE 6.1 provides both depletion and criticality
analysis capabilities within a common system.

SCALE 6.1 contains improved capabilities relevant to the current burnup credit calculations,
including improved resonance self-shielding methodologies for cross-section processing and an
improved ENDF/B-VII nuclear cross-section library for transport calculations. The ENDF/B-VII
cross-section data yield significantly more accurate calculated eigenvalues than those obtained
with the previous nuclear data version for a wide range of critical experiments, including
moderated, low-enriched uranium fuel rod lattice configurations, and for unmoderated, bare or
reflected, critical benchmark assemblies (Refs. 31 and 32). Improvements have also been
observed in isotopic predictions using SCALE and the ENDF/B-VII cross-section data (Ref. 33).

The SCALE 6.1 capabilities used in the report include automated sequences to produce
problem-dependent multigroup cross-section data (Ref. 34) and analysis sequences for Monte
Carlo neutron transport (CSAS5 and CSASG) (Ref. 35), fuel depletion (TRITON) (Ref. 36),
isotopic decay (ORIGEN-S) (Ref. 37), burnup-credit criticality safety (STARBUCS) (Ref. 38),
and cross-section sensitivity and uncertainty (TSUNAMI) (Ref. 39) calculations. Unless
otherwise noted, the 238-group cross-section library based on the ENDF/B-VII.0 nuclear data
and the resonance cross-section methodology employing CENTRM (Ref. 34) were used in the
various SCALE 6.1 calculations in support of this depletion validation study.

The TRITON two-dimensional (2-D) depletion sequence (Ref. 5, Sect. TO1) was used to perform
depletion calculations. TRITON has the capability of simulating the depletion of multiple
mixtures in a fuel assembly model, which allows a detailed representation of the local flux
distribution for a specific fuel rod in the assembly. Within the TRITON 2-D depletion calculation
sequence, ORIGEN-S (Ref. 5, Sect. F07) is used to perform depletion and decay calculations,
and NEWT (Ref. 5, Sect. F21) is used to perform 2-D discrete ordinates transport calculations.

The STARBUCS sequence was used to determine burnup-dependent nuclide concentrations for
PWR criticality calculations (see Sect. 5.1) and to generate loading curves for the PWR safety
analysis models (see Sect. 5.4). STARBUCS enables modeling of the phenomena important to
burnup credit and allows analysts to investigate the impact on criticality safety of various
assumptions related to the burnup credit calculation methodology. The STARBUCS sequence
provides a burnup credit loading curve search capability in addition to its initial capability of
performing criticality safety analyses employing burnup credit. This capability may be used to
determine the combination of assembily initial enrichment and burnup values that result in a
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user-specified k¢ value. STARBUCS uses the ORIGEN-ARP method, described in Section D01
of Ref. 5, to rapidly generate fuel compositions as a function of fuel mixture initial enrichment
and burnup. ORIGEN-ARRP libraries for the STARBUCS calculations were obtained by
performing TRITON depletion calculations for the PWR assembly types used in the safety
analysis models and for a range of fuel initial enrichment (e.g., 1 to 5 wt % ?*°*U) and assembly
average burnup (e.g., 0 to 80 GWd/MTU) values.

TSUNAMI-3D was used to determine sensitivity coefficients for individual burnup credit nuclides
in support of the sensitivity/uncertainty analyses presented in this report. TSUNAMI-3D is the
SCALE analysis sequence dedicated to computing the sensitivity of kerto energy-dependent
cross-section data for each reaction of each nuclide in a system model using linear perturbation
theory as described in Sections C09 and F22 of Ref. 5. The sensitivity of kerrto total cross
section, integrated over energy, is referred to as the sensitivity coefficient. Sensitivity coefficient
values may also be obtained by performing direct perturbation calculations that employ
variations of nuclide atom density resulting in small k¢ variations that are consistent with the
linear-perturbation approximation.

KENO V.a (Ref. 5, Sect. F11) is the Monte Carlo transport criticality code used within the
CSASS (Ref. 5, Sect. C05), STARBUCS, and TSUNAMI sequences to calculate the ke values
of the PWR safety analysis models. KENO VI is the Monte Carlo transport criticality code used
within the CSASG6 (Ref. 5, Sect. C06) sequence to calculate k.« values for the BWR safety
analysis model.
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5. SAFETY ANALYSIS MODELS

To assess the impact of nuclide concentration uncertainties on k. for realistic storage
configurations and to provide reference ke bias and bias uncertainty values, representative
safety analysis models were developed for SFP storage rack and SNF cask configurations. The
characteristics of a PWR SFP storage rack model, a PWR SNF cask model, and a BWR SFP
storage rack model are described in this section. The sensitivity of bias and bias uncertainty in
kes to a range of parameters important to criticality safety analysis (e.g., SFP storage rack
design, fuel assembly type, burnup, cooling time, axial burnup representation, boron
concentration, and nuclear data) was also evaluated (see Sect. 7.3).

5.1 PWR ASSEMBLY MODEL

The fuel assembly type selected for use in the PWR SFP storage rack and SNF cask models
was the Westinghouse (W) 17x%17 optimized fuel assembly (OFA). This assembly type is one of
the assembly types used in previous burnup credit studies (Ref. 40) performed in support of
ISG-8 Rev. 2 (Ref. 1). The fuel rods were represented in the model with 18 axial zones; the
burnup values for the axial zones were based on burnup-dependent axial burnup profiles, which
have been demonstrated to be conservative with respect to criticality (Refs. 41 and 42). Axially
varying burnup-dependent nuclide concentrations were generated with reactor operating
parameters for depletion calculations that increase discharge reactivity (Ref. 23), including the
use of (1) wet annular burnable absorber (WABA) rod insertion in each of the 24 guide tube
locations throughout the irradiation time period; (2) higher fuel and moderator temperatures
(1100 K and 610 K, respectively) than typical values; (3) decreased moderator density

(0.63 g/cm®); and (4) a constant soluble boron concentration of 1000 ppm throughout the
irradiation time period.

5.2 PWR SFP STORAGE RACK MODELS

The PWR SFP storage rack model is represented as a laterally infinite array of loaded fuel
storage cells reflected on the top and bottom by 30 cm of full-density water. Each storage cell is
a stainless steel box having an internal dimension of 22.352 cm (8.8 in.) and a wall thickness of
0.292 cm (0.115 in.). One 0.203-cm-thick (0.080-in.-thick) Boral® panel with a '°B areal density
of 0.020 g/cm? was modeled between each storage cell. The center-to-center spacing for this
model is 23.139 cm (9.110 in.). The poison panels were modeled to the same axial length as
the active fuel. The PWR fuel used in the safety analysis model is the W 17x17 OFA described
in Sect. 5.1. The PWR fuel assembly was modeled as centered in the storage cell. A horizontal
cross-section view of the PWR SFP storage rack cell model is shown in Figure 5.1. This PWR
SFP storage rack configuration is referred to as the “representative” SFP storage rack model.

As shown in Sect. 5.4, the representative SFP storage rack configuration uses fuel assemblies
with high initial enrichment relative to burnup so that the maximum burnup value corresponding
to 5 wt % 2*°U initial enrichment is 44.33 GWd/MTU. To obtain ks bias and bias uncertainty
results for assemblies of higher burnup values, a second PWR SFP storage rack configuration
was considered. This configuration differs from the representative SFP storage rack model in
that it utilizes unpoisoned panels; this configuration is referred to as the “unpoisoned” SFP
storage rack model.
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The cooling time used to generate burnup-dependent nuclide concentrations for the PWR SFP
storage rack models was 3 days. This cooling time approximately corresponds to maximum
SNF reactivity, which results from the decay of short-lived fission product nuclides with
significant neutron absorption cross sections. The burnup-dependent nuclide concentrations
were determined so that the ke value of the PWR SFP storage rack models without soluble
boron is 0.99. This value was based on the requirements of 10 CFR 50.68[b](4) (if credit is
taken for soluble boron and the system is flooded with unborated water) and an assumed
allowance for biases and uncertainties of 1%.
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Figure 5.1 Horizontal cross section of the representative PWR SFP storage rack cell
representation

5.3 PWR SNF CASK MODEL

The representative safety analysis model for a PWR SNF cask is a generic high-capacity cask
design, referred to as a GBC-32 cask, which has been developed in Ref. 43 as a reference
configuration for burnup credit studies. The generic cask, which can accommodate 32 PWR
assemblies, uses Boral panels containing '°B as a fixed neutron poison dispersed uniformly with
a '°B areal density of 0.0225 g/cm?. The PWR fuel used in the safety analysis model is the

W 17x17 OFA described in Sect. 5.1. A cutaway view of the GBC-32 cask model showing the
bottom half with a quarter of the model removed is illustrated in Figure 5.2. The cooling time
used to generate burnup-dependent nuclide concentrations for the representative PWR SNF
cask was 5 years. The burnup-dependent nuclide concentrations for the GBC-32 cask model
were determined so that the ke value was 0.94. The model k. value was determined by
applying an assumed allowance for biases and uncertainties of 0.01 to the recommended k.
value of 0.95 for cask criticality safety analyses (Refs. 29, 44, 45).
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Figure 5.2 Cutaway view of the GBC-32 cask model showing bottom half with a quarter
of the model removed. The different colors in the fuel region represent
varying axial burnup zones.

5.4 LOADING CURVES FOR PWR SNF

For validation purposes only, loading curves were developed for the PWR SFP storage rack and
SNF cask models with the k. values of 0.99 and 0.94, respectively, for fuel compositions
consisting of the 12 burnup credit actinide nuclides and for the 28 burnup credit actinide and
fission product nuclides (see Table 3.1). The effects of including the 16 fission product nuclides
in actinide-only compositions on loading curves for the representative SNF configurations are
illustrated in Figure 5.3, where the loading curves are shown superimposed over the 2002 PWR
SNF assembly inventory (Ref. 46).
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Figure 5.3 Loading curves for PWR SNF in cask and pool storage rack
configurations. Loading curves developed for the representative
PWR SFP storage rack and SNF cask models correspond to the k.
values of 0.99 and 0.94, respectively. The horizontal segments of the
loading curves were caused by changes in the fuel axial burnup
profiles at 18 and 30 GWd/MTU. The color-coded numbers shown on
the graph represent the numbers of PWR assemblies with certain
initial enrichment and final burnup; yellow, burnt orange, and pink
identify a number of assembilies in the range 20 to 99, 100 to 299,
and greater than 300, respectively.

5.5 BWR ASSEMBLY MODEL

A BWR assembly model was developed using the approach commonly employed in criticality
safety evaluations for the wet storage of BWR SNF in a high-density fuel storage rack (Ref. 47).
The model for a BWR fuel assembly was a generic 10%x10-8 assembly design with eight fuel
rods containing gadolinium oxide (Gd,O3) and two water rods that displaced eight fuel rods.
Unlike the approach employed for the PWR burnup credit criticality analysis, which uses a range
of enrichment and burnup values based on the loading curve, the BWR analysis uses fuel
compositions corresponding to the assembly peak reactivity. A 5 wt % 2*°U initial enrichment of
the UO; fuel was used to account for the highest anticipated fuel enrichment. The Gd,O;
content in UO, was 3 wt %. The BWR SFP application assumed a 3 day post-irradiation decay
period.
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The reactivity of a fuel assembly in the BWR reactor core initially increases with burnup as a
result of the depletion of gadolinium (burnable poison) until it reaches a peak value. The peak
reactivity value is reached when the burnable poison is mostly depleted. Then the reactivity of
the fuel assembly decreases with burnup until the fuel assembly is removed from the reactor.
For the representative model, the assembly peak reactivity occurred at approximately

11 GWd/MTU.

5.6 BWR SFP STORAGE RACK MODEL

The BWR SFP storage rack was modeled as an infinite array of loaded fuel storage cells. Each
storage cell is a stainless steel box having an internal dimension of 15.063 cm (5.93 in.) and a
wall thickness of 0.18 cm (0.070 in.). One 0.203-cm-thick (0.080-in.-thick) Boral plate with a '°B
areal density of 0.020 g/cm? was modeled between each storage cell. The center-to-center
spacing for this model is 17.063 cm (6.72 in.). The BWR fuel assembly was modeled as
centered in the storage cell with reflective boundary conditions used axially and radially. The
assembly axial burnup representation is uniform. A horizontal cross section of the unit cell of the
BWR SFP rack model is illustrated in Figure 5.4. The k;,r value of the BWR SFP storage rack
model is 0.94. This value was based on the requirements of 10 CFR 50.68[b](4) (if no credit is
taken for soluble boron and the system is flooded with unborated water) and an assumed
allowance for biases and uncertainties of 0.01.
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Figure 5.4 Horizontal cross section of the BWR SFP storage rack cell representation
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6. CALCULATION OF BIAS AND BIAS UNCERTAINTY IN k.

Two different methods are used in this validation study: the Monte Carlo uncertainty sampling
method (Sect. 6.1) and the direct-difference method (Sect. 6.2). These methods were selected
on the basis of an evaluation of existing depletion validation methods (Refs. 4, 25, 48). The
characteristics of the methods and their implementation for the current validation study are
described in this section.

6.1 MONTE CARLO UNCERTAINTY SAMPLING METHOD

The Monte Carlo uncertainty sampling method is often used in simulating uncertainties in
physical systems with many coupled degrees of freedom as well as in modeling phenomena
with significant uncertainty in inputs (Refs. 49, 50, 51). In this depletion validation study, the
method is used to represent the effects of nuclide concentration uncertainty on k.4 values by
sampling isotopic concentrations from uncertainty distributions developed from experimental
data. The Monte Carlo uncertainty sampling method requires determination of biases and bias
uncertainties in the calculated nuclide concentrations. Implementation of the Monte Carlo
uncertainty sampling method uses a normal or a uniform probability distribution (Sect. 6.1.1),
depending on the number of available measurements for each burnup credit nuclide, as the
mathematical model for expected isotopic concentration uncertainty variation, and independent
sampling from the uncertainty distributions of individual nuclides. This implementation of the
method requires analysis of the assumptions concerning normality and independence of the
isotopic uncertainty data to determine the impact of those assumptions on the depletion
validation results.

The following calculations and analyses were performed:

e calculation of bias and bias uncertainty in calculated nuclide concentrations (Sects. 6.1.1
and 6.1.3);

o statistical analysis of the measured-to-calculated (M/C) concentration ratio values
(Sect. 6.1.2), including
— analysis of trends,

normality tests, and
— correlation coefficient calculations;

o calculation of isotopic bias and bias uncertainty (Sect. 6.1.3);
calculation of nuclide concentration values for use in k¢ calculations (Sect. 6.1.4);

¢ validation of the normality assumption for bias uncertainty in calculated nuclide
concentrations (Sect. 6.1.5); and

e convergence of the Monte Carlo ke bias uncertainty estimate (Sect. 6.1.6).
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6.1.1 Calculation of Bias and Bias Uncertainty in Calculated Nuclide
Concentrations

The measured-to-calculated nuclide concentration ratio, X/, is calculated with Eq. (2),

X, =M;ICy, (2)

where

n = a burnup credit nuclide,

j = the index of a measured fuel sample in the series of N, evaluated fuel samples,
M! = the measured concentration of nuclide n in the evaluated fuel sample j,
C/ = the calculated concentration of nuclide n in the evaluated fuel sample j.

The sample mean X, and sample standard deviation s, of the X/ values are calculated with
Egs. (3) and (4), respectively,

N, )
X, =2 X0 IN,, (3)

j=1

-

(7]
B
Il
Q_
T =

(X/{—Yn)z/(Nn—l), (4)

j=1
where

X! = MI/C concentration ratio defined by Eq. (2);
N, =the number of evaluated fuel samples.

A normal distribution is characterized by the mean value and the standard deviation. Sample
mean and sample standard deviation calculated with Egs. (3) and (4), respectively, are only
approximations of the true mean and standard deviation of nuclide concentration uncertainties
because the calculations use a limited number of fuel samples. To bound the uncertainty in a
sample standard deviation value because a limited number of measurement data was used,
tolerance intervals are used in place of confidence intervals in the sampling procedure.
Tolerance intervals have been introduced as a means to account for uncertainty due to sample
size (Ref. 52). A statistical tolerance interval defines the limits within which a stated proportion
of a population is expected to lie, based on a sample that was measured from this population. In
this analysis, a tolerance interval is determined with tolerance limit factors for the normal
distribution, which depend on the sample size, the specified proportion of the population within
the bounds, and the specified certainty. Note that the magnitude of a tolerance-limit factor
increases as the sample size decreases and that a tolerance interval for isotopic uncertainty
determined as described further in this section is significantly larger than a confidence interval
for nuclides with a small number of measurements.

The Monte Carlo uncertainty sampling method uses a normal or a uniform probability
distribution, depending on the number of available measurements for each burnup credit
nuclide, as the mathematical model for expected isotopic concentration uncertainty variation
(Sect. 6.1.4). A normal distribution is used if more than 10 measurement data are available for a
nuclide. For nuclides with fewer than 10 measured concentration values (i.e., **Cs and **Tc for
PWR and BWR fuel, respectively), it is not appropriate to represent the uncertainty with a

24



normal distribution. Therefore, a uniform distribution model is used because this model enables
conservative sampling of a larger uncertainty range than a normal distribution.

The two-sided tolerance-limit factor, denoted as {f,", for the normal distribution corresponding to

the sample size, 95% certainty, and 68.3% of the population, is applied as an adjustment factor
as shown in Eq. (5) to determine a bounding value for one-sigma isotopic uncertainty based on
more than 10 measurement data. This adjustment is made to account for uncertainty due to
limited sample size. For example, the two-sided tolerance-limit factor values applied vary from
1.174 (69 samples) to 1.664 (11 samples) (Ref. 53). The 68.3% probability level is used
because the tolerance-limit factor is applied as an adjustment factor to the one-sigma sample
standard deviation. The adjusted one-sigma sample standard deviation is then used to define
the sampling distribution. Hence, a normal distribution of mean X, and variance o,
determined as shown in Egs. (3) and (5), respectively, is used as the mathematical model of
uncertainty in the calculated nuclide concentrations for a nuclide n with more than 10
measurement data. If fewer than 10 measurement data are available to determine sample mean
and standard deviation values, the one-sided tolerance-limit factor for the normal distribution
corresponding to the sample size, 95% certainty, and 95% of the population, denoted as tf", is
used as an adjustment factor as shown in Eq. (5) to determine a uniform sampling interval. For
example, the one-sided tolerance limit factor values applied for six and seven samples are
3.711 and 3.399 (Ref. 54), respectively. A uniform distribution is characterized by the lower and
upper limits within which a random variable falls. Hence, a uniform distribution of parameters
-0, and 0, is used as the mathematical model of uncertainty in the calculated nuclide

concentrations for nuclides with fewer than 10 measurement data,

()

n

s, i), ifN,>10,
g. =
s, tf", otherwise .

The sample mean, X », and sample standard deviation adjusted to account for uncertainties
related to sample size, 0, , determined as shown in Egs. (3) and (5), respectively, are hereafter
referred to as isotopic bias and isotopic bias uncertainty, respectively.

6.1.2 Statistical Analysis of the Measured-to-Calculated Concentration
Ratio Values

Prior to developing probability distribution functions for nuclide concentration uncertainties, a
statistical evaluation of the M/C concentration ratio values is required. A trending analysis
(Sect. 6.1.2.1) was performed to identify M/C concentration ratio values exhibiting variations
with sample burnup. The trending analysis was performed by applying the test described in
Ref. 55, which is designed to evaluate the statistical significance of the slope resulting from a
linear regression model. The Shapiro-Wilk normality test was applied to the M/C concentration
ratio values for individual burnup credit nuclides to identify non-normal data sets (Sect. 6.1.2.2).
The degree of correlation (dependence) among nuclide composition uncertainties was
determined on the basis of correlation coefficient calculations (Sect. 6.1.2.3).
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6.1.2.1 Analysis of Trends

For the PWR isotopic composition evaluations, a trending analysis identified a dependence of
the M/C concentration ratio values on sample burnup for the major actinide nuclides ?*°U, *°U,
238, 2399py, 2%py, and #*'Pu. The isotopic bias for these nuclides varies as a function of sample
burnup. In addition, the variance of the M/C concentration ratio values within the burnup range
40 to 60 GWd/MTU is significantly larger than that of the M/C concentration ratio values within
the burnup range 5 to 40 GWd/MTU. Dependence of the M/C concentration ratio values on the
initial enrichment of the PWR fuel samples was not identified for any of the burnup credit
nuclides. The observed dependencies on sample burnup were considered in calculating isotopic
bias and bias uncertainty values for burnup intervals, as explained further in this section.

A stepwise function was used to define constant isotopic bias and constant isotopic bias
uncertainty within defined burnup intervals and to avoid a regression analysis. The burnup
interval 5 to 60 GWd/MTU was divided into two or three subintervals so that the isotopic bias as
well as the isotopic bias uncertainty are constant (i.e., do not exhibit a dependence on burnup)
within each individual burnup subinterval. For nuclides with a large number of measurements
that cover a wide range of fuel burnup values, including major actinide nuclides #°U, 23U, ?**Pu,
240py, 2*'Pu, and ?*?Pu, isotopic bias and bias uncertainty values were determined for three
burnup subintervals: 5 to 15 GWd/MTU, 15 to 40 GWd/MTU, and 40 to 60 GWd/MTU. Two
different sets of isotopic bias and bias uncertainty values applicable to burnup values below and
above 40 GWd/MTU were determined for the actinide nuclides 2*U, 2%°U, 2"Np, 2*®Pu, **'Am,
and ?*Am. A single set of isotopic bias and bias uncertainty values was determined for each
burnup credit fission product nuclide since a smaller number of measurement data were
available (e.g., from 7 for "**Cs and up to 44 for "**Nd and "*°Nd). The M/C concentration ratio
values for 2°U and #**Pu are shown in Figure 6.1(a) and Figure 6.1(b), respectively. The figures
illustrate the approach of subdividing the burnup interval 5 to 60 GWd/MTU to calculate isotopic
bias and bias uncertainty values.

In the case of the BWR isotopic data evaluations, the isotopic bias and bias uncertainty values
were based on the entire set of available BWR RCA data since dependencies on fuel sample
initial enrichment and final burnup were not identified for any of the burnup credit nuclides with
measured concentrations.
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Figure 6.1 Measured-to-calculated concentration ratio versus fuel sample burnup for
(a) 2°U; (b) >**Pu. The error bars in the graph represent the reported one
sigma measurement errors; very small measurement errors (0.1%) are not
visible on the graph.
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6.1.2.2 Normality Test Results

Data normality was assessed with the Shapiro-Wilk normality test at the 0.05 significance level
(Ref. 56). The PWR M/C concentration ratio values for 2**U within the burnup interval 15 to 40
GWd/MTU did not approach a normal distribution. Other nuclides with non-normal PWR M/C
concentration ratio values are U, 'Np, ?*'Am, "*'Sm, *°Sm, *'Sm, "*'Eu, and "*°Gd.

In the case of the BWR isotopic composition data evaluations, the M/C concentration ratio
values for nuclides with minor importance to fuel reactivity such as 2*°U, "**Nd, and "’Sm were
identified as non-normal data sets.

The impact on k¢ bias uncertainty of using a normal distribution probability function to sample
nuclide concentration uncertainties for these nuclides is analyzed in Sect. 6.1.5.

6.1.2.3 Correlations among Nuclide Concentration Uncertainties

The independence of variables is an assumption used in the current implementation of the
Monte Carlo uncertainty sampling method. Complex multivariate statistical analyses (Refs. 57
and 58), which attempt to establish mathematical relationships between variables considered
relevant to the problem being studied, require detailed understanding of both the calculational
and experimental uncertainties and correlations. This analysis evaluated the degree of
correlations (dependence) based on Pearson correlation coefficient (Ref. 53) calculations. An
example of correlation coefficient values for the burnup range 40 to 60 GWd/MTU is presented
in Appendix B.

Correlations between the M/C concentration ratio values for 2°U and ?*°Pu were evaluated
because these two nuclides are the main contributors to k. bias uncertainty. The uncertainties
in the calculated ?*°U and #**Pu concentrations contribute approximately 90% to 95% of the e
bias uncertainty [see Eq. (8)] for the SFP storage rack and SNF cask models analyzed in this
report, as demonstrated in Sect. A.3. A negative correlation between the ?°U and ?**Pu M/C
concentration ratio values may exist because of biases associated with measured fuel sample
burnup values or because of depletion code biases. Correlations between the isotopic validation
data for ***U and #**Pu were determined to be insignificant at the 0.05 significance level
throughout the burnup range 5 to 60 GWd/MTU based on correlation coefficient calculations.
Statistically significant correlations were identified for the Pu isotopes; the effects of positive
29py and “*'Pu correlations need to be considered for fuel assemblies with high burnup and
relatively low initial enrichment for the burnup (refer to the fuel initial enrichment and burnup
values in Table 7.2), such as the nuclide concentrations in the unpoisoned SFP storage rack
model (see Sect. 5.2). For these assemblies, the uncertainties in the calculated Pu
concentrations dominate k. bias uncertainty (see Sect. A.3, Figure A.9 ). The contribution of the
bias uncertainty in the calculated ?*'Pu concentration to ke bias uncertainty is <1% and ~5% for
the representative models and for the unpoisoned rack model, respectively. In this analysis, as
described in Appendix B, to account for additional uncertainty due to neglected positive
correlations in the validation data for 2*°Pu and #*'Pu, the contribution to ks bias uncertainty of
the bias uncertainty in the prediction of **'Pu was doubled in the calculation of total ke bias
uncertainty. For the unpoisoned SFP storage rack model with 40-GWd/MTU assembly average
burnup, this resulted in a 0.001 Ak effect, which is small compared to the k.4 bias uncertainty
value of 0.018 (~5%). For the representative SFP and cask analysis models, existing
correlations are considered to have negligible impact on the calculated k. bias uncertainty
values because the k. bias uncertainty is dominated by ?*°U and #**Pu concentration prediction
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uncertainties; all other nuclides have a relatively small (<1.3%) or negligible contributions to K.
bias uncertainty.

6.1.3 Isotopic Bias and Bias Uncertainty Values

Isotopic bias and bias uncertainty values for PWR and BWR SNF, along with their
corresponding burnup range of applicability, are presented in Table 6.1 and Table 6.2,
respectively. The isotopic bias and bias uncertainty values were determined with

Egs. (3) and (5), respectively, where the nuclide concentration values for measured nuclides in
fuel samples were calculated with SCALE 6.1 and the ENDF/B-VII nuclear data (see Sect. 4).

The isotopic bias and bias uncertainty values were used as parameters for the distribution
models in the Monte Carlo uncertainty sampling procedure (see Sect. 6.1.4).

The area of applicability of the isotopic bias and bias uncertainty values is based on fuel
samples with the enrichment and burnup values as shown in Table 3.2 and Table 3.3 for the
PWR and BWR fuel samples, respectively. The area of applicability of the isotopic bias and bias
uncertainty values for fission products, typically measured for mid- and high-burnup samples, is
extended to low burnup values. This extension of the area of applicability has insignificant
impact on the accuracy of the calculated k.« bias uncertainty values because (1) the relative
importance of fission products to fuel reactivity for low-burnup assemblies is small

(see Sect. A.1); and (2) the total contribution to k¢ bias uncertainty of the bias uncertainties
associated with the calculated fission product concentrations is very small (e.g., <3%, as
demonstrated in Sect. A.3) for the analysis models.
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Table 6.1

Isotopic bias and bias uncertainty values for PWR SNF compositions

rBal::g:p 5 < Burnup <15 GWd/MTU 15 < Burnup < 40 GWd/MTU 40 < Burnup < 60 GWd/MTU
No. of |Isotopic |Isotopic bias |No. of Isotopic |Isotopic bias No. of |Isotopic |Isotopic bias
Nuclide |samples |bias uncertainty b samples |bias uncertainty |samples |bias uncertainty
oy 11 0.9814 0.0284 69 0.9907 0.0416 20 0.9459 0.1096
8y 11 0.9990 0.0063 69 1.0017 0.0042 20 1.0020 0.0021
B9y 11 0.9906 0.0453 69 0.9587 0.0375 20 0.8984 0.0727
20py 11 1.0155 0.0700 69 0.9801 0.0317 20 0.8981 0.0810
#py 11 1.0648 0.1103 69 1.0108 0.0514 20 0.9833 0.0839
22py, 10 1.1029 0.1905 69 1.0647 0.0783 20 1.0636 0.0852
Burnup
range |5 < Burnup <40 GWd/MTU 40 < Burnup £ 60 GWd/MTU
No. of |Isotopic |Isotopic bias |No. of Isotopic |Isotopic bias
Nuclide |samples |bias uncertainty |samples |bias uncertainty
24y 43 0.9119 0.1749 20 0.9114 0.1077
26y 65 1.0249 0.0445 20 0.9862 0.0303
ZNp 25 0.9905 0.2429 19 1.0011 0.1072
28py 65 1.1500 0.0923 20 1.1375 0.2331
2Am 27 0.9312 0.2077 20 0.9947 0.3224
25Am 30 0.9998 0.2269 18 0.9216 0.2124
Burnup
range |5 < Burnup < 60 GWd/MTU
No. of |Isotopic |Isotopic bias
Nuclide |samples |bias uncertainty
*Mo 15 1.0002 0.0745
®Tc 25 0.9400 0.2030
"YRu 15 0.9726 0.1152
%Rh 16 0.9021 0.0894
%ag 14 0.5546 0.2694
1¥8cs © 7 0.9810 0.0680
Nd 44 0.9779 0.0526
“Ng 44 0.9978 0.0291
“sm 32 0.9379 0.0967
“95m 28 0.9634 0.0995
1%05m 32 0.9656 0.0663
®1sm 32 0.9961 0.0782
%25m 32 0.9736 0.0427
ey 21 1.4721 0.7644
R =T 27 0.9967 0.0480
%5Gd 27 1.2556 0.3391

2Either axial zone burnup or assembly average burnup.
®One-sigma uncertainty value.
“Uniform distribution within the interval defined by bias * bias uncertainty (i.e., 0.9130 to

1.0410) was assumed.
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Table 6.2

2One-sigma uncertainty value.

Isotopic bias and bias uncertainty values for BWR SNF compositions

Isotopic
No. of Isotopic bias
Nuclide samples bias uncertainty °
2y 20 0.9648 0.0508
2%y 32 1.0027 0.0726
2%y 32 1.0315 0.0295
2%y 32 1.0046 0.0096
*'Np 20 1.0334 0.1596
#%py 32 1.0866 0.1121
Py 32 0.9768 0.0561
#%py 32 0.9944 0.0394
*'py 32 1.0042 0.0613
#2py 32 1.0342 0.0796
#'Am 20 0.8985 0.1244
*°Am 14 0.9506 0.1056
*Tc? 6 0.8761 0.1013
“*Nd 14 1.0012 0.0353
“Nd 14 1.0102 0.0364
'*'Sm 11 1.0494 0.0541
149Sm 11 1.0607 0.2255
%°Sm 11 1.0355 0.0397
*'Sm 11 1.0687 0.0858
'*2Sm 11 1.0389 0.0524

bUniform distribution within 0.7748 to 0.9774 was assumed for *°Tc.
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6.1.4 Nuclide Concentrations for k. Calculations

In the Monte Carlo uncertainty sampling procedure, a normal distribution model is used to
determine isotopic bias and bias uncertainty values if more than 10 measured concentration
values are available for a nuclide. For nuclides with fewer than 10 measured concentration
values (i.e., **Cs and *Tc for PWR and BWR fuel, respectively), it is not appropriate to use a
normal distribution to represent the uncertainty. Therefore, a uniform distribution model is used
because this model enables conservative sampling of a larger uncertainty range than a normal
distribution.

The calculated nuclide concentrations in each burnup-dependent fuel mixture of the safety
analysis model are adjusted as shown in Eq. (6) for burnup-dependent isotopic bias and bias
uncertainty. Random numbers drawn from either the standard normal distribution (i.e., the
normal distribution with the distribution mean of zero and standard deviation of unity) or from the
uniform distribution of parameters —1 and +1 are used as shown in Eq. (6) to simulate nuclide
concentration variations within the range of uncertainty,

k
n

), ifN, 210
norma (6)

« ), otherwise

n

uniform

where
n = credited nuclide in SNF compositions;
k = the index of a criticality calculation;
c,’jyb = concentration of nuclide n in a fuel mixture of burnup b for criticality calculation k
adjusted for isotopic bias and bias uncertainty;
c,, = calculated concentration of nuclide n in a fuel mixture of burnup b;
X? = isotopic bias (see Sect. 6.1.3) corresponding to the burnup b of the fuel mixture;
0,'3 = isotopic bias uncertainty (see Sect. 6.1.3) corresponding to the burnup b of the
fuel mixture;
R* = random number sampled from the standard normal distribution (i.e., the normal
distribution with the distribution mean of zero and standard deviation of unity).
Random numbers from the standard normal distribution have the following
characteristics: 68.3% of the population falls between +1, 95.5% of the
population falls between 2, and 99.7% of the population falls between £3
(Ref. 53);
R¥ o random number sampled from the uniform distribution ranging from -1 to 1.

Sampling from the standard normal distribution was performed by the method described in
Ref. 59. Note that Eq. (6) may result in negative nuclide concentration values for nuclides with
very large isotopic bias uncertainty values, as in the case of the isotopic bias uncertainty for
¥IEy (see Table 6.1). In the implementation of the Monte Carlo uncertainty sampling method,
negative nuclide concentration values resulting from application of Eq. (6) were set to zero.
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The k. values from a statistically significant number (Sect. 6.1.6) of Monte Carlo calculations
approach a normal distribution with the mean and standard deviation given by Eqgs. (7) and (8),
respectively,

Ne
Kew = D Ker /NG (7)
i=l

Ok = \/Zc(k;ff _Eeff)z/(NC -, (8)

where
I?ef, = sample mean of the k¢ values from the Monte Carlo calculations;
N, = number of calculated K. values;
K., = kes value for criticality calculation iin the series of N, criticality calculations;
Oy, = sample standard deviation of the ks values from the Monte Carlo
simulations.

The series shown in Eq. (7) converges to the k. value obtained by adjusting the calculated
nuclide concentrations for isotopic bias only. The difference between the reference value,

kettrer, (i.€., ker for the calculated nuclide concentrations with no adjustments) and k_;
represents the bias in the application k. resulting from isotopic bias,

k., bias=kK_, per — Ky (9)
Bias uncertainty in k. at a 95% probability, 95% confidence level is calculated with Eq. (10),
k. bias uncertainty =0, xtf', (10)

where o, is determined with Eq. (8) and tfe is the one-sided tolerance-limit factor for the

normal distribution corresponding to the number of calculated k. values (N;), at a 95%
probability, 95% confidence level.

The bias and bias uncertainty in ke resulting from biases and bias uncertainties in the
calculated nuclide concentrations, i.e., 8; + Ak; in Eq. (1), is determined with Eq. (11),

(Eeff —Ketr_rer) + Oy, % tlec if Eeff > Kotr_rer

,8,+Ak,.:{ (11)

o, xth', otherwise.

6.1.5 Validation of the Assumption for Data Normality
As indicated in Sect. 6.1.2.2, the PWR M/C concentration ratio values for >*°U within the burnup

interval 15 to 40 GWd/MTU did not pass the normality test. Since ?*°U is a very important
nuclide to fuel reactivity, a sensitivity/uncertainty analysis using the actual M/C concentration
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ratio values for 2°U in place of the normal distribution model was performed in Sect. A.2 to
evaluate the impact of assuming a normal distribution. The analysis determined the k. bias
uncertainty, including all burnup credit nuclides, to be 0.0152, which is slightly less than 0.0168,
calculated on the basis of a normal distribution with mean and standard deviation of 0.9907 and
0.0416, respectively (see Table 6.1), for this burnup range. For this case, a normal distribution
can be used because the k. bias uncertainty value obtained from the normal distribution in
place of the actual distribution is slightly conservative (i.e., larger uncertainty).

Other nuclides for which PWR M/C concentration ratio values did not pass a normality test, such
as 28U, #'Np, 'Am, "’Sm, "*°Sm, "*'Sm, "*'Eu, and "°Gd, have either negligible or relatively
small individual contributions (<0.5%) to ks bias uncertainty (see Section A.3). The individual
contributions to ks bias uncertainty of the nuclides with non-normal BWR M/C concentration
ratio values (i.e., 2°U, Nd, and "’Sm) were evaluated and found to be negligible. Therefore,
the impact of the sampling distribution model on the k. bias uncertainty values is negligible for
these nuclides. Hence, sampling from a normal distribution is adequate.

6.1.6 Convergence of the Monte Carlo k. Bias Uncertainty Estimate

The Monte Carlo uncertainty sampling method is computationally intensive because a
significant number of fuel composition simulations are necessary to ensure that the underlying

probability distributions are adequately sampled and that the Monte Carlo estimates of l?ef, [see
Eq. (7)1 and o,  [see Eq. (8)] have reached convergence. Convergence is considered achieved

when l?ef, and o, values change insignificantly (e.g., within £0.0005) with additional
simulation.

The impact of the statistical estimates on the accuracy of using 250 simulations was further
analyzed for the representative PWR SFP rack model and the 40-GWd/MTU assembly average
burnup using a total of 2500 k. simulations. The sample standard deviation of the k.4 values
was 0.0083 based on 2500 simulations, varied from 0.0078 to 0.0086 based on five batches of
500 simulations, and varied from 0.0078 to 0.0088 based on 10 batches of 250 simulations.
Based on this study, the sample standard deviation of the k.5 values based on 250 k.
calculations is determined within £0.0005. For the Monte Carlo uncertainty sampling method,
250 criticality calculations are considered sufficient to ensure that the k. bias uncertainty
estimate is determined with significant accuracy.

The results for k. bias uncertainty were obtained from the use of either 250 or 500 k¢
calculations. The graph in Figure 6.2 shows the k. values from a Monte Carlo simulation for

500 k.f calculations, the sample mean, I?eff , the upper limit of the 95%/95% tolerance interval,
and the bias and bias uncertainty in ke, 8, + Ak, [see Eq. (11)], for the representative PWR SFP

storage rack model with a 40-GWd/MTU assembly average burnup. The simulated ks values
passed the Shapiro-Wilk normality test at the 0.05 level.
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6.2 DIRECT-DIFFERENCE METHOD

The bias and bias uncertainty in criticality calculations resulting from the bias and bias
uncertainty in the computed nuclide concentrations may be assessed by a method that

compares ks values obtained with calculated nuclide concentrations, k., , to kes values
obtained with measured nuclide concentrations, k_; . The difference in the values,

Akeff :kgff _kg;fa (12)

is a direct measure of the k. bias associated with the calculated SNF concentrations. Given a
sufficient set of measurements for fuel compositions that are representative of the application,
multiple k. calculations can be performed to generate a distribution of Ak,, values that can

then be statistically evaluated to determine average k. bias and bias uncertainty associated
with the calculated nuclide concentrations. This method is sometimes referred to as the “direct
difference” uncertainty analysis method. The method has the advantage of not requiring an
evaluation of uncertainties associated with individual nuclide concentrations. Nuclide
concentration uncertainties are propagated directly to the k¢« value, without a requirement to
quantify individual nuclide uncertainties, trends, or correlations between different nuclides (i.e.,
covariance). The direct-difference approach used in this report is similar to that described in
Ref. 4 except for the use of surrogate (i.e., substitute) data in place of missing measurement
data and decay-time corrections for measurement data.

The experimental data evaluated for this analysis included the 100 PWR SNF samples listed in
Table 6.3. Depletion calculations were performed with the best available information on fuel
design and reactor operating conditions for the SNF samples to obtain the calculated nuclide
concentrations. An immediate challenge for the direct-difference method is that measurements
are generally available for only a subset of the 28 actinide and fission product nuclides used in
the burnup credit analysis. Measurement data for major uranium and plutonium nuclides exist
for each measured fuel sample. However, measurement data for additional burnup credit
nuclides vary depending on the experimental programs. Surrogate data were developed for
nuclides without measurements to avoid introducing potential bias in the Ak, results caused by

using samples with different credited nuclides (corresponding to the measured nuclides) and to
provide a consistent basis for comparing the results for different SNF samples. These surrogate
data are presented in Appendix C, Table C.1.

The surrogate data were based on measurement results from other samples for which nuclide
measurements were available. Calculated nuclide concentrations adjusted for the mean
measured-to-calculated concentration ratio obtained from other similar samples (see Table 6.1)
were used as surrogate data for nuclides without measurements. For example, measurements
of '®Rh were available for only 16 of the evaluated samples. Based on these samples, the
calculation bias was determined to be 0.9021 (see Table 6.1); that is, '®Rh is overpredicted, on
average, by about 10%. Surrogate data for samples without '°>Rh measurements were
therefore derived by multiplying the calculated '®Rh concentration by the bias, effectively
reducing the calculated content by about 10% and correcting for known computational bias. This
procedure ensures that the bias attributed to each nuclide is accounted for in the kg
calculations, but it does not include the uncertainties (variance) associated with the surrogate
data (i.e., the uncertainty in the nuclide bias). An analysis of uncertainties in Sect. A.3 of this
report demonstrated that k. bias uncertainty is dominated by the major uranium and plutonium
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isotopes for which measurement data are available in all samples considered. Hence, the
approach of using average bias values to derive surrogate measurement data is justified.

The impact on k[, of applying the calculated fission product bias values to lower burnup values,

particularly for nuclides with relatively few available measurements, are further analyzed with
sensitivity coefficients that represent the relative change in k. caused by a change in the
nuclide concentration [see Appendix A, Eq. (A-1)]. Additional uncertainties in the nuclide M/C
concentration ratio values may be introduced by extrapolating the results beyond the range of
the measurement data. For example, measurements for the fission product nuclides **Mo,
19"Ru, 'Rh, and "Cs were not available in samples with a burnup less than approximately 30
GWd/MTU, and '®Ag measurements were not available below approximately 45 GWd/MTU.
The error in the calculated nuclide concentrations attributed to nuclear cross section data has
been evaluated previously as a function of burnup of the fuel (Ref. 60). The results in Ref. 60
show that the relative error in the calculated nuclide contents increases as a function of burnup
for the fission products listed above. Therefore, the bias (i.e., over prediction or under prediction
by a code) derived using measurements for high burnup fuels are expected to be bounding for
applications at lower burnup values. The maximum standard error in the k. bias caused by
extrapolation of data, estimated with sensitivity coefficients [Eq. (A-1)] for these five fission
products without extensive measurements for low burnup fuels, is determined to be less than
0.04%.

The relative error in the average M/C concentration ratio value is represented by the confidence
interval of the mean, calculated using the standard deviation of the M/C concentration ratio

distributions and the number of samples (obtained from Table 6.1). The impact on k., caused

by uncertainties in the average M/C concentration ratio values was estimated using sensitivity
coefficients [Eq. (A-1)]. The maximum standard error in the k. values for the representative
SFP storage rack model was found to be approximately 0.06%. This value is derived assuming
surrogate data are applied for all 16 fission product nuclides and the actinide nuclides 2*U, U,
Z'Np, #®Pu, *'Am, and ?**Am, considered in the burnup credit analysis. Therefore, it is
concluded that the potential bias associated with the use of surrogate data in this analysis is
minor.

Another consideration in the application of measured data is the decay time of the
measurements. Several burnup credit nuclides have time-dependent concentrations due to
decay and in-growth from decay precursors. Burnup credit nuclides exhibiting the largest
changes include ?*'Pu, ?*'Am, *’Sm, "*'Eu, and "°Gd (see Sect. 3.1). Note that the
measurement laboratories commonly use the decay schemes and nuclide half-lives to
analytically adjust the measurement results to a common reference date for convenience. The
measurement nuclide concentrations must correspond to the decay time considered for the
application model to ensure that representative k.4 bias uncertainty values are obtained. For
example, an application model involving SNF with a cooling time of 3 days will include relatively
low concentrations of 2'Am, '°Gd, and "*'Eu, as these nuclides are generated predominantly
by the decay of parent nuclides after discharge (i.e., **'Pu, "°Eu, and "*'Sm, respectively).
Therefore, these nuclides will not contribute significantly to the k.# bias uncertainty for this
model. However, SNF compositions measured several years after discharge will include larger
concentrations of these nuclides than would be present at 3 days. It is important to consider the
effect of decay time between the application model and measurement data to ensure that
representative ke bias uncertainty values are obtained (see Sect. A.4).
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Measured concentrations for nuclides that vary with the decay time must be adjusted according
to analytical decay equations, to account for differences between the time of measurement and
a reference time corresponding to the application. Nuclides that vary with time according to their
half-lives, such as "°'Sm, can be adjusted with only their decay constant. The adjustment of
nuclides that are produced by the decay of other nuclides, such as '*'Eu, must account for both
decay of the nuclide and decay of precursor nuclides; in this case, the production of "*'Eu from
the decay of *'Sm. For a general case of radionuclide B with a decay precursor A, e.g., A— B
— C, the content of nuclide B at the measurement time t is:

A

B A

N =N,

(e—/\At _e ) T Ngef/\ﬁt ’ (1 3)

where Nj is the content of nuclide B at the measurement time t, N is the content of precursor

nuclide A in the discharged fuel composition (i.e., zero time), Njis the content of nuclide B in

the discharged fuel composition (i.e., at zero time), and A, and Ag are the decay constants for
nuclides A and B, respectively. In experiments where measurements of a decay precursor are
not reported, precluding the adjustment of the measured nuclide concentrations, the
calculations should consider the effect on the derived bias and uncertainties of differences
between the nuclide concentrations at the time of measurement and the application.

As an illustrative example of the approach, the SNF samples listed in Table 6.3 were applied to
an uncertainty analysis for the unpoisoned SFP storage rack model evaluated for a cooling time
of 3 days after the fuel was discharged from the reactor. The nuclides ?*'Am, *°Gd, and "*'Eu
were excluded from the k. calculations (measured and calculated nuclide contents) because of
their low concentrations at the time of interest. Other nuclides are either stable or exhibit
relatively small changes in their concentration between the time of measurement and the time of
application (see Sect. 3.1) and therefore do not require corrections.

The k. values for the application model using the measured nuclide concentrations and the
calculated nuclide concentrations as well as the Ak, values are listed in Table 6.3. Statistical

analysis of the Ak, values for all samples with a burnup less than 45 GWd/MTU was

performed with a linear regression model to calculate the fit and the one-sided 95% upper
prediction limit (tolerance limit). The analysis was performed with the linear regression model in
the OriginPro 8.1 software (copyright OriginLab Corporation). Statistical analysis of the data
yields a small burnup-dependent bias (~ 0.002) in k. and a one-sided tolerance limit
(uncertainty) of 0.013 at a 95% probability, 95% confidence level, when burnup is used as the
trending parameter (Figure 6.3). The bias and bias uncertainty values estimated from the direct-
difference calculations for this single application model are comparable with, but smaller than,
the values obtained by the Monte Carlo uncertainty sampling method presented in Sect. 7
(Table 7.2). This comparison provides some limited evidence that the two different methods can
produce similar results, thereby providing limited reassurance in the Monte Carlo approach for
uncertainty propagation. However, further work with the direct-difference method, including
additional comparisons and fully addressing the considerations described below, is needed prior
to drawing firm conclusions.
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Table 6.3 Unpoisoned PWR SFP storage rack Ak.s obtained with measured

and calculated nuclide concentrations

Enrichment | Burnup c m
Reactor Assembly | SampleID | (wt%?°U) | (GWd/MTU) Ko * | Kerr® | MKy ®
Calvert Cliffs BTO3 NBD107-GG 2.453 37.27 0.8027 | 0.8178 | -0.0150
Calvert Cliffs BTO3 NBD107-MM 2.453 31.40 0.8495 | 0.8661 | -0.0166
Calvert Cliffs BTO3 NBD107-Q 2.453 46.46 0.7574 | 0.7629 | -0.0056
Calvert Cliffs D047 MKP109-CC 3.038 37.12 0.9207 | 0.9174 | 0.0033
Calvert Cliffs D047 MKP109-LL 3.038 27.35 1.0047 | 1.0037 | 0.0010
Calvert Cliffs D047 MKP109-P 3.038 44.34 0.8782 | 0.8647 | 0.0135
Calvert Cliffs D101 MLAOQ98-BB 2.72 26.62 0.9719 | 0.9700 | 0.0019
Calvert Cliffs D101 MLAQ098-JJ 2.72 18.68 1.0477 | 1.0469 | 0.0008
Calvert Cliffs D101 MLAQ98-P 2.72 33.17 0.9227 | 0.9033 | 0.0195
H.B. Robinson B05 N9BN 2.561 23.81 0.9632 | 0.9638 | -0.0006
H.B. Robinson B05 N9BS 2.561 16.02 1.0465 | 1.0470 | -0.0005
H.B. Robinson B05 N9CD 2.561 31.66 0.9053 | 0.8994 | 0.0059
H.B. Robinson B05 NOCJ 2.561 28.47 0.9333 | 0.9569 | -0.0236
Obrigheim BE124 E3P1 3.0 20.18 1.0612 | 1.0608 | 0.0004
Obrigheim BE124 E3P2 3.0 29.35 0.9782 | 0.9809 | -0.0027
Obrigheim BE124 E3P3 3.0 36.26 0.9341 | 0.9276 | 0.0065
Obrigheim BE124 E3P4 3.0 30.92 0.9794 | 0.9736 | 0.0058
Obrigheim BE124 E3P5 3.0 22.86 1.0451 | 1.0518 | -0.0067
Obrigheim BE124 G7P1 3.0 17.13 1.1005 | 1.1050 | -0.0045
Obrigheim BE124 G7P2 3.0 25.83 1.0233 | 1.0291 | -0.0058
Obrigheim BE124 G7P3 3.0 31.32 0.9872 | 0.9724 | 0.0148
Obrigheim BE124 G7P4 3.0 27.71 1.0193 | 1.0251 | -0.0058
Obrigheim BE124 G7P5 3.0 25.81 1.0341 | 1.0294 | 0.0047
Obrigheim BE168 - 3.13 29.35 1.0032 | 1.0124 | -0.0092
Obrigheim BE170 - 3.13 27.01 1.0231 | 1.0301 | -0.0070
Obrigheim BE171 - 3.13 28.74 1.0087 | 1.0164 | -0.0077
Obrigheim BE172 - 3.13 27.89 1.0147 | 1.0160 | -0.0013
Obrigheim BE176 - 3.13 28.78 1.0076 | 1.0140 | -0.0064
Takahama NT3G23 SF95-2 4.11 24 .46 1.1705 | 1.1596 | 0.0109
Takahama NT3G23 SF95-3 4.11 35.68 1.0987 | 1.0853 | 0.0134
Takahama NT3G23 SF95-4 4.11 37.01 1.0824 | 1.0682 | 0.0142
Takahama NT3G23 SF95-5 4.11 30.45 1.1197 | 1.1087 | 0.0110
Takahama NT3G23 SF96-2 2.63 17.43 1.1259 | 1.1205 | 0.0054
Takahama NT3G23 SF96-3 2.63 29.69 1.0301 | 1.0391 | -0.0090
Takahama NT3G23 SF96-4 2.63 30.41 1.0147 | 1.0239 | -0.0092
Takahama NT3G23 SF96-5 2.63 25.42 1.0478 | 1.0515 | -0.0037
Takahama NT3G24 SF97-2 4.11 30.48 1.1161 | 1.1105 | 0.0056
Takahama NT3G24 SF97-3 4.11 42.10 1.0369 | 1.0301 0.0068
Takahama NT3G24 SF97-4 4.11 47.07 0.9948 | 0.9876 | 0.0072
Takahama NT3G24 SF97-5 4.1 47.26 0.9839 | 0.9825 | 0.0014
Takahama NT3G24 SF97-6 4.11 40.85 1.0280 | 1.0170 | 0.0110
TMI-1 NJO5YU A1B 4.013 44.80 0.9878 | 0.9676 | 0.0202
TMI-1 NJO5YU A2 4.013 50.60 0.9577 | 0.9294 | 0.0283
TMI-1 NJO5YU B1B 4.013 54.50 0.9353 | 0.9199 | 0.0154
TMI-1 NJO5YU B2 4.013 50.10 0.9644 | 0.9295 | 0.0349
TMI-1 NJO5YU B3J 4.013 53.00 0.9375 | 0.9149 | 0.0226
TMI-1 NJOSYU C1 4.013 50.20 0.9729 | 0.9430 | 0.0299
TMI-1 NJO5YU Cc2B 4.013 52.60 0.9497 | 0.9160 | 0.0337
TMI-1 NJO5YU C3 4.013 51.30 0.9599 | 0.9432 | 0.0167
TMI-1 NJOSYU D1A2 4.013 55.70 0.9363 | 0.9446 | -0.0083
TMI-1 NJO5YU D1A4 4.013 50.50 0.9695 | 0.9551 0.0144
TMI-1 NJO5YU D2 4.013 44.80 1.0109 | 0.9639 | 0.0470
TMI-1 NJO70G 01254 4.657 23.54 1.1975 | 1.1906 | 0.0069
TMI-1 NJO70G 01285 4.657 26.26 1.1824 | 1.1752 | 0.0072
TMI-1 NJO70G 012S6 4.657 24.09 1.1997 | 1.1996 | 0.0001
TMI-1 NJO70G 01357 4.657 23.21 1.1998 | 1.1930 | 0.0068
TMI-1 NJO70G 013S8 4.657 26.10 1.1837 | 1.1748 | 0.0089
TMI-1 NJO70G 0181 4.657 25.53 1.1817 | 1.1729 | 0.0088
TMI-1 NJO70G 0182 4.657 29.92 1.1554 | 1.1359 | 0.0195
TMI-1 NJO70G 01S3 4.657 26.84 1.1798 | 1.1725 | 0.0073
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Table 6.3 Unpoisoned PWR SFP storage rack k¢ obtained with measured
and calculated nuclide concentrations (continued)

Enrichment | Burnup c a m b c
Reactor Assembly | Sample ID | (wt % **°U) | (GWd/MTU) Kerr Kot AK g
Trino Vercellese 032 E11P1 3.13 7.24 1.2240 | 1.2204 | 0.0036
Trino Vercellese 032 E11P4 3.13 15.38 1.1616 | 1.1581 | 0.0035
Trino Vercellese 032 E11P7 3.13 15.90 1.1560 | 1.1492 | 0.0068
Trino Vercellese 032 E11P9 3.13 11.53 1.1875 | 1.1871 | 0.0004
Trino Vercellese 032 H9P4 3.13 16.56 1.1468 | 1.1478 | -0.0010
Trino Vercellese 032 HIP7 3.13 17.45 1.1393 | 1.1420 | -0.0027
Trino Vercellese 032 HIP9 3.13 12.37 1.1766 | 1.1744 | 0.0022
Trino Vercellese 049 J8P1 2.719 8.71 1.1696 | 1.1654 | 0.0042
Trino Vercellese 049 J8P4 2.719 14.77 1.1205 | 1.1094 | 0.0111
Trino Vercellese 049 J8P7 2.719 15.49 1.1147 | 1.1115 | 0.0032
Trino Vercellese 049 J8P9 2.719 11.13 1.1465 | 1.1427 | 0.0038
Trino Vercellese 049 L5P1 2.719 14.16 1.1799 | 1.1826 | -0.0027
Trino Vercellese 049 L5P4 2.719 14.49 1.1307 | 1.1306 | 0.0001
Trino Vercellese 049 L5P9 2.719 10.18 1.1588 | 1.1559 | 0.0029
Trino Vercellese 104 M11P7 3.897 12.04 1.2452 | 1.2452 | 0.0000
Trino Vercellese 069 E11P1 3.13 12.86 1.1816 | 1.1785 | 0.0031
Trino Vercellese 069 E11P2 3.13 20.60 1.1295 | 1.1215 | 0.0080
Trino Vercellese 069 E11P4 3.13 23.72 1.1087 | 1.0938 | 0.0149
Trino Vercellese 069 E11P5 3.13 24.52 1.1024 | 1.0914 | 0.0110
Trino Vercellese 069 E11P7 3.13 24.30 1.1014 | 1.0947 | 0.0067
Trino Vercellese 069 E11P8 3.13 23.41 1.1062 | 1.0979 | 0.0083
Trino Vercellese 069 E11P9 3.13 19.25 1.1325 | 1.1298 | 0.0027
Trino Vercellese 069 E5P4 3.13 23.87 1.1074 | 1.1004 | 0.0070
Trino Vercellese 069 E5P7 3.13 24.68 1.0997 | 1.0914 | 0.0083
Trino Vercellese 069 E5P9 3.13 19.21 1.1325 | 1.1249 | 0.0076
Trino Vercellese 069 JOP4 3.13 24.85 1.0948 | 1.0845 | 0.0103
Trino Vercellese 069 JOP7 3.13 25.26 1.0884 | 1.0805 | 0.0079
Trino Vercellese 069 L11P4 3.13 23.93 1.1069 | 1.1011 | 0.0058
Trino Vercellese 069 L11P7 3.13 24.36 1.1008 | 1.0926 | 0.0082
Trino Vercellese 069 L5P4 3.13 24.33 1.1045 | 1.1031 | 0.0014
Trino Vercellese 069 L5P7 3.13 24.31 1.1008 | 1.1008 | 0.0000
Turkey Point D01 G10 2.556 30.51 0.9309 | 0.9283 | 0.0026
Turkey Point D01 G9 2.556 30.72 0.9294 | 0.9321 | -0.0027
Turkey Point D01 H9 2.556 31.56 0.9215 | 0.9303 | -0.0089
Turkey Point D04 G10 2.556 31.31 0.9247 | 0.9254 | -0.0007
Turkey Point D04 G9 2.556 31.26 0.9254 | 0.9304 | -0.0050
GKN-II 419 M11 3.8 54.00 0.9244 | 0.9076 | 0.0168
Gosgen 1240 GU1 3.5 60.70 0.8269 | 0.8098 | 0.0171
Gosgen 1701 GU3 41 53.20 0.9385 | 0.9533 | -0.0148
Gosgen 1701 GU4 4.1 31.10 1.0894 | 1.0813 | 0.0081

?k. value obtained with calculated nuclide concentrations.

Pk.s value obtained with measured nuclide concentrations.

°The difference between the k. values obtained with calculated and measured nuclide
concentrations.
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Figure 6.3 Linear regression analysis of the Ak, results illustrating the bias and the
margin for uncertainty represented by the one-sided tolerance limit at a
95% probability, 95% confidence level [95% tolerance limit (TL)] for the
unpoisoned SFP storage rack

41



The following points summarize the main considerations when using the direct-difference
analysis approach:

1. The analysis should account for the effect of nuclides not measured in samples either
through the use of appropriate surrogate data or some other means to demonstrate that
potential bias in code calculations for nuclides without extensive measurements has
been taken into account.

2. Surrogate data for nuclides with very few measurements may require additional margins
of uncertainty. In cases where extrapolation beyond the range of the measured data is
required, the surrogate data should include additional uncertainty associated with the
extrapolation to the criticality safety application. The use of sensitivity and uncertainty
methods in the analysis of nuclide uncertainty trends provides a means to technically
support extrapolating data to the range of the application.

3. Statistical analysis of the Ak distribution should consider the similarity between the
nuclide concentrations of the measured fuel samples and the nuclide concentration of
the application model. For example, uncertainties derived from measured fuel samples
with a high burnup (e.g., low ko) may not be appropriate for an application model using
fuel assemblies with low burnup (e.g., ke = 0.99). Applicability may be established with
an appropriately determined trending parameter (e.g., fuel burnup or burnup divided by
enrichment).

4. Measured and calculated nuclide concentrations used in the application model should
have a consistent decay time. The relative worth of the different nuclides changes as a
function of the decay time and must be accounted for to provide an accurate estimate of
the k¢ bias and bias uncertainty. Adjusting measured nuclide concentrations to the time
of application may be performed accurately through use of the nuclide decay half-lives.
For nuclides with decay precursors, the production from decay parents must be
evaluated or, in cases where a decay precursor was not measured, accounted for with
conservative methods.
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7. BIAS AND BIAS UNCERTAINTY IN k. RESULTS

This section presents reference values of estimated bias and bias uncertainty in k. associated
with bias and bias uncertainty in the calculated nuclide concentrations for representative safety
analysis models (see Sect. 5). The values presented are specific to SCALE 6.1 and the
ENDF/B-VII nuclear data (see Sect. 4). The results were obtained with the Monte Carlo
uncertainty sampling method described in Sect. 6.1 and the PWR and BWR isotopic bias and
bias uncertainty values presented in Table 6.1 and Table 6.2, respectively. The ks bias [i.e., the
term B;in Eq. (1)] and kes bias uncertainty [i.e., the term Ak; in Eq. (1)] were determined as a
function of assembly average burnup. The k.4 bias uncertainty values correspond to a 95%
probability, 95% confidence level. Depletion validation results for the representative PWR and
BWR safety analysis models are presented in Sects. 7.1 and 7.2, respectively. Results based
on parametric variations for the representative PWR SFP storage rack model are presented in
Sect. 7.3.

7.1 PWR SNF ANALYSIS MODELS

Table 7.1 presents the k. bias and k. bias uncertainty values as a function of assembly
average burnup for the representative PWR SFP storage rack model (see Sect. 5.2) using
either actinide or actinide and fission product nuclides (refer to Table 3.1 for the list of burnup
credit nuclides). The ks bias uncertainty values are illustrated as a function of assembly
average burnup in the bar graph shown in Figure 7.1. For the actinide and fission product
compositions, the assembly average burnup corresponding to a maximum fuel initial enrichment
of 5wt % ?*°U was 44.33 GWd/MTU; hence, the graph shows k. bias uncertainty values for
actinide and fission product compositions up to an assembly average burnup of

44.33 GWdA/MTU. Table 7.2 presents the k. bias and ke bias uncertainty values for the
unpoisoned PWR storage rack model (see Sect. 5.2) using actinide and fission product nuclide
compositions. The unpoisoned rack model was used to determine k.« bias and bias uncertainty
values for assembly average burnup values greater than 44.33 GWd/MTU because this model
is more reactive than the representative rack model (e.g., the 2°U-to->**Pu atom density ratio
values for the reference and the unpoisoned rack models with a 40-GWd/MTU average
assembly burnup are 2.37 and 0.90, respectively). The PWR SFP storage rack models include
an 18-zone axial burnup profile. Nuclide compositions for PWR SFP storage rack calculations
were determined for a 3-day cooling time and for selected assembly average burnup values
within the burnup range 5 to 60 GWd/MTU so that the k. value is 0.99.

Table 7.3 presents the k. bias and ks bias uncertainty values as a function of assembly
average burnup for the representative PWR SNF cask model (see Sect. 5.3) using either
actinide or actinide and fission product nuclide compositions. The ks bias uncertainty values are
illustrated as a function of assembly average burnup in the bar graph shown in Figure 7.2. The
cask models include an 18-zone axial burnup profile. Nuclide compositions for cask calculations
were determined for a 5-year cooling time and for selected assembly average burnup values
within the burnup range 5 to 60 GWd/MTU so that the k. value is 0.94. For the actinide and
fission product compositions, the assembly average burnup corresponding to a maximum fuel
initial enrichment of 5 wt % #*°U was 45 GWd/MTU; hence, the graph shows k. bias uncertainty
values for actinide and fission product compositions up to an assembly average burnup of

45 GWd/MTU.
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The relative importance of the burnup credit nuclides to fuel reactivity is similar for the
representative SFP storage rack and SNF cask models, as shown in Figures A.1 and A.2,
respectively. The neutronic similarity of the two different nuclear systems leads to similar results
for ke bias and k¢ bias uncertainty, as shown in Table 7.1 and Table 7.2. Based on the
demonstration of neutronic similarity of the two systems, the k. bias and bias uncertainty values
obtained for the unpoisoned rack model (see Table 7.2) are aplicable to cask configurations
using assembly average burnup values within the range 45 to 60 GWd/MTU.

Table 7.1 k. bias and k. bias uncertainty for the representative PWR SFP

storage rack model

Actinide nuclides Actinide and fission product nuclides
Burnup ? Initial wt % ks bias Initial wt % ks bias
(GWd/MTU) 235y » ke bias® | uncertainty ° 235y » ke bias® | uncertainty ©
5 2.08 0.0043 0.0154 2.28 0.0038 0.0148
10 2.23 0.0040 0.0152 2.49 0.0034 0.0150
18 2.63 0.0050 0.0150 3.12 0.0031 0.0145
25 2.93 0.0050 0.0145 3.55 0.0034 0.0154
30 3.21 0.0052 0.0145 4.00 0.0028 0.0148
40 3.68 0.0064 0.0167 4.70 0.0034 0.0168
44.33 - - - 5.00 0.0045 0.0189
50 4.14 0.0083 0.0194 - - -
60 4.65 0.0109 0.0251 - - -

4Assembly average burnup.
®Fuel initial enrichment value is so that the k. value for the assembly average burnup is

0.99.

‘Positive ke bias values are typically not credited in criticality safety analyses.
dUncertainty in k. at a 95% probability, 95% confidence level.

0.030 -
0.025 - 0.0251
0.0194

F 0.0168 0.0189
£ 0.020 4
©
-
e
§ 0.015 ~ W 12 actinide nuclides
)
E 0.010 -
[2) W 28 actinide and fission
_:.F, 0.005 - product nuclides

0.000 -

OO D P P “‘Qv?’% S &
™
Burnup (GWd/MTU)
Figure 7.1 k. bias uncertainty for the representative PWR SFP storage rack model.

Uncertainty in k. is at a 95% probability, 95% confidence level.
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Table 7.2

k.is bias and k. bias uncertainty for the unpoisoned PWR SFP storage rack

model using burnup credit actinide and fission product nuclides

Burnup ? k. bias
(GWd/MTU) | Initial wt % *°U ° K.z bias ° uncertainty ‘

25 1.95 0.0046 0.0190

40 2.69 0.0034 0.0188

50 3.14 0.0061 0.0219

60 3.62 0.0105 0.0300

aAssembly average burnup.
PFuel initial enrichment value is so that the k. value for the assembly average burnup is

0.99.

‘Positive k. bias values are typically not credited in criticality safety analyses.
dUncertainty in k. at a 95% probability, 95% confidence level.

Table 7.3 k. bias and k. bias uncertainty for the representative PWR SNF cask model

Actinide nuclides Actinide and fission product nuclides
Burnup ? Initial wt % ks bias Initial wt % ks bias
(GWd/MTU) By b ke bias® | uncertainty ¢ By b ke bias ° | uncertainty ¢
5 1.90 0.0042 0.0145 2.12 0.0040 0.0150
10 2.05 0.0040 0.0143 2.33 0.0039 0.0148
18 2.48 0.0036 0.0150 3.00 0.0037 0.0157
25 2.78 0.0047 0.0150 3.44 0.0023 0.0154
30 3.10 0.0052 0.0154 3.92 0.0031 0.0161
40 3.58 0.0059 0.0170 4.64 0.0035 0.0163
45 - - - 5.00 0.0050 0.0205
50 4.05 0.0073 0.0192 - - -
60 4.55 0.0112 0.0260 - - -

4Assembly average burnup.
®Fuel initial enrichment value is so that the k. value for the assembly average burnup is

0.94.

‘Positive k. bias values are typically not credited in criticality safety analyses.
dUncertainty in k. at a 95% probability, 95% confidence level.
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Figure 7.2 k. bias uncertainty for the PWR SNF cask model. Uncertainty in k. is at a

95% probability, 95% confidence level.

The calculation results for SCALE 6.1 and the ENDF/B-VII nuclear data indicate:

1.

The calculated nuclide concentrations result in a slight overprediction of k.. The positive
bias is significantly smaller than the uncertainty in the bias.

The k¢ bias uncertainty values for actinide compositions and the ke bias uncertainty
values for actinide and fission product compositions are similar.

The ke bias and k. bias uncertainty values are fairly constant for the burnup range 5 to
30 GWd/MTU and gradually increase with increasing assembly average burnup values
above 30 GWd/MTU.

For the representative SFP storage rack model, the values of estimated bias and bias
uncertainty in ke due to biases and bias uncertainties in the calculated concentrations
for the 28 burnup credit nuclides are approximately 0.016 and 0.019 for the assembly
average burnup range 5 to 40 GWd/MTU and for a 44.33-GWd/MTU assembly average
burnup, respectively.

For the representative PWR SNF cask model, the values of estimated bias and bias
uncertainty in k. due to biases and bias uncertainties in the calculated concentrations
for the 28 burnup credit nuclides are approximately 0.016 and 0.021 for the assembly
average burnup range 5 to 40 GWd/MTU and for a 45-GWd/MTU assembly average
burnup, respectively.

For the unpoisoned PWR SFP storage rack model, the values of estimated bias and bias
uncertainty in ke due to biases and bias uncertainties in the calculated concentrations
for the 28 burnup credit nuclides are approximately 0.019, 0.022, and 0.030 for the
assembly average burnup range 25 to 40 GWd/MTU, for a 50-GWd/MTU assembly
average burnup, and for a 60-GWd/MTU average assembly burnup, respectively. Based
on demonstrated neutronic similarity between the fuel cask and storage rack models,
these calculation results are also applicable to the cask configurations that use assembly
average burnup values up to 60 GWd/MTU.
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7.2 BWR SFP STORAGE RACK MODEL

The k. bias and k. bias uncertainty values for the BWR SFP storage rack model

(see Sect. 5.6) are presented in Table 7.4. The nuclide concentrations in the model correspond
to the fuel assembly at peak reactivity achieved at a burnup value of approximately

11 GWd/MTU. The calculated k.« bias values for the actinide-only composition and for the
actinide and fission product nuclide composition were 0.001 and 0.002, respectively. Typically,
positive ks bias values are not credited in criticality safety analyses. The calculated k. bias
uncertainty values were 0.029 and 0.032 for the actinide-only composition and for the actinide
and fission product nuclide composition, respectively.

The BWR k. bias uncertainty is significantly larger than the k.4 bias uncertainty for PWR burnup
credit applications and similar assembly average burnup because of the large variance of the
M/C concentration ratio values in the small sample set of available BWR RCA data

(see Sect. 3.3). For example, the bias uncertainty values associated with the calculated *°U
and %°Pu concentrations are 0.0726 and 0.0561, respectively, based on the BWR fuel samples,
and 0.0284 and 0.0453, respectively, based on the PWR fuel samples with burnup from 5 to 15
GWd/MTU. The large bias uncertainty values for the calculated 2°U and ?*°Pu concentrations
for BWR SNF are primarily the result of approximate moderator density values used in the
depletion calculations for measured fuel samples with unavailable void fraction data.

Table 7.4 k. bias and k. bias uncertainty for the BWR SFP storage rack model

k. bias
Fuel compositions ? k.s bias ° uncertainty ©
Actinide nuclides 0.0010 0.0287
Actinide and fission product nuclides 0.0017 0.0316

?Nuclide concentrations correspond to fuel peak reactivity achieved during irradiation.
®Positive k.s bias is typically not credited in criticality safety analyses.
“Uncertainty in k. at a 95% probability, 95% confidence level.

7.3 PARAMETRIC ANALYSIS

An analysis was performed to determine the sensitivity of bias and bias uncertainty in ke to
parameters important to PWR SFP criticality safety analyses, including fuel assembly design,
fuel irradiation conditions, rack design, soluble boron concentration, fuel cooling time, axial
representation of fuel burnup in the safety analysis model, and nuclear data. The reference case
for the parametric analysis is the representative PWR SFP storage rack model loaded with the
W 17x17 OFA described in Sect. 5.2. The parametric variations considered in the analysis are
summarized in Table 7.5. Note that the reference case was developed with reactor operating
parameters that increase fuel discharge reactivity (e.g., higher fuel and moderator temperatures,
lower moderator density, and burnable absorber exposure) as described in Sect. 5.1. The SNF
compositions used in the analysis include the burnup credit nuclides presented in Table 3.1.
The sensitivity of bias and bias uncertainty in k. was evaluated as a function of assembly
average burnup for the burnup values 10, 25, and 40 GWd/MTU.

For the soluble boron concentration cases, the reference case was modified to include the
soluble boron concentration values shown in the table. The 1000 ppm soluble concentration
case resulted in ke values much lower than 0.99 (i.e., 0.8425, 0.8617, and 0.8744 for assembly
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average burnup values of 10, 25, and 40 GWd/MTU, respectively); the other soluble boron
concentration variations resulted in a k. value of 0.94. For the other parametric variation cases,
new nuclide concentrations were determined by STARBUCS (see Sect. 4) to yield a k¢ value of

0.99 for the burnup values of 10, 25, and 40 GWd/MTU. For the case using the Babcock and

Wilcox (B&W) 15x15 fuel assembly in place of the W 17x17 assembly, conservative depletion
parameters with respect to criticality, which are documented in Ref. 61, were used to develop
ORGEN-ARRP libraries for STARBUCS.

The calculated values for ke bias and ke bias uncertainty for the reference case and for the

parametric variations considered are presented in Table 7.6 as a function of assembly average
burnup. The k. bias uncertainty values are illustrated in the bar graphs shown in Figure 7.3 (a),
(b), and (c) for the assembly average burnup values of 10, 25, and 40 GWd/MTU, respectively.

Table 7.5 Model parameters addressed in the sensitivity analysis

Model parameters

Reference case

Parameter varied °

the Boral panels

Depletion condition WABA rods No WABA rods
Assembly type W 17x17 OFA B&W 15x15
Burnup aX|a_1I 18-zone axial profile Uniform
representation
5 years
Cooling time 3 days 20 years
40 years
108 areal density of 0.022 g/cm? (10% increase from the reference value)
y 0.020 g/cm2 0.018 %/cm2 (10% decrease from the reference value)

0 g/cm

Pitch size of rack cell

9.110in. (23.1394 cm)

Reference value + 0.5 in. (1.27 cm)

Soluble boron
concentration in pool
water

0 ppm

1000 ppm (10, 25, and 40 GWd/MTU assembly
burnup)

Soluble boron concentrations yielding a target kes
value of 0.94 (303, 348, and 393 ppm for assembly
average burnup values of 10, 25, and 40 GWd/MTU,
respectively)

Cross-section data

ENDF/B-VII, 238
energy groups

ENDF/B-V, 44 energy groups

?An individual calculation was performed for each parameter.

All the evaluated cases using the ENDF/B-VII nuclear data produced similar positive ks bias
values. The average k.« bias was approximately 0.0035, and the associated standard deviation
was approximately 0.0007 (see Table 7.6), regardless of the assembly average burnup value.
Positive ke bias is typically not credited in criticality safety analyses. The k. bias values in the
case of the ENDF/B-V nuclear data were negative and varied with assembly average burnup
from -0.0001 (10 GWd/MTU) to -0.0040 (40 GWd/MTU). Therefore, there are significant
differences between the k¢ bias values based on the ENDF/B-VII and on the ENDF/B-V nuclear
cross-section data libraries. As demonstrated in Sect. A.3 for the reference SFP storage rack
model using a 40-GWd/MTU assembly average burnup, the nuclides with significantly different
effects on k. bias between the ENDF/B-VII and ENDF/B-V nuclear data are 2*°U, 2°Pu, "*°Sm,
and "®'Sm. The calculated ?°U and #**Pu concentrations for that application model using either
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the ENDF/B-V or the ENDF/B-VII nuclear data result in an overprediction of k.. However, the
k. overprediction based on the ENDF/B-VII nuclear data is larger. The calculated **Sm and
*1Sm concentrations based on the ENDF/B-V nuclear data result in an underprediction of ke,
the calculated '**Sm and *'Sm concentrations based on the ENDF/B-VII nuclear data have a
negligible effect on the k. bias. Therefore, the net ks bias resulting from the biases in the
calculated concentrations for these nuclides varies depending on the nuclear data.

Overall, the k. bias uncertainty values exhibit a small variability as a function of sensitivity
parameter and assembly average burnup throughout the burnup range 10 to 40 GWd/MTU.
Based on the ENDF/B-VII calculations, the average values of k. bias uncertainty are 0.0152,
0.0160, and 0.0171 for the assembly average burnup values of 10, 25, and 40 GWd/MTU,
respectively. The largest variations from the reference case were obtained for the unpoisoned
(i.e., 0-g/cm? B areal density in the Boral panels) PWR SFP analysis model.
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Figure 7.3 Variation of bias uncertainty in k. with parameters important to criticality
analyses for (a) 10-, (b) 25-, and (c) 40-GWd/MTU assembly average
burnup. Uncertainty in k. is at a 95% probability, 95% confidence level.
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8. CONCLUSIONS

This report describes an approach for establishing depletion code bias and bias uncertainty in
terms of a reactivity difference (i.e., Akes) for burnup credit criticality safety analyses. The
depletion validation approach is demonstrated with the SCALE 6.1 code system and the 238-
group ENDF/B-VII cross-section library for representative SNF storage pool and cask
configurations/conditions. A total of 28 actinide and fission product nuclides are considered in
the fuel compositions. Depletion validation results are provided for PWR fuel assembly average
burnup values up to 60 GWd/MTU and for a BWR fuel assembly at peak reactivity.

The validation approach described in this report is independent of the depletion and criticality
computational methods being used and of the choice of the safety analysis models. The main
characteristics of the depletion validation approach are as follows: (1) calculated nuclide
concentrations are compared to available measurements of nuclide concentrations from
destructive radiochemical assay to determine isotopic biases and bias uncertainties in the
calculated nuclide concentrations, and (2) the isotopic biases and bias uncertainties are applied
to the fuel compositions of representative safety analysis models to determine reference values
for bias and bias uncertainty in k. by the use of the Monte Carlo uncertainty sampling method.
The Monte Carlo uncertainty sampling method represents the effects of nuclide concentration
uncertainty on k. values by sampling isotopic concentrations from uncertainty distributions
developed from experimental data. The direct-difference method was used in a limited manner
to provide a check of the validation results obtained from the Monte Carlo uncertainty sampling
method. The direct-difference method applies measured nuclide concentrations directly in the
safety analysis model to calculate a k. value, which then is compared with the ke value for the
safety analysis model with calculated nuclide concentrations.

The validation results for the PWR safety analysis models obtained with SCALE 6.1 and the
ENDF/B-VII nuclear data indicate that:

1. The calculated nuclide concentrations result in a slight overprediction of k.. The positive
bias, which typically is not credited in criticality safety analyses, is significantly smaller
than the uncertainty in the bias.

2. The k¢ bias and ke bias uncertainty values are fairly constant for the burnup range 5 to
40 GWd/MTU and gradually increase with increasing assembly average burnup values
above 40 GWd/MTU.

3. For arepresentative SFP storage rack model, the values of estimated bias and bias
uncertainty in k. due to biases and bias uncertainties in the calculated nuclide
concentrations are approximately 0.016 and 0.019 for the assembly average burnup
range 5 to 40 GWd/MTU and for a 44.33-GWd/MTU assembly average burnup,
respectively.

4. Parametric variations from the representative SFP storage rack model have a relatively
small impact on bias and bias uncertainty in k¢ for the burnup range 10 to 40 GWd/MTU.
The estimated average value for k¢ bias is approximately 0.004 for this burnup range;
the estimated average values for k¢ bias uncertainty are 0.015, 0.016, and 0.017 for the
assembly average burnup values of 10, 25, and 40 GWd/MTU, respectively. The largest
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kes bias uncertainty value was obtained for the unpoisoned SFP storage rack model (i.e.,
0-g/cm? '°B areal density in the Boral panels).

5. For the unpoisoned SFP storage rack model, the values of estimated bias and bias
uncertainty in k. due to biases and bias uncertainties in the calculated nuclide
concentrations are approximately 0.019, 0.022, and 0.030 for the assembly average
burnup range 25 to 40 GWd/MTU, for a 50-GWd/MTU assembly average burnup, and for
a 60-GWd/MTU average assembly burnup, respectively.

6. For arepresentative SNF cask model, the values of estimated bias and bias uncertainty
in ko due to biases and bias uncertainties in the calculated nuclide concentrations are
approximately 0.016 and 0.021 for the assembly average burnup range 5 to 40
GWd/MTU and for a 45-GWd/MTU assembly average burnup, respectively.

7. The uncertainties in the calculated 2*°U and ?**Pu concentrations contribute
approximately 90% to 95% of the k. bias uncertainty.

8. The ke bias uncertainty due to the depletion uncertainties in the calculated fission
product concentrations is small (<3% of the ke bias uncertainty).

Bias and bias uncertainty in k. for the representative SFP storage rack model using 10-, 25-,
and 40-GWd/MTU assembly average burnup values was also calculated with the SCALE 44-
group library based on the ENDF/B-V nuclear data. The k¢ bias values obtained with the
ENDF/B-V nuclear data are negative and vary with assembly average burnup from -0.0001

(10 GWd/MTU) to -0.004 (40 GWd/MTU). These values differ significantly from the k¢ bias
value (~ 0.004) obtained with the ENDF/B-VII nuclear data primarily because different biases in
the calculated 2*°U, 2°Pu, *°Sm, and "®'Sm concentrations were obtained from use of the two
nuclear data libraries. The ks bias uncertainty values obtained with the ENDF/B-V nuclear data
are approximately 0.014, 0.014, and 0.017 for the 10-, 25-, and 40-GWd/MTU assembly
average burnup values, respectively, which are similar to the k.# bias uncertainty values
obtained with the ENDF/B-VII nuclear data.

The calculated k. bias and kes bias uncertainty values for BWR SNF are approximately 0.002
and 0.032, respectively. The BWR depletion validation was conducted for an assembly at peak
reactivity with available RCA data for 32 BWR fuel samples obtained from discharged fuel of
relatively old fuel designs and higher burnup. As additional RCA data for BWR SNF becomes
available in the future, depletion code validations for BWR SNF should be performed to verify
the validity of the ke bias and ke bias uncertainty values developed in this depletion validation
study.

The bias and bias uncertainty values estimated from the direct-difference method for a single
application model are comparable with, but smaller than, the values obtained by the Monte
Carlo uncertainty sampling method. Although not definitive, the comparison provides increased
confidence in the Monte Carlo approach for uncertainty propagation. For depletion code
validations using the direct-difference method, recommendations are provided concerning use
of surrogate (i.e., substitute) data for nuclides with very few measurement data and appropriate
decay-time adjustments for measured nuclide concentrations.
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APPENDIX A. k. UNCERTAINTY ANALYSIS USING CROSS-SECTION
SENSITIVITY/UNCERTAINTY ANALYSES

Sensitivity/uncertainty analysis is used to determine contributions made by individual nuclide
concentration uncertainties to bias and bias uncertainty in k.. The cross-section
sensitivity/uncertainty analysis uses first-order linear perturbation approximations to determine
the effects of small perturbations (uncertainties) in nuclide concentrations on k.

A sensitivity coefficient, defined as shown in Eq. (A-1) (Ref. 39), is a measure of the first-order
effect of perturbations in the macroscopic cross section Zf;t of a nuclide n upon ke,

Ok . / Kk

SN (&)
tot tot

Sensitivity coefficients specific to a nuclear system may be used to establish the relative
importance of individual nuclides to fuel reactivity for that system. Uncertainties in calculated
nuclide concentrations can be propagated to k. values through the use of sensitivity
coefficients (Ref. 39). Equations (A-2) through (A-5) for k¢ bias and bias uncertainty
calculations were derived from first-order (linear) approximation,

Akeffn = keff ><Sn ><(1 _er1 )’ (A-2)
N .
Akeff = keff in=lsn X(l _erl ), (A-3)
Ko bias =Koy x 3" S, x(1—X») , (A-4)
2
. . N o
k., bias uncertainty = k_ x\/znl(Sn x Y:) : (A-5)
where
Ak, = ke bias due to the bias in the calculated nuclide concentration for nuclide n
based on measurement data for fuel sample j;
Keorr = Kes value using predicted nuclide concentrations;
Sy = sensitivity coefficient (see Eq. (A-1);
X! = measured-to-calculated concentration ratio for nuclide n and fuel sample j;
Nk = ko bias due to biases in the calculated nuclide concentrations based on
measurement data for fuel sample j;
N = the number of burnup credit nuclides in fuel compositions (28 in this
validation study);
Xn = isotopic bias [see Eq. (3)];
g, = isotopic bias uncertainty [see Eq. (5)];
ks bias = Kerr bias due to biases in the calculated nuclide concentrations;
Ko bias
uncertainty = one-sigma ke bias uncertainty due to bias uncertainties in the calculated

nuclide concentrations.

Egs. (A-2) through (A-4) show that k. bias is a function of the sensitivity coefficients and biases
in calculated nuclide concentrations; Eq. (A-5) shows that k.4 bias uncertainty is a function of



the square of the sensitivity coefficients and of the square of the uncertainties in calculated
nuclide concentrations. Equations (A-1) through (A-5) were used to perform various analyses as
described in Sections A.1 through A.4. Section A.1 illustrates the relative importance of
individual burnup credit nuclides to fuel reactivity for the analysis models using sensitivity
coefficients [see Eq. (A-1)], which were calculated with the TSUNAMI-3D sequence

(see Sect. 4). Section A.2 presents an analysis in support of the data normality assumption
used in the Monte Carlo uncertainty sampling method implementation (see Sect. 6.1). Individual
nuclide contributions to k. bias and bias uncertainty for the representative analysis models are
shown in Sect. A.3. An analysis illustrating the importance of decay time corrections for direct-
difference calculations is presented in Sect. A.4.

A.1 Relative Importance of Individual Nuclides to Fuel Reactivity

The relative importance of the burnup credit nuclides to fuel reactivity for the representative
PWR SFP storage rack and SNF cask analysis models is illustrated on a logarithmic scale in
Figures A.1 and A.2, respectively, which use the absolute values of sensitivity coefficients

[see Eq. (A-1)]. The absolute values of the sensitivity coefficients are shown for the 10- and 40-
GWd/MTU assembly average burnup values. The nuclides are shown in order of decreasing
nuclide importance to fuel reactivity for the 40-GWd/MTU burnup value. Sensitivity coefficients,
which are illustrated in this section, were used to evaluate the contributions of individual
nuclides to ke bias and bias uncertainty (see Sects. A.2 through A.4).
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Figure A.1 Sensitivity coefficients (absolute values) shown on a logarithmic scale for
burnup credit actinide and fission product nuclides in the representative
PWR SFP rack model at 3-day cooling time
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Figure A.2 Sensitivity coefficients (absolute values) shown on a logarithmic scale for
burnup credit actinide and fission product nuclides in the PWR SNF cask
(GBC-32) model at 5-year cooling time

A.2 Non-normal Distributions for Measured-to-Calculated
Concentration Ratio

The M/C concentration ratio values for 2°U based on the PWR fuel samples within the burnup
interval 15 to 40 GWd/MTU formed a skewed unimodal frequency distribution, as illustrated by
the histogram shown in Figure A.3. In the Monte Carlo uncertainty sampling procedure,
uncertainties in calculated ?*°U concentrations were represented as a normal distribution with
mean and standard deviation of 0.9907 and 0.0416, respectively. The impact on ks bias
uncertainty of using the normal distribution in place of the actual distribution is evaluated on the
basis of a sensitivity/uncertainty analysis for the representative SFP storage rack configuration
and the 40-GWd/MTU assembly average burnup.
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Figure A.3 Histogram of the M/C concentration ratio values for 2°**U within the burnup
interval 15 to 40 GWd/MTU

Table A.1 shows the M/C concentration ratio values for 2°U and the individual k.+ changes from
the reference value of 0.99, Ak, [see Eq. (A-2)], resulting from the bias in the calculated

235U concentration, which were determined from measurement data within the burnup range 15
to 40 GWd/MTU. The Akeffm values did not approach a normal distribution, as illustrated in the

histogram shown in Figure A.4. The 95/95 distribution-free tolerance limit for the Ak, values

was calculated as being 0.0125. Therefore, the k. bias uncertainty component due to the
uncertainty in the predicted ?*°U concentration is 0.0125. The total k. bias uncertainty can be
calculated with all k. bias uncertainty components from individual nuclides, as shown in Eq. (A-
5), where the Akeffmu component is 0.0125. The ks bias uncertainty value thus calculated is

0.0152 compared to 0.0168 (see Table 7.1) based on calculations using the normal distribution
model with mean and standard deviation of 0.9907 and 0.0416, respectively, for ?*°U within the
burnup range 15 to 40 GWd/MTU. For this case, a normal distribution can be used because the
kes bias uncertainty value obtained with the normal distribution in place of the actual distribution
is slightly conservative (i.e., it causes larger k. bias uncertainty).



Table A.1 k.4 bias due to the bias in calculated 2°U concentration based on
measurement data from fuel samples within the burnup range
15 to 40 GWd/MTU

Reactor Sample ID X, Akeffmu ® |Reactor Sample ID Xy, ® Akeffmu
Trino Vercellese |509-032-E11-4 |0.9702 [0.0045 Turkey Point  |D01.G10 0.9381 |0.0094
Trino Vercellese |509-032-E11-7 |0.9549 [0.0068 Turkey Point  |D01.G9 0.9826 |0.0026
Trino Vercellese |509-032-H9-4 [0.9920 [0.0012 Turkey Point  |D01.H9 0.9856 10.0022
Trino Vercellese |509-032-H9-7 [1.0060 |-0.0009 Turkey Point  |D04.G10 0.9757 |0.0037
Trino Vercellese |509-049-J8-7 [0.9685 [0.0048 Turkey Point  |D04.G9 0.9497 10.0076
Trino Vercellese |509-069-E11-2 {0.9758 [0.0037 H.B. Robinson | B-05.N-9B-N 0.9994 |0.0001
Trino Vercellese |509-069-E11-4 |0.9561 |0.0067 H.B. Robinson |B-05.N-9B-S 0.9946 |0.0008
Trino Vercellese |509-069-E11-5 |0.9926 |0.0011 H.B. Robinson |B-05.N-9C-D 0.9773 |0.0034
Trino Vercellese |509-069-E11-7 |0.9778 |0.0034 H.B. Robinson |B-05.N-9C-J 1.0567 |-0.0086
Trino Vercellese |509-069-E11-8 |0.9679 |0.0049 Calvert Cliffs |BT03.NBD107-GG [1.0829 |-0.0125
Trino Vercellese |509-069-E11-9 |0.9815 |0.0028 Calvert Clifts  |BT03.NBD107-MM [1.0409 |-0.0062
Trino Vercellese |509-069-E5-4 [0.9950 [0.0008 Calvert Clifts  |D047.MKP109-CC [0.9976 |0.0004
Trino Vercellese |509-069-E5-7 [0.9761 |0.0036 Calvert Cliffs  |D047.MKP109-LL [1.0018 |-0.0003
Trino Vercellese |509-069-E5-9 [0.9913 [0.0013 Calvert Cliffs  |MLA098-BB 1.0005 [-0.0001
Trino Vercellese |509-069-J9-4 [0.9745 [0.0039 Calvert Clifts  |MLA098-JJ 0.9943 10.0009
Trino Vercellese |509-069-J9-7 [0.9803 [0.0030 Calvert Cliffs  |MLAQ98-P 0.9508 |0.0075
Trino Vercellese |509-069-L5-4 [1.0174 [-0.0026 Takahama-3 |NT3G23.SF95-2 0.9713 |0.0044
Trino Vercellese |509-069-L5-7 [0.9754 [0.0037 Takahama-3 |NT3G23.SF95-3 0.9643 |0.0054
Trino Vercellese |509-069-L11-4 |0.9903 |0.0015 Takahama-3 |NT3G23.SF95-4 0.9572 |0.0065
Trino Vercellese |509-069-L11-7 |0.9724 0.0042 Takahama-3 |NT3G23.SF95-5 0.9759 |0.0037
Obrigheim BE124.E3P1 1.0148 |-0.0022 Takahama-3 |NT3G23.SF96-2 0.9728 |0.0041
Obrigheim BE124.E3P2 1.0601 |-0.0091 Takahama-3 |NT3G23.SF96-3 0.9535 |0.0071
Obrigheim BE124.E3P3 1.0693 |-0.0105 Takahama-3 |NT3G23.SF96-4 0.9433 |0.0086
Obrigheim BE124.E3P4 0.9954 |0.0007 Takahama-3 |NT3G23.SF96-5 0.9676 |0.0049
Obrigheim BE124.E3P5 1.0442 |-0.0067 Takahama-3 |NT3G24.SF97-2 0.9766 |0.0035
Obrigheim BE124.G7P1 1.0325 |-0.0049 TMI-1 NJ070G.01284 0.9613 |0.0059
Obrigheim BE124.G7P2 |1.0883 |-0.0134 TMI-1 NJ070G.012S5 0.9551 10.0068
Obrigheim BE124.G7P3 |0.9745 [0.0039 TMI-1 NJ070G.012S6 0.9804 |0.0030
Obrigheim BE124.G7P4 [1.0779 |-0.0118 TMI-1 NJ070G.013S7 0.9599 |0.0061
Obrigheim BE124.G7P5 |0.9876 [0.0019 TMI-1 NJ070G.013S8 0.9547 |0.0069
Obrigheim BE168 1.0331 [-0.0050 TMI-1 NJO070G.0131 0.9560 |0.0067
Obrigheim BE170 1.0297 |-0.0045 TMI-1 NJ070G.01S2 0.9364 |0.0096
Obrigheim BE171 1.0324 |-0.0049 TMI-1 NJ070G.01S3 0.9647 |0.0054
Obrigheim BE172 1.0145 |-0.0022 Gobsgen 1701.GU4 0.9877 |0.0019
Obrigheim BE176 1.0215 |-0.0033

3Measured-to-calculated concentration ratio for 2°U in a fuel sample.

Pk« bias due to bias in the calculated 2*°U nuclide concentration based on

measurement data for a fuel sample.

A-5

235U




Count

-0.015 -0.012 -0.009 -0.006 -0.003 0.000 0.003 0.006 0.009 0.012

Akeff

Figure A.4 Histogram plot for Ak, values based on actual M/C concentration ratio

values for 2*°U within the burnup range 15 to 40 GWd/MTU. The Ak

values used in the histogram were calculated with Eq. (A-2).
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A.3 Analysis of k. Bias and Bias Uncertainty Components

The contributions of individual burnup credit nuclides to k. bias and bias uncertainty were
evaluated through sensitivity/uncertainty analyses. Figure A.5 through Figure A.8 show
individual nuclide contributions to k. bias uncertainty for the reference PWR SFP storage rack
and SNF cask models using 10- and 40- GWd/MTU assembly average burnup values. For
these analysis models, the bias uncertainties in the calculated **U concentrations have a
dominating effect on the k. bias uncertainty (~90%). The combined contributions from the bias
uncertainties associated with the calculated *°U and ***Pu concentrations account for
approximately 95%; the total contribution of bias uncertainties in calculated fission product
concentrations is relatively small (<2%) for these representative analysis models.

Individual nuclide contributions to ks bias uncertainty for the unpoisoned SFP storage rack
model and the 40-GWd/MTU assembly average burnup are illustrated in Figure A.9. For this
model, #°Pu has the largest contribution to k. bias uncertainty (~70%), 2*°*U contributes ~20%
of ke bias uncertainty, and **'Pu and ?*°Pu contribute approximately 7% of the total k. bias
uncertainty; the total contribution of bias uncertainties in the calculated fission product
concentrations is relatively small (~3%).

In Figures A.5 through A.9, the *°U and ?*°Pu percentage values are shown on the left-hand
side Y axis, whereas the percentage values for the other burnup credit nuclides are shown on
the right-hand side Y axis.
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Figure A.5 Individual nuclide contributions to k. bias uncertainty for the
representative PWR SFP storage rack model and 10-GWd/MTU
assembly average burnup
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Figure A.6 Individual nuclide contributions to k. bias uncertainty for the representative
PWR SFP storage rack model and 40-GWd/MTU assembly average burnup
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Figure A.7 Individual nuclide contributions to k. bias uncertainty for the PWR
SNF cask model and 10-GWd/MTU assembly average burnup
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Figure A.8 Individual nuclide contributions to k. bias uncertainty for the PWR
SNF cask model and 40-GWd/MTU assembly average burnup
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Figure A.9 Individual nuclide contributions to k. bias uncertainty for the
unpoisoned PWR SFP storage rack model and 40-GWd/MTU
assembly average burnup

The ke bias values obtained with the ENDF/B-VII and ENDF/B-V nuclear cross-section data
were significantly different (see Sect. 7.3). For example, over the burnup range 10 to 40
GWd/MTU, the k¢ bias value based on the ENDF/B-VII nuclear data is approximately 0.0035,
whereas kg bias values based the ENDF/B-V nuclear data vary from -0.0001 (10 GWd/MTU) to
-0.0040 (40 GWd/MTU).

Individual nuclide ks bias components based on ENDF/B-VII and ENDF/B-V nuclear data are
illustrated in Figure A.10 (a) and (b), respectively, for the reference SFP storage rack model and
40-GWd/MTU assembly average burnup. Nuclides with significantly different biases between
the ENDF/B-VII and ENDF/B-V nuclear data are *°U, "*°Sm, and >'Sm. Both ENDF/B-V and
ENDF/B-VII nuclear data overpredict 2°U and ?**Pu concentrations; however, the bias values
based on the ENDF/B-VII data are greater than the bias values based on the ENDF/B-V data for
these nuclides.
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Figure A.10 Illlustration of k.; bias components using (a) ENDF/B-VII nuclear data;
(b) ENDF/B-V nuclear data
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A.4 Importance of Decay-Time Corrections for the Direct-Difference
Method

The direct-difference method applies measured nuclide concentrations from representative fuel
samples directly in safety application models for criticality calculations. Measured nuclide
concentrations for burnup credit nuclides have been reported either at the time of fuel discharge
or at the actual measurement time depending on the experimental programs (see Ref. 20). The
measurement data reported for discharged compositions include decay time corrections for
nuclides exhibiting concentration variation as a function of decay time (see Ref. 20). Therefore,
a review of the measurement data and reported decay times should be performed to identify
nuclides that require decay-time corrections because fuel sample nuclide concentrations for
criticality calculations must correspond to the fuel cooling time considered in the safety analysis
models.

The importance for direct-difference calculations to use fuel sample nuclide compositions
corresponding to the cooling time considered in the safety analysis is discussed in the following
sensitivity/uncertainty analysis example.

Measured and corresponding calculated nuclide concentrations for the Calvert Cliffs MKP109-P
fuel sample were directly applied in the unpoisoned SFP storage rack model considering
uniform axial burnup. The measured and calculated nuclide concentration values for the fuel
sample correspond to the reported measurement time (e.g., 4,656 days after fuel discharge for
5 Gd). The purpose of these calculations is to determine the difference between the k. values
using measured and calculated nuclide concentrations corresponding to the reported
measurement time.

Nuclide concentration values were determined for the representative fuel assembly, W 17x17
(see Sect. 5.1), with a 50-GWd/MTU assembly average burnup, a uniform burnup profile, a 3-
day cooling time, and a k¢ value of 0.99 in the unpoisoned SFP storage rack configuration.
Measured-to-calculated concentration ratio values (i.e., isotopic uncertainties) based on Calvert
Cliffs MKP109-P fuel sample measurements were applied as adjustment factors to the nuclide
concentration values. The purpose of the calculations is to determine the effects of the isotopic
uncertainty based on Calvert Cliffs MKP109-P fuel sample measurements on the k. for the
analysis model. Note that the nuclide concentrations for the fuel sample and for the application
model have very similar burnup-to-enrichment and %**U-to->**Pu atom density ratios, as seen in
Table A.2.

Sensitivity coefficients, the Ak, bias due to individual isotopic biases [see Eq. (A-2)], and

Ak, bias due to all isotopic biases [see Eq. (A-3)] were calculated for the unpoisoned SFP

storage rack model using (1) fuel sample nuclide concentrations corresponding to the reported
measurement time and (2) nuclide concentrations for the analysis model corresponding to the 3-
day cooling time. Table A.2 presents the calculated values for those quantities as well as the
M/C concentration ratio values based on the Calvert Cliffs MKP109-P fuel sample
measurements. The AK_, value obtained with the direct-difference method for the Calvert Cliffs

MKP109-P fuel sample was 0.0221 versus 0.0217 from Eq. (A-3), demonstrating the
applicability of this equation for sensitivity/uncertainty analyses. The ke bias value obtained by
applying Calvert Cliffs MKP109-P measurement uncertainty data for the application model is
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only 0.009, which is significantly smaller than the k.« bias value of ~0.022 from the direct-
difference method using measurement-time nuclide compositions.

Table A.2 shows that the Ak, values due to individual isotopic biases for the fuel sample and

for the analysis model are in fairly good agreement for all nuclides except for *°Gd and 2*'Am.
For example, the bias associated with '°Gd concentration causes a 0.0086 change in ke, if
'®5Gd concentration corresponds to the reported measurement time, versus a 0.0001 change in
ke, if this bias is applied to a 3-day cooling time nuclide concentration. This is because the
5 Gd is only present in negligible concentrations after 3 days of cooling, which demonstrates
the impact of different nuclide worth effects if cooling time is not considered.
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Table A.2 k. bias calculations using fuel sample and analysis model compositions

Unpoisoned SFP storage rack
Calvert Cliffs MKP109-P fuel sample model
Burnup
(GWd/MTU) 44.3 50
Initial wt % *°U  [3.04 3.56
Burnup-to-initial
enrichment ratio  [14.6 14
12%U-to->*Pu atom
density ratio 0.83 0.87
Ketr 0.85 0.99
Nuclide S, *® X,° Ak © S,? X" Ak ©
“Mo -2.35E-03 1.0002 0.0000 -2.03E-03 | 1.0002 0.0000
e -5.07E-03 0.8901 -0.0005 | -5.24E-03 | 0.8901 -0.0006
"Ry -1.87E-03 | 0.9726 0.0000 | -2.05E-03 | 0.9726 -0.0001
'%Rh -1.40E-02 0.9021 -0.0012 | -1.29E-02 | 0.9021 -0.0013
'%ag -2.49E-03 | 0.5546 -0.0009 | -2.70E-03 | 0.5546 -0.0012
33Cs -6.62E-03 | 0.9914 0.0000 | -6.65E-03 | 0.9914 -0.0001
SNg -1.92E-02 0.9827 -0.0003 | -1.85E-02 | 0.9827 -0.0003
“Ng -4.15E-03 1.0310 0.0001 -4.10E-03 | 1.0310 0.0001
“'Sm -2.57E-03 1.1947 0.0004 | -7.05E-04 | 1.1947 0.0001
“9Sm -1.09E-02 0.9634 -0.0003 | -1.70E-02 | 0.9634 -0.0006
%05m -2.77E-03 | 0.9691 -0.0001 | -2.83E-03 | 0.9691 -0.0001
*'Ssm -8.56E-03 | 0.9907 -0.0001 | -1.09E-02 | 0.9907 -0.0001
%25m -3.99E-03 1.0179 0.0001 -3.77E-03 | 1.0179 0.0001
R =T -2.59E-04 1.4721 0.0001 -5.92E-06 | 1.4721 0.0000
BEy -4.75E-03 1.0142 0.0001 -4.76E-03 | 1.0142 0.0001
el -1.74E-02 1.5827 0.0086 -2.15E-04 | 1.5827 0.0001
B4y -9.10E-04 0.9610 0.0000 -2.03E-05 | 0.9610 0.0000
5y 1.09E-01 0.9673 0.0030 8.55E-02 | 0.9673 0.0028
oy -4.02E-03 0.9831 -0.0001 -4.39E-03 | 0.9831 -0.0001
28y -1.36E-01 1.0014 0.0002 -1.24E-01 1.0014 0.0002
Z'Np -5.80E-03 0.9737 -0.0001 -6.57E-03 | 0.9737 -0.0002
28py -5.10E-03 1.1155 0.0005 -4.93E-03 | 1.1155 0.0006
29y 2.52E-01 0.9407 0.0126 1.81E-01 0.9407 0.0107
240py -5.96E-02 0.9712 -0.0015 | -5.63E-02 | 0.9712 -0.0016
1py 7.71E-02 1.0000 0.0000 8.08E-02 1.0000 0.0000
242py -4.47E-03 1.0826 0.0003 -4.86E-03 | 1.0826 0.0004
2Am -1.43E-02 1.0793 0.0010 -1.50E-03 | 1.0793 0.0001
25Am -2 44E-03 0.9216 -0.0002 | -3.14E-03 | 0.9216 -0.0002
DNk 0.0217 0.0089

?First-order effect of perturbations in the macroscopic cross section of a nuclide upon
k.i [see Eq. (A-1)].

®M/C concentration ratio for a nuclide based on measured data for the fuel sample.

°k.r bias due to bias in the calculated nuclide concentration based on measured data for
the fuel sample [Eq. (A-2)].
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APPENDIX B. ISOTOPIC VALIDATION DATA CORRELATIONS

It was assumed that correlations (relationships) between validation data could be neglected in
the implementation of the Monte Carlo uncertainty method so that sampling from probability
distributions for nuclide composition uncertainties could be performed independently. To
evaluate the potential impact of this assumption, an analysis was conducted to identify existing
correlations that may impact the accuracy of the results obtained with the Monte Carlo
uncertainty method. The degree of correlations (dependence) among nuclide composition
uncertainties was determined on the basis of Pearson correlation coefficient (Ref. 53)
calculations. Pearson correlation coefficient values closer to zero indicate that the variables are
uncorrelated; values closer to either +1 or -1 indicate a strong linear dependence between
variables. Positive values indicate positive correlations; negative values indicate negative
correlation. A critical value, which depends on the degrees of freedom and statistical
significance level, is used to identify statistically significant relationships between any pair of
variables. A Pearson correlation coefficient greater than the critical value indicates a statistically
significant relationship between the variables. For 26 degrees of freedom (2 less than the
number of burnup credit nuclides considered) and 0.05 significance level, the critical value is
approximately 0.36 (Ref. 53).

An example correlation matrix is shown in Table B.1 for the measured-to-calculated
concentration ratio values used for depletion validation within the burnup range 40 to 60
GWd/MTU. This table shows the Pearson coefficients greater than the critical value of 0.36
above the main diagonal.

For the SFP storage rack and SNF cask models analyzed in this report, the uncertainties in the
calculated ?**U and #?*°Pu nuclide concentrations contribute approximately 90 to 95% of the ke
bias uncertainty (see Sect. A.3). Based on correlation calculations, correlations between the
isotopic validation data for 2°U and ?*°Pu are insignificant at the 0.05 significance level
throughout the burnup range 5 to 60 GWd/MTU. Statistically significant correlations were
identified for the Pu isotopes; these correlations need to be considered in the uncertainty
calculations for fuel assemblies with high burnup and relatively low initial enrichment for the
burnup, such as the nuclide concentrations in the unpoisoned SFP storage rack model (see
Sect. 5.2). For this SFP storage rack model and the 40-GWd/MTU burnup, the uncertainties in
calculated #°Pu, #*'Pu, and ?*°Pu concentrations contribute approximately 70%, 5%, and 1.5%,
respectively, to the k. bias uncertainty value (see Sect. A.3, Figure A.9). For this case, the total
kes bias uncertainty is approximately 0.018; the k.« bias uncertainty due to bias uncertainty in
the calculated *'Pu concentrations is approximately 0.001. Therefore, positive correlations
between the isotopic validation data for **Pu and ?*'Pu, if considered in the sampling
procedure, would increase the small contribution (0.001) made by ?*'Pu to k. bias uncertainty,
and the net effect would be a relatively small contribution to the calculated k. bias uncertainty
values based on independent sampling. Other neglected positive correlations would decrease
the ke bias uncertainty if considered in the sampling procedure, such as the observed positive
correlation between ?*Pu (fissile) and 2*°Pu (absorber) uncertainties. Overall, the neglected
correlations in the Monte Carlo uncertainty sampling would have the effect of a small increase in
the calculated k¢ bias uncertainty comparable to the 24Py contribution to k. bias uncertainty. In
this analysis, to account for additional uncertainty due to neglected positive correlations in the
validation data for ?°Pu and #*'Pu, the contribution of ?*’Pu concentration uncertainty to ks bias
uncertainty (e.g., <1% and ~5% in the case of the representative models and the unpoisoned
rack model, respectively) is doubled in the calculation of total k.# bias uncertainty. For the
reference PWR SFP and cask analysis models, existing correlations are considered to have
negligible impact on the calculated k. bias uncertainty values because the ks bias uncertainty

B-1



is dominated by #*°U or ?°Pu concentration prediction uncertainties; all other nuclides have
relatively small (<1.3%) or negligible contributions to k. bias uncertainty.
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APPENDIX C. REFERENCE SPENT FUEL NUCLIDE
CONCENTRATIONS

This appendix documents reference spent fuel nuclide concentrations that can be used in
burnup credit calculations. These data are compiled from measurements of 100 PWR spent fuel
samples that have been used in this report. The nuclide concentrations have been converted to
a consistent format in units of mg/gU initial at the time of measurements (or the time reported by
the laboratory). When laboratories have reported the results at the time of discharge, it is
important to note that the results for 2°Pu include the contribution from short lived 2*Np. In
several experiments the reported measurement dates vary for the different nuclides in the
sample. This is the case for samples obtained from the GKN-Il, Gésgen, Takahama (Sm
isotopes), Calvert Cliffs (lanthanides), and Trino Vercellese (**'Am) reactors. The reference
nuclide concentrations listed in this appendix have been adjusted by the authors to a common
reference date for each sample using the analytical equations in Sect. 6.2 given for decay time
corrections.

To enable users to derive nuclide concentrations for other decay times, the appendix includes
the reference inventories for both the burnup credit nuclides (Table 3.1) and the major precursor
nuclides. The additional precursor nuclides include ?**Cm, ?**Cm, ""Pm, and "*°Eu. Any
adjustments of the data to other decay times must be done within the time range where the
given parent and daughter relationship remains valid.

For samples that did not include measurements of all burnup credit nuclides (and precursors),
surrogate data based on calculated nuclide concentrations are provided. As discussed in Sect.
6.2, the surrogate data attempt to correct for bias in the calculated nuclide concentrations as
based on measured nuclide contents obtained from other samples. The surrogate data
therefore represent best-estimate calculated values and are largely independent of the code
and nuclear data.

The reference data for the SNF compositions are listed in Table C.1. The table includes all 28
burnup credit nuclides plus four addition decay precursor nuclides that are not considered in
burnup credit. Each sample is identified by the reactor, the assembly, and the sample
identification. Also provided is the reference decay time for the nuclide concentration data. The
concentrations of surrogate data developed from computations are identified with a negative

sign.
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bias and uncertainty results. This report describes an approach for establishing depletion code bias and uncertainty in terms of a
reactivity difference.
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