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ABSTRACT

Concentrations of ozone exceeding regulatory standards are regularly observed along the coasts of New
Hampshire and Maine in summer. These events are primarily caused by the transport of pollutants from
urban areas in Massachusetts and farther south and west. Pollutant transport is most efficient over the
ocean. The coastline makes transport processes complex because it makes the structure of the atmospheric
boundary layer complex. During pollution episodes, the air over land in daytime is warmer than the sea
surface, so air transported from land over water becomes statically stable and the formerly well-mixed
boundary layer separates into possibly several layers, each transported in a different direction. This study
examines several of the atmospheric boundary layer processes involved in pollutant transport. A three-
dimensional model [the Coupled Ocean–Atmosphere Mesoscale Prediction System (COAMPS)] run on
grids of 2.5 and 7.5 km is used to examine the winds, thermodynamic structure, and structure of tracer
plumes emitted from Boston, Massachusetts, and New York City, New York, in two different real cases—
one dominated by large-scale transport (22–23 July 2002) and one with important mesoscale effects (11–14
August 2002). The model simulations are compared with measurements taken during the 2002 New England
Air Quality Study. The model simulates the basic structure of the two different episodes well. The boundary
layer stability over the cold water is weaker in the model than in reality. The tracer allows for easy
visualization of the pollutant transport.

1. Introduction

A coastline poses significant problems for under-
standing, monitoring, and forecasting the transport and
dispersion of pollutants in the atmosphere. At the same
time, coastal areas are often highly populated, and the
consequences of pollution emissions and transport are
important. The coastline constitutes an abrupt change
in all surface parameters, such as roughness, tempera-
ture, and terrain height. The responses in the lower
atmosphere—the boundary layer (BL)—are complex
and diverse.

The most commonly known resulting phenomena are

the sea breeze and the formation of offshore internal
boundary layers. The sea breeze is the prototypical me-
soscale circulation and was the first to be simulated in
numerical models (cf. e.g., Estoque 1961). With the de-
velopment of more advanced models, it has been revis-
ited many times (e.g., Colby 2004; Marshall et al. 2004).
Given the effort invested, one might think that almost
all there is to know would be known by now. However,
although the theoretical background is well understood
and is simple enough, real sea breezes are very sensitive
to real environmental complexity, such as variations in
coastline orientation and coastal terrain, surface tem-
perature, and the background (larger scale) flow.

Coastal northern New England receives pollutants
transported from more populous areas, which cause
concentrations of ozone to exceed national standards
several times every summer. Unlike the classical pollu-
tion situation, where pollutants are emitted into a stag-
nant air mass and primarily affect an urban area or a
compact region, the events affecting coastal New
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Hampshire and Maine are almost entirely because of
transport from sources at 50–500-km distances. The
marine atmospheric boundary layer provides for effi-
cient transport. Because of the relatively cold water,
offshore transport occurs in stable layers. To under-
stand these pollution episodes, we need to understand
the complex four-dimensional structure of the coastal
boundary layer. Furthermore, longer-range transport of
pollutants to the North Atlantic and even Europe also
occurs (Cooper and Parrish 2004) and is modulated by
the coastal and marine boundary layers.

Many studies have addressed pollutant transport on
the urban scale or on the regional scale over land, but
few have looked at regional-scale transport over coastal
areas. Several studies of the region of Lake Michigan
are notable exceptions (Lyons and Olsson 1973; Lyons
and Cole 1976; Keen and Lyons 1978; Sillman et al.
1993; Dye et al. 1995; Fast and Heilman 2003). Sillman
et al. (1993) also simulated a New England case.

In an earlier paper, Angevine et al. (2004) used mea-
surements from the 2002 New England Air Quality
Study (NEAQS) to describe the coastal transport situ-
ation. The measurements included chemistry and me-
teorology at the surface, and vertical profiles of wind,
temperature, humidity, ozone, and aerosol backscatter.
Even such a comprehensive suite of measurements,
however, cannot completely determine the full four-
dimensional structure of the coastal boundary layer.
Therefore, we have undertaken a modeling study to
further elucidate that structure and evolution.

The basic questions that we are interested in are the
following ones.

• How quickly does the boundary layer stabilize after
crossing from land to water? What fluxes are re-
quired to accomplish the stabilization?

• What physical processes create the surface-based in-
version? Is shear-driven turbulence sufficient or does
advected turbulence also play a role? How intense is
the turbulence?

• Are multiple distinct layers formed from the conti-
nental boundary layer after it passes over the water,
and if so, how many and how deep is each of the
layers?

• Under what conditions is part of the polluted conti-
nental air lofted above a clean marine layer?

• Does a mixed layer form again downwind and, if so,
how far downwind?

• What is the structure of the pollution plume from the
continent in three dimensions? How does it vary with
time?

This study utilizes a numerical model as its main tool to
understand the relevant physical processes observed

during NEAQS. The model we use, the Coupled
Ocean–Atmosphere Mesoscale Prediction System
(COAMPS), is widely utilized both as a forecast model
and in different science applications, as reported in a
multitude of papers (cf. e.g., Haack et al. 2005, 2001;
Skyllingstad et al. 2005; Burk and Thompson 2004; Shi
et al. 2004; Burk et al. 2003; Hanna and Yang 2001;
Dorman et al. 2000; Burk and Haack 2000; Nachamkin
2004). Although this is not a model evaluation study,
we examine how faithfully the models reproduce the
measured state of the atmosphere where measurements
are available. Where the model results differ from the
measurements, we evaluate the causes and conse-
quences of those deviations. An extensive model evalu-
ation is, however, beyond the scope of this paper.

2. Model and case studies

a. COAMPS model

Three-dimensional numerical simulations were per-
formed with version 2 of the COAMPS atmospheric
model, developed at the U.S. Naval Research Labora-
tory in Monterey, California (Hodur 1997). This is a
nonhydrostatic primitive equation compressible Bouss-
inesq model with a terrain-following vertical coordi-
nate. Turbulent kinetic energy (TKE) is prognostic and
provides input to the “level 2.5” turbulence closure in
the hierarchy of closures by Mellor and Yamada (1974).
The diabatic part of the model includes explicit moist
physics (Rutledge and Hobbs 1983) while subgrid con-
vection at model resolutions greater than �10 km is
parameterized using a version of the Kain–Fritsch
scheme (Kain and Fritsch 1993). At very high resolu-
tion COAMPS effectively becomes a cloud-resolving
model. Radiation is treated as in Harshvardhan et al.
(1987). The ground surface temperature and soil mois-
ture are computed using a force-restore scheme, taking
into account different land classes with predefined al-
bedo (for a snow-free surface). Land-use data were
from the U.S. Geological Survey database at 1-km reso-
lution and terrain height was from the U.S. National
Imagery and Mapping Agency Digital Terrain Eleva-
tion Data level 0, also at 1-km resolution. For ocean
surfaces, the sea surface temperature (SST) was pre-
scribed from European Centre for Medium-Range
Weather Forecasts (ECMWF) analyses. Consecutive
static nesting was used with successive grids at 67.5-,
22.5-, 7.5-, and 2.5-km horizontal resolution (Fig. 1).
The vertical resolution did not change between the
nests. Forty vertical levels were used in the simulations,
most densely distributed in the planetary boundary
layer (13 levels within the lowest 1 km, 5 levels within
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lowest 100 m, and the 2 lowest levels at 1 and 5 m above
the surface).

The model is initialized from an operational ECMWF
analysis. Lateral boundary conditions are applied using
the Davies relaxation scheme (Davies 1976), updated 6
hourly, also using operational analyses from ECMWF.
This procedure means that the simulations performed
here are strictly speaking not forecasts. Instead, we
force the outer domain of COAMPS by the best
available representation of the three-dimensional struc-
ture of the atmosphere (from the ECMWF analysis).
COAMPS is then used as an advanced interpretation
tool to generate four-dimensional representations
(space and time) of the dynamic fields of the atmo-
sphere at a much higher spatial scale, through the suc-
cessive nesting. No observations were assimilated in
COAMPS; assimilation of observations is inherited
from the ECMWF assimilation cycle (ECMWF utilize
4D variational data assimilation; see additional infor-
mation online at http://www.ecmwf.org). Beyond the
spinup of the model physics, taking place during the
first �6 h of simulation, COAMPS produces an inter-
nally consistent solution at the higher resolution. Re-
maining errors are then determined either by system-
atic errors in COAMPS or by errors in the ECMWF
analyses and do not necessarily grow with time. This
procedure also means that special observations from
NEAQS are truly independent.

A tracer was emitted from the Boston, Massachu-
setts, area in the 2.5-km grid spacing runs, and sepa-

rately from both Boston and New York City (NYC),
New York, in the 7.5-km runs. The tracer provides a
means of visualizing the general pattern of pollution
transport from those sources, but is not intended to
simulate absolute concentrations of any particular pol-
lutant. The tracer was emitted in the three lowest model
levels (at 1, 5, and 17 m AGL) at the constant rate of
two units per time step over the most dense part of the
urban area, and at one unit per time step in a ring of a
1 � 1 grid box around that area. Because New York
City is considerably larger in area than Boston, the
tracer emissions are in the ratio of 76/14. In other
words, New York City emits about 5.5 times as much
tracer as does Boston. The tracers in our simulation are
treated as passive substances, meaning that they are
subject to advection and mixing but are neither depos-
ited nor chemically transforming. The advection
scheme for tracer in COAMPS is Bott’s fifth-order flux-
form advection with area preservation and positiveness
(Bott 1989, 1992). This capability has been used in sev-
eral other studies, for example, Liu et al. (2003).

b. Description of cases

Two contrasting pollution episodes occurred during
the summer of 2002 in northern New England. On 22–
23 July, a moderate southwesterly wind brought pollut-
ants to coastal New Hampshire and Maine from Boston
and the urban areas farther south along the U.S. east
coast. The situation was dominated by the large-scale
flow. In contrast, an extended episode in mid-August
occurred under lighter synoptic forcing, allowing meso-
scale effects such as the sea breeze to play a more im-
portant role. These two episodes were discussed from
the observational perspective by Angevine et al. (2004).
Here we use COAMPS to illuminate the boundary
layer transport issues during those episodes. For the
July results shown, the model was initialized at 0000
UTC 21 July (1900 EST 20 July). For the August case,
initialization was at 1200 UTC (0700 EST) 11 August.

3. Winds

A model evaluation is beyond the scope of the
present paper, but in order to have confidence in model
results for specific cases, we must verify that they cor-
respond, at least in their key features, to the real situ-
ation. Before discussing the model winds in detail, we
therefore present a few of the many comparisons we
have carried out to that end. The model winds are com-
pared with winds measured by the radar wind profiler
at Pease International Tradeport (see Fig. 1), near
Portsmouth, New Hampshire, in Figs. 2 and 3. On

FIG. 1. Innermost model domain showing terrain (shaded, m
MSL), grid (dots), cross-sectional lines, and locations of interest:
Thompson Farm (TF) (�), Pease (�), Appledore Island (x), near-
shore point (o), and offshore point (o). Cape Ann and the general
location of Boston are also labeled.
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22 July, the model agrees very well with the measured
winds in the morning. At midday, the winds below 1 km
also agree very well, but the modeled wind speed aloft
is lower than that observed. At both times, the 2.5-km
winds are a little closer to the observations than the
winds on the 7.5-km grid. On 13 August (Fig. 3), there
are somewhat larger differences between the model
and observations. A difference in wind direction near
the surface at night that, at first glance, appears large,
occurs at a very low speed. The model does produce
lower speeds at midday both below 500 m and above 1
km, which could have some impact on pollutant trans-
port.

The top panels of Fig. 4 show horizontal cross sec-
tions of the low-level (�50 m) winds in the morning and
near midday of 22 July. No sea breeze develops, but
there is a subtle shift to more southerly winds offshore,
and some increase in speed. This may be the geo-
strophically balanced response to the east–west tem-
perature gradient when the background flow is strong

enough to prevent the formation of a proper sea breeze.
The flow at inland locations decelerates from morning
to afternoon, and there is a tongue of slower flow north
of Cape Ann (the prominent cape in the middle of the
figure). Vertical cross sections of the cross-coast wind
component (lower panels of Fig. 4) show that the off-
shore flow is decelerated offshore in the lowest few
hundred meters. The vertical winds (not shown) show
low-level convergence just offshore.

In contrast, the sea breeze dominates the winds on 13
August, as shown in Fig. 5. The background flow is
weaker. The horizontal cross sections (top panels) ac-
tually show two sea-breeze systems, separated by Cape
Ann, and the effect of the local coastline geometry is
obvious. The sea breeze south of Cape Ann is slightly
stronger than that north of Cape Ann. The sea-breeze
front is marked quite clearly by an almost zero wind
speed band inland, and is also implied by an up–down
couplet in the vertical winds and by the TKE pattern
(not shown). The circulation on the 12th (not shown) is

FIG. 2. Profiles of wind over the Pease site (see Fig. 1) at two
times on 22 Jul; observation from radar wind profiler (solid line),
surface observation (circle), model output at 2.5-km grid spacing
(dashed line), and model output at 7.5-km grid spacing (plus sym-
bols).

FIG. 3. Profiles of wind over the Pease site (see Fig. 1) at two
times on 13 Aug; observation from radar wind profiler (solid line),
surface observation (circle), model output at 2.5-km grid spacing
(dashed line), and model output at 7.5-km grid spacing (plus sym-
bols).
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very similar. Vertical cross sections of the cross-coast
wind component (lower panels) also clearly show the
sea breeze, with an anvil-shaped front. The inland con-
vectively heated layer is about 1.5 km deep but the sea
breeze is only 200–300 m deep, except at the front
where it rises to about 500 m. The offshore flow aloft is
skewed and resembles a gravity wave rather than the
traditional return flow. The wavelike feature is also im-
plied by the temperature field (not shown), as a warm
trough tilting inland with height, and in the vertical
wind speed (Fig. 6), where it seems that the up–down
couplet associated with the front triggers a wave motion
propagating offshore with height.

The dominant feature during the night is the strong
offshore flow jet that starts after the sea breeze stops.
The right panels of Fig. 5 show relatively strong winds
offshore with local maxima on either side of Cape Ann,
where the two lobes of the sea-breeze system were pre-
viously located. Analyzing different times shows the
strong winds forming over land and propagating down-
wind with time. This, and the location of the local
maxima on either side of Cape Ann, indicates that this
flow starts as an inertial oscillation response, initiated
as the opposing flow of the sea breeze comes to an end.

The sea-breeze circulations in this August episode

extend almost to the seaward edge of the inner domain
of the model. For example, at 1400 LST 13 August the
cross-coast wind speed near the surface approaches
zero at approximately 60–80 km from the sea-breeze
front, depending on the exact location, close to the
boundary of the innermost nest. This size is roughly
consistent with a shallow-water Rossby radius of defor-
mation of about �80 km, based on a �200-m-deep
layer capped by a �10°C inversion, as was simulated far
away from the coast. The Rossby radius indicates the
maximum expected extent of a sea breeze, because it is
an example of a geostrophic adjustment on the meso-
scale.

Figures 7 and 8 show time–height cross sections of
the cross-coast wind component for the two cases. The
July episode starts with onshore low-level flow on the
21st, but for the rest of the episode the flow never
reverses, although there is a diurnal reduction in the
flow indicating a sea-breeze-like component superim-
posed on the stronger background flow. There are
strong nocturnal jets with an offshore component. Noc-
turnal jets were observed by a lidar on the coast at Rye
Harbor, New Hampshire, a few kilometers south of
Portsmouth (R. Banta 2004, personal communication).
On the afternoon of 23 July, there is a strong

FIG. 4. (top) Model winds at approximately 50 m above ground level [vectors; speed (m s�1)
is shaded] for two times on 22 Jul. (bottom) Vertical cross section of east–west wind compo-
nent along the east–west line shown in Fig. 1 for the same times.
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frontal passage, ending the pollution episode. After the
frontal passage, the model has northeasterly winds, but
the observed winds are northwesterly, decreasing in
speed and eventually becoming northeasterly by 1000
LST on 24 July.

The time–height cross sections for the August epi-
sode (Fig. 8) show the obvious sea breeze, which begins
at about 1000 LST and continues until about 1800 LST.
It is slightly weaker, starts later, and hardly penetrates

FIG. 5. (top) Model winds at approximately 50 m above ground level [vectors; speed (m s�1)
is shaded] for two times on 13 Aug. (bottom) Vertical cross section of east–west wind com-
ponent along the east–west line shown in Fig. 1 for the same times.

FIG. 6. Cross section of vertical velocity along the east–west line
shown in Fig. 1 at 1300 LST 13 Jul.

FIG. 7. Time–height cross section of east–west wind on 21–23
Jul at the near-shore point shown in Fig. 1.
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inland at all on the 14th. This different behavior is prob-
ably explained by small changes in the synoptic flow
patterns. On the 15th no sea breeze occurs, likely be-
cause the large-scale offshore flow is stronger.

Figure 8 also shows a diurnal cycle in the vertical
structure of the cross-coast wind speed. On all 3 days, a
period of near-zero offshore flow begins at about 2 km
a few hours after midnight and descends to between 200
m and 1 km in the early morning, with maximum ver-
tical extent at around 0600 LST. As the sea breeze
develops, the low-speed period is replaced by a branch
of enhanced offshore flow of a similar spatiotemporal
structure, also starting about 2 km in the middle of the
day and descending to the surface following the end of
the sea breeze, forming an intense off-coast-flowing jet.
The jet, previously described in the context of Fig. 5,
has its maximum around midnight and is then followed
by the next day’s early morning low-speed period.

4. Thermal structure and turbulence

The boundary layer over land undergoes the usual
diurnal cycle during these episodes. The boundary layer
over the water, by contrast, is always statically stable,
but the details of the stable temperature profile vary
with location and time of day. Figure 9 shows a com-
parison of potential temperature profiles from radio
soundings launched from the National Oceanic and At-
mospheric Administration (NOAA) Research Vessel
(R/V) Ronald H. Brown with profiles from the 2.5-km
grid model. The ship was moving in the area generally

bounded by Cape Ann, the Isles of Shoals, and the
northern Massachusetts–New Hampshire coast. The
comparisons are made at the nearest model grid point
to the ship location at the sounding launch time. The six
soundings capture an entire diurnal cycle starting in the
evening of 21 July. Most of the diurnal temperature
change happens below 500 m. In the evening (between
2050 and 0305 LST), the observed and modeled tem-
peratures decrease near the surface first and most
strongly, with the temperature decrease propagating
upward. This is a consequence of the gradual develop-
ment of the stable boundary layer over the land. By
sunrise (roughly represented by the 0554 LST sound-
ing), there is a stable layer 500 m deep with a potential
temperature difference between the surface and 500 m
of approximately 9° and a roughly linear slope. After
sunrise, the land boundary layer warms quickly, and by
the 0854 LST sounding there is a near-neutral layer
between about 100 and 400 m, with the strongly stable
marine boundary layer below and a sharp inversion

FIG. 8. Time–height cross section of east–west wind on 11–14
Aug at the near-shore point shown in Fig. 1.

FIG. 9. Potential temperature profiles from rawinsondes (solid)
and the model (plus symbols) at six times on 21 and 22 Jul. Times
are listed above each panel in LST. Soundings were launched
from the ship at various locations between Cape Ann and Apple-
dore Island.
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above. By afternoon, the sounding has an extremely
statically stable marine boundary layer less than 100 m
deep, topped by the near-neutral continental boundary
layer extending up to at least 1 km. The cycle can then
begin again. It is worth noting that the sea surface tem-
perature does not change very much between the
soundings (it varies between 16.5° and 17.5°C). The
statically stable lowest layer extends below the lowest
sounding level to the surface with a temperature de-
crease of several more degrees at the time of the day-
time soundings (2050 LST 21 July and 1757 LST 22
July). This is confirmed by measurements of the differ-
ence between the air temperature measured at 15 m on
the ship and the sea surface temperatures (not shown).
All soundings taken in the Gulf of Maine in summer
with offshore flow show surface-based statically stable
layers.

The model follows the general features of the diurnal
cycle, but moderates the temporal and vertical struc-
ture. It does not cool as quickly near the surface in the
early evening. The model profiles are generally too
neutral in the lowest layers, so it misses the strong sur-
face-based static stability in the 0305, 0554, and 0854
LST soundings entirely. It does have a surface-based
inversion at 1757 LST, but it is much too weak, and the
continental layer above is too cool.

Another way of looking at the thermodynamic struc-
ture is presented in Figs. 10 and 11, which show mod-
eled time–height cross sections of potential tempera-
ture over land (Pease), a few kilometers offshore
(Appledore Island, Maine), and far offshore. The pat-
terns at these three sites are generally representative of
those types of locations. For the July case (Fig. 10), we
see the expected structure over land: a well-mixed con-
tinental boundary layer on the two afternoons with
southwesterly winds, and static stability at night. At
Appledore Island, the advected continental BL is
present above 100 m in the afternoons, but it lies atop
a shallow statically stable marine layer. The nighttime
temperature profiles are rather similar over land and
water because the nighttime minimum temperature
over land is similar to the sea surface temperature (by
coincidence). Far offshore, the structure is similar but
the surface-based layer is deeper. After the frontal pas-
sage late on 23 July the BL is near neutral at all sites
because the air is cooler and the wind has an easterly
(overwater) component.

In the August case (Fig. 11) the land site still shows
a nearly textbook boundary layer but with some com-
plication from the sea breeze. The growth of the stable
nocturnal boundary layer is particularly clear on the
first two nights. The sea breeze abruptly terminates the
well-mixed layer in the afternoon. Over the water, the

FIG. 10. Time–height cross sections of model potential temp-
erature for 21–23 Jul over Pease, Appledore, and the offshore
point.
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profiles are always statically stable, but the potential
temperature gradient near the surface is less in the
mornings. The model actually produces a very shallow
near-neutral layer close to the surface, as seen in Fig. 9,
but the soundings suggest that this does not happen in
reality. Far offshore the pattern is similar, but the sur-
face temperatures are a little cooler and the layer af-
fected by contact with the surface is deeper. It is clear
that even this far from the coast, what happens at the
coast has a significant effect. During the sea-breeze
events, the scalar wind speed is at its minimum while
the marine boundary layer depth is at a maximum
(about 200 m). The scalar wind speed reaches its maxi-
mum in the strong offshore flow during the night, which
is also when the vertical wind shear near the surface is
the strongest. During these episodes, there is also sig-
nificant shear above the jets.

The Richardson number diagnoses whether a layer
will initiate, sustain, or damp turbulence. For purposes
of this discussion we assume that gradient Richardson
numbers less than 0.25 indicate active turbulence, val-
ues between 0.25 and 1 indicate a layer that may remain
turbulent if it has a turbulent history, and values greater
than 1 indicate turbulence will decay in layers. The con-
tour levels in Figs. 12 and 13 are chosen accordingly.
For both July and August cases over land, a deep tur-
bulent layer is modeled during the day, although the
early cutoff of turbulence by the sea breeze is quite
visible in the August case (Fig. 12). Over water but
relatively near shore (Appledore Island) in the July
case (Fig. 11) the atmosphere should be able to sustain
advected turbulence up to at least 500 m most of the
time, and has actively turbulent regions from the sur-
face to 200–300 m at night when the static stability is
relaxed. An actively turbulent layer aloft also occurs on
the evening of 22 July above the low-level jet. In the
August case the background wind is weaker, and so
active turbulence is confined to very near the surface
and even advected turbulence is unlikely above 100 m
during the day, except on the last day after the wind
strength has increased. At night, the enhanced wind
speed in the jets and the relaxation of static stability
resulting from cooling over the land result in deeper
layers that can support turbulence. The far-offshore Ri-
chardson number patterns are similar to those at
Appledore Island, but the region of active turbulence is
slightly deeper and more persistent in the July case
(Fig. 11).

COAMPS predicts TKE and uses it to determine the
amount of vertical mixing. We can use TKE to explore
how the boundary layer structure is formed and main-
tained in the model. Figures 14 and 15 show TKE and
potential temperature in the morning and at midday of

FIG. 11. Time–height cross sections of model potential temp-
erature for 11–14 Aug over Pease, Appledore, and the offshore
point.
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FIG. 12. Time–height cross sections of model Richardson num-
ber for 21–23 Jul over Pease, Appledore, and the offshore point.
Contour levels are �1, 0, 0.25, and 1.

FIG. 13. Time–height cross sections of model Richardson
number for 11–14 Aug over Pease, Appledore, and the offshore
point.
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22 July. The plots are vertical cross sections along the
approximate wind direction, which is shown as the di-
agonal line in Fig. 1. The coastline is at the zero point
on the horizontal axis. In the early morning (Fig. 14)
the temperatures of the land and sea are nearly equal
and there is little horizontal gradient below 400 m.
Weak turbulence is present over the land at low levels,
decreasing rapidly with height. After crossing the coast,
the turbulence decreases substantially (note the log
scale of TKE), then increases again in a shallow layer
near the surface. At midday (Fig. 15), the land is warm
and there is a strong horizontal gradient of temperature
in the lower levels. TKE decreases very rapidly as the
air crosses the coast, and recovers slightly after travel-
ing farther offshore.

5. Tracer results

Plots of the tracer plumes from COAMPS are a pow-
erful tool for visualizing the transport phenomena. We
show plots of tracer concentration (m�3) with arbitrary

contours, keeping in mind that we are looking for gen-
eral patterns rather than quantitative comparisons. Fig-
ure 16 shows the tracer from Boston in the morning of
22 July from the high-resolution run (2.5-km grid). The
tracer emitted from Boston has been blown to the
northeast after leaving the land at Cape Ann. Having
been emitted into the nocturnal boundary layer, the
plume is less than 300 m deep. It does not come ashore
again within the 2.5-km domain. Later in the day (Fig.
17), the plume is deeper, up to 800 m, and therefore less
concentrated. At the surface, it is very narrow because
of the near-coastal convergence. It precisely hits the
Isles of Shoals. At a higher level, the plume has moved
more to the east. This type of wind shear with height
was very common during the southwesterly flow.

The Boston tracer plume in the morning of 13 Au-
gust (Fig. 18) looks rather similar to that on 22 July,
except that it is slightly farther south. In the afternoon,
however, the sea breeze has pushed the low-level
plume inland along the New Hampshire and southern
Maine coast (Fig. 19). The plume is somewhat broken

FIG. 14. TKE and potential temperature vertical cross sections
at 0700 LST 22 Jul along the approximate wind direction (diago-
nal line in Fig. 1).

FIG. 15. TKE and potential temperature vertical cross sections
at 1300 LST 22 Jul along the approximate wind direction (diago-
nal line in Fig. 1).
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by variations in the wind and in vertical mixing. At this
resolution, COAMPS directly simulates some small ar-
eas of convection. The elevated plume is still headed to
the northeast. Patterns on 12 and 14 August are roughly
similar, but the sea breeze and therefore the tracer
plume do not penetrate as far inland on the 14th.
Note that the tracer plumes should not be interpreted
as trajectories; in fact, the trajectories of air reaching

Thompson Farm (Durham, New Hampshire) at the sur-
face go from Boston out to sea, then turn and come
inland on the sea breeze. An example back trajectory is
shown in Fig. 20.

The most similar chemical compound to a passive
tracer is carbon monoxide (CO), which is emitted in
urban areas and has a long lifetime. The measured CO
mixing ratio at the Thompson Farm site is shown along
with the modeled Boston tracer on the 2.5-km grid in

FIG. 16. Tracer plume from Boston at 0700 LST 22 Jul (arbitrary
contours same for Figs. 16–19) for the two heights indicated.

FIG. 17. As in Fig. 16, but at 1300 LST 22 Jul.
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Fig. 21. Thompson Farm is located at 43.11°N,
290.05°E, approximately 15 km inland from the coast
(see Fig. 1). We do not expect quantitative agreement
between the tracer and measured CO, but we can make
general comparisons. There are some rough similarities
between the measurement and the modeled tracer, but
also notable differences. On 12 August, the tracer
peaks in the early evening when the sea-breeze front

reaches the site. The corresponding peak in the mea-
sured CO occurs about 2 h earlier. The modeled tracer
peak is sharp and is followed by a decrease to more
moderate levels, while the measured CO continues
strong until the next morning. On 13 August, the mod-
eled peak is extremely sharp, and is again delayed by
several hours. The extended period of strong observed
CO is again only partially captured by the modeled

FIG. 19. As in Fig. 16, but at 1800 EST 13 Aug.FIG. 18. As in Fig. 16, but at 0600 LST 13 Aug.
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Boston tracer. A side view from the south of the tracer
plume at 1800 LST 13 August after the inland penetra-
tion of the sea breeze has stalled is shown in Fig. 22.
The sea-breeze layer is 300–400 m deep. The cool sea-
breeze layer has apparently not been subject to deep
convective mixing while moving inland over the warm
land, probably because it came inland late in the day.
On 14 August, the most polluted day of the episode, the
model misses the peak entirely because the simulated

sea breeze does not penetrate far enough inland. An-
gevine et al. (2004) discuss the observations of this epi-
sode in more detail.

One possible reason, other than the previously dis-
cussed differences in wind direction, for the discrepan-
cies between the modeled tracer and observed CO in
Fig. 21 is that only Boston is considered. The 7.5-km
grid was used with tracers from NYC and Boston, so we
can examine whether some of the observed CO was
coming from the NYC area. The 7.5-km grid run does
have slightly different flow patterns as well. On 12 Au-
gust, tracer from both sources reaches Thompson Farm
in the 7.5-km run with a similar pattern to that shown in
Fig. 21. The afternoon peak on 13 August is entirely
from Boston, but there is a peak at night from NYC.
The 7.5-km run does a better job with the large peak on
14 August, which has contributions from both Boston
and NYC. Coarser resolution is often an advantage in
comparisons with point observations.

At the 7.5-km grid spacing, the model domain is large
enough to include both New York City, an important
source region, and Acadia National Park, a receptor
site of great interest. This allows us to say something
about the relative importance of sources other than
Boston, and to further explore some of the phenomena
observed at Acadia (44.4°N, 291.8°E).

At 1300 LST 23 July, the plume from Boston on the
7.5-km grid (Fig. 23) looks rather similar to that on the
2.5-km grid on the previous day (Fig. 17). In the larger
domain, however, we can see that the plume impacts
the Maine coast at the surface, roughly corresponding
to the observed ozone mixing ratios (Angevine et al.
2004). However, the NYC plume is also over Boston
and impacts the Maine coast, both at the surface and
aloft. If ozone and its precursors were as passive as our
tracer, we would say that the model indicates similar
pollution impact from NYC and Boston. However, the

FIG. 21. Tracer from Boston (solid) compared with CO at the
Thompson Farm site (dashed) on 12–14 Aug. The tracer is aver-
aged over the lowest three model levels (approximately 0–90 m
AGL) and arbitrarily scaled. Carbon monoxide is shown with 200
ppbv, a rough estimate of the regional background, subtracted.

FIG. 20. Backward trajectory from Thompson Farm computed
from the 2.5-km model winds. The trajectory ends at 1800 LST 13
Aug and goes back 12 h. The circles are a rough estimate of the
uncertainty of the trajectory (30% of the travel distance). No
vertical motion is considered in the computation of this trajectory.

FIG. 22. Vertical east–west cross section of tracer plume from
Boston at 1800 LST 13 Aug. Color scale is arbitrary. Cross section
is taken at the latitude of Thompson Farm, the longitudinal po-
sition of which is shown by the X (near zero on the horizontal
axis).
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NYC plume has traveled a considerable distance over
land, and has certainly been subject to considerable
deposition of ozone and precursors to leaf surfaces. At
higher levels, both plumes have traveled to the north-
east, and the NYC plume from the previous day has
reached Nova Scotia.

At 1300 LST 14 August, the situation (Fig. 24) is
different in ways that are consistent with the lighter and
more variable winds described above. The concentra-
tions show the integrated effects of several days. The
tracers from both sources combine to produce high con-
centrations along the entire coast. The plume is patchy
because the effects of successive coastal convergences,
resulting from each day’s sea breeze, are advected up
the coast. There is some impact aloft on the Acadia
National Park vicinity from Boston. Aloft, pieces of the
NYC plume are over the Gulf of Maine between Bos-
ton and Nova Scotia, but also appear over coastal
Maine, including Acadia National Park. The Boston
plume has less impact aloft, because there is less of it
(more tracer is released over NYC than over Boston),
but also because the NYC tracer is mixed vertically
over land on more than one day.

Angevine et al. (2004) noted peaks of ozone at night
at Cadillac Mountain, a high-elevation site in Acadia
National Park. Considerably less ozone was observed at

sites nearer sea level. The model provides some insight
into the processes leading to those peaks. Late on 14
August (1900–2300 LST), the model shows some im-
pact from both Boston and New York City at the ap-
proximate elevation of Cadillac Mountain (466 m
ASL). Late on 13 August, another time with a strong
ozone peak at Cadillac Mountain, both Boston and
NYC plumes impact the Acadia vicinity strongly at the
surface, but only Boston has any influence aloft, and
that is relatively weak.

6. Discussion and conclusions

Our COAMPS model runs reproduced the real ob-
served atmosphere more than well enough to show the
most important features, even though this is far from a
typically simple test case. The first conclusion, then, is
that a mesoscale numerical modeling system can be a
useful tool for understanding complex small-scaled situ-
ations. This is important because it allows for an exten-
sion of the model use; model output can now be used to
complement observational results in studying particular
processes or cases. The model can then provide more
complete and fully consistent four-dimensional infor-
mation in a way that is not possible to obtain from a
field experiment alone. In this study, the implementa-

FIG. 23. Tracer concentrations on the 7.5-km grid at 1300 LST
23 Jul at (left) 5 and (right) 395 m MSL for the (top) Boston and
(bottom) New York City tracer. Shading scale is arbitrary but
identical for all panels of this figure and Fig. 24. Appledore Island
and Acadia National Park are marked with X.

FIG. 24. Tracer concentrations on the 7.5-km grid at 1300 LST
14 Aug at (left) 5 and (right) 395 m MSL for (top) Boston and
(bottom) New York City tracer. Shading scale is arbitrary but
identical for all panels of this figure and Fig. 23. Appledore Island
and Acadia National Park are marked with X.
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tion strategy includes using analyzed lateral boundaries
as the only external dynamic constraint. This safe-
guards the realistic representation of the larger-scale
meteorological setting and also means that model error
growth is controlled. The high-resolution detail is pro-
vided entirely by the mesoscale model, allowing it to
develop its own internal dynamics and internal balance
between different processes. There are, however, still
some differences between the simulation results and
reality that must be acknowledged.

The most important difference is the lack of suffi-
cient stability in the modeled offshore profiles. The
model has a tendency to produce a near-neutral layer at
the surface over the water, which is not observed. This
is probably caused by too much vertical mixing in the
model boundary layer formulation, a common problem
in modeling of stable boundary layers. More specifi-
cally, it must indicate too much mixing among the low-
est levels of the atmosphere in the model, and too little
heat flux into the model surface. This could have some
effect on the modeled dispersion, but we have no means
to isolate its effect from others.

The modeled winds differ more from reality at some
times than others. The most important discrepancy
here is the lack of penetration of the sea breeze on 14
August. In reality, the sea breeze probably penetrated
only a little farther than the measurement site at
Thompson Farm. Because of the strong gradient across
the sea-breeze front, a small discrepancy in the pen-
etration distance (of the order of the grid spacing)
makes a large difference in the modeled tracer concen-
tration. It is unreasonable to expect a model to repro-
duce point measurements under conditions like these.

There is no obvious degradation in the performance
of the model at the coarser 7.5-km grid spacing relative
to the finer 2.5-km grid. In fact, in the tracer compari-
sons at Thompson Farm, the 7.5-km results were argu-
ably better. This is a well-known effect in comparisons
with point measurements. The more precise results
from a higher-resolution model, because they have
stronger gradients and more structure, are likely to
have the right concentrations in the (perhaps only
slightly) wrong places, while the broader brush strokes
of the coarser model are more likely to get things about
right (but with weaker variations).

Observations to compare with the modeled plume
structures are sparse. Most routine air quality monitor-
ing sites measure only ozone, which has a very strong
diurnal cycle that makes using it to diagnose transport
extremely problematic. The few point measurements of
CO are somewhat more useful. The shipboard lidar
observations of ozone profiles in the July case are

roughly consistent with what was modeled (see Ange-
vine et al. 2004, Figs. 9 and 10).

From the narrowness of the modeled tracer plumes,
we can see that wind direction in the model is critical,
both to comparisons with point measurements and to
any examination of longer-range transport. A few de-
grees of error in wind direction will cause the narrow
plumes to miss particular receptors entirely. In reality,
the source regions are not as sharp edged as in the
model, and therefore the plumes are also broader and
fuzzier.

How is our picture of reality changed or confirmed
by these results? What have we learned from the mod-
eling, as distinct from what we have learned about the
modeling?

We started with a number of questions about the
formation of the stable internal boundary layer (IBL)
over the water and the fate of the air above that layer.
It seems clear that the formation of the IBL in the
model is limited by the resolution and physics of the
model. In other words, the change in surface heat flux
and roughness, at least during the day, is so rapid that
the model responds as quickly (or in as short a distance)
as it can, but that is still not as quickly as reality. Newer
observations (Angevine et al. 2005) suggest that the
IBL forms very quickly in the first few kilometers off-
shore, so a model with a resolution finer than a kilo-
meter would likely be required to reproduce that pro-
cess.

When viewed from far downwind (e.g., Angevine et
al. 1996), directional shear and differential advection
resulting from stability offshore result in distinct layer-
ing in the vertical. Closer examination of the processes
near the coast, however, shows a more continuous pro-
cess. The daytime continental boundary layer, about 1.5
km deep and heavily polluted, does shear out after
crossing the coast, and air at different levels goes dif-
ferent directions at different speeds. The lowest layer
(surface to 200–500 m) remains at the surface and is
strongly cooled while keeping its chemical contents. At
night, this is the only polluted layer. When a higher,
polluted layer exists during the day, it also becomes
isolated after crossing the coast, so it shears out and
transports its pollutants, nearly without losses, in a dif-
ferent direction than that of the lower layer. When a sea
breeze pushes the lowest layer inland, as in the August
case we have discussed, a vertical profile over the water
may show a clean layer below a polluted layer.

The plume structures produced in our tracer experi-
ments are sometimes relatively simple and sometimes
quite complex. When the wind speed and direction are
roughly constant, as in the July case, the tracer advects
downwind as a coherent plume at the surface, mean-
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dering back and forth as the wind direction changes
through a narrow range. When the background wind is
weaker, as in the August case, the plume is broken up
into segments that move in diverse ways. In either case,
the increased height of daytime mixing produces pulses
of tracer at higher levels (500–1500 m) that tend to be
advected in a consistent direction during the entire epi-
sode. Pollutants from sources farther upwind of the
coast behave in an even more complex fashion, being
subject to possibly more than one diurnal cycle over
land.

One of the most interesting observations we had
hoped to elucidate with the model is the nocturnal
ozone peaks at Cadillac Mountain in Acadia National
Park (Angevine et al. 2004, their Fig. 16). The modeled
tracer does impact the vicinity aloft on the night of 14
August, but not on the previous night. The model does
not show the kind of direct, unambiguous transport
aloft that had been hypothesized. However, the mod-
eled tracer is released discretely over a limited area and
there is a significant transport of tracer along the whole
coast in the 7.5-km nest, at least in the August case
shown here. It is likely that a more realistically wide-
spread distribution of emissions would cause a less dis-
tinct tracer concentration pattern and more continu-
ously high concentrations around Acadia National
Park, at least in some conditions. It therefore seems
clear that the model provides some support for the hy-
pothesis that observed elevated concentrations of pol-
lutants at Acadia National Park are transported from
the Boston and New York metropolitan areas.

Lofting, defined as the transport of polluted layers
along potential temperature surfaces, and therefore
away from the cooler water surface, is not directly seen
in the model. Instead, the low-level vertical mixing re-
mains sufficient to keep the plume attached to the sur-
face in offshore flows. Although the model low-level
mixing is too intense, the result is consistent with An-
gevine et al. (2004), who concluded that lofting was not
needed as an explanation for the observed structure in
these cases. Whether or not a sea breeze is present, an
assumption of isentropic transport (e.g., Angevine et al.
1996; Dye et al. 1995), while perhaps not unreasonable
for analysis of longer-range transport, is too simple in
the short- to medium-range context. Considerable ver-
tical transport and mixing are likely results of the ver-
tical velocities in the sea-breeze frontal zones and to
substantial wind shear atop the sea breeze.

We cannot draw firm conclusions about the forma-
tion of a mixed layer downwind from these results, be-
cause the model mixes too much in the vertical even
near shore. Different modeling techniques will be
needed to further elucidate this matter.

The modeled sea breeze is strongly affected by the
coastline geometry and divides into two almost sepa-
rate systems in the two bays resolved by the innermost
domain. In both cases, the wind speed has a maximum
along the southern shore of the bay, being accelerated
by a cross-coast mesoscale pressure gradient generated
by the land–sea temperature contrast. Conversely, the
strongest daytime offshore flow for the case where no
sea breeze formed are found along the northern portion
of each bay, also having the warmest low-level air “to
the left” in the flow direction.

The offshore flow on top of the sea breeze is unex-
pectedly strong and shallow, only about 2 times the
depth of the sea breeze itself, and about 2 times as
strong as the offshore flow in which it is embedded. It
has the geometric appearance of a gravity wave, rather
than that of a traditional sea-breeze return flow. Above
this deeper layer of weak flow, there are also signs of a
weak gravity wave tilting inland on top of the return
flow, in both the horizontal and vertical winds and in
the potential temperature. It is not clear if this feature
is triggered by the upstream terrain, constructively in-
teracting with the sea-breeze front to form this wave-
like strong counterflow branch, or if the wave shape is
directly a consequence of the strong up–down couplet
in the vertical wind speed at the sea-breeze front.

As the sea breeze terminates, a strong offshore low-
level jet appears at about the same height as the top of
the previous sea breeze. This flow is several times stron-
ger than the background offshore flow, and is present
also in the case without a proper sea breeze but just a
weak low-level offshore deceleration. We hypothesize
that this is an inertial response triggered when the op-
posing sea-breeze pressure force collapses in the eve-
ning.

In the final analysis, in addition to the interesting and
complex phenomena and structure we see in the model
output, the basic conclusion is strengthened: major pol-
lution episodes along the northern New England coast
are caused by efficient transport of pollutants from dis-
tant sources. The transport is efficient because the
stable marine boundary layer allows the polluted air
masses or plumes to travel long distances with little
dilution or chemical modification. The sea-breeze or
diurnal modulation of the wind, and thermally driven
convergence along the coast, modify the transport tra-
jectories.
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