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1. INTRODUCTION

The solution of a spatial kinetics problem encompasses a wide range of physical phenomena
such as neutron transport, and the generation and decay of neutron precursors. Numerous compu-
tational methods have been developed and implemented in PARCS to model each phenomenon
properly and have been formulated such that they ensure solution accuracy as well as provide
high computational efficiency.  This manual provides the theoretical basis for the major compu-
tational methods implemented in PARCS.

Spatial kinetics calculations involve the solution of the eigenvalue problem and the time-
dependent neutron transport equations. The theoretical basis for both these problems is presented
in Chapter 2. The first step in the solution of either process is to discretize the balance equations
in both time and space. For the temporal discretization, the theta-method with exponential trans-
formation is employed in PARCS along with a second-order analytic precursor integration tech-
nique. The temporal discretization scheme allows sufficiently large time step sizes even in severe
transients involving super-prompt critical reactivity insertion. For spatial discretization, the effi-
cient nonlinear nodal method is employed in which the coarse mesh finite difference (CMFD)
problems and the local two-node problems are repetitively solved during the course of the nonlin-
ear iteration. It has been well-documented that the nonlinear nodal methods are more efficient
than the conventional response matrix formulation because of lower memory requirements and

the efficient linear system solvers available for the CMFD problems.[l]’[z] It is particularly advan-
tageous in the transient calculation because the two-node calculation need not be performed at
every time step, leading to a very efficient transient calculation. The temporal and spatial differ-
encing of the spatial kinetics equation results in a fixed source type of the problem at every time
step. The solution of a transient fixed source problem (TFSP) consists of the simultaneous solu-
tions of the CMFD and two-node problems. The CMFD problem involves a linear system with a
block penta-diagonal matrix in three-dimensional problems. In PARCS, the solution of the linear
system is obtained using a Krylov subspace method because it is more efficient and robust than
the classical iterative methods and also because it is easier to achieve a coarse grain parallelism.
The spatial discretization methods and the Krylov CMFD solver are both presented in Chapter 3.

The two-node problems are solved to correct for the discretization error in the nodal inter-
face current resulting from the finite difference approximation in a coarse mesh structure. They
can be solved using any one of a number of so-called advanced nodal diffusion methods. In

PARCS, the nodal expansion method (NEM)[3 l'and the analytic nodal method (ANM)[4] can both
be used to obtain the two-node solution. Because the NEM can provide a more robust and faster
solution than ANM, it has been preferred in many other reactor physics codes even though for
some applications it can be less accurate. ANM is used as the primary nodal solver in PARCS
because of the improvements which were used to produce a robust solution regardless of the

nodal condition. Robustness was insured by providing a hybrid ANM/NEM schemel®! in which
“near critical” two-node problems are solved with the NEM while the ANM is used in the rest of
the two-node problems. The two-node ANM and the hybrid two node method is described in
Chapter 4.

Also described in Chapter 4 is the pin power reconstruction method used in PARCS. Fuel
pin power information is essential for the detailed safety assessment of a core loading pattern. In
order to obtain the pin power distribution from the PARCS nodal solution, a modulation method is



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 4

used that involves reconstruction of pin powers from the nodal flux solution for the homogenized

fuel assembly nodes and heterogeneous form functions from the lattice calculationsPFOM7] A
surface current constrained two-dimensional analytic function expansion method and two-group
form functions are employed used in PARCS for the reconstruction.

For some applications such as the analysis of cores partially loaded with MOX fuel, the
accuracy achievable with diffusion theory may not be adequate. ~Sevearl Py transport methods

were considered for PARCS and a multigroup Simplified P5 (SP5) kernel!®! was chosen for imple-

mentation in PARCS for both the fine mesh (pin by pin) finite difference and nodal NEM discret-
izations. The theoretical basis for the SP5 static and time-dependent kernel is presented in

Chapter 6.

PARCS was also extended to handle non-orthogonal geometries for applications such as the
VVER. A hexagonal multigroup nodal diffusion kernel was implemented in PARCS based on the

Triangular Polynomial Expansion Method (TPEN)®L. The basis for TPEN, as well as the acceler-
ation technique used to improve the computational efficiency, is presented in Chapter 7.

Although the primary spatial kinetics methods are described in Chapters 2 through 7, there
are other methods which need to be introduced to complete the calculation which are presented in
Chapters 8 and 9. For example a control rod cusping correction method was implemented to
minimize the error when control rods are partially inserted into a coase computational node. The
cusping correction is performed by solving a three-node problem for the intranodal flux using the
fine mesh finite difference method. Various other calculations are also discussed in Chapter 9, to
include the methods used to compute the adjoint flux, which is necessary for the reactivity edits
during transient calculations. Additionally, the decay heat and Xenon/Samarium treatment are
discussed in Chapter 9, along with a steady-state critical boron concentration search.

While 3D kinetics is the preferred means of achieving high-fidelity neutronics simulation, it
is sometimes necessary to complement 3D kinetics in several practical situations with a 1-D
kinetics solution. These include: 1) when significant reductions in computing time are important,
2) when detailed neutronics data is not available for 3D kinetics calculations (e.g. input decks of
codes such as TRAC-B), and 3) when a convenient means of performing sensitivity analyses on
safety parameters is required (e.g. fuel enthalpy deposit vs. ejected rod worth). The 1-D kinetics
was implemented in PARCS using an innovative current conservation factor (CCF) method which
guarantees that the same axial neutron currents as the 3D reference values are obtained in the 1D
solution. The 1-D kinetics methods are also described in Chapter 9. Finally, in Chapter 8 the
methods introduced in PARCS to perform fuel depletion analysis are presented. Currently, only a
macroscopic depletion scheme has been implemented in PARCS which utilizes burnup dependent
cross sections provided in the appropriate format by the program GENPMAXS. Chapter 8 also
provides a description of the multi-cycle depletion methodology implemented in PARCS.

All the computational methods introduced above were integrated into PARCS in a modular
form. To perform a given task, these computational modules must be properly coordinated. Since
the global performance of the code is largely dependent on the coordination scheme as well as on
the individual methods themselves, efforts were made to formulate an efficient coordination
scheme for each type of task. The calculational logic control for both steady-state and the tran-
sient calculations is described in Chapter 10. Several auxialiary code functions such as the control
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rod scram logic, restart capability, as well as the neutronic to TH mapping, are also described in
Chapter 10.
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2. BASIC NEUTRONICS PROBLEMS

Two basic types of neutronics problems are solved in PARCS, the eigenvalue problem and
the fixed source problem. The eigenvalue problem is solved during the steady-state initialization
prior to a transient, as well as during fuel depletion analysis. The most common fixed source
application of PARCS is to the transient fixed source for the spatial kinetics problem.  This
chapter reviews the essential details of these two types of problems.

2.1 The Eigenvalue Problem

For a computational node m in Cartesian geometry, the time-dependent behavior of the neu-
tron flux is governed by the following nodal balance equations, given in terms of the node-aver-

age flux (¢7), precursor density ( ; ), the surface average net current ( /5, ), and other standard

notations:
1 d(I)Zi _ 1 m gy m Cm m m 1 + mym
_m% - k /Tngz Vpngg(l)g—’_ ngz 7\% kT Z Zg'g(l)g‘ - Z ;ﬂ(.]:u— .]Z,) - Ztg(i)g (2.1)
d Vg ‘ g=1 k=1 g=1 u=x, y,z Y
an
dC” 1 i m oy m
Ek = /f Z Vdgszg(bg_ }\’kcz . (22)
eff

eg=1
Here the plus and minus superscripts of J represent the positive and negative side surfaces of node
m in the u-direction, the subscripts p and d stand for prompt and delayed neutrons, and G and K
are the numbers of neutron energy and delayed neutron precursor groups, respectively. For the
steady-state problem, the prompt and delayed neutron sources are combined and the time depen-
dent eigenvalue k4 is introduced to handle the transients that start from a noncritical initial state.

The eigenvalue is determined during the initial steady-state calculation and remains constant dur-
ing the transient calculation. All the transient calculations require an initial steady-state calcula-
tion to initialize the core conditions. Although it is possible to initialize the core condition by
solving a steady-state fixed source problem, most transient analyses are based on an initial condi-
tion achieved by an eigenvalue calculation because the external source is meaningful only for low
power physics test conditions.

In the steady-state calculation, the time derivative terms appearing in the LHS of Eq. (2.1)
and Eq. (2.2) become zero and there is no need for making a distinction between prompt and
delayed neutrons. The discretized neutron balance equations derived for a transient time step can
be converted into steady-state equations by taking the time step size and/or the neutron velocity to
be infinite. The linear system for the steady-state can then be converted into the usual form of an
eigenvalue problem by moving the fission terms to the RHS in Eq. (2.1):

1
keff
where the migration matrix M consists of all the nonfission terms in Eq. (2.1) while the fission
matrix /7 consists of the fission terms. The eigenvalue k.gneeds to be determined for a nontrivial
solution of Eq. (2.3).

My = MFy =

Fo (2.3)
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The eigenvalue problem given by Eq. (2.3) can be solved by the fission source iteration
method which involves the solution of the following source problem:

1
— 1 (2.4)
keff

To accelerate the fission source iteration, the Chebyshev polynomial method is used in many

M(I)n+1 — Sn =

codes! '], However, the Wielandt eigenvalue shift method! ] is employed in PARCS because the
Krylov CMFD solver developed for the solution of the transient fixed source problem (to be dis-
cussed in Chapter 3) can then be used with only minor corrections for the eigenvalue calculation.

The Wielandt shift method involves solving the following equation which is obtained by
subtracting a fission source from both sides of Eq. (2.3):

1 ) _ ( L i)
(/l/ X ) s Fo (2.5)
The fission source iteration for this case can then be cast into:
(M— lF) o =5 = ( 1 - i) " (2.6)
kg Kerr K
where
k=K . +5/ 2.7
This can be rewritten as:
Kyt = FA Ny (2.8)
where
A= M- kl”F , Y= (2.9)
and
l_1 1 (2.10)

K K K,
Note that k4 is the eigenvalue of F~ 14 for a fixed value of 4.

The iteration scheme given by Eq. (2.8) corresponds to the power method and the eigen-
value is updated by the following relation:

n+1 n+1
R @)
(v v
This expression can be used to derive an expression for the (n+7)-th iterate of the eigenvalue.
First,

(2.12)

where



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 8

n+1 n
y = S @13
v Ly )
The new estimate of k4 is then obtained as:
1 _ -1
K= [ln + l} - [L " 1—VJ (2.14)
kA ks ke/‘f ks

The effectiveness of the Wielandt shift method depends on the choice of the eigenvalue
shift, d & in Eq. (2.7). In general, fewer iterations are necessary to converge the (outer) iteration
scheme given in Eq. (2.6) as 04 becomes smaller. On the other hand, the source problem,
Eq. (2.6), becomes less diagonally dominant with a smaller & 4 so that the number of (inner) iter-
ations to solve Eq. (2.6) increases. Therefore, there is no guarantee that a smaller 54 is always
better and there is an optimum value of 34 depending on the problem. Empirically, it was found
that 6 £=0.04 performs well for a wide range of LWR problems.

2.2 The Transient Fixed Source Problem

To solve the time dependent form of the nodal balance equation (2.1) for Light Water Reac-
tor applications, several approximations are normally made to include the use of two energy
groups and the following simplifications:

(1) Xpt = Aar = 1.0 ’ Xz = Atz = 0.0

(2) no dependence of the delayed neutron precursor yields on neutron energy,
() VauZr = BivIih, V. 2Zr = (1-B)VEL, where B'= Z B, and
(4) no upscattering (X5, = 0). k=1

The two-group kinetics equations can then be obtained from Eq. (2.1) as follows:

lmj_q;g:lqu (1_Bm)\|’m+5:”1_Llln_2?1¢llﬂ s g = 1 (2'15)
Vi ShOl-L-3hey . 82
and
dcm m m (7
= BTG (2.16)
where the total fission source term \, delayed neutron source Sy, and group leakage L, are
defined as:
2 K
m ]- m m i
\V = /( ZVngq)g , SZE Z}\,kck (2'17)
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L= Y L, L= ) (2.18)
u=x, y, z

A transient fixed source problem (TFSP) is formulated from the two-group kinetics equa-
tions by applying temporal discretization methods involving the theta method and a second order
precursor integration technique and also by applying a spatial discretization method involving a
coarse mesh finite difference (CMFD) formulation and a two-node nodal method. The resulting
transient fixed source problem will contain only node average fluxes as the unknowns. The theta
time discretization method is described here, and the spatial discretization method is described in

the following Chapter.
One of the fundamental methods to discretize Eq. (2.15) in time is the theta method which
results in the following equation at a time point » with a time step size of\ ¢, = ¢,— ¢

n—_«

m n mn—1 m n mn—1 —
d)g _d)g _ eﬁnn_’_(l_e)ﬁnn 1 d)g _Réli,nz q)g _}_@]?Z,n—l (219)
VAL, GV;’iA t, 0v,AL,

where (5 = é — 1 for 0 < 0 < 1. It is assumed here that all terms at time point (TP) n-/ are known

when solving for the terms at TP n.

The well-known Crank-Nicholsen scheme realized with 6=0.5 is second-order accurate and
permits sufficiently large time step sizes in most transient calculations. The accuracy of the theta
method, however, can be enhanced in the events where an exponential variation is anticipated,
such as the hot-zero-power (HZP) control rod ejection transient in a PWR, by applying the theta
method after an exponential transform:

Iﬂ n
~

(1) = e’ (I)g( t) for telt, ,t,] (2.20)

Note here that the transformed flux ((I) (1)) can be a much more slowly varying function of time
than the original flux because it is possible to make the exponential function carry the rapidly

varying component by a proper choice of the inverse period (a} ).

With the exponential transform, Eq. (2.15) is converted to

Ldbe_ (% ¢'”) et 2.21)
st

Applying the theta method to Eq. (2.21) ylelds

mn 1 @0(,”1 ! mn— 1 1 oAt
= — }?'” e " 2.22
6 '”A t (I) HG Viht, v, j(bg ¢ } (222)

instead of Eq. (2. 19).

The #'" term shown in Eq. (2.15) contains the delayed neutron source at TP n, S;;” , which
is coupled to the precursor balance equation. Instead of discretizing the precursor balance equa-

tion as well, it is possible to obtain an analytic solution for S;;” in terms of the total fission source
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at TP n, v, if the time variation of the fission source over the time interval is assumed to be lin-
ear or quadratic in time. In the present formulation, a quadratic form is chosen instead of the com-

mon linear form because the flux variation associated with 6=0.5 in the theta method is also
second order.

Based on the assumption of quadratic fission source variation, the following formula can be
derived for the precursor density at TP n in terms of time dependent parameters defined as:

A tn 7?‘AA Lu

YEAt,H’Kk: e sand k= 1 —K,:
G =1, B"(QZ Wt QO Ny, Q) (2.23)
where
Q" = oA f,j(y n 1)(M2AK;”, —rlet 1)) ’ (2.24)
Q' = kkAl tnj('(/‘ e ]—;—k(l N MAZt”D —Ke , and
Q=1- (y + 1)27%A PpvTo 1]§;kA tn](xkAz tr 1)

Here and below the node index m is omitted momentarily for brevity. The delayed neutron source
at TP n is then obtained as:

Sy= Z}\'k ZK/J\- '+ Z ZBka\If1+ ZBka\Ifn Sfi To,y, (2.25)
1202 k=1 k=1
where
ZK/J\- L+ Z ZBka\Ifz (2.26)
122 k=1
and
o, = TP @27)

Note that Q) becomes 0 and 1 as Az, approaches to 0 and infinity, respectively, and hence ®,, is
in the range between 0 and B and is an increasing function on A z,,.

By using Eq. (2.25), S;;" is now eliminated from #;" so that:

n mon_ m =1 m n mn gy mn
R =B, v, + Sa — Ly =200 . (2.28)

where the effective prompt neutron fraction B, " is defined as:

B = 1-B"+ o (2.29)
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Collecting terms at TP n on the LHS and terms at TP n-1 on the RHS, and also substituting v,

with corresponding flux terms after inserting Eq. (2.28) into Eq. (2.22), the following fixed source
problem is obtained:

(21:1 . B[;, H}MVZ?HH)(I)? n BZ’ n;\‘vz;n,gnd)g,n + Lllﬂ,n _ 5‘;”’ n + :éfcll;n—l (230)
ST L = S
where
o 1 (XZ,]-’ ! m n
R T (2.31)
Ov.AL, v,
SZ’HE ( ml _ @aj](l)/gn,n—l + @RZH ea;,; At, (232)
Ov,AtL, g
1
andA = —.
keff

Note here that different degrees of sophistication can be achieved in the above equation by

choosing different values of 6 and o " . For instance, the ordinary theta method can be realized

by choosing a;” = 0 and the fully implicit method is realized by choosing 6=1 (® = 0). In the
next section, a spatial discretization method is introduced that allows the representation of the

leakage terms at TP n, Z;", in terms of node average fluxes at TP n. The time index n will be
omitted for brevity in the following section.



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 12

3. NUMERICAL SOLUTION METHODS

3.1 Coarse Mesh Finite Difference Method (CMFD)

This chapter will describe the spatial discretization methods used to solve the eigenvalue
and transient fixed source problems developed in Chapter 2. The balance equation for each node
is coupled to that of the neighboring nodes through the leakage terms. The nodal coupling is
resolved by using the nonlinear nodal method in which the interface current between any two
nodes is represented in terms of the node average fluxes of the two facing nodes by the following
relation:

it Ty mEL, m Syt m
oo = a0 =00 — V(9 +60) (3.1
where m+/, is the node index of the neighbor of node m in the positive u direction while m-I, is

for the negative u-direction. Here NDEI is the base nodal coupling coefficient because it represents

the first order estimate of the nodal coupling based on the finite difference approximation which is
given as:

bﬂi B 2DZi]uDg
gu

B mt 1
~u i
Dy “Au,+ DAy,

(3.2)

On the other hand, Dg_; is the corrective nodal coupling coefficient which represents a correction
term. This correction term forces the interface current obtained by Eq. (3.1) to be the same as that
obtained by a higher order nodal coupling method applied in the two-node problem. The determi-
nation of the corrective nodal coupling coefficients will be discussed in Chapter 4. For now, it is

ok
assumed that 7, 's are known.

By using Eq. (3.1), the leakage terms in the transient fixed source problem, Eq. (2.18),
become:

-, =1, m+ 1,

Ly, = dgb, "+ anort dnd, (3.3)
where

A ~

1 ~p ~ - ot ~ . 1 ot St

;,,(U:’u + ﬁ.s”fu - ﬂgu + ﬁgFU)a gy = _;ﬂ(ﬁgu - DZU) . (34)
Inserting Eq. (3.3) into Eq. (2.30) yields a fixed source problem that contains only node average
fluxes as unknowns. The two group fixed source problem can then be represented compactly
using matrix notation as:

S R
agu = _EI(DZU - qu)a aZU =

u

4,0, = s, (3.5
where

A,=col(al, ...,a)y e " (d,,5,) e R (3.6)
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L i n 0, -1 wn  n-1
4, = col [‘1’1 i s =coll |SUTHST SIS 3.7)
¢

(I)é/’n Sé,n 5.;,17
~, ~, =, A +, +, +, 1,2M
a,=ron...a, "...a,"...a " d" " ay " a " a, ") e R (3.8)
m*.,n 11, 11 m m, n 1mn m, n
. a" 0 d"=BIAvEs —BIAVES 22
aﬁ ”E lu ; , 0’,155 1 Bp f1 ( Bp f2) EER < (39)
mt,n m n ), 1
0 a,, 2 0’5
and
), 1 m, n 1 G«Z’n mt ,n
d"=3""+ + =+ a,, (3.10)
¢ S 0VAL v ¢
& n & u=x, y, z

with M being the total number of computational nodes.

The linear system represented by Eq. (3.5) through Eq. (3.10) is referred to as a CMFD tran-
sient fixed source problem and can be solved by any iterative linear system solution method. In

PARCS, a Krylov subspace method, BiCGSTAB!'?land GMRES, preconditioned with the
BILU3D preconditioner is employed to solve the CMFD problem. In the following section, the
Krylov CMFD solution method will be described in detail. It is then followed in Chapter 4 by the
derivation of a two-node kernel which is used to determine the corrective nodal coupling coefti-
cients used in Eq. (3.1).

3.2 Solution of the Linear Systems

Krylov subspace methods constitute a class of the most up-to-date linear system solution
methods. In these methods, a linear system Ax=b is solved by building the best approximate solu-
tion in a subspace of dimension £ which is defined as:

K(zro) = {ro, Are, A1y, .., A '}, k<n (3.11)
where r) is the initial residual vector defined by r, = b— Ax,, n is the dimension of the coefficient
matrix, 4, and k is the iteration index.

There are various algorithms in the Krylov subspace methods which differ in the manner of
building the approximate solution in each subspace. The most basic Krylov solver is the conjugate

gradient (CQG) method!?] developed in 1950's. Since the CG method is applicable to only sym-
metric positive definite (SPD) linear systems, there have been many variations of this method
developed during the last several decades to extend it to nonsymmetric linear systems. One of the
extensions of CG for nonsymmetric systems is the Bi-Conjugate Gradient Stabilized (BiCG-
STAB) algorithm. This algorithm is one of two linear solver options used in PARCS because of
its proven computational efficiency for solving the CMFD steady-state and transient fixed source
problems. A somewhat less efficient Krylov subsapce method, the Generalized Minimum Resid-
ual Method (GMRES), has also been implemented in PARCS as an alternative because of its
superior stability (e.g. guaranteed monotonic decreasing residual). .In the following section, the
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BiCGSTAB and GMRES algorithms will be described and their computational requirements are
analyzed.

In general, a Krylov subspace method requires preconditioning to achieve the most efficient
performance. Preconditioning transforms the original linear system into a new one such that the
Krylov subspace method applied to the new system produces a better sequence of approximate
solutions, requiring a fewer number of iterations for convergence. When applied to a precondi-
tioned system, the Krylov subspace method involves solutions of a preconditioner equation in the
form of Pz=r where P is the preconditioner, as will be shown in Section 3.2.1. Because of the
need to solve the preconditioner equation, the computational work required at each iteration
increases in a preconditioned Krylov subspace algorithm. If the benefit due to the reduction in
number of iterations is larger than the additional work associated with preconditioning, the total
computational work can be reduced. With proper preconditioning, it is possible to significantly
reduce the total computational work of a Krylov subspace method so that it performs much better
than the classical methods such as SOR and CCSI. In Section 3.2.3, an efficient preconditioner is
constructed for the solution of three-dimensional CMFD problems such that it takes advantage of
the diagonal dominance associated with the use of a coarse spatial mesh structure. The solution of
the preconditioner equation is then described in Section 3.2.6.

3.2.1 Preconditioned BiCGSTAB Algorithm

A form of the preconditioned BICGSTAB is reproduced below from Reference [2].

ry=b-Ax for an initial guess x,
po=a=wy=1I
vo=po=0
for i=1,2,3...
Pi=(ro7i1)
B=(p;/pi1) ¥/ 1)
Pi=ri B Vi)
Solve Py=p; for y
v;=Ay
a=p; /(rgv)
S:rl‘_]-(x.vi
Solve Pz=s for z
t=Az
©,;=(t,8)/(t,1)
x=x; 1toytoz
if x; 1s converged, then quit.
l’i:S—(Dl't

In the above algorithm, the variables represented by Greek characters are scalar whereas the low-
ercase and uppercase characters are for the vector and matrix, respectively. The bold part is for the
solution of the preconditioner equation. Note that this algorithm requires 4 vector inner products,
2 matrix-vector products, 2 solutions of preconditioner equation, and 4 vector updates.
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3.2.2 Preconditioned GMRES Algorithm

The algorithm of the preconditioned GMRES method used in PARCS is as follows:

r = b-Ax for an initial guess x,

o=lr
for i=1,2,3...
v,=r/¢@
r=AP! v;
for j=1,...i
n;; = ;)
FEr-m
end
(P:niﬂ,i:H alp
H=n;; 11 %

compute p=min||Be; — Hy||,
exit when p< tolerance
end
compute y the minizer of ||Be; — Hy||,
xo=xg+ P'[v; vl
In the above algorithm, the variables represented by Greek characters are scalar quantities
whereas the lowercase and uppercase characters are for the vector and matrix quantities, respec-

tively. The bold P is for the preconditioner. Note that this algorithm requires one matrix-vector
product per step, but the number of vector inner products increases each iteration.

3.2.3 Construction of a Preconditioner for CMFD Problems

The preconditioner can be viewed as an approximation of the original matrix and it should
be constructed such that solving the preconditioner equation, Pz=r, is much easier than solving
the original linear system, Ax=>b since the preconditioner equation needs to be solved in every
iteration step. In general, a preconditioned Krylov algorithm converges faster as the precondi-

tioner better approximates the original matrix, or in other words, as the condition number of P4
becomes smaller. Therefore an effective preconditioner is to be constructed such that it approxi-
mates the original matrix as closely as possible, yet the computational work to solve the precondi-
tioner equation is as small as possible, so that the total computational work for convergence is
minimized. One of the methods for constructing an efficient preconditioner is the incomplete LU

factorization.!'*] The blockwise incomplete LU (BILU) preconditioner has been widely used in
two-dimensional problems. In the following subsections, the BILU factorization is extended to a
three-dimensional problem involving neutron diffusion in a coarse mesh structure.
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3.2.4 Block Tridiagonal Structure

The CMFD transient fixed source problem represented by Eq. (2.25) through Eq. (2.30) has
a three level block tridiagonal structure in a three-dimensional problem employing a plane-wise
ordering. It can be rewritten as (omitting the time point index »):

AP = s (3.12)

where the submatrix A/? representing the coefficient matrix in d-dimensions is recursively
defined as:

Ay
KA

EN
S
Il

(3.13)

(d) (d-1) d)
Ln—l An—l Un—]

@ gd-1)
LI} A/] _

with n being the number of planes (K), rows (J), or columns (/) depending on the value of d. Note
that the matrix A is a block tridiagonal matrix while L and U® are diagonal matrices consist-

ing of the coupling coefficients, a, and a, defined in Eq. (2.24), respectively. At the lowest

dimension, the base submatrix 4 = & where d" is the 2x2 matrix defined by Eq. (2.29).

3.2.5 BILU3D Preconditioner

Consider a block tridiagonal matrix A (the superscript d omitted in the following for brev-
ity) as defined in Eq. (3.13). It is possible to factorize the matrix completely by employing the fol-
lowing recursion relation:

A = 4 (3.14)
Am:Am_Llle:lzl—lUvmfl . 17]=2.,[7
to obtain the LU factor:
A= (L+ANA(U+A) = (L+A)(A U+ 1) (3.15)

where L and U are the strictly lower and upper triangular parts of 4, and A is a block diagonal
matrix consisting of A,'s. The problem associated with the complete factorization, however, is

that it is difficult to find the inverse of A, since A, becomes a full matrix. In the following, two
approximations are considered to avoid this problem.

Symmetric Gauss-Seidel Factorization
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The easiest way to simplify the factorization process is to neglect completely the

L,”A,;l, U,—1 termin Eq. (3.14) so that the matrix A becomes the block diagonal matrix D which
consists of the submatrices 4,,'s. In that case, the LU factor, denoted by P, becomes a symmetric

Gauss-Seidel (SGS) LU factor and can be represented by the sum of the original matrix 4 and a
remainder matrix R as follows:

P= (L+D)U'(U+ D) (3.16)
= L+ D+ U+LD'U=A+R
This factorization can be a good approximation only when the norm of the remainder matrix

LD'U is small compared to that of the original matrix 4. In a coarse mesh formulation of a typi-

cal reactor problem, this condition is satisfied for A=A in which case the axial coupling effect
represented by L and U is weaker than the radial coupling effect represented by D. This follows
from the fact that the axial mesh size is normally chosen to be larger than the radial mesh size
because the reactor is less heterogeneous in the axial than in the radial direction. The larger axial

mesh makes the L and U small compared to D, and thus LD'U becomes much smaller than A.
Therefore it is reasonable to take the symmetric Gauss-Seidel LU factor, P, as the preconditioner

which approximates A%

Rewriting Eq. (3.16) in terms of the submatrices, the following LU factor is obtained as the
global preconditioner:

AD % P= (L9 + Y1+ 0 1y = 100 (3.17)
where

A I
.y LY A y I .
1= o and "= . . (3.18)
- AT
Ly A7) I

The preconditioner equation involving these LU factors can be solved by forward and back-
ward substitution. In the substitution processes it is necessary to solve smaller linear systems

involving 4;?'s which are the coefficient matrices for the planes. Because these matrices are
block penta-diagonal matrices which are not easily solved and because the preconditioner equa-
tion is to be solved repetitively, it is more appropriate to factorize the 4 k(2) matrices.

Blockwise Incomplete LU factorization

The factorization of A (plane index k omitted) by the recurrence relation shown in
Eq. (3.14) involves submatrices which have the dimension of two times the number of nodes in
the x-direction. To prevent these submatrices from becoming full, some of the elements of A;-I,I

(the general index m was replaced by the row index j) are neglected such that A, has the same
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sparse structure as 4;. By denoting the matrix obtained by neglecting some elements of A}l_l by

Q(A ), the recursion relation is modified as:

A=A-LQA)U,., , Jj=2.] (3.19)

The concern now is how to obtain Q(A ). This requires finding the elements of the
inverse at the locations where 4; has nonzero elements. Noting that the 4; is a smaller block tridi-

agonal matrix for a one dimensional row, we need to find the three main diagonal blocks of A}l,l .
To find these blocks efficiently without calculating the other unnecessary elements of the inverse,
the idea of so called "approximate block inverse method"!! is used which utilizes the LU factor of
a matrix to find some specific entries of the inverse of the matrix.

The LU factorization for A ;_; can be done completely since it only involves inverses of 2x2
matrices which are easily obtainable. Suppose that the LU factor is available for A ,_; in the fol-
lowing form in which I' is a block diagonal matrix consisting of 2x2 matrices, I','s, and 4 and F

are the strictly lower and upper triangular matrices of A ;_,, respectively:

T, r A

A,y = (H+DY'(F4+T) = | : (3.20)
.. . A
a1, i FI]_ Iy

By manipulating Eq. (3.20), the following relations are obtained for A", which is denoted by E
for brevity:

= (H+D)'-I'FE (3.21)
‘ = (F+T) ' — BT

The two terms in the first relation in Eq. (3.21) appear in terms of submatrices as the following
equations:

- ]
(H+T)" = | - (3.22)

and

[V R E, T B,

[ FE = : : (3.23)
-1 -1

. r[—lFf—lEff—l FI—IFI—IEU

0 0 . 0
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Note that the first term as shown in Eq. (3.22) contains no upper triangular blocks. Using
Eq. (3.21) through Eq. (3.23), the following recursion relation is derived for the diagonal and
upper diagonal blocks of E:
E, =T, (3.24)
Ei ;= _F;l—le—lEjj
Ei =T (1=F E, ) i=1.2

1

The lower diagonal blocks E; ; ; appearing in the above recursion relation can be similarly
obtained as follows by using the second relation for £ in Eq. (3.21):

Eiy = —E T . (3.25)

By using the submatrices generated by these recursion relations, Q(A}I, 1) 1s now formed as

a block tridiagonal matrix, and the blockwise incomplete factorization of 4 k(z) can be completed.
A k(z) is now approximated by its BILU factor Pk(z) as:

7(2)762)

PP =L +A)(I+A U~ 1)U = AD . (3.26)
By replacing 4 k(z) by Pk(z) in Eq. (3.18) with Eq. (3.26), a preconditioner applicable to a
three-dimensional problem is obtained as:

P(12) 7 Plz)fl 0<13)
) I
P= LU= o o . (3.27)
- B,

1 A a
This is referred to as the BILU3D preconditione_r. In the following sectio;l, the solution process of
a linear system involving the BILU3D preconditioner is described.

3.2.6 Solution of Preconditioner Equation

The linear system involving the BILU3D preconditioner given in Eq. (3.27) can be solved
by three levels of forward and backward substitutions, one for each dimension. At the highest
level, the sweep for the forward and backward substitution proceeds in the axial direction. The
forward substitution at the highest level requires the solution of the following equations:

Pyi=s~Lv, , k=2.K (3.28)
while the backward substitution requires the solution of the following equations:

PG = U0z, k=K-1.1 (3.29)

where z,= y,—C,



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 20

Since 2” involves the BILU factor as given in Eq. (3.26), solving Eq. (3.28) and Eq. (3.29)

requires the second level of the forward and backward substitutions which involve the solution of
the following equation on each radial plane k& (shown only for the forward substitution):

~ 2 .
Sj’ k.yj,k - Sj,/f_ L(],)k./VJ— Lk 5 J= 2. .U (3.30)
where

Sk = S~ Ly (3.31)
This equation requires the last level of the forward and backward substitutions which
involve the solution of the following equations:

rz‘,j,erz’,j,k = Sf,J;k—f/J',J;kY1>1,J;k ) 1=2.17 (3.32)
where

~ A

_ (2)
Si k= Sijk— Lz‘,j,kyj,j—l,k . (3.33)

The methods described in this section have been been implemented in PARCS and have
been shown to be efficient and stable for a wide range of practical applications.
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4. NODAL DIFFUSION METHODS

In the previous two chapters, the corrective nodal coupling coefficient (CNCC), bﬁ , Was

assumed to be known. The CNCC, however, should be determined during the course of the non-
linear iteration which involves the CMFD and the two-node calculations. The two-node calcula-
tion is performed for every nodal interface appearing in the problem domain. The goal of a two-
node calculation is to determine the nodal interface current based on the node average flux distri-
bution available from the previous CMFD calculation. The CNCC is then determined such that
the CMFD interface current obtained by the relation given in Eq. (3.1) is the same as the nodal
interface current obtained from the two-node calculation.

In this Chapter, the two-node solution method is derived based on the analytic nodal method
(ANM). As shown below, the two-node problem is a one-dimensional problem for which the ana-
lytic solution is readily obtainable. The one-dimensional diffusion equation is obtained through
the transverse-integration procedure which results in the transverse leakage source on the right
hand side of the equation. In the following derivation, it is assumed that the transverse leakage
source is known from the previous CMFD calculation. In addition, the node average fluxes are
given for both nodes and the resulting two-node solution should produce the same node average
fluxes. The following derivation of the two-node ANM kernel will be first given for an eigenvalue
problem and then will be extended to the transient problems. The derivations will be limited to the
x-direction since a similar derivation can be applied to the y- and z-directions.

4.1 Two Group Analytic Nodal Method

By integrating the three-dimensional steady-state neutron diffusion equation over the trans-
verse plane, the following transverse-integrated equation is obtained:

d'(x
22D vy g0 000 = L) @)
where the source Q and the transverse leakage L terms are defined as:

2

Qg(X) = A Z szg'd)g’(X) ’ 8= 1 (42)
g=1
209, (x) ; g=2
and
L) = () = o)+ 7o)~ J(2) (43)
with A = kjﬁ.

The common approximation introduced in all the transverse-integrated nodal methods is to
assume a quadratic spatial variation of the transverse leakage. This approximation is also
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employed in this derivation and the following quadratic form is used for the transverse leakage
term:

Ldx) = Lo+ by £1(8) + by 1(8) (4.4)
where L, is the node average transverse leakage and
X o 1
&= > Q) =5 , (8 =38 -7 (4.5)

Note that the polynomial basis functions have the following properties:

FEVE =0 fl(i%) - J_r% : fz(%) =% : fl(i%) -1, fz(%) — (4.6)

The Z, and b, coefficients can be calculated for a given node average flux distribution
which is assumed to be known. In addition to the transverse leakage information and the node
average fluxes, the reciprocal of the eigenvalue, A, is also assumed to be known from the previous
CMEFD calculation. In the following section, the analytic solution of Eq. (4.1) is derived for the
two-node problem. The analytic solution will then be used to find the interface current.

4.1.1 The Analytic Solution

The analytic solution of the second order ordinary differential equation given in Eq. (4.1)
consists of a homogeneous and a particular solution. In the following two subsections, the homo-
geneous and particular solution will be derived separately for one of the two nodes, and then will
be combined in the next subsection such that the combined solution satisfies the given constraints
in both nodes. In addition to the constraint on the node average flux, the continuity of flux and
current at the interface will be used as the constraints.

Homogeneous Solution

The homogeneous solution is obtained by solving the homogeneous form of the differential
equation, Eq. (4.1), which can be written as:

d2
—D——+ (2, -AVE4)  —AVE, u
o | [¢L(X)] _ m | @47
d X
—212 - DZE + 212 ¢2( )

The solution process begins by finding the eigenvalues of Eq. (4.7). Let

dol(x
% = Fol(x) . (4.8)
This results in a homogeneous linear system:

ABY'(x) = 0 (4.9)
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where A is a 2x2 matrix defined as a function of B? as:

DB+ (Z,,-MvEs) —AVE,
3, DLE+Y,,

AB) = (4.10)

and ¢"(x) is a two element vector consisting of the homogeneous solutions for each group;
A
"(x) = (¢1(x), 92(0) -

For a nontrivial solution the determinant of the coefficient matrix must be zero, i.e.,

(DB +3,, - AWEDNDE +2,,)—AvERZ, = 0 4.11)
This can be rearranged as:
Yo X, AVE DINDIN
5’22+(—fz+—“——ﬂ)5’2+ - ak)ZaZz .
( ) 02 Dl .Dl ( 7\‘ 00) Dl .D2 (4 12)
where
VX4  ZipVEp
k, = + = 4.13
" Zrl z:rl ZI'Z ( )
In terms of the following abbreviations,
E%(Zrl—}\.VZfl'i‘zfz) (414)
and
A PR
05(1—7\.1](03)2,»12,»2 = (1_/( )Z,-]Z,-Q (415)
ef.
where
s = Zn S s = YZn
2[1 Dl y 21»2 02 s v 71 Dl (4 1 6)

the two roots of Eq. (4.12) are then obtained as:

B=-btdb—c . (4.17)
Note that the term inside the square root in Eq. (4.17) is always positive since
4D =)= (Zn—MvEa+20) —4(EnZn—AvEnZe—AvEp,,) (4.18)

2
=(Z1—AVEa+Z) H4AVERZ >0 )
which implies that the roots, B?, are real numbers. Also, in a thermal reactor in which the follow-
ing condition is satisfied because of the small value of the fast fission cross section:

D,
=Y .+ » AV,

D, : (4.19)

b is always positive.
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Now consider the sign of B?. Since b>0, the two roots of Eq. (4.17) can be written sepa-
rately as:

F= —b(l _ - —) (4.20)

5215—/9(1 + m) 4.21)

The second root, Bf , which will be referred to as the first harmonic buckling, is a negative real

and

number while the first root, 6’3 , which will be referred to as the fundamental buckling, is an indef-

inite real number whose sign depends on the sign of ¢, which is determined by 1 — A 4,,. Namely,

>0 if Ak,>1) or k,>k,.
B =0  if Ak, =1 or k.= k., (4.22)
<0 if Ak, <1 or k. <k,

These two roots are the eigenvalues of the one-dimensional two-group neutron diffusion equa-
tions, Eq. (4.1). The fundamental eigenvalue determines the asymptotic flux shape being realized
away from the boundaries of a node while the first harmonic eigenvalue governs the boundary
effects near the boundary.

There are two eigenfunctions for each eigenvalue, which are the solutions of Eq. (4.8) for
the corresponding eigenvalue. They are sin / cos or sinh / cosh functions depending on the sign of
B°. They can also be x / 1 if B?=0. These eigenfunctions form the basis of the functional space for
the homogeneous solution.

By introducing the following abbreviations:

K= «/@ and pn= «/Eﬂ (4.23)

the homogeneous solution can be represented as follows in terms of the basis which differs
depending on the magnitude of 4., :

{sin(xx), cos(kx), sinh(ux), cosh(px)} , ko >k, pr
¢.(x) € {x, 1, sinh(pnx), cosh(px)} , ko= k.ir (4.24)
{ sinh(kx), cosh(kx), sinh(unx), cosh(nx)} k< k,pr

The basis functions above can be represented concisely in terms of the two generic functions
defined below:

sin(x) or cos(x) ;1 m=U  and  AK >
sn(m Mk, x) or  cn(m Ak g, x)= x or 1 , if'm=0 and Ak =1 (425)
sinh(x) or cosh(x) , if m=1 —and Ak <1

Here the first argument, m, signifies the mode of buckling, not the node index.
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The homogeneous solution is then obtained as a linear combination of the basis functions

¢Z(X) = a,ysn(0,hk ,kx)+apen(0,hk ,kx)+agsn(l bk w0 +a en(l, hk ; pnx) (4.26)
The first two arguments of the eigenfunctions will be omitted in the following because it is possi-

ble to make a distinction between different eigenfunctions by k or pp appearing in the third argu-
ment.

Inserting the homogeneous solution into Eq. (4.7) yields

[ACE)] ay sn(kx) + 312017(KX):| +AB)] {813517(}1)() + 814017(“)()} _ {

0 (4.27)
ay sn(Kx) + ay, cn(k x) a3 sn(Ux) + ay cn(ux) 0

For this equation to hold for all values of x, each of the four terms, each containing a different
function, must be zero. By applying this condition to the equation for the thermal flux, the follow-
ing relations are obtained in terms of the fast-to-thermal flux ratios:

= e DB I, (4.28)

and

s=ln_dn_ DBtE, (4.29)

In terms of the fast-to-thermal flux ratios, the homogeneous solution can then be compactly repre-
sented as:

[d)f[()()] _ {r 5} |:5215H(KX) + ay, cn(K x) 4.30)
() L 1] | @y sn(px) + aycn(px)

This equation contains four unknown coefficients per node which will be determined later
by imposing constraints on node average fluxes and the continuity of flux and current at the inter-
face of the two-node problem. Before that, however, the particular solution will be determined.

Particular Solution

As discussed earlier, the RHS of Eq. (4.1) is a quadratic polynomial. Noting that there is a
second order derivative in the LHS of Eq. (4.1) and the highest order term on the RHS is qua-
dratic, it is possible to set the particular solution as a quartic polynomial. Namely, let

Ox) = cot S el () (4.31)
where o
£(8) = &'~ 38 (432)

AQ) = -8+ =
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Note that these polynomial basis functions are the same ones used in the nodal expansion method
(NEM). The nonvanishing second derivatives of the basis functions are as follows:

PG =6 L MO =6L=6AE) L M(E)-128 -S4+ (433)
Inserting Eq. (4.31) into Eq. (4.1) yields
ciot Y e, 1(8)
_l |:Dlgl(é):| + F“ A —7“’2&:| _ [21 + b 11(8) + by £5(E)
A,

(4.34)
D,8,(&) 2y 2 L+ by 11(E) + bzzfz(‘;:)]

p=1

4
Cyo T Z Cop (&)
n=1

where

GU8) =60, + 20+ B0, A(E) + e A(E) (435)

For the equality to hold, each of the five different order terms should vanish. First, the terms con-
taining the third and fourth basis function should satisfy:

F” ~hVEn ‘ME”} {0“1 - H . =34 (4.36)
—2y 2, Cop 0
A nontrivial solution of Eq. (4.36) exists only when the determinant of the coefficient matrix is

zero. This occurs only when Ak, = [ (or k,, = k.,). Otherwise (k, # k.,,), the third and fourth
order expansion coefficients must vanish yielding quadratic particular solutions.

In the following derivation, only the usual case of &, # k.., will be considered because the
other case is rarely encountered in practice. But it should be noted here that the particular solution
becomes quartic in the case of k&, = 4., which is referred to as a critical node case and a sepa-

rate derivation is necessary. The alternative to this approach is to use the Hybrid ANM/NEM
method as described in the next section.

In the case of &, # k., the three expansion coefficients of the quadratic particular solution
are uniquely determined by solving the following equations:

|:Zr1 _7\4V2f1 _7\4\}21“2:| |:clpj| — |:_b1{| , p:O) ]} 2 (4.37)

2 P Cop

where by and b, are the first and second order coefficients of the transverse leakage in Eq. (4.4)

-0y,

and by is defined as:

- b6
Note that the coefficient matrix in Eq. (4.37) is bold A(0), defined in Eq. (4.10), that corresponds
to zero buckling. Defining bold A4,=A(0) signifies no net leakage. Then the solution of

Eq. (4.37) is obtained as:
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c, = —-4,b, (4.39)
where c,=[c,,, ¢,,]" and b,=[by,, by,]".

Eq. (4.39) completely determines the particular solution at each node and only the trans-
verse leakage information is necessary to determine the particular solution. However, the final
solution consisting of the homogeneous as well as heterogeneous solutions is not yet fully speci-
fied because the four coefficients in the homogeneous solution are undetermined. In the next sub-
section, the final solution is obtained by providing equations for the unknown coefficients.

Final Solution

The general solution of Eq. (4.1) is obtained by summing the homogenous and the particular
solutions given in Eq. (4.30) and Eq. (4.31), respectively. In the case of &, # k.., it is then repre-
sented by:

d)l(x) _ (I){{(X) + d)f(x) _ {[ ﬂ g1 sn(kx) + agg cn(kx) . ¢t cllfl(é) + clzfz(é) (4.40)
¢2(X) ¢/211(X) . ¢2P(X) 11 azgsn(ux) + a24cn(ux) Coot czlfl(g) + 0221”2(&) ‘

This solution is valid for each of the two nodes and there are four coefficients to be determined for
each node, yielding a total of eight unknowns for the two-node problem. These eight unknowns
can be uniquely determined by applying the following eight constraints: four node average flux
constraints (2 groups timesx 2 nodes), two flux continuity (2 groups Xtimes 1 interface), and two
current continuity (2 groups xtimes 1 interface). In the following each constraint is applied sepa-
rately

Constraint on Node Average Flux
The node average flux constraint reads:

q
hy 1

5 - hi [bindr = [ounerde . qelnl) (4.41)

q 1
Ay 3
2

where ¢ is given for each node from the previous CMFD calculation. The node designator, 7 and
[, are for the right and left side node of the interface, respectively.

The evaluation of the flux integral requires only the following integral since the other inte-
grals vanish:
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DO

I(a)= j cn(ab)d , o e {kh,uh} (4.42)

1
2

The node average flux constraint is then simplified as (omitting the superscript ¢ which desig-
nates the node):

4 2 SH(K]]X)
T 227 1
H = {f 5} Kb N2 {Clo} (4.43)
b 11 2 h; c
¢2 824}171:317(“2 ) .
By defining the following parameters for brevity:
=K== =l 4.44
K1/2—K2 ) H1/2—H2 ) (4.44)

the two even expansion coefficients of each node can be determined by solving the following
equation for a,, and a .

sn(x sn
” (K1/2) s (11/2) :
Ki/2 iy dy| _ d1— o (4.45)
Sn(Kij)  SH(Hise) || @ ho— Coo
Ki/2 M2
This 2x2 linear system is solved for each node and the solution determines the even function coef-
ficients. Note that no information about the neighboring node is necessary to determine the even

function coefficients for the node of interest. The remaining four odd functions coefficients of the
two-node problem are determined by imposing the continuity constraints at the interface.

Flux and Current Continuity

Including the discontinuity factor, the flux continuity condition is represented as:

hy .
el 2) = ol -3) (4.46)
where & is the discontinuity factor, while the current continuity condition reads
do.() dh.(x)
)i & = _ [t .

“odx | fodx |, (447)
h B
2 2
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Inserting Eq. (4.40) into Eq. (4.46) yields:

[/ 1l / / 7 1, 7]
Ei17; &15)|| an sn(Kyy2) + axcn(K ) + 19, (4.48)
7 1| L 7 / / Pi
| & & || @ssn(p) + ayen(py)s) _&éd)z_
— ‘ —_ - ] ] _ P_
ern s |[amsnter) + a cn(Kf/2>]+ a0

- - IDV
i &, E_,;_ _—aga sn(piz) + ayen(ps) _§§¢2I_

where the particular solution at the interface is defined as:

1 1
V= et (-1 R 2 (4.49)
with the exponent i being defined as:
j={? o a=1 (4.50)
» =TI

The current continuity condition requires the derivatives of each basis functions. The deriv-
atives of the generic functions defined in Eq. (4.25) with respect to x are obtained as follows:

sn'(m Ak, x) = ci'(m Ak, X) (4.51)
and

—sn(m Ak, x) if m=0 and Ak,>1
e (m hk.,, x) = 0 , ifm=0 and dk,=1 (4.52)
sn(m Mk, x) it m=1 —and Ak,<1
Inserting Eq. (4.40) into Eq. (4.47) and evaluating the derivatives yields

_ 1 I N_ 1 7
_ Dfl”z 0115] ayn K, cn(Kyy) F gk, Sn(Ky ;) + [

fff] s

f
2

:
v

) in 4
VA — ¢l +(~1)'3¢h) (4.54)

Dy D || ap en(pis) + ap g sn(pys)]

D, D, ||agspueen(Wis) — anp,sn(ps))

where the current due to the particular solution is defined as:

with the same exponent i as the one defined in Eq. (4.50). The two signs in front of aj, are for

making distinction depending on the relative size of 4, to k... The upper sign is for &, > k.,
while the lower is for &, < &, ,,.
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Eq. (4.48) and Eq. (4.53) are coupled together and form a 4x4 linear system. To represent
the 4x4 linear system compactly, the following generic 2x2 matrices are defined as a function of f:

(Dq(f) — [rqéf nglq] [f(Klq/Z) O ] (4'55)
& & 0 Apin)
and
t]!/(f) — rquI 5(/0;] qu(K;//Z) 0 ] (456)
o0 0 pef(pin)

Also, two-element vectors consisting of the set of odd and even coefficients are defined as:

ag=[ay), 333]7 and  a;=[aj, 334]7 (4.57)

and two-element vectors for contributions from the particular solution are defined as:

;=116 €. and  J=LAN 2T (4.58)
Then Eq. (4.48) and Eq. (4.53) can be combined to yield
{(D;(sn) @,.(sn)} a; _ |:—CD/(CH) q)r(cn)} a; " ¢f.—(|)/,3 ' (4.59)
~Ji(sn') J(sn)||a, Jiend) J(em)|\al| |J-T

The 4x4 linear system of Eq. (4.59) can be solved directly by Gaussian elimination for the odd
function coefficients of the two nodes.

With the even and odd coefficients determined by solving Eq. (4.45) and Eq. (4.59), respec-
tively, the eight unknown coefficients in the two-node problem are now fully determined and the
fast and thermal fluxes given in Eq. (4.40) are known. Substituting these fluxes into the right or
left side of Eq. (4.47), the net nodal current at the interface of the two nodes (JZOCM ) can be calcu-

lated. Using Eq. (2.21), the CNCC is then determined as follows in terms of the nodal interface
current and the node average fluxes:

>

odal + e . 1'._ 1
A — _J:’ ,Dé’(d)]g ¢g) (460)
bst Op
The CNCC can then be used in the subsequent CMFD calculation.

Incorporation of Boundary Conditions

At the external boundaries of the problem domain, the CNCC can be determined by solving
one-node problems. In this section, two kinds of boundary conditions are considered: zero flux
and zero incoming current. Note that nodal calculation is not necessary for the zero current
boundary condition because the nodal current becomes zero in this case.
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Zero Flux

The condition of vanishing flux at the boundary is represented as:

h,
¢1(i§) P
= |:0} - |:1" 5} |:i321517(‘<1/2) + ay CH(KL/Z)} + (o} (4.61)
h, 0 L 1] [£assn(p ) + aycn(p ) oy
(I)Z i?
Given the even coefficients and the particular solutions which can be determined by Eq. (4.45)
and Eq. (4.39), the two odd coefficients can be solved for using Eq. (4.61).

Zero Incoming Current

From the P; approximation, the partial currents are obtained as:

Jos6) = 30,00 % 3100 (4.62)

The condition of zero incoming current then becomes

]g;(i%) =0 = d)g(i%) = i2]g(ir%) (4.63)
At the right boundary, Eq. (4.43) becomes

B -
{r S} {321517(1(1/2) + 322CH(K1/2)]+ b4 _ {Dlr 0151{3211(0170(1/2) F aZZKSH(Kl/Z)] o le+ (4.64)

b U a3 omhy /o) ¥ apa ey )| o7 o Do || aatenlity )~ agansnliy )| /2

while at the left boundary it becomes
! . v
{r éj fa215n(1<1/2) + a220n(1<1/2) . ¢17 . Dlr 015 aq KC[Y(Kl/Z) F 5221(517(1(1/2) o|1- (4.65)
11 —323517(“1/2) + 324cn(p1/2) ¢§_ D D 23ucn(u1/2) 8241,1517(“1/2) jzp_ .

2
Here the + sign now comes from the 4, condition. Eq. (4.64) or Eq. (4.65) can be solved for the
two odd function coefficients.

Transient Two-Node Problem

The transverse-integrated one-dimensional neutron diffusion equation corresponding to the
transient fixed source problem given in Eq. (2.30) can be obtained as follows, considering the
spatial variation of all the variables within a node:

Sl 3 0 - 80 = 30 - 127 (4:66)

where the production term and source term are given as:
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2

Tl BAXVEN @, gm0 (4.67)
g=1
2507 "(x) ,  8&=2
and
. ~mon—1 —
=] SO0+ (x) , &=1 (4.68)
Sy " (X) , 8&=2

respectively. Note here that the fission source term, € "(x), contains only the prompt fission
source.

In solving a transient two-node problem involving Eq. (4.66), a computational difficulty
arises regarding the source terms appearing in Eq. (4.66). This is because the spatial variation of

the source terms, S; "(x), S '(x), should be known when solving the two-node problem. This

requires saving all the coefficients describing the intra-nodal variation of all the variables such as
flux and precursor density, which requires a considerable amount of memory space for practical
reactor problems. In addition, a separate transient two-node method, which is different from the
steady-state one, has to be applied because of the difference in the functional form of the RHS.

The problem associated with the source terms was addressed by Engrand et. al. and was

resolved by an innovative iterative strategy[ls]. In their approach, the terms that do not appear in
the steady state equation are moved to the RHS and the entire RHS term including the transverse
leakage is approximated by a single quadratic polynomial. In the work here, the same approach is
used in the transient two-node calculations, which leads to the following 1-D neutron balance
equation:

TSR ) — @ (x) = Si () (4.69)

A ()
dx

where ¢ "(x) is the total fission source as defined in Eq. (4.2) and the effective source, :SJ;I (%),
is defined as:

St = 1) (= v it )40
1 , g= 1
A 2
SR LT (0 (B oDA Y VER () (470
g=1
ASVI],!'] _L”],[] _ m, n , _ 2
00 0~ (G + e P
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The quadratic polynomial that approximates the effective source term can be obtained in the
same manner that is applied to the transverse leakage in the eigenvalue calculation. Namely, the
quadratic polynomial of a node is obtained by preserving three node average values of the RHS
terms of Eq. (4.70) using the most recent iterates of the node average fluxes, etc. Once the polyno-
mial coefficients are determined, the exactly same two-node (or one-node) ANM solution method
as the eigenvalue calculation can be applied by just regarding the effective source term as the
transverse leakage appearing in Eq. (4.1).

Although the same two-node kernel for the eigenvalue calculation can be applied in the tran-
sient calculation, the nonlinear iteration strategy which coordinates the solutions of the CMFD
and two-node problems may be different in the two calculations. This is primarily because the
CNCC does not change significantly during most of the transient calculation once they are ini-
tially determined in the steady-state calculation. The nonlinear iteration strategy for the steady-
state and the transient calculation will be described in Chapter 8.

4.1.2 Stabilization Techniques for ANM

As described above and noted in Reference [16], unless a linear basis function is explicitly pro-
vided for the homogeneous solution, the Analytic Nodal Method can be unstable in cases when

the node &4, is close to unity. An alternate approach is used in PARCS in which the Nodal Expansion

Method (NEM) is applied when a user specified criteria is satisfied:

k°°1
Kierr

o = <g

The derivation of the Nodal Expansion Method (NEM) is provided in many references (e.g.
Turinsky et al. in Reference [10]). In addition to constraints similar to those of the ANM kernel,
two moment balance equations are applied to determine the polynomial expansion coefficients.
Since the NEM kernel does not involve a particular solution, it does not have the numerical insta-
bility of the ANM and is numerically stable under all conditions.

The implementation of a hybrid ANM/NEM method is conceptually very simple. The user
specified criterion is used to identify near-critical nodes and activate the NEM solution. If the
value of & is greater than unity in the hybrid scheme, the solution of all two-node problems will
be based on NEM. On the other hand, if the value is zero, the solution be based purely on ANM.
For intermediate values, both the NEM and the ANM are used in different portions of the core. A
detailed analysis of various values of the criteria is presented in Reference [16].

4.2 Nodal Expansion Method (NEM)

The nodal Expansion Method (NEM) for the solution of the steady state multi-group diffusion
equations in Cartesian geometry is described in this sections. This section describes the standard NEM
formulation for the solution of the three-dimensional, Cartesian geometry, multi-group, eigenvalue neutron
diffusion equation[26,27]. The principal characteristics of the polynomial nodal method are its quartic
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expansions of the one-dimensional transverse-integrated flux and quadratic leakage model for the
transverse leakage.

Consider the general form of the steady-state multi-group neutron diffusion equation, written in
standard form and with the group constants (i.e., properly weighted cross-sections and discontinuity
factors) already available from a lattice physics calculation for g=1, 2, ..., G. It is given by

N N G G
& Dg'v¢g'+ Ztg‘d)g = z zsgg’d)g’ + X_/j z Vg’zfg"d)g" (471)
g =1

g=1

where the dependence of each quantity on the spatial coordinate 7 has been suppressed, and

D, = diffusion coefficient (cm)

g = neutron flux (cm'2sec'1)

Zig = total macroscopic cross section (cm'l)

Log = group-to-group scattering cross section (cm™)
Xe = fission neutrons yield

k = multiplication factor (i.e., critical eigenvalue)
Vg = average number of neutrons created per fission
Zgy = macroscopic fission cross section (cm'l).

As with most modern nodal methods, we begin by integrating the multi-group neutron diffusion
equation over a material-centered spatial node which has homogenized properties. For Cartesian geometry
we rewrite Equation (4.71) for the arbitrary spatial node I as

0043y - 024l ¥y - 1)

a 2
“ox ) % ‘04

OUD)+ A0 UD) = QD)

(4.72)

,where ge (1, 6
(P =(x,72) €V = AxAyAz=Volume of node / (4.73)
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Al =3l -%! — k £y S (4.74)
Z gg' (I)g (1”) - szggd)g( )+ Z ng(l)g(r) (4-75)

For simplicity, in cases where redundant equations exist in all three directions, the illustrating
equations will be only given in the x-direction. Using Fick’s Law, which in the x-direction can be
expressed as,

d s 0 1,5
Je(T) = — lég;}¢g(10 (4.76)

where, ]Z,X(?”) is the x-component of the net neutron current which allows Equation (4.72) to be

rewritten as

0 0 0 PN Iil,sn N
a3 e (D o du(D)F 2 T+ A(D) = ) (4.77)

Integration of Equation (4.77) over the volume of node 1 generates a local neutron balance equation
in terms of the face-averaged net currents and the node volume average flux. It is given by

1 =y 1 -y 1 =y -7 -
“A—‘X](Lgx) + K—J/(L”) + E(Lg-z) + A/, = @ (4.78)

where, assuming node 1 is centered around the coordinate’s origin, the volume integrated quantities
are defined as

A A
2 2 2
_, 1 . 4.79)
b, = ;} I I ¢, (7)dxdydz = Node volume average flux
s
2 2 2
Ax' Ay Az’
2 2 2 (4 80)
_; - %} j' I I Qé(?")dxdydz = Node volume average source '
ad A A
2 2 2
Ax Ay Az
2 2
(4.81)

I 1 -1 - 1
ate T At sy



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 36

7
- . . X
where J,{{fxi is the average x-directed net current on node faces i—2— .

Equation. (4.78) is known as the nodal balance equation. Now for the neutron diffusion equation
written in this form, in order to obtain the spatial neutron flux distribution, one must devise some
relationship between the node average flux and the face-averaged net (surface) currents. It is the equations
used to compute the surface currents in Equation (4.78) which distinguish one nodal formulation from
another. In NEM, the widely used method of transverse-integration is used, where the three-dimensional
diffusion equation is integrated over the two directions transverse to each axis. This generates three one-
dimensional equations, one for each direction in Cartesian coordinates, of the following form:

d -! ~ - 1 - 1 -
= T (D) + A1) = Gu(0) = —Lo(x) - —Lu(%)
gx A}/ Az

dx (4.82)
where Z;y(X) is the average y-direction transverse leakage given by
a7l ar!
2 2
1 ]. AN
zam—gﬁ [ £ Jdvaz
_ad
2 2
(4.83)

=1/ . . . .
and L,,(x) is the average z-direction transverse leakage given by

Ay Az
2 2
= ]. a RN
Ly =— [ [ Z Jj.)dzdy
Ay » ]82
y Az
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(4.84)

In NEM, the one-dimensional averaged flux that appears in Equation (4.82) , is expanded as a
general polynomial given by

er(X) = Gt Zaém £,(x) (4.85)

where (ﬁi, is the node average flux, implying for Equation (4.85) to be true that 7,,(x) must be chosen such

that the basis functions satisfy

1
ax!
2

j f(x)dx =0 for n=1,2,..., N (4.86)

Note that for quartic NEM, the method used in PARCS, the summation extends to N = 4. The first four
basis functions in NEM can be expressed as follows[26]

f fy f3 fy
——
(3 NS (S 8 [ (S (5
which can be shown to also satisfy
fn(i%") -0  for =34 (4.87)

At this point it is appropriate to consider the elementary concept of accounting for the total number of
equations and that of unknowns. For a three-dimensional Cartesian geometry, the node average and N
expansion coefficients in each direction appear per node per energy group, implying a total of 3N+1
equations are required. The nodal balance equation, Equation (4.78), provides one equation, where now
Equations (4.76) and (4.85) are used to eliminate face-averaged net currents from this equation. Surface
current and flux continuity provide 6 more equations per node per energy group. So for N = 2, there would
be an equal number of equations and unknowns without any further development. However, for N = 4, two
additional unknowns are introduced for each direction per node per energy group. This is addressed by
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using a weighted residual scheme[26] applied to Equation (4.82), which in essence provides the additional
equations (referred to as the moment equations) needed,

d -. <1 - 1 - 1 -
<o,(2), = Jel ) >+ = Qém——A—;Lgm——A——Z]Lgm (4.88)

where the two weighting functions for n = 1,2 are chosen to be the same as the basic functions, namely
0,(x) = f,(x), as those used in the one-dimensional flux expansionl. Here, the first and second (actually

linear combination of zeroth and second) moments of the flux, source, and leakage for each group g are
defined by

"y y "y y
¢ gxn 0 gxn L gyxn L gzxn
(4.89)
<, (%), (T)é-X(X) > <o, (%), Z)é-X(X) > <o, (%), Zé.y(x) > <, (%), Zéz(x) >

The first term in Equation (4.89) is evaluated by using Equations (4.76) and (4.85) and the definition of the
expansion coefficients, and completing the integration (i.e. inner product) analytically.

One last point which needs to be addressed before Equation can be solved is the transverse leakage terms
appearing on the right hand side. Their spatial dependency is unknown, so their “shape” must be
approximated. The most popular approximation in NEM is the quadratic transverse leakage
approximation. For example, the x-direction spatial dependence of the y-direction transverse leakage is
approximated by

Li(x) = Lo+ plafi(x)+plufi(x) (4.90)

-1, . . .
where L, is the average y-directed leakage in node 1, and the coefficients p é],y] and p ;2 can be expressed

in terms of average y-directed leakages of the two nearest-neighbor nodes along the x-direction (i.e. nodes
I-1 and 1+1) so as to preserve the node average leakages of these three nodes. The quadratic expansion

coefficients can be shown to be given by
Z/+1

pu = & (AX)[(L; —Z;)(AX]‘F2AX171)(AX1+AX]71)

- = 4.91)
+(LoLo YAX +2Ax Y AX + AxT)]
20 =1+1 =1 - —i-1 =1
Pz = & (AX) [(Loy ~Lo)(Ax'+ Ax") (Lo = Lo)(Ax"+ Ax" (4.92)
1.This constitutes a moments weighting scheme; if one uses ®,(X) = 7}, ,(X) forn= 1,2 it is known as

Galerkin weighting. Numerical experiments favor moments weighting.
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where

g = [(Ax'+Ax"Y(Ax + AxT Y (AxT H Ax + AXT. (4.93)

The most common manner of solving the matrix system associated with NEM is the response-matrix
formulation. To minimize computer run time and memory requirements, and to facilitate the capability to
solve either the NEM or Finite Difference Method (FDM) formulation, the non-linear iterative strategy is
employed in PARCS. This technique was developed by Smith[28,29,30] and successfully implemented
into the Studsvik QPANDA and SIMULATE code packages. The documentation available on this
technique is scarce, but it turns out to be rather simplistic and almost trivial to implement in a FDM code
which utilizes the box-scheme (i.e. material-centered).

The basic idea is applicable to the standard FDM solution algorithm of the multi-group diffusion equation.
Solving the FDM based equation utilizing an outer-inner iterative strategy, every AA, outer iterations

(where A%, is somewhat arbitrary but can be optimized) the so-called “two-node problem” calculation (a

spatially-decoupled NEM calculation spanning two adjoining nodes) is performed for every interface (for
all nodes and in all directions) to provide an improved estimate of the net surface current at that particular
interface. Subsequently, the NEM estimated net surface currents are used to update (i.e. change) the
original FDM diffusion coupling coefficients. Outer iterations of the FDM based equation are then
continued utilizing the updated FDM coupling coefficients for AN, outer iterations. The entire process is

then repeated. This procedure of updating the FDM couplings is a convergent technique which
progressively forces the FDM equation to yield the higher-order NEM predicted values of the net surface
currents while satisfying the nodal balance Equation (4.78), thus yielding the NEM results for the node-
average flux and fundamental mode eigenvalue. The advantages of this technique come in many forms; the
storage requirements are minimal because the two-node problem arrays are re-usable (disposable) at each
interface, the rate of convergence is nearly comparable to that of the base FDM algorithm being used, the
number of iteratively determined unknowns is reduced by a factor of 6 (node flux vs. partial surface
current), and the simplicity of the algorithm and ease of implementation, compared to any other nodal
technique, is far superior.

The two-node problem produces an 8G x 8G linear system of equations which can be constructed by
applying the standard NEM relations to two adjoining nodes. For simplicity, consider two arbitrary
adjoining nodes in the x-direction. Denote these notes as 1 and 1+1:

Node Node

Substitution of the one-dimensional expansion, Equation , into Fick’s law yields expressions for the
average x-direction net surface currents at the left(-) and right(+) interfaces of node 1 gives

-, = Dr ;o1 1
ngi = AX/g[agXl i 38gx2+§agx3 i gagx4:| . (494)
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Now, assume the node average flux, criticality constant, and all transverse direction terms are known from
a previous iteration; then, the total number of unknowns associated with the x-direction two node problem
is 8G, which corresponds to the 4 expansion coefficients/group/node (x) G groups (x) two nodes. The 8G
constraint equations are obtained as follows. We begin with the substitution of Equation into the nodal
balance equation for node 1, to yield the zeroth moment constraints (G equations/node) given by

.
Ax'

G

2 7 I I 131 ~1

|:6 agXZ 5 agx4:| = - A_J//Lg)’ - A_Z/ng - Ag(l)g+ Z gég’q)g’ . (495)
g*8

A similar substitution into the moment-weighted equation, Equation , yields the first and second moment

constraints (2G equations/node) given by

L Dg“’] 10A d L +10 - 10(L N S ) (4.96)
i glig g’ig
o i
140 g 1 - (L S )
AXJAXng Z g g’x4 - 3514, a o35 Z o gxz 35 ijpgﬂ*AZ]ngz . (4.97)
) ) gre g8

Similar equations can be written for node 1 + 1, producing a total of 6G equations. The continuity of net
surface current constraints at the interface (G equations) are obtained by using Equation at the adjoining
interface of the two nodes. The result is

D/ 8] a/ D/ /+1 a/

- x3 x4 - 1+1 1+1 x3

A ]g|: &xl + Bagﬂ ; + _55’__j| - A ]+g1 |:ag'xl - 3a Agx2 + ; - (498)
X X

Last, the continuity (or discontinuity) of surface-averaged flux constraints (G equations) are obtained by
equating the surface-averaged fluxes of the two adjoining nodes by using Equation . The result is

] 1 a]+1 62]+1
x1 X2 l+1 1+1 x1 X2
divs [0ir S0 T | = at gl - Bty ] (4.99)

where d;.X , and a’é; ! are the Discontinuity Factors (DFs) obtained from lattice physics calculations. Do

note that continuity conditions are never imposed on the outside surfaces of the two-node problem, since
the two-node problem is deliberately formulated to be spatially decoupled. Continuity is assured in the
formulation of the FDM based equations.

Equations (4.99) through (4.100) constitute the 8G system of equations needed to be solved at each
interface. This matrix system, after taking advantage of its reducability and by noting that the even-
moment expansion coefficients don’t change whether the node is on the left or right of a two-node
problem, can be reduced to smaller systems which can be solved quite efficiently[30]. Table (4.1)
illustrates this more efficient arrangement of unknowns for the case of G = 2.
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Table 4.1 Non Zero entries in the 16 by 16 two-node NEM Problem.

41

G | N
Eqn r (o|la|b d| e g | h j | k|1
p | d
0th Moment 1 1 | x
Oth Moment | 2 | 1 X X
2nd Moment | 1 I | x | x X
2nd Moment | 2 I | x | x X
0th Moment 1 | I+ X X
1
Oth Moment | 2 | I+ X
1
2nd Moment | 1 | I+ X X | x
1
2nd Moment | 2 | I+ X X | x
1
1st Moment 1 1 X | X | X
1st Moment | 2 1 X | x| x
1st Moment 1 |1+
1
1st Moment 2 | I+
1
Cur Con 1 X X X X
Cur Con 2 X X X X X
Fix Dis 1 X X
Fix Dis 2 X X
Unknown Node Group Exp. Coef.”
a 1 1 2
b 1 2 2

4
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Unknown Node Group Exp. Coef.”
d 1 2 4
e I+1 1 2
f 1+1 2 2

1+1 1 4

1+1 2 4

i 1 1 1

] 1 2 1
k 1 1 3
1 1 2 3

m I+1 1 1
n 1+1 2 1
0 I+1 1 3
p I+1 2 3

* Refers to order of polynomial that transverse integrated flux expansion coefficient is associated with.

In PARCS, the two-node problems are solved by utilizing the analytic solution to the 8G x 8G matrix
system. This was accomplished by employing symbolic manipulator software to produce the FORTRAN
code segment used in PARCS. This approach is computationally more efficient than utilizing a direct
matrix solver (e.g., LU decomposition); however, it limits the values of G to those directly programmed
for. Also note that on boundaries special treatments of the two-node problems are required. Depending
upon the specified boundary condition (BC), one-node problems may originate (e.g., zero flux BC), or on
interior axis geometry unfolding may be required to create a two-node problem (e.g., cyclic BC).

Solutions of the two-node problems provide NEM evaluated values of the currents on all surfaces for
specified values of the node average fluxes (recall they were assumed known in solving the two-node
problems). To correct the FDM based expression for the surface current, the following approach is utilized.
The coupling coefficient update to the FDM equation can be implemented by simply expressing the FDM
net surface current at the x+ face of node 1 as follows:

7, oM D;.’;f)‘ g TI+1 71 bj,ﬁm TI+1 71
gre = — m(% — ) - m(% +d.) . (4.100)
2 2

The first term on the RHS is the normal FDM approximation for a box scheme, where D;,’Xiw is the

actual FDM diffusion coupling coefficient between nodes | and 1+1. It is given by
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o DéD;H(AX]-FAX]H)

gx+ T 1 F1a I+1 (4.101)
DAx' + D) Ax

The second term on the RHS represents the nonlinear NEM correction applied to the FDM scheme. The

(+) sign between the flux values in the second term of Equation (4.87) is purposely there to improve the
~ ]’ /Vﬁ_‘/W . . . . .o, . . .
convergence behavior of the nonlinear iterative method. Note that if /7),,. is zero, which it initially is in

PARCS’s implementation, then Equation corresponds to the standard FDM definition of the net surface

current. This is the basis for the FDM option within PARCS, where now two-node problem solves and
~LNEN ) . .
coupling coefficients updates are never completed. The value of .+ is determined by setting Equation

equal to the NEM two-node predicted surface current value, using the associated node average flux values
in Equation and solving for this quantity.

Summarizing, to apply a NEM update after AN, outer iterations of the FDM routine, one solves the two-

node problem at a given interface, then (with the expansion coefficients known for that interface) one
calculates the NEM estimate of the net surface current using Equation . Finally, one equates this result to

~ 1, NEM . . . . .
Equation , and solves for the value of 2.+ which will be used in the subsequent set of FDM iterations.
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5. PIN POWER RECONSTRUCTION AND DETECTOR RESPONSE

5.1 Pin Power Reconstruction

Fuel pin power information is important for the safety assessment of a core fuel loading
since it is required in the determination of the peak linear heat generation rate and the minimum
Departure from Nucleate Boiling Ratio (DNBR). In most of the modern neutronics codes such as
PARCS which employ advanced nodal methods, the pin power information is obtained through a
pin power reconstruction or “dehomogenization” process. The terms reconstruction and
dehomogenization arise from the fact that the neutron flux calculation performed in a nodal code
is based on homogenized nodal cross sections so that the resulting intranodal flux distribution can
not reflect any local heterogeneity within an assembly. A reconstruction process is thus required
to incorporate the actual heterogeneous structure of each assembly into the smoothly-varying
intranodal flux distribution.

The pin power reconstruction process involves a fundamental assumption; that is, detailed
pin-by-pin distributions within an assembly can be estimated by the product of a global intranodal
distribution and a local heterogeneous form function. The form function accounts for assembly
heterogeneities caused by water holes, burnable absorber pins, enrichment zonings, etc. and it is
generated for each fuel assembly type by a lattice physics code at the same time when the homog-
enized nodal cross sections are generated. The assumption of separability of the global intranodal
flux and the local form function is commonly adopted in various pin power reconstruction meth-

ods that have been extensively researched in the past two decades.!SM7] The assumption has been
shown to be valid such that the reconstruction methods are regularly used in best estimate reactor
safety analysis of commercial nuclear reactors. In the following section, the development of the
intranodal flux calculation method is presented.

5.1.1 PARCS Pin Power Reconstruction Method

In most advanced nodal methods, the available intranodal flux distributions are restricted to
one-dimensional flux shapes in each of the three spatial directions. This limitation arises from the
commonly employed transverse integration procedure used to derive the nodal coupling equa-
tions. Unfortunately, the multiplication of the three one-dimensional flux distribution for a node
does not yield an accurate multidimensional intranodal flux distribution because the flux distribu-
tion is not separable in space. Instead, a unique method is required to determine the multidimen-
sional intranodal flux distribution once the nodal solution is obtained for a given core condition.
Because of rather smooth axial variations of the flux, however, it is normally assumed that the
radial and axial dependences of the intranodal flux are separable so that all the current pin power
reconstruction methods deal primarily with a two-dimensional problem.

One of the pin power reconstruction methods which is widely accepted assumes that the
radial dependence of the pin power can be described by a two-dimensional polynomial expansion
of flux, augmented by a set of exponential functions applied only to the thermal energy group. In
the original work by Koebke, the number of basis functions used in the expansion was 21 per
energy group including low order cross terms such as x2y2 and fourth order terms in each direc-
tion. It was later justified by Rempe that the number of expansion terms could be reduced to 13. In
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order to determine the 13 expansion coefficients, the same number of constraints should be sup-
plied. Some of the constraints such as node average flux, surface average fluxes and currents are
directly available from the nodal solution, but they constitute at most only 9 constraints per node
and per group for a rectangular node. The other 4 more constraints required for a unique expan-
sion are specified by the flux values at the 4 corners. Since the corner point fluxes are not nodal
unknowns that are solved for during the nodal solution process, additional approximations were
made such that the two-dimensional flux distribution around a corner is approximated by a poly-
nomial lower in order than what is used to represent the entire flux inside a node.

Another approach in pin power reconstruction is to use analytic functions, each of which is
the solution of the two-dimensional neutron diffusion equation, as the basis function of the expan-
sion. In this “analytic” approach, the determination of the intranodal flux turns into a Dirichlet
problem in which a two-dimensional partial differential equation is solved exactly with the func-
tion values specified at the boundary. Boer and Finnemann claimed first that continuous function
values can be constructed at each boundary from the nodal solution by using so called Method of
Successive Smoothing (MSS) so that the Dirichlet problem can be solved with any number of
boundary conditions. However, they concluded that the solution accuracy does not gain much by
using more than 8 boundary conditions, which are 4 surface average and 4 corner point fluxes.
Therefore, in the analytic approach, 8 analytic expansion functions are used per node. In contrast
to the polynomial approach in which there is no coupling between the flux expansions of the two
energy groups, the analytic approach involves coupling between groups so that the intranodal flux
distribution for each group is represented by 16 analytic expansion functions consisting of trigo-
nometric and exponential functions. Because of the sophistication involved, the analytic approach
has superior accuracy, as demonstrated by Boer and Finnemann in Reference [7].

Because of the superiority of the analytic approach, the intranodal flux calculation method
of PARCS was based on the analytic approach. However, the boundary conditions were chosen
differently. Namely, the surface average current were used instead of the surface average flux.
This choice was dictated primarily by the fact that the nodal neutron balance, which was satisfied
during the nodal solution process, is not ensured with the resulting 2D intranodal flux if the sur-
face average flux is used as the boundary condition. In other words, the surface average current
obtained by taking the derivative of the 2D flux distribution and then integrating over a (perpen-
dicular) surface is not the same as the surface average current obtained during the nodal solution
process; which means that the intranodal distribution is not perfectly consistent with the nodal
solution. In contrast, the nodal neutron balance of the resulting 2D flux distribution is always
guaranteed if the surface average currents are used as the boundary condition during the recon-
struction process. The choice of surface current is also supported by the nonlinear nodal solution
scheme of PARCS in which the surface average net current is easily obtained from the converged
coarse mesh finite different (CMFD) solution, while it requires additional two-node calculations
to determine the surface average fluxes. Because of the choice of the surface current, as well as
the corner flux as the boundary conditions, the problem now turns to a mixed boundary value
problem in which the Dirichlet and Neumann boundary conditions coexist. The analytic 2-dimen-
sional flux expansion is presented in the following section for a given set of 4 surface currents and
4 corner point fluxes.

For the estimation of the corner point fluxes, Boer and Finnemann used the MSS approach.
The MSS approach is, however, based on the assumption of linear flux variation around a corner
and the resulting expression for the corner flux involves only 4 node average and 4 surface aver-
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age fluxes around the corner point. The MSS approach for determining corner point fluxes is
computationally efficient, but would lead to nonnegligible errors in the estimated corner flux due
to the low order approximation, particularly in the regions where the flux variation is severe, such
as at the corner point of a UO2/MOX checkerboard. Therefore, an improved corner flux evalua-
tion method is used in PARCS that employs the so called corner point balance (CPB) or “no net
source at corner point” as an additional physical constraint. Given a two-dimensional flux expan-
sion involving already known surface currents and unknown corner point fluxes, it is possible to
write a CPB equation for each corner. The set of resulting CPB equations constitute a linear sys-
tem with the corner fluxes being the unknowns. The linear system needs to be solved simultane-
ously. The derivation of the CPB equation, the matrix structure, and the solution process is
presented in Section 5.1.2.1. It is followed by the description of the whole solution sequence to
determine the homogenous intranodal flux distribution in Section 5.1.2.2.

Conventionally, the form function to be used to obtain the pin-wise power was the one
group power form function, which combines the power generation rates of both thermal and fast
neutrons at each fuel pin. The one group power form function causes negligible errors in ordinary
fuel loading in which the fast fission rate is negligible. In the MOX-fueled core, however, the con-
tribution from the fast fission is nontrivial because of the spectrum hardening. In order to accom-
modate a wider range of applications including MOX fuels, two-group power form functions will
be used in PARCS. The definition of the two-group power form functions and the guidelines to
generate them are given in the following section.

5.1.2 Two-Dimensional Analytic Function Expansion for Homogeneous Intranodal Flux

Suppose that the two-group nodal neutron balance equation, given by the following for each
node:

S (- J)HAD = s (5.1)
where B
4o {zr]—mn —xvzm} 52)
_212 ZFZ

and node-averaged fluxes (®) and surface-averaged currents (./; ) are two-element vectors, has

been solved during the nodal solution process so that node average fluxes and surface average
currents have been determined. The two-dimensional intranodal flux distribution is then to be
determined such that it is consistent with the solution of Eq. (5.1) and it also satisfies the two-
dimensional neutron diffusion equation for the node. The two-dimensional problem for a node is a
boundary value problem in which the boundary conditions are specified at four surfaces. As the
boundary condition, the most obvious choice would be the surface average currents that were
determined during the nodal calculation. In addition to the surface average current, more bound-
ary conditions are needed for the accurate prediction of the intranodal flux distribution. In the fol-
lowing, the solution of a two-dimensional neutron diffusion equation for a node satisfying a finite
number of boundary conditions is presented.
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The two-dimensional neutron diffusion equation needed to be solved to determine the intra-
nodal flux distribution is derived by integrating the three-dimensional diffusion equation along
the axial direction from the lower to the upper boundary of each plane. The integration yields:

a2
oy
where s(x,y)and L,(x,») are vectors consisting of two group-wise elements for the average tran-

sient fixed source and the transverse leakage in the z-direction, and D is the diagonal diffusion
coefficient matrix.

- ﬂ(iz * _2) O(x,y) + AD(x,y) = s(x, y)-L.(x.) (5.3)
ox

Eq. (5.3) can be solved analytically given the boundary conditions specified as functions at
the four boundaries. The analytic solution consists of both homogeneous and particular parts. The
particular solution would represent the effect of the transient fixed source and the axial leakage on
the intranodal flux distribution. In general, the spatial dependence of the source appearing on the
right hand side (RHS) would be independent of that of the flux. However, the spatial dependence
of the RHS source terms can be approximated by the spatial dependence of flux itself based on the
assumption of separability of axial and radial dependencies which results from the fact that the
radial shape is determined primarily by radial and not radial heterogeneity, and also based on the
fact that the radial distribution of the transient fixed source would closely follow the shape of the
flux itself. Specifically, the following assumption is introduced for the subsequent derivation:

s(x, )= L(x, y)==2 D(x, 1) (54)
where the pseudo source cross section is defined as:
e -
Xpe= Lo (5.5)
s
This approximation will be acceptable as long as the relative magnitude of the RHS source terms
are small. The assumption of Eq. (5.5) converts Eq. (5.3) to a homogeneous equation. By defining
the effective removal cross section as:

S.=E,+ T (5.6)
Eq. (5.3) is converted to a form encountered in a pure two-dimensional boundary value problem
in which no independent source appears on the RHS. In the following, it is assumed that the cross
section matrix given in Eq. (5.2) is defined with the effective removal cross section.

5.1.2.1 Analytic Function Expansion for 2D Boundary Value Problem

The homogeneous solution to Eq. (5.3) can be obtained by the method of separation of vari-
ables that yields:

2 2
00,00 (8 +5)0 = Ko (5.7)
ox 0y

with B, = Bcos0, and B, = Bsin, for any value of 6,. The eigenvalue R is determined from
the condition for a nontrivial solution that reads:

det(4+DB) = 0 (5.8)
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Eq. (5.8) has two roots for & and will be denoted by B, and B, . Note that the two eigenvalues

as well as the fast thermal flux ratios r and s in Eq. (5.11) are the same as those calculated for the
analytic nodal method (ANM) calculations in PARCS.

In terms of the two eigenvalues and the arbitrary angle 0,, the homogenous solution is then
obtained as an infinite series:

D(x,y) = |:¢1(X,Y):| _ {fﬂ{WO(XMV)} = S¥(x, y) (5.9)
d2(x,9) L 1] [ yi(x)

where the modal flux function is represented as:

o

v, (55) = Z (ak( exp(iB (xcos®, +ysin® )+ by b( )exp(ijm(XcosekJr ysin® ),  (5.10)

L — 1
and the modal fast-to-thermal flux ratios and the similarity transformation matrix are defined as:

(5.11)

L+ DB . ’
_ 2, + DB, , o= X+ DB . S= rs
2 2 11

As in the Analytic Function Expansion Method (AFEN)[m a practical solution is formulated by
truncating the series with four values of 0,, which are 0, = 4 2 and 3—475 . Eq. (5.10) can then be

recast such that it involves trigonometric and/or hyperbolic functions as:

v, (x,y)=a"sn(B,x)+ a(’”)cn(B x)+a"sn(B,y)+ a('”)cn(gmy)

+ aé'")sn(j— x)cn(\FY)+a('")Sn(jf x)Sn(\F (5.12)
+ a;m)cn(\/_x)sn(\/_y) + ag(m)cn(\/_x)clfl(jz )
where
sn(B,x) = SmEBB’"x) or s1nhl§Bmx)
£ cos(B, x) or cosh(B,x)if B, 2B, ..
cn(B, x
(B,%)= cos(B,, ..x) orcosh(B, . x)if B <B, .

B, .in 18 the lower bound for B |
Note that there are 8 coefficients to be determined in Eq. (5.12). Since there are two modes (the
fundamental mode for m=0, and the harmonic mode for m=1), the total number of unknown coef-
ficients then becomes 16. These 16 coefficients can be determined if and only if 16 boundary con-
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ditions are specified. Considering two energy groups, the number of boundary conditions needed
per group is thus 8.

As discussed earlier, there are four surfaced-averaged currents available as the boundary
conditions. The additional four conditions can be specified at the corners of the node. The corner

flux values correspond to the choice of g and % as the value of 0. If the fluxes at the corners

are available, they can be used as the additional boundary conditions so that all the coefficients in
Eq. (5.12) can be determined uniquely. The problem is, however, that the corner point fluxes are
not determined during the reactor nodal solution process. The commonly used method is a corner
point flux balance condition and is described in detail in the following section.

As an alternative to using the surface-averaged currents, it is plausible to use the surface-
average fluxes such as is done in Boer and Finnemann’s work. There is, however, a problem asso-
ciated with this alternative. There is no guarantee that the surface average currents and the node
average flux calculated based on the flux expansion given in Eq. (5.12) will be the same as those
that were already determined during the nodal solution process. This could result in an intranodal
flux distribution which is inconsistent with the nodal solution. To avoid this problem, there would
have to be a constant term added to the expansion of Eq. (5.12) which would artificially adjust the
magnitude of the nodal flux. In contrast, the surface current approach preserves the surface cur-
rents in the intranodal expansion and hence the node average flux is also guaranteed to be con-
served in the resulting intranodal flux by virtue of the nodal balance given in Eq. (5.1) and also by
the attributes of the analytic solution. This is the primary reason why the surface average currents
are chosen as the boundary conditions in the development here.

5.1.2.2 Determination of Expansion Coefficients

Suppose that the corner point fluxes are known, then it is possible to find the 8 expansion
coefficients of Eq. (5.12) in terms of two sets of 4 node average currents and 4 corner fluxes. This
subsection derives the explicit expression for each coefficient. The starting point of the derivation
is to convert the specified flux and current values to the modal fluxes and their derivatives. From
the relation given in Eq. (5.9), the modal fluxes is represented in terms of fluxes as:

v=s'o= |1~
r=sS_1 r

4’1} - {"’0} . (5.13)
s Vi

Eq. (5.13) can be used to determine the modal fluxes at each of the four corner points. On the
other hand, the following relation holds for the derivative of the modal flux:

VWY =-S'D'7J, . (5.14)

Once the modal fluxes at the corners and the average modal flux derivatives along a surface

are determined by Eq. (5.13) and Eq. (5.14), in which the coupling between energy groups is
incorporated via the similarity transform matrix S, the coefficients for the modal flux expansion
for each mode can now be determined independently of the other mode and the same derivation
can be applied to both modes. In the following derivation, therefore, the coefficients are deter-
mined for only one mode and the index for indicating the mode (m=0 or 1) is omitted for brevity.
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Figure 5.1 shows the coordinate system and the boundary conditions for a rectangular node
for which the modal flux expansion coefficients are determined. By inserting the proper coordi-
nate values of x and y into Eq. (5.12), the following relations are obtained for the corner fluxes:

y
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Figure 5.1: Coordinate and Boundary Conditions for Intranodal Expansion

¥, =Sa, +Ca, + Sa, + Ca, + X .a, + S,a, + X .a, + C,a,

¥, =-Sa, +Ca, + Sa, + Ca, — X a, —52a6 + X a,+ ézag (5.15)
Y, =-8a,+Ca,—-Sa,+Ca,— X as;+S,a,— X, a,+C,a,

¥, =Sa, +Ca, - Sa, + Ca, + X .a, —S’zaé ~X.a,+ C~'2a8

where the node dependent trigonometric or hyperbolic function parameters are defined as:

S = SN(—) c=CcN(Z2 )S SV, E=en(

S NG

§,=8%8,C,=C*C, X, =8§*C, Q=CN(%),C:CN(’S—h

X 2ﬁ)

(5.16)

The relations for the surface average derivatives of the modal flux are somewhat more involved.
They can be obtained after differentiation along a direction and then integration along the perpen-
dicular direction. For example, the x-directional derivative averaged over the right hand side sur-
face of the node is defined by:

—r

v, = 6)( (5.17)

0
hjzh 8“);
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Eq. (5.17) can be evaluated for the modal flux given in Eq. (5.12). Similar definitions for the other
three surface average derivatives yields the following four relations for the derivatives:

¥’ =Ca, +Qx’Sa, +2X ,a, +Qx’S,,a,
P! = Ca, - QK*Sa, +2X ,a, —Q«k’S,,a,
¥’ =Ca, +Qx’Sa, +2X,,a, + QxS ,a
9! =Ca, - Qx’Sa, +2X,,a, - Qx’S,,a

(5.18)

where the Q factor is 1.0, except when the relations are applied to the fundamental mode (m=0)
and the nodal 4, is greater than the core &, ,,
16 =CN(X ) and §, =

242

Kh

X, =
min, “~'sh h e 2\/5

S,
h

Eq. (5.15) and Eq. (5.18) can be solved simultaneously for the unknown a;s. The solution is
given as follows:

S,
a :‘Pl_ﬂqji.a :\PljSal
VT Ts_pc T

a \P3_W§.a :‘I’3jSa3
Tos-pc X

~ C

5.19

hsw, "< (w4 -19)

ag = ~’g =
hSC, -2CS,y

h 5 h s

— ¥ -ayS, 72\1}5_%7/52

K : K
a2 = ,a4 =

hS hS

where ,
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\UA Woo = Wio— Wi T Yo
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5.1.2.3 Considerations for the Corner Point Discontinuity

One of the important homogenization factors generated during the single assembly calcula-
tion is the Assembly Discontinuity Factors (ADF). They are required in nodal calculations to
incorporate the fact that what is continuous in reality is the heterogeneous flux NOT the homoge-
neous flux. The use of ADFs significantly reduces the error due to homogenization which is
unavoidable if they are not used. A similar concept can be applied to the pin power reconstruction
process in which case the corner point discontinuity factor (CDF) is required. The CDF’s are cal-
culated during the single assembly calculation as the ratio of the assembly corner flux to the aver-
age flux. When the CDF is applied during the homogeneous intranodal flux calculation, the
corner flux continuity should be imposed on the products of the actual corner flux of a node and
the CDF of the node. Suppose that the product is defined as a heterogeneous corner point flux,
then there are four different actual corner fluxes (one for each node surrounding the corner
obtained by diving the imaginary flux by CDF).

Let I" be a diagonal 2x2 matrix whose components are CDF’s for the two energy groups and
@ be the heterogeneous corner flux. Then Eq. (5.13) should be modified as follows:

¥Y=S5T'o (5.22)
In this manner, the corner point flux which is determined first is the heterogeneous corner point
flux.

5.1.3 Corner Point Flux Evaluation

In order to determine the corner point fluxes, a new neutron balance equation is formulated
at each of the four corners of the node. This is the corner point balance (CPB) condition which
imposes the physical constraint that there be no accumulation of neutrons within an infinitesi-
mally small volume. Suppose a small square box surrounding a corner point and the length of one
side is 4. The neutron balance for the box can be written as:

R O R Y R A S Y (5.23)
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where /7 is the u-directional current at the surface of the box belonging to the node located in the
d-direction. Total leakage obtained from Eq. (5.23) approaches to zero as the volume of the box
becomes zero, as shown below:

/= hl_i)mo[(];e L s B O B G S B J;’eﬂ = lin (s-Ap)2n =0 (5.24)

The CPB condition given as Eq. (5.24) should be valid at every corner point. In order to
complete the CPB equation for a corner, the directional currents must be calculated at all of the
four nodes surrounding the corner. In the following, the contribution of a southwest node which
corresponds to the third parenthesis term in Eq. (5.24) is derived. From this result, the contribu-
tion from the other three nodes can be inferred.

5.1.3.1 Derivation of CPB Coupling Relations

Consider the northeast corner of a node. The x and y directional derivatives of the modal
flux at this corner are obtained as follows:

23 2
W a,C+a,Qx’S +a,C, +a. X +a, Qg5 +ay Qe X
0x |go ~ - 2 2
~ ~ (5.25)
2 2
v =a3C+a4ngz§+a5M+a6)?+a7C2+aSQK—X
Y oo 2

where k = —% . The addition of the two derivatives in Eq. (5.25) would yield the four contribu-

tions to the CPB equation for the corner from the present node. By using Eq. (5.19), the one fourth
contribution to the CPB equation can be expressed as follows in terms of the surface average
derivatives and the modal corner fluxes belonging to the present node:

vl Loy
ox|, Oy

where the corner coupling coefficients and the current contribution terms are defined as:

= CreWoo T CocWiot CreWor T CacWi T Y5 (5.26)

00

Cre = Tyt Tg+ T — Tg— Ty for local corner,

Che = —T5+T;—Tg for neighboring corner, (5.27)
Cye = T+ T+ T, —Tg T T for diagonal corner,

V= (G )ity +(Cs—Co)(wat ) for surface current source.

with the intermediate parameters used above defined as:
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le ! ,72:%,1'3:~L
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I ¢ 1 (5.28)
7,=C,+=—QS ,7.=—,7. =—Crt
4 <2 ~2°%5 2S 6 2 1
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7, =EQaKSXz'2,2'8 =EQK2§5272,T9 =ZhCT17374

where o = K—h
2

and

1 |~ ay 3
4/1:EaCTl’§2:§h§C272’§3=%Xgr2’ (5.29)

ComphSTE gy =6~ =€ 6,

Note that the intermediate parameters need to be calculated separately for each mode.

Eq. (5.26) can not be used directly for setting the CPB equation since it involves only the
modal fluxes. The actual current should be calculated considering the relation between the modal
flux and the actual flux. For this, Eq. (5.26) needs to be transformed into a matrix equation first,
that involves both fundamental and harmonic modal fluxes. Then multiplying the diffusion coeffi-
cient matrix and the similarity transform matrix to the matrix form of Eq. (5.26) yields:

S+ 1 =-D 2_"’ +g_"’ )
Xloo Yoo (5.30)

_DS(c/clPOO + cnc\Plo + cnclPOI + cdc\Pll + lP/)
= 7CJECDOO - cncq)lo - cncq)OI - ch(I)ll + l

where

0
c, = | 01 and ¢;=DSc,S" for ie{lc, nc, dc} (5.31)
0 c],-
and
Js=-DSY, . (5.32)

Note that if CDF are used then the corner flux coupling coefficients in Eq. (5.31) should be
changed to:

¢, = DSe, ST (5.33)
because of Eq. (5.22).
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Eq. (5.30) now completely determines the contribution of the southwest node of a corner to
the CPB equation of the corner. Here, the surface current source term Js is known from the sur-
face currents of all the four nodes while the corner fluxes at the four corners are the unknowns to
be solved for. The coupling matrices, c;, are 2x2 matrices which are determined solely by the
node properties.

5.1.3.2 CPB Linear System

The partial CPB equation of Eq. (5.30) for a node can be written for all the other three
nodes. Summing up all the four partial contributions then yields a CPB equation for a corner. The
CPB equation involves the corner fluxes at the eight nearest corner points as well as at the flux at
the point for which the CPB equation applies. In terms of the variables defined in Figure 5.2,

¢/7W ‘_]f,W 4)/7 ‘_]jlle 4)176‘

71 NW |7, NE 7

7 SW 7 SE 7

o VA N A s

Figure 5.2: Variable Definition for Corner Flux Calculation

the complete CPB equation for a corner is obtained as:

Cie® o+ Cie® 1+ Coe® o+ CoeD oo+ (Crit Cr) P, + (Chit C0) D,
(Cret Cr) @+ (Cpet Cr) @+ (Crit Clit Clet i@, = J+ T+ T+ T
The CPB equation of Eq. (5.34) can be set up for all the corners and the set of all CPB equa-
tions forms a linear system that needs to be solved simultaneously. The CPB linear system is a
nine stripe block diagonal system and would be very diagonally dominant because the CPB equa-
tion at a corner is mostly dominated by the flux at that corner rather than by the neighboring ones.
Thus it can be solved with a conventional Gauss-Seidel iterative scheme, without the necessity of
invoking more sophisticated method.

(5.34)
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5.1.4 Solution Sequence for Homogeneous Flux Distribution

The process of determining the homogeneous intranodal flux distribution proceeds as fol-
lows:

a.  Determine the node-wise AFEN parameters such as 7, s,

sin(ih)
2 ,c0s( Bohz) and cosh( Byl

B, 242 22 )

b.  Calculate the linear system coefficients for the CPB linear system

c.  Perform the Gauss-Seidel iteration to determine the corner point fluxes

d.  Determine all the 8 expansion coefficients in Eq. (5.12) by using the four corner point
fluxes and the four surface average currents

e.  Calculate the volume-averaged intranodal flux at each pin cell.

5.1.5 Definition of Two-Group Form Functions

The form functions are needed for dealing with the local heterogeneity in material composi-
tion within a fuel assembly. They are generated along with the homogenized group constant dur-
ing the single assembly calculation. The form functions are defined groupwise as:

Kzfls’(Xiy)d)g(Xay)

KZ f,g'(T) g
By using the form function and the homogeneous intranodal flux determined at a pin position, the
pin power is now obtained as:

fxy) = (5.35)

¢

p(5) = KT (6N £ (50) (5.36)

o=1
Note here that the customary assumption is being made that the form function in an actual core
condition does not differ much from the form functions generated for a single assembly geometry
employing the reflective boundary conditions.

5.2 Detector Response

The detector response can be written as

U

R D) = 3 v, S S0 (n ) £(n) (5.37)

lel =1

where / represents the nodes adjacent to detector / , ¢,,(x,») is the g¢A group homogenous
flux at location (x,») innode / which can be obtained using the same method as the pin power
reconstruction technique described in the previous sectio, and 77,(x,y) is the form function
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which is determed from the fuel assembly lattice calucation as the ratio of the fluxes from the het-
erogenous and homogeous models.

Het(X y)

B = )

(5.38)

The lattice calculations are normally performed using a single fuel assembly with reflective
boundary conditions in which case the flux for the homogenous model is the same as the assem-
bly average flux. In this case the form function can be defined as:

£1(xy) = W (5.39)

where ¢/:" is the assembly average flux.

i’;g in equation (5.37) is the detector cross section which can be obtained from the assembly cal-
culation:
—d
S = (X—M j j O (X ) o dy (5.40)

where 4, , is the area of fuel assembly / which is occupied by detector 7, and ¢75'(x,») is the
flux at the center of the detector.

BWR detectors are located at the corners of fuel assemblies. The form function for a detector in a
BWR is the same as the corner point discontiniuty factor. The heterogenous corner point flux are
available from the pinpower reconstruction algorithm:

07" (n1) = ¢,(50) L1(x,7) (5.41)

Therefore equation (5.37) can be simplified for BWR detectors as:thm:

' —d
R 2) = 3 v S 205 () (5.42)

lel

o=1
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6. NEUTRON TRANSPORT METHODS

For some applications, the accuracy achievable with two group nodal diffusion methods is
not adequate and therefore a multigroup transport option was added to PARCS. In this chapter,
the Py method is briefly introduced; and then the detailed derivation is presented for the

8]

multigroup SP5 kernell®] which was implemented in PARCS.

6.1 Py Transport Methods
The steady-state Boltzmann transport equation without an external source can be written:

Q-Vy(r,QE)+Z,(r, E)y(r,CQ0 E)

= [dQ [dE'S (,Q' > QE' > E)p(r,Q, E')+ —41 S, (r,E),
o
(6.1)

where

S, (r,E) = 2(E)[dE'VE (r,ENG(r, E')  §(r,E) = [dQ'y(r,Q,E)

3

There are several methods for solving the Boltzmann equation for neutron transport and in the
PARCS code the spherical harmonics method (Py) is used. The angular flux and the differential

scattering cross sections are expanded in Legendre polynomials:

v QE) =Y Y g1 (r B (Q)
=0 n—n , (6.2)

where
2n+1)(n—m)!
(n+m)!

Y (Q)=Y"(0,p) = { } B (1) exp(imp)

where

Bl () = associated Legendre polynomials, # = cosd

Using the orthogonal property of the spherical harmonics, the coefficients of Eq. (6.2) are
determined as:

¢"(r,E) = j dQY" (Qy(r,Q,E)
(6.3)

Since the angular flux is independent of the azimuthal angle in a one-dimensional geometry, the
angular flux can be expressed as:
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Q-Vy(r, 0, F) > -2 y(r, 0, F)
ox , (6.4)

Therefore, the form of the Py method can be easily introduced using a one-dimensional form

written as follows:

ow(x, u, E
p VLD s By, 0, E) =
ox
de'jdE' S (5Q-QE > E)t//(x,,u’,E')+%Sf (x,E),
(6.5)

S, (x,E) = ;((E)I dE' VE , (x,E")(x, E")
where >

Q' Q= pu, =cosf, =cosfcosd —sin@sin O’ cos(p — ")

And the following coefficients are determined by using the orthogonal property of Legendre
polynomials:

4, (x,E) = [ duy (x, 1, )P, (1)

) (6.6)
%o (6 E' = E) = 27 [ duZ, (x, o, E' = E)P, (1)
; (6.7)
(n— m) m m
B, (o) = P,(1)F, (1) + 22 P (LB (p')cos(m(e — @)
where .
Therefore, Eq.(6.5) is rewritten using moments and Legendre polynomials as:
w2 S D P g, (5. )+ 2, (5,03 2 (10 (5. ) =
jdE’Z (2””)2 (,E' = E)P.(1), (x,E") +lS (%, E).
(6.8)

Using the recursion relationship of the Legendre polynomials:

@n+ Db, (1) =n+DF,, (1) +nF, (1) (6.9)
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One can arrive at (N+1) sets of coupled partial differential equations for the expansion

coefficients ¢, (x, E) :

(n+1) 09,.,(x,E) + n_ 0¢,,(x,E)
(2n+1) ox 2n+1) ox

+2,(x,E)g, (x,E)

= [dE'S,, (x,E' > E), (x,E') + 55" S, (x,E).
(6.10)

For convenience in deriving multi-group one-dimensional Py equations, the energy ranges are

divided into G discrete intervals. Eq. (6.10) can be rewritten with these discrete groups:

(n+1 d¢n+1g(‘x) n d¢n_1g(x)
el de@ne) de (e

1)
25 (),

=D 5 e (D8, (X) +
4 6.11)

[Z,(x. E)g, (x, E)dE
ng = n ’E dE 2tng =4
by (3) j ¢, (x.E) () .

where , ,

[dE[S,, (x,E' - E)$, (x, EdE' [VE, (x, E)p(x, E)IE

zsn ’(‘x):g . VZ-(X):g
88 ¢ng' (x) I

¢, (x)

b

While all cross sections in the first Py equation are flux weighted, an exact calculation of total and
scattering cross sections of the higher Py equations requires that the flux moments, 9,(x. E) be
knwon for 7 >0 Instead of introducing different total cross sections in all moment equations,

0 which is weighted by the flux, is used in the left hand side of the higher moment equations.
Modification of diagonal elements of scattering cross sections is then required:

Z;V,gg (¥) =2, (X) = (2, () -2, (x)) (6.12)

Then, Eq. (6.11) can be written as:
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(l’l + 1) d¢n+1g (X) " n d¢n—1g (X)

Qi) dr @nrn  de e
S
= 2 T (9,0 (¥) + 5, ()
€ (6.13)
where Z g (X) = 2, (0) = 2,0 (%) .

A reflective boundary condition requires that all odd moments of the flux vanish:

¢, (x.,E)=0, forodd n ’ (6.14)

where *s is X at a surface.

The exact interface condition of continuity of angular flux cannot be satisfied exactly by the flux
approximation for infinite N. Therefore, the first N+1 Legendre moments of this relation are
required to be satisfied:

¢n('xs_9E):¢n(x:’E)’n=0’1’2""’N, (615)

N -
where *s and s are X from right or left side of a surface s, respectively.

6.2 SPy Equations

The original approach of the SPy approximation is a simple generalization of the one-
dimensional Py equations to the multidimensional Py equations. The result is (N+1)-coupled SPy
equations in the three-dimensional geometry. The three-dimensional P; equations can first be
constructed from the one-dimensional P, equations as follows:

1) Replace the operator 0/0x in the one-dimensional 7 =0 equation with the divergence
operator \ ,

2) Replace the operator /0% in the one-dimensional ? =1 equation with the gradient
operator \ ,

3) Consider the zeroth-order Legendre moment of the angular flux 2 as a scalar,

4) Consider the first-order Legendre moment of the angular flux # as a vector.
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For the SPy equations, the relations of P; between one-dimensional and multi-
dimensional geometries are extrapolated to Py when N > 1.

1) Replace the operator 0/0% in the one-dimensional equation for even 7 with the
divergence operator V ,
2) Replace the operator 0/ 0¥ in the one-dimensional equation for odd # with the gradient

operator V
3) Consider the even-order Legendre moments of the angular flux as scalars,
4) Consider the odd-order Legendre moments of the angular flux as vectors.

With the procedure above, the final form is obtained as:

MV.%H +LV-¢H +3.4, =s,

(2n+1) (2n+1) , n=even, (6.16)
(n—_'_l)v¢n+l +Lv¢n—l +Zt¢n =S8,
(2n+1) (2n+1) , n=odd.

The general matrix form of the SPy equations is shown in Eq. (6.17). Their boundary conditions
can also be obtained from those for the one-dimensional Py equations. The advantages of the
SPN equations are that inspite of some approximations in their formulation, they have
significantly improved computational efficiency compared to the Sy method or the original Py
method, and they maintain the rotational invariance of the Py equations which is not present in
the Sy equations.



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 63

Z, V- Te] 5]
1 2
3V o 3V 4| |
2 3
VL. V- $ | |
3y s, év ¢ | | Ss
4 5 ?, Sy
V. w =V _
? . b5 | | Ss
VvV 3, —
11 11
N vV Z, Py Sy
: 2N +1 N (A V)

Note that N is normally odd, and accordingly N-1 becomes even. The number of first-order
differential equations is reduced by one-half in second-order differential equations with the

assumption of s =0@=21) . For simplicity, Eq. (6.17) can be reduced to (N+1)/2 number of
second-order differential equations as shown in Eq. (6.18).
It should be noted that the general SPy equations are asymptotic corrections to the Py

theory. For planar geometry problems, these corrections exactly reduce to the Py equations. In
practice, the SPy equations are most accurate for problems that are reasonably close to being

diffusive in nature or for problems that have strong transport regions in which the solution
behaves nearly one-dimensionally and has weak tangential derivatives at material interfaces.
However, for problems that have strong multidimensional transport effects, such as voids,
streaming regions, or geometically complex spatial inhomogeneous, the SPy solutions are less

accurate[g].
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b, ¢, 9, So
a, b, «c, b, 0
a, b, ¢, P, 0
a, b, e, 4, | |0
L Ay bN—l__¢N—1_ _0_, (6.18)
where b0 =DV’ +3, ¢ = —2D1V2,
0 =—2pv? b2=—(iDl+§D3jV2+2t2 e =_3pve
2 5 1 ’ 5 5 ’ 2 5 3 ’
n? n+l1
. n 2 b =— + D [V'+X
an——Zn_lDHV’ " ((Zn—i—l)(n—l) on+l M t"’
n+2 )
¢, == n+l
2n+1
m

2

" (2m+1DXZ,,  m=odd number n=even number

6.3 Implementation of the SP; Method

In PARCS, the SPy order was truncated for N > 3

multidimensional SP; equation can be written as:

V ’ ¢1g + z:rg¢0g = SOg

2 1
§V¢2g +§V¢Og +2trg¢1g = O

b

3 2
gv'¢3g +§V'¢1g +Ztg¢2g = O

b

3
7v¢2g + Ztg¢3g = O

where

. The governing equations of the

(6.19)
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X
Sog = zzsg'g¢0g' +k_gzvzfg'¢0g'
g' eff &'

The most common methods used for a direct solution for the SPy equations involve the

elimination of odd-order angular moments to yield a set of coupled diffusion-like equations as
shown below in a matrix-equation form for a given group:

-D\V’+2, —~2D,V?

2 3 4 5 % =S1
-ZDV —(—D3+—DIJV +3, 0
> >3 , (6.20)
where
1o, 3
3% 7z,

tr
’

D, =

These are simply two coupled diffusion equations that can readily be solved with standard
diffusion computer codes with appropriately defined diffusion coefficients. For SP; boundary

conditions, the Marshark boundary condition can be used in the same way as in P;. For example,
the equations for a right boundary become:

1 -1
Ji = [duPww(x,.0)  j; = [duP@w(x,.0)
0 , 0 , (6.21)
where

21

v =Y E R (g (0

*r = right surface, ,

L3 _Ls, s
%(ﬂ)Zl,R(ﬂFﬂ,%(m:EB” _1),]33(”)_2(5” 3”).

Applying B and 1§ to Eq. (6.21) leads to the relationship between partial currents, surface fluxes

and net currents:

s 1 1 5
16

+ 5 1 1
¢23" J3 :E¢25i5‘]3__¢0s

=—@, T=J, +
Ji Do, 1 16 ’ (6.22)

4 2

which have the additional contribution of the second moment to the boundary conditions of the P;

equation.
The time-dependent SP; equations are basically the same as Eq. (6.19) except for the

additional time derivative terms in each equation:
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%ag;g +V ¢, +3,. 0, = Soxg, (6.23)
%%+%V¢zg +2 5 = 0,
d;;k =-4,C, +kizvz_/g'¢0g'

eff &
where

X
SOtg = Zzsg'g¢0g' + k_g(l - ﬂ)zvzfg'¢0g' + ng ;lk Ck
4 4

eff

dC,
dt

-1,C, +k szfgqﬁog
eff &'

Similar to the method used to simplify the steady-state equation, the moment equations can be

2nd

combined to yield the two time-dependent 2""-order differential equations:

1 O,
) UZ at( ¢1g) até _v.(ZDOgV¢2g +D0gv¢0g)+2rg¢0g = Sorg

31 1 104,
BT LR e o

: (6.24)

3 4 2
-V '(§D2v¢2g +§D0gv¢2g +§D0gv¢08j+ztg¢2g =0

As indicated in Eq. (6.24), time derivatives of divergences of the 1%*- and 3™9-moments, which are

the change of leakages of 0"- and 2"9-moments with time, are additional terms to be considered,
compared to the conventional time-dependent diffusion equation.
In the PARCS code, a slightly modified form of the equations are used. The time

o . - (@rvar) o 2 s . o
derivative term is combined with 7*¢, and the term "¢ on the right hand side is also
modified with the time derivative term (6 / Uat) . A fully implicit time integration method is used,

and with the time indices, Eq. (6.23) can then be written as:

v ¢n+l +Z ¢n+l Sg;l +q0g (625)
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V¢n+1 4+ V¢n+l + Ztré¢n+l qlng

2

V ¢n+1 —V ¢n+l+zlg¢n+l q;g

2

_V¢n+l +Ztg¢n+l q;ag

b

where
1 1 ¢,
S =2, — T
VAL Tie v AL
n+l _ 1 n 2 n+l Zg 1_ 2 n+l l Cn+1
Sorg = A 0g +Z sg'g10g' +k ( 'B)Zv fs¢0<g +stz k>~ k
Ug t < off P X

Eq. (6.25) can be reduced to the two second-order differential equations similar to the steady-state
equations:

n+ n+ 1 n+ n+
-V [32 V¢ 1 2 V¢ 1 Z J+ng¢ = Otg1 +q0g
rg rg , (626)
3 3 n+ 1 n 2 2 n+ n+ 1 n
_EV'(FV Y %g]‘zv'[s?v SRS %g]
1g 1g rg rg

+ Ztg¢n+l —

g'

The equations above can be expressed in a simple matrix equation form without a group index for
comparison with the steady-state form Eq. (6.20):

~D/V’+%; ~2D,V? e qy —3D,V-q +s}
o |_
—ED;‘V2 —(ED; +fo‘]v2 +2 { 1} q’ —ng*v-q;’ —ZD3V-q§
5 5 5 : 5 5
, (6.27)
. 1 . 3 1 1 n
Dl 532* D3E7Z* 2 _2 +— qz ¢l
where i 0 VAL v At 1= time index.
The terms, V- dig (i =13 ), are additionally considered compared to the time-dependent diffusion

equation, which correspond to the terms, 6(V P )/ o (i =13 ), of Eq. (6.23). Since the terms

iz are the change in leakages with time, they can be neglected since their contribution is
relatively small compared to the change of the 0'"- and 2"-moments with time.



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 68

6.4 Multigroup Nodal Expansion Method For SP;

The SP5 equations have been implemented in PARCS using well established fine-mesh

finite difference (FMFD) methods. This method was convenient for treating heterogeneous
conditions within the fuel assembly (FA). However, when the heterogeous effect is not dominant,
the FMFD solution can be inefficient in terms of accuracy and time. Therefore the SP; equations

were also implemented in PARCS using more computationally efficient adavanced nodal method.
The multigroup nodal method for SP5 is discussed in this section.

The nodal method has been widely used and has become the standard for core neutronics
calculation since the early 1980s. There are several types of nodal methods with different basis
functions: nodal expansion method (NEM), analytic nodal method (ANM), analytic function
exansion nodal method (AFEN), nodal green function method (NGFM), etc. Among them, the
NEM provides the most straightforward and stable numerical scheme, however is somewhat less
less accurate than the others under some conditions. In this work, the NEM is utilized for the
multigroup SP; equation since it is easy to implement for mutigroup applications and simple to

apply to more than one flux moment.
In order to apply the nodal method to the SP5 equation, Eq. (6.20) is rearranged to:

~-D\V’+2, -23. ® 1
2 ) “l=8, _2
-Z3 -D,V’+2, || ¢, -
r i 3
3 , (6.28)
where
4

EEZ +=2
3

> 3 V’le—DIV(DO’ J3=—D3V¢2.

rt

O, =4, +2¢, ,
For numerical stability and computational efficiency, Eq.(6.28) is more convenient for applying

the NEM compared to Eq. (6.20). The Marshak boundary conditions of Eq. 6.22) also change
corresponding to the moment definitions in Eq. (6.28):

1 1 3 a7 1 1
» s i_Jl __¢23 J37 =_¢2s i_J?? __(DOS
27 1677 16 27 16 ™ (6.29)

Based on the boundary conditions above and the following relationship between net and partial
moments:

Ji=-DVO,=ji—j; Sy =-DV=J5 5 (6.30)

Egs. (6.29) and (6.30) require that partial currents and surface fluxes at interfaces satisfy the
following relations:
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8 (i —Voaliv s i 8 N oa( i -
D, =2—5[7(Jl +J )+3(J3 + Js )] P, Y [(Jl +J )+4(13 +J;3 )] 631)

The one-dimensional equation integrated over transverse directions within a given group can be
expressed as:

d2
B Pou}_s { IZHLM}
2 — Mo =
_gzr _D3u d 5 + Zm ¢2u 3 L3u
3 du ,w=x,,2), (6.32)

where Li, is the transverse leakage to the u-direction in  moment. As in the conventional NEM,

the one-dimensional moments can be approximated in 4t order polynomials:

O, () =Y ah @) ¢, w0) =3 z,hw)

9

, (=xy,2), (6.33)

ho(u)=1’ hl(u):2u—1’ hz(u):6u(1—u)—1’
hy(u) =6u(l—u)2u—-1) h3(u):6u(1—u)(5u2 =Su+l) og<y<l.

Combining Egs. (6.29), (6.30), (6.31) and (6.32) yields the partial moment response equation as
follows:

where

Jl()m 205060 +CJJ1m +CAA+C¢2v¢2S (634)

I =g b e,y g At g, D,

9

- out

where /U

=N .in .in
@y +c, )yt Hea, —c,as —csdy — o, ,

.in .in
@, +cyjy ey )y Hea, teas —copy — sy,
b

- out

]lr

-out

Jai =g1(;2 +g2]é7 +g3]é}:~ +8,a, — 8,0, — gDy, _géq)m’

]30:” = glaz +g3j;'11 +g2]é? +ga,+g,a, - gD, — g5,

9

. oU .in . ou .in 3
a, :E(q)m _q)Ol)zjlrt + i _]llt —Ju +§( 2 _¢21)

b

- 1 e . ou .in - ol -in 3
a, =P, _E((DO)‘ +(D01): ¢ _[]lrt + Ji +]11t +Ju +§(¢2r +¢21)]



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 70

1 4 . 0u .in - out .in
Z :E(¢2r_¢21):7(]3rt+]3r_]3l _Jsz)+(q)0r_q)01)

b

—_ 1 e 4 .ou .in . 0u -in
z2,=¢, _E(¢2r +¢21)= 9, _[_(]yt + /3, +]31t +J31)+ ((DOr +D,, )j

7
. __6D,(1+4D)) _1-48D! . -8D,
' 1416D,+48D 7 1+16D,+48D} °  1+16D, +48D;
. __6D(+12D,) _ 3D,(1+6D)) ~ 3D,
Y 1416D,+48D> 7 1+16D,+48D? ° 2(1+16D, +48D?)
42D, _ 49-768D} ~ 224D,
8177748D, %2 T 491 448D, +768DF 1 49+ 448D, + 768D}
42D, _ 4D,(7+24D)) ~ 14D,
81777 16D, &5 404 448D, +768D2  °°  49+448D, + 768D}

Since the surface moments appear on the right hand sides of the partial moment response
equations in Eq. (6.34), it is not easy to formulate and solve them. For simplicity, the following
relationships were developed here:

Ji =@ t-J, Js=—d,,t-J;
4 , 16 27 (6.35)

These are truncated forms for the Marshak boundary conditions and therefore are not
conventional partial moments but quantities satisfying the following conditions.

J, =-DVOD, = 71+ _71_ ’ J;==-D;V¢, = 73+ _73_’ (6.36)

and

8 (v, ~
@, =2 +77) =5l ) (6.37)

Eq. (6.37) is similar to Eq. (6.31) and somewhat simpler to apply. With the variables defined
above, reflective boundary conditions and incoming current boundary conditions need to be
discussed. Reflective boundary conditions are the same as usual:

N=i =0 (6.38)

2

However, incoming current boundary conditions become different compared to the original ones
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since /1 and Js are not real partial moments. Inserting Eqgs. (6.36) and (6.37), using Egs. (6.29)

and (6.35) and i =Jy =0 yields:

~+ 3 ~.+_i ~_ ~-
7 109(1 +87; ) 13—109(1411 +37; ) (639)

The relations between artificial partial currents, net currents, and surface fluxes thus have the
same form as in the NEM formulation of the diffusion equation with some additional
consideration for the incoming boundary conditions as shown in Eq. (6.39). The final form of the

~+

J

partial moment response equation using then becomes the same as the conventional NEM

formulation:

out __ N Tin
T =g @y +c,J)" +c 4

) (6.40)
‘73% = g(gzaz +gJ*73in +8,4

b

~out ~in
=c,d, + +c +ca,—c,a
where U 1Dy + ¢y 3]1r 47 Calls

Y out

_ Y in ~in
Jir = Q@+ )y ey, toa, +e,a; ,

~out o in ~in

Js =89, + 8,73 +g3]3,+g1a4—g4a3,

“out _ s in ~in

Jar =819, + &3] +g2]3r+gla4+g4a3’
_ _ Fout | Fin Tout  Fin

a _E(q)Or_q)Ol)_jlr +J, —Ju —Ju

b

| -
aZZCDO_E((I)OrJ’_CDOI) (D (]om"']w +J1?m+j111n)

1r

b

1 ou ~ou in
:5(¢2, ¢21)_ (]3rt+.]3r J3lt_.]3l)

b

o 1 4 out Y out ~in
Zy :¢2_5(¢2r+¢21):¢ (7(J3r +J3r +Ju iy ))

The definitions of the coefficients < and & are the same as in Eq. (6.34). However, the

definitions of the low-order coefficients, %1 and %2, are changed in Eq. (6.40), which do not
include surface moments on the right hand side.
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One of the most important considerations in the transverse averaged one-dimensional
approach is the approximation of the transverse leakage shapes. In PARCS, the transverse

leakage shape is approximated in a second-order polynomial for both 0™ and 2" moments as:

LOu(u):zbihi(u) L, (u)= zpihi(u)
=0 , i=0 , (6.41)

b, . . :
where ' and ¥ are expansion coefficients of the transverse leakage.

The second-order polynomial approximation for the transverse leakage of the 0" moment has

been well established for applying the NEM to the diffusion equation. However, a quadratic

2nd 2nd

approximation is not adequate for the moment since the moment shape is dramatically

changing near interfaces of very different materials. However, a parabolic approximation, which

2nd 2nd

moment, 1S used since the effect of the moments 1S

Om

is a rough approximation for the

relatively small in magnitude compared to the 0™ moments and refining more meshes relieves

214 1 oment.

dramatic change of the
The higher-order coefficients, % and %, are determined by solving two more moment

equations with the weighted residual method for Eq. (6.32) using hW) ang B2 (”), which are
shown in Eq. (6.33), as weighting functions. The resulting equations then become:

(60 D, +2))a, = —éZral +S; —éb1 +22r[§z1 +z3j
A 3 3 3
y , (6.42)

D
(140A“ +2 )a, =%2,a2 +So +%b2 +22r[—%22 +z4j

u
2

D 5 5 5
(60 Au +2,)z; = _Ezrtzl +55 _Epl +2Zr(§al +a3j

u
2

D
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By defining new variables, Ji and Js in Eq. (6.35), all equations became simple and very
similar to the conventional NEM equations for the diffusion equation. This means that the
existing routines can be utilized for solving the multigroup SP; NEM with only minor

modifications.
Egs. (6.43) and (6.44) show moment matrix equations in which 2-D or 3-D one-
dimensional equations are solved at the same time, satisfying the nodal neutron balance in a node.

The 0™ and 2"¢ moments are not solved simultaneously, but determined sequentially for
computational efficiency. In other words, a moment is used as a source of the other moment
determined in the previous iteration step. As seen in Eq. (6.43) and (6.44), there are in fact 13
unknowns for a three-dimensional problem, which include currents and higher order coefticients
of the nodal expansion polynomials of each direction and node-average moments. The elements
of the matrix of the left hand side of the equation are only property dependent, but those of the
right hand side are composed of the fission source, partial moments which are boundary
conditions, low-order coefficients of the nodal expansion polynomials of the other moments and
transverse leakage coefficients.
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1
D -
—52, ézr 60—+ 0 0 |l
3 3 A,
D T
X I 0 (140A—1“+ZJ -=2. | a,
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Note that these equations should consist of 13x13 matrices and 13%1 vectors for the 3-D
Tout Y out

out "3 out
problem by repeating components corresponding to (] i ,a3,a4) and (J 3003 ’Z3’Z4> for
the other directions, respectively.

The time dependent SP3 Equations can be rearranged as below for multigroup nodal expansion

method :
2 * *
_DIZ +3, -2%, q)8+1 :(p”_sn“ 12 o g_)
-=z —D,V 43 || gi! oo 3 : 3
3 (6.45)
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32 tr and t

Eq. (6.45) is consistent with the steady state equation given in Eq. (6.28) and therefore it can be
solved using the steady state solver with minor modifications in the balance equations; e.g., tran-
sient fixed source terms.
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7. HEXAGONAL NODAL METHODS

In order to treat reactors with hexagonal assemblies (e.g. VVER) a hexagonal nodal method
was implemented in PARCS using the Triangle-based Polynomial Expansion Nodal (TPEN)

method.l'8] The theoretical basis for the method will be presented in this chapter, together with
a CMFD acceleration scheme which utilizes an innovative dynamic condensation method.

The TPEN method solves two transverse-integrated neutron diffusion equations for a hex-
octahedron node. One is the radial equation defined for a hexagon and the other is the axial
equation defined for the z-direction. The radial problem is solved by splitting the hexagon into six
triangles and then by employing a polynomial expansion of flux within each triangle. Given the
incoming current boundary conditions, the solutions of the two separate transverse-integrated
equations yield two sets of node average group fluxes rather than one. This is not a problem in the
two-group problem since only the outgoing currents need to be taken from the one-node solution.
In the multigroup problem, however, a unique set of group fluxes is desired because the node
average group fluxes determine the nodal spectra to be used in the group constant generation for
the two-group CMFD problem. In this regard, a simultaneous solution of the two transverse
equations is derived in this section. For an efficient solution of general multigroup problems, the
fission source terms are moved to the right hand side to avoid the direct inversion of the group
block. The following section first presents the TPEN equations and then the solution method
used for the TPEN equations.

7.1 Multi-group TPEN Method

The transverse-integrated neutron diffusion equations defined for the hex-octahedron
domain shown in Figure 7.1 consist of six radial and one axial equations. With index m denoting
the m-th triangle, the balance equations can be written as:
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Here the source term Q contains the fission and upscattering sources, and in addition, the transient
fixed source (TFS) appearing in the transient formulation. The source distribution is assumed to
be known from the previous iterate of the flux distribution. The transverse-leakage sources repre-
sented in Equation (7.1) have spatial dependence which is determined in the TPEN approach by
the node average transverse leakages of the neighboring nodes as well as the node of interest
itself. In the original TPEN formulation, all the transverse leakages are considered known and
thus the two balance equations are independent and can be solved separately. In this derivation,
however, the transverse-leakage of the node of interest is treated unknown so that the radial and
axial equations are now coupled through the transverse leakages.

The radial equation in Eq. (7.1) above is solved by representing the intranodal flux within
the triangle by a nine-term, two-dimensional polynomial of the following form:
¢§’” (x,y)=cgtagx+tayy+ b;';xz + b;,’;uz +b

m 2 m 3 m 3 m _ 3
gpp +ngx +Cgu1/l +cgpp

(7.2)
where
P T G S T
: jgxi | |4 . /j;él
. 3 oy ’/}g 4
“2i | 4 (I &%
&L T
B AT G i Jgx
4 g/lr/k}

* A local coordinate is set for each triangle and the outward normal direction at each hexagon
surface is taken as the positive x-direction of the local coordinate.

Figure 7.1: Geometry and Boundary Conditions and Coordinates for TPEN

The nine coefficients of the third-order polynomial are related with the following nine
unknowns: 3 surface average fluxes, 3 corner point fluxes, node average flux, first order x-and y-
moments of the flux. To determine the nine unknowns, nine constraint conditions are imposed: 3
surface average current continuity conditions, 3 corner point leakage balance (CPB) conditions,



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 78

nodal balance condition, first-order x-moment balance condition, and first order y-moment bal-
ance condition. On the other hand, the axial equation is solved by the nodal expansion method
(NEM) that involves five unknowns: first- and second-order z-moments as well as the two surface
average fluxes and node average flux.

Because the TPEN method requires two directional first-order moments, the
corresponding moments of the source terms appearing in Eq. (7.1) need to be specified. These
moments carry the spatial dependence of the source. In the TPEN, the source shape is
approximated by a seven-term, two-dimensional polynomial and the seven coefficients are
determined by preserving the node average values of the source at the six surrounding nodes and
the node of interest. For the one hexagon node problem, there are six sets of unknowns, one for
each triangle. In order to determine uniquely all the coefficients of the six sets, six hexagon-corner
point fluxes as well as six surface average incoming currents need to be specified per group. The
hexagon-corner point fluxes are determined before solving the one-node problems by imposing
the CPB condition to each hexagon-corner. In order to obtain the corner point leakage, the
intranodal flux distribution within the hexagon is approximated by a thirteen-term polynomial
whose coefficients are expressed with 6 surface average fluxes, 6 corner point fluxes, and the
node average flux of the hexagon. During the CPB calculation, the node average and surface
average fluxes are assumed to be known, and only the corner point fluxes are taken as the
unknowns so that the CPB conditions yield a linear system for corner point fluxes at each plane.
The linear system is solved using the Gauss-Seidel method.

Among various constraint conditions used in TPEN, only the nodal balance and moment
equations contain terms originating from the RHS terms of Egs. (7.1). Hence the node average
and directional moments of the sources including the transverse-leakages should be obtained. For
the solution of the radial equation, the axial leakage’s node average value (0-th order moment)
and the x- and y-directional first order moments are required. Each of these moments (including
the O-th order moment for the node average) consists of two components: one from the
contribution of axial leakage of the hexagon of interest node and the other from the six
neighboring hexagons. Namely,

_ — 1 — .
Zm Zm Zo Zi
L =L+ (77 -77)
z s=T.B and (7.3)

A S - 2)

hZ s=T,B

TZm _ TZm
L, =L +

gu,neig

, U=X,Y (7.4)

Zm
where the partial currents replace the net current appearing in Eq. (7.1). Note that Heneig =0 . The
contribution from the neighboring hexagons induces a gradient of the axial leakage within the
hexagon, and thus the contribution from the neighbors must be different for each triangle so that
the first term above retains the triangle index m. The contribution of the hexagon of interest,
however, is constant over the hexagon and thus no dependence on the triangle location appears in
the second term. Since the incoming currents are given as the boundary conditions, the actual



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 79

unknown in the axial leakage moment given by Egs. (7.3) and (7.4) is the surface average
outgoing partial current at the top and bottom of the hex-octahedron node. These unknown terms
are moved to the left hand side of the nodal balance and the moment equations.

The moments of the radial leakage can be similarly represented for the axial equation.
Since moments are required up to the second-order in the NEM used for the axial solution, three
moments are defined as follows:

=220 7)
R m=l and (7.5)

Ly = Lyg g + 1 Ly , q=12. (7.6)
With the representations of the radial leakage moments given by Egs. (7.5) and (7.6), the hexagon
surface outgoing partial currents appear in the axial nodal balance equation, 1-st and 2-nd order
axial moment equations. These radial partial current terms are moved to the left hand side because

they are unknowns as well.

7.2 Solution of the TPEN Equations

For the hex-octahedron shown in Figure 7.1, 36 unknowns are defined per group for the
coupled TPEN. They are 6 hexagon surface outgoing partial currents, 6 inner surface average
fluxes, 6 triangle average fluxes, 6 x-moments, 6 y-moments, 1 center point flux, 2 axial partial
currents (top and bottom), 1 first-order z-moment, and 1 second-order z-moment, and finally 1
hexagon average flux. The constraint conditions required to determine these unknowns are as
follows: 6 triangle nodal balance conditions, 6 triangle x-moment equations, 6 triangle y-moment
equations, 6 inner surface current continuity conditions, 6 radial incoming current boundary
conditions, 1 center point CPB condition, 2 axial incoming current boundary conditions, 1 first-
order z-moment equation, 1 second-order z-moment equation, and 1 hexagon average flux
constraint which states the average of the 6 triangle average fluxes is the same as the hexagon
average flux. The linear system consisting of these constraints and unknowns can be represented

by Eq. (6.7) for a given group where A, X, Y, S and CR are 6x6 matrices while CZ is a 2x2 matrix.
Other matrices are all 1x1. The dimensions of the unknown vectors are defined accordingly.

The 36x36 linear system can be reduced algebraically to one equation. The order of

6}’ j(l} 65

2 b

elimination of the unknowns to reduce the linear system is as follows: Ou @ O,
~ TJZ ~S ~F
P , I , 92 and ?- . With this sequence of elimination, the first unknown to be determined is the
first-order z-moment and the back substitution performed in the reverse order determines finally

the hexagon average flux.
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The solution of the multigroup one-node problem provides multigroup node-average
fluxes as well as multigroup interface currents. The multigroup fluxes define the nodal spectrum
used in the dynamic condensation of the multigroup cross sections which is performed by
spectrum weighting as follows:

zA“otG = Z(ogzag

geG , G=lor?2 (7.8)
where
o R
(og = "g ¢G = z¢g
% and gee |

On the other hand, the multigroup interface current is used to determine the two-group corrective
nodal coupling coefficient by the following equation:

D‘G :_EG(¢ACI; _¢Acr;)+jc;

¢Aé + % (7.9)

where Ds is the finite difference based nodal coupling coefficient and

jG = Z‘jg

geG X
Once the corrective nodal coupling is determined, the two-group interface current can be
represented as a linear combination of the two-group node average fluxes of the left and right
nodes of the interface as follows:
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CMFD _ 1 r,CMFD _ 4I,CMFD | 1A r,CMFD [,CMFD
JG - DG( G G ) DG( G + G )

(7.10)
With this nodal coupling relation and the two-group constants, the CMFD linear system then can
be formulated. The solution of the CMFD linear system yields a two-group flux distribution. At
convergence of the iteration between the multigroup and two group solutions, the two-group
nodal reaction rates preserve the corresponding multigroup reaction rates.

Once a two-group CMFD solution is obtained, the boundary conditions for the multigroup
one-node problems have to be established by prolongation of the two-group information into the
multigroup one. The prolongation can be achieved simply by using the multigroup shapes
obtained in the previous one-node calculation. The multigroup shape for the flux would just be the
spectrum used for group constant condensation. Additionally, the multigroup shape for the
outgoing partial current is required to specify the multigroup incoming current conditions as well
as the transverse leakages. The multigroup outgoing currents are obtained as follows by using the
outgoing current spectra:

on+l _ _n Jo.n+l
Jo =66

(7.11)
where

on

n_Yg Jon _ o.n
gg - jo,n JG - ZJg
G and 8eG .

The multigroup flux of the hexagonal node is obtained similarly using the spectra and then used to
update the multigroup moments of the triangular nodes.

The multigroup one-node TPEN kernel has been implemented in the PARCS code using a
nonlinear iteration scheme in order to control the alternate calculations of the two-group CMFD
and multigroup one-node TPEN calculations. The T-H feedback on cross sections is performed in
the multigroup structure and the multigroup cross sections are condensed into two groups using
the nodal spectra determined by the multigroup TPEN kernel. A surface flux correction factor is
used in much the same manner as D-hat in the cartesian CMFD solution to obtain the surface flux
from the node average fluxes. The two-group surface flux and the net current determine the two-
group partial current to be used in the multigroup prolongation of the outgoing partial current for
TPEN. In the TPEN calculation, several sweeps (&) of the one-node problem is performed to

achieve sufficient convergence of the multigroup solution. Further details about the TPEN
implementation in PARCS, as well as the results of validation for a series of benchmark problems
is provided in Reference [18].
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8. FUEL CYCLE ANALYSIS

8.1 Fuel Depletion Analysis

In order to complete the fuel cycle analysis capability in PARCS, the depletion capability
was then added to PARCS in order to time advance each fuel node and to simulate the actual core
burnup conditions during the fuel cycle. The depletion capability is available in PARCS begin-
ning with version 2.5. During each “burnup step” the power in each fuel node is used to time
advance the burnup of the node, and the assembly cross sections derivatives and other neutronics
parameters are computed at the new burnup using the PMAXS file for the corresponding fuel
composition. Alternately, a given core “burnup” distribution can be specified by the user and the
depletion module in PARCS will generate the fuel assembly neutronics data at the specified bur-
nup. Thus the code provides the functionality to meet the two primary fuel cycle problems of the
analyst, to deplete a core to find a typical “equilibrium” condition or to accept the burnup distribu-
tion for a specific core and to find the corresponding cross sections and steady-state condition.
The current state of GENPMAXS/PMAXS/PARCS cross section functionality is described in the
GENPMAXS manual, and an overview of the depletion capability is provided in section 7.8 of
this Chapter.

The burnup distribution is calculated using the fluxes provided by PARCS as follows:

AB, =B Lok
G,

i G (8.1)

where: 1i: ith depletion region, one region is one Z-direction node of a assembly, ABi: burnup
increase of ith region,

AB, . Core average burnup increment in one step, specified in DEPLETOR input,
G, . . :
. the heavy metal loading in ith region,
fo: total heavy metal loading in the core(:ZG" ),
P. o :
i power in ith region,
L. Total power in core (:ZB ).

The total Heavy metal loading and the Power, G ’P", respectively, can be calculated as follow-
ing:
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Gi = p; z Vj
Jel (8.2)

b= ;V{Zg:(cbgj XKX, )}

(8.3)
where: j:jth neutronic node in PARCS,

g:  gth energy group,
Vj: volume of jth node, given by PARCS,
Pi. heavy metal density in ith region, provided in PMAXS,

®,x2, : Fluxes and fission energy XS, given by PARCS.

History variables, such as control rod history (HCR), are defined as burnup weighted quantities.
Using HCR as an example, it is calculated as follows:

B,+AB
|, @®)4B HCR(B,)xB, +anB
B, +AB B, +AB

HCR(BP +AB) =
(8.4)
where:

Bp: burnup at beginning of this depletion step,

AB : burnup increment,

a: rodded fraction during this depletion step.

The PARCS PMAXS cross section file contains pre-tabulated cross sections which depend on up
to 8 independent variables. These independent variables can be split into two groups: instanta-
neous variables, such as fraction of control rod insertion, moderator density, soluble boron con-
centration, fuel temperature, and moderator temperature; and history variables, such as burnup
and two history variables from the following 5 history variables:

1) control rod history (HCR)

2) moderator density history(HMD)

3) soluble boron history(HSB)

4) fuel temperature history(HTF)

5) moderator temperature history(HTM)
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The cross sections for a given region with a specified history and instantaneous state are gener-
ated by a two stage process. At the first stage, a cross section set is determined in the PARCS
DEPLETION module using the PMAXS cross section file with the instantaneous values of all
dependent variables for a specified history state of a particular region. At the second stage, using
the cross section set generated by the DEPLETION module, a cross section is produced for the
current instantaneous states using the following equation:

(@, Dm,Sb,Tf, Tm)=5" (Dm’ ,Sb", T, Tm" )+ Y a,AS ., (Dm’,Sb', Tf" , Tm")

+ADm—az +ASb§—2 ) )
oDm|(a, Dm",Sb",Tf" ,Tm") oSh (&, Dm ,Sb™,Tf",Tm")

+ATfa—Z B +ATm8_Z B
oTf |(a,Dm ,Sb ,Tf",Tm") oTm|(@,Dm ,Sb ,Tf ,Tm™)

(8.5)
where a reference cross section X (first term on the right hand side) is modified with contribu-

tions from the control rod insertion, Azi, moderator density, A Dm, the boron concentration,
A Sb, the fuel temperature, A Tf, and the moderator temperature, A Tm.

For the control rod cross section contribution (second term on the right hand side), the partial

cross section is provided simply as a perturbation of the cross section ai AT The weighting frac-
tion, a, indicates the insertion fraction for each node and is provided for each control rod type, i.

In the equation above @ is a vector with contents of each ai, since there are multiple control types
in some BWR models (e.g. Ringhalls). If the a is flux weighted then the control rod effect is
non-linear. If flux weighting is not available or not used, then the control rod effect is linear.

Most all standard codes used in the industry (e.g. CASMO/SIMULATE*l) employ linear
weighting.

The contributions from the other independent variables (terms three, four, five, and six on the

right hand side) are determined using the product of a partial cross section, ox/ ax, and the
amount of the perturbation for each independent variable:

ADm = Dm — Dm’ Dm"™ =(Dm+ Dm")/2=Dm" + ADm/ 2 (8.6)

ASh = Sh—Shb” Sb™ =(Sb+Sb")/2=Sb" + ASh/2 (8.7)

ATm =Tm —Tm" ITm" =(Tm+Tm")/2=Tm" + ATm/2 (8.9)
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The superscript, m, denotes the midpoint of two data points in the pre-tabulated cross section data.
This provides a second order accurate estimate of the cross section. The partial cross sections are
obtained by piecewise interpolation of the pre-tabulated data using a itree structurei. Addition-
ally, PARCS uses region-wise XS and derivatives at a specified history state which are determined

using a multi-dimensional linear interpolation, which is described in detail in the GENPMAXS

manual.[2!]

8.2 Multi-cycle Analysis

In order to perform multi-cycle, shuffling function is neccesary in addition to depletion capbil-
ity. The user can choose to either repeat one cycle or put a series of different cycles in specific
order. A new functionality has been developed to perform fuel handling and disposition between
cycles. This functionality enables the user to shuffle the fuel assemblies individually or together as
batches, based on the shuffling map provided by the user. The node-wise depletion data is read as
a matrix, then moves or discharges the assemblies following the shuffling map. In the batch mode,
the code averages the axial distribution of the desired data over the assemblies within one batch as
defined in the shuffle map before moving them.

Besides the node-wise burnup distribution, the code also reads matrices with the history data,
including the control rod position, coolant density, fuel temperature, coolant density and boron
concentration. There are two maps, location map and shuffle map, involved in this process. The
location map, appears as a LOCATION subcard, and defines the radial fuel assembly configuration
with the index of each assembly at the End of Cycle (EOC). It is similar to the existing
RAD_CONF card in the GEOMHEX/GEOM block. The shuffle map (SHUFF _MAP subcard)
provides the position of each assembly at the Beginning of Cycle (BOC). For each specific
assembly, the code will read the index in the shuffle map and search for its old location by matching
the index. If the index in the shuffle map is a negative number, it indicates the fuel is fresh. The
LOCATION and SHUFF MAP subcards work together to determine one shuffling method. The
user can define the index of one method and the shuffling mode (individual or batch) in
SHUFF DEF card. The shuftling logic can be described as follows:

In the individual shuffling mode, assume the burnup in k-4 node of the j-th assembly is B; ; ,

and the reloading map ReloMAP created by location and shuffle map gives the index of the new
location of the j-th assembly is j=ReloMAP(i), then

B’ =Bk
where B’; i is the burnup in k-th node of the i-th assembly after shuffling. Similarly, if the history

data in k-th node of the j-th assembly is H; ;. , the history data in k-th node of the i-th assembly after
fuel shuffling becomes:

H';,=H;

If the i-th location in ReloMAP is 0, i.e., j/=0 , the new burnup distribution is B”; ;=0 and history
data H’; ;=0 .
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In the batch shuffling mode, the code will radially average the burnup first and assign it to all
the assemblies within the same batch. Assume the burnup in k-t node of the j-th assembly is B; ,

and j-th assemblies is in batch M, then,

Byx = Z Wi kB i

JjeM
where I Vik and v is volume of k-th node of the j-th assembly.
Gk T T J K
S Vi
el

For all assemblies in batch M, the burnup after shuftling will be:

0, =1 ‘
B = ,JeM

By 1, M>1

Similarly, the history data is treated the same way as the burnup data:

Hyw = Z Wi g

jeM
and
0,#4=1 ]
Hj,/(: - 7J€M
Hy 10 M>1

The nested iterations for determining the equilibrium core configuration is also implemented. A
multi-cycle depletion table is created to configure defined cycles and fuel shuffling methods. The
user can choose to terminate the iteration by setting up either the maximum number of iterations
or the convergence criterion. If the iteration ends properly, PARCS will print out a depletion sum-
mary for each cycle.

In the multi-cycle depletion arrangement table, one cycle definition and one shuffling method are
combined as a depletion unit called CYCLE IND. The user can put one unit after another or just
let the last depletion unit repeat. The CONV_EC card is added to the PARCS input representing
the convergence criterion and maximum number of iterations for the termination of equilibrium
cycle search. The default values for these are 50 MWG/TU and 20 (cycles), respectively.

Under some circumstances (e.g., depletion with long cycle length), it is necessary to determine
the critical condition of the reactor. For PWRs, an adjustment is commonly made on the boron
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concentrationand an algorithm is implemented in PARCS to determine the zero boron concentra-
tion. The logic behind this algorithm is straightforward and shown below.

Assume in PWR depletion, the boron concentration (ppm) changes the sign from the positive to

negative in two successive depletion steps. Two node-wise burnup values (B(")j) & » the subscripts |

and k represent the node location, as introduced before) are available for two different values of
boron concentration ( ppm;). The estimate of the burnup corresponding to zero boron concentra-

tion can then be obtained by the linear interpolation as

B, =B -—LP (& _pu
e ppml—ppmz( - Bl)

Similarly, other depletion parameters are also interpolated in the same way. For example, the
interpolated node-wise power,

ppm
P, =P -—E——(P}-P)
ppm, — ppm,

and the modified depletion length (days) of the last step

dDay ,, = dDay\!; - %(a@ayﬁ —dDay"') )
ppm, — ppm,

The interpolation process above is performed as soon as the negative boron concentration is
detected, when the current depletion cycle is terminated as well. Several desired parameters (such
as core average burnup, the maximum node-wise burnup, or the power peaking factor) in are then
calculated based on the interpolation and printed in the output edit. PARCS will advance to the
next cycle (if any) after the output is generated.
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9. OTHER COMPUTATIONAL METHODS

In the previous sections the major computational methods required to solve a transient fixed
source problem have been presented. Although the computational modules which incorporate
these solution methods perform most of the work, there are other computational methods neces-
sary to complete the eigenvalue and spatial kinetics calculations. In this section, several addi-
tional computational methods are discussed which are essential to complete the description of the
computational methods implemented in PARCS.

9.1 Ciritical Boron Concentration Search

For several applications (e.g. fuel depletion analysis) it is necessary to determine the critical
condition of the reactor. For PWRs, an adjustment is commonly made on the boron concentra-
tion and an algorithm was implemented in PARCS to determine the critical boron concentration
(CBC). The logic behind the CBC search is very straightforward. Suppose that two eigenvalues

(£, are available for two different values of boron concentration (ppm;). The estimate of the

CBC corresponding to ¢, = 1. (can then be obtained by the linear interpolation as:

1— &)

pm = ppm, + ——==(ppm — ppim,) ©.1)

Oy ON

eff eff
In oder to minimize the computational costs of the search and in PARCS, a partially con-
verged solution obtained during the outer iteration is used to estimate the next iterate on the boron
concentration. Specifically, only a few outer iterations are performed with a fixed value of boron
concentration and the resulting eigenvalue is then taken as the eigenvalue estimate for the speci-
fied boron concentration. The new estimate of the CBC is then obtained according to the above

equation using the two most recent pairs of ppm and kg In the PARCS nonlinear iteration

scheme, a periodical nodal update is performed even in the normal eigenvalue calculation in order
to incorporate the changes in the nodal group constants due to thermal feedback and also to
update the nodal coupling coefficients. Therefore, it is natural to synchronize the boron concentra-
tion update with other nodal updates in the case of the CBC search. The resulting CBC search
logic in PARCS thus updates the boron concentration whenever there is a nodal update whether it
is due to the T/H calculation or due to the two-node nodal calculation. Thus, the CBC search will
not be performed if both the nodal calculation and the thermal-hydraulic feedback are turned off.

9.2 Cross Section Formalism

The fundamental fuel cycle problems performed in LWR analysis are to model the actual
burnup condition of the reactor or to find a typical “equilibrium cycle” condition of the core in
order to perform transient safety analysis. Both of these problems require more than just using a
specified set of few group cross sections in PARCS to perform the kinetics problems. In order to
solve with reasonable accuracy the steady-state eigenvalue problem for a core, it is necessary for
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the burnup dependent few group cross sections to be parameterized as a function of at least five
state variables:

a,Tf ,Tm, Dm, Sb

control rod insertion, fuel temperature, moderator temperature, moderator density, and soluble
boron concentration, respectively, as well as control rod and moderator density “history” vari-
ables.

The original cross section model that was incorporated into PARCS version 1.00 did not
provide for burnup dependence and modeled the dependence of each state variable as linear, with
the exception of the moderator density which was quadratic:

2
(e, Tf, Tm DmSh) =% +aAS” +—AJ7 AT D Aspe ZE —=_(ADnY

aJTf oTm  oDm asb aDnf ©9.2)

where Sb is the boron concentration in ppm and the effective Doppler temperature is defined as a
weighted average as:

ol +(1-0)7 9-3)
with the superscripts CL and PS designating centerline and pellet surface, respectively. After the

T-H effect is incorporated, the cross sections are modified to incorporate the control rod effects as
the following:

Z(E) = Zpt alAZ, (9.4)

where & is the nodal volume fraction of control rod, a is the flux weighting factor that accounts

for the local flux depression in the control rod region, and AX. is the cross section change due to
the control rod when it is fully inserted into the node and is given as a composition dependent
input. The flux weighting factor, o, used in Eq. (9.4) can be specified as a function of §. In this
case, a generic function should be available prior to the program execution. Since the function
relating oo with & is not readily available, an approach to compute o during the solution process

was implemented in PARCS. The control rod cusping correction method which provides a as
well as some other correction factors to account for a partially inserted control rod in a node is
described in Section 7.4.

This cross section functionality was adequate for performing various spatial kinetics bench-
mark problems such as the NEACRP control rod ejection cases in which the derivatives were pro-
vided as part of the benchmark specifications. The principal drawbacks of this model were that it
was not possible to describe alternate burnup states and that the derivatives were accurate only for
a limited range of conditions in the vicinity of the state in which they were computed. Because
there was no burnup dependence of the cross sections, it was also not possible to simulate the bur-
nup history effect.

The cross section capability in PARCS was therefore generalized to handle burnup depen-
dent cross sections and to process a full range of branch cases necessary to model all anticipated
steady-state and transient core thermal-hydraulic conditions. The code GENPMAXS was devel-
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oped to process cross sections generated from lattice physics codes (e.g. TRITON[?1,

HELIOS[ZO]) and to write the PMAXS cross section file that could be read by PARCS for any bur-

nup point in the fuel cycle. A separate user manual is provided for GENPMAXS.[?1]

The new cross section model in PARCS included dependence on the same five state vari-
ables as in the previous model and used the same linear dependence. However, in the new model
the derivatives are not fixed but are computed at the appropriate burnup point of the node by finite
differencing over the range of thermal-hydraulic conditions computed by TRACE for each fuel
node. In addition to the dependence on the five instantaneous state variables, the capability was
added to treat “history” effects in which the cross section derivative depends on the previous spec-
tral conditions of the fuel assembly. For example, if a fuel assembly has had a control rod inserted
for a large part of the fuel cycle or if it has been operating at a high void fraction, then the neutron
spectrum will have been “hardened” resulting in different fuel isotopics (e.g. more plutonium pro-

duction) than the core average conditions. Several previous studies!??! by BWR fuel vendors and
utilities have shown that it is important to explicitly model this effect. The functionality was
added to PARCS to treat two history variables (e.g. control rod or void history) which are explic-
itly tracked for each fuel node during the fuel cycle.

In order to accurately model operating Light Water Reactors, the functionality was also
added to GENPMAXS to track several additional neutronics parameters generated by the lattice
physics code.  The parameters generated by the lattice code that are processed in GENPMAXS
and included in the PMAXS file are:

Assembly Discontinuity Factors
Corner Point Discontinuity Factors
Local Power Peaking Factors
Power Form Functions
Group-wise Form Function
Detector Information

Xe/Sm cross sections

Beta of Delayed Neutrons
Lambda of Delayed Neutrons
Spectrum of Delayed Neutrons
Decay Heat Data

Each of these parameters can be optionally treated with the same burnup and thermal-hydraulic
dependencies as the principal cross sections, thereby providing the PARCS user with the option to
match or exceed the capability of the fuel vendors or utilities.
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9.3 Rod Cusping Correction

When the control rod is partially inserted into a node, the intranodal flux distribution is
largely distorted due to the presence of the strong thermal absorber. In such cases, the volume
weighting scheme to obtain the homogenized nodal cross section can lead to a significant error in
the core calculation. When the intranodal flux variation is not properly incorporated, so called
"rod cusping" effects are observed when the insertion depth of a control rod varies. The typical
rod cusping effect occurs in eigenvalue calculations in such a way that the core k4 varies in a

cusp (or wavy) shape as the control rod insertion depth changes. The rod cusping effect is also
observed in core power variation during a transient that involves a slow control rod motion.

To correct for the rod cusping effect, the flux redistribution should be properly reflected in
the homogenized nodal cross section. In addition, the correctional nodal coupling coefficients
(CNCC) which are normally obtained from a two-node calculation should be determined such
that the intranodal cross section variation can be considered during the determination process. In
PARCS, the intranodal flux distribution in a partially rodded node is obtained by solving a three-
node problem by the fine mesh finite difference scheme. The flux weighting factor and the inter-
face currents used to determine the CNCC can be readily obtained from the intranodal flux solu-
tion.

Consider an axial three-node domain as shown in Figure 9.1. The middle node is partially
rodded and it is adjacent to a fully rodded and an unrodded node. For the three-node problem, a
transverse-integrated neutron balance equation can be obtained in the same way as the two-node
nodal problem. Since the transverse-integrated equation is one-dimensional and there are only a
few partially rodded nodes in a reactor, it is feasible to employ a fine mesh finite difference
scheme to solve the transverse-integrated equation, instead of employing the analytic nodal
method for the three-node problem. For the finite-differenced one-dimensional problem, the coef-
ficient matrix becomes primarily tridiagonal and the Gauss elimination can be applied efficiently
to solve the linear system.

Node Size

Region

=
R Rodded 3
=]

Figure 9.1: Geometry of Three-Node Problem
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To solve a one-dimensional second-order differential equation, two boundary or constraint
conditions must be specified. In a three-node problem, the boundary conditions may be specified
at the two boundaries in terms of the neutron current. Another possibility is to use the node aver-
age fluxes of the rodded and unrodded nodes as the two constraints. Both the current and the node
average flux are available from the previous CMFD calculation when the nonlinear nodal method
is employed. In PARCS, the node average flux constraint is used because it assures the fine mesh
solution is consistent with the coarse mesh solution as far as the node average fluxes are con-
cerned. In the following subsections, the solution process of the three-node problem is presented.

9.3.1 Discretization in Fine Mesh Structure

The first step in the solution of the three-node problem is to define the fine mesh structure.
For this, each coarse mesh is divided into Nﬁne fine meshes so that the total is 3 x N;;,.=N,,;.;

meshes in the problem domain. In order to make the mesh boundary coincide with the material
boundary within the partially rodded node, two different mesh sizes are used in the middle node
while an equal mesh size is used in the other two nodes. The mesh structure is illustrated in
Figure 9.1.

Once the fine mesh structure is determined, the next step is to construct the fine mesh trans-
verse-leakage source which appears on the RHS of Eq. (4.1). Since it is described by a quadratic
polynomial, the mesh average values of the transverse-leakage can be obtained easily through an
integration process.

The last step in discretization is to employ the finite difference approximation to the current
at the mesh boundaries and to write the mesh balance equation in terms of mesh-average fluxes
for the N, - 2 interior meshes, excluding the two boundary meshes. Two additional equations
come from the constraint of the node average flux in the upper and lower coarse nodes (Nodes R
and U in Figure 9.1). Then a linear system consisting of Nj,,, equations and unknowns is con-
structed. The structure of the coefficient matrix is shown in Figure 9.2 for a two-group three-node
problem when N, ~10.

In Figure 9.2, the two constraint conditions are represented by the top and bottom rows
which have Ng,, 2x2 elements, respectively. Excluding these two rows, the matrix is a block trid-

iagonal matrix consisting of 2x2 blocks.
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20

30

40

60

Figure 9.2: Matrix Structure of the Three-Node Problem; Left-Original, Right-Reordered

9.3.2 Solution of Three-Node Problem

The linear system involving the matrix whose structure is shown in Figure 9.2 can be solved
by direct elimination. The elimination process, however, will cause nontrivial fill-ins in the upper
triangular parts. The fill-in can be significantly reduced by a simple reordering. The right hand
side part of Figure 9.2 shows the new structure of the matrix obtained by moving the first mesh to
the bottom. With the new structure, the direct elimination can be done efficiently.

The solution of the linear system is the intranodal flux distribution. The flux weighting fac-
tor in the middle node can then be obtained as:

ch _ 1 f.],ne+/\g+1 (95)

where /V, is the number of meshes in the unrodded region of the partially rodded node.

The intranodal flux distribution is also used to determine the currents at the upper and lower
interfaces of the middle node. The interface currents can then be used in Eq. (4.60) to determine
the CNCC. Since the CNCC is determined by the three-node solution, there is no need to perform
the two-node ANM calculations for those interfaces. The solution of the three-node problem is
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performed every time when a nodal update is performed, resulting in the new flux weighting fac-
tors and the CNCC to be used in the subsequent CMFD calculations.

9.4 Adjoint Calculation and Reactivity Edits

The adjoint solution of the initial eigenvalue problem is necessary to compute the dynamic
reactivity during the transient calculation. Since the converged solution of the forward problem
includes the converged CNCC used in the CMFD coefficient matrix, the adjoint problem within
the nonlinear nodal method can be easily formulated by taking the transpose of the final CMFD
coefficient matrix after the forward solution is obtained. The adjoint CMFD system can then be
solved without invoking any nodal or T-H update using the same solution method as for the for-
ward problem. The solution of the adjoint CMFD linear system is performed by using the same
Krylov method and the same Wielandt shift method as the forward problem.

At any time point during a transient, the dynamic reactivity is defined as:

5 A
(05, £9)
where A is the net production operator which is defined as 4 = F' - M. Note that this definition
gives p, = 0 if the steady-state values of the operators and the flux vector are used.

The changes in the core condition are expressed as perturbations to the net production operator:

A= A+ A .7)
where A4 represents the total change in operator 4 from every feedback component. This delta
operator consists of several components including the external perturbations such as rod motion

and boron changes as well as the T/H feedback effects. In terms of the components, A4 is defined
as:

AA = AAC/{ + AAPPM+ AAT[)()PL + AATMO[) + AA[)EA'S—F AAXAH/+ AAJL (98)
where the subscripts are defined as follows:
CR: Control Rod Component
PPM: Boron Concentration Component

DOPL:  Doppler Temperature Component
TMOD: Moderator Temperature Component
DENS:  Moderator Density Component
XESM:  Xenon/Samarium Component

NL: Nodal Leakage Component

Note that the NL component refers to effect of the higher-order neutron leakage resulting from the
non-linear nodal calculation. This term has a non-linear dependence in each of the other terms,
and thus the simplest way to treat this component is to separate it out. However, for most tran-
sients, this component will largely be affected by the change in control rod positions, and thus can
reasonably be ‘lumped’ with the CR reactivity component.
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The reactivity components can now be defined as:

- (05, 4:9) (98, Ao9)

,  Xe {CR, PPM, TDOPL, TMOD, DENS, XESM, NL} (9.9)
(05, o) (&5, FO)
Note that this definition gives:
Pror = Pcrt Prew™ Proorr T Prwont Poevs T Paesut Pz T Pavis (9.10)

where py;; comes from Eq. (9.7) and is defined as:

5 A
— <¢03 0¢> (9'11)
(08, )
By definition, this term should be zero. However, due to numerical inaccuracies in the calculation

of the adjoint flux, this term is usually non-zero (although the magnitude is almost negligible),
and is thus rigorously included in the reactivity formulation.

Pyvrr

9.5 Decay Heat

When a reactor is scrammed, the power does not immediately drop to zero, but falls rapidly
before following a negative period determined by the longest-lived delayed neutron group. After a
reactor is shut down, substantial amounts of heat continue to be released through the radioactive
decay of both fission products and transuranics in the fuel rods. The amount of heat released
depends on the fission product concentrations and therefore the operating history of the reactor.
Rigorous computation of decay heat release over time can be carried out by solving a series of
coupled differential equations for the hundreds of fission products and their daughter nuclides.

This computation is simplified by fitting a measured decay heat curve to a series of decay heat

groups; analogous to delayed neutron groups.[24]

The total volumetric heat density, g7, ¢), with decay heat contributions is given by

g1, t)=(1- ocT)ZKgZ@,(?, DO, 1)+ z C;D(1, t) (9.12)
g=1 =1
where
DT, t) = concentration of decay heat precursors in decay heat group i [J/cm3]
C; = decay constant of decay heat group i [sec™!]
7
oy = z o; = total fraction of the fission energy appearing as decay heat, where I is
i=1
the total number of decay heat groups
o = fraction of total fission energy appearing as decay heat for decay heat



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 96

The following differential equation represents the concentration of the decay heat precur-
sors, 1, t).

G
%Dj(?, t) = ocl-z K2 (7, )T, ) —CD(T, ) (9.13)
g=1
An expression for the decay heat precursor concentrations can be developed by integrating
Eq. (9.13) over the time interval,\ ¢ = ¢,., — ¢. This operation results in the following equation

lh+1 G
D3 ) = D3 t)e S+ a, [ [k o f)e““"“”j dt (9.14)

t, g=1

A functional form for the time-dependent fission source density must be developed to solve the
integral in Eq. (9.14). Assuming the fission source density is constant at the past time step value

over the time interval¢' — [ ¢,, ¢,.,, the fission source density becomes

4 4

D R Zel(T )T, ) = D R EZ (T 1)OLT; 1) (9.15)

g=1 g=1

Incorporating this approximation into Eq. (9.14) and simplifying the equation gives the desired
expression

‘y %[1 B e—(;jA t] Z K2 (25 )07, t,) (9.16)

g=1

—C.A
DAY, t,01) = DAY, t)e

It is assumed that in the steady-state condition, the longest-lived decay heat precursor group is in
equilibrium. The steady-state concentration is calculated by setting the time-dependent derivative
in Eq. (9.13) to zero and solving for the precursor concentration:

G

o;
D, = TR, (9.17)

g=1
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Eq. (9.17) is thus used to determine the initial conditions required for the transient solution of the
decay heat.

9.6 Xenon/Samarium Treatment

In order to treat global and local power shifts resulting from Xenon/Samarium imbalances
during power maneuvering, it is necessary to keep track of the concentrations of these fission
products and their global/local reactivity effects. For this reason, the treatment of Xenon/Samar-
ium has been implemented and is described for both the equilibrium and transient cases. First, the
time-dependent depletion of the fission products Iodine, Xenon, Promethium, and Samarium,
which is used for updating the number densities and thus the absorption cross sections, is
described by the following differential equations:

LN = 1Y T80 - 21D (9.18)

(9.19)

G

ditmie( £) = MV + 70 Y T 000 = il ) = 3 01 s 0L ON(1)  (9.20)

g=1 g=1
for the 1'37-Xe!3? chain, and

G
LN = 1Y T80 ~ 1L (9.21)

g=1

G
LNL) = MpNl(8) = Y 6L DOU DN D) 9.22)
dt
g=1

for the Pm'*-Sm!4° chain, where

M( t) = nuclei number density of isotope i

Gi .(1) = group-wise microscopic absorption cross section of isotope i
yf = effective yield (atoms/fission) of isotope i, and

AL = decay constant of isotope i

The steady-state number densities can be obtained from Eq. (9.18) through Eq. (9.22) as:
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G
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N, = —&=le
1, © 7\/
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G
1
MV 11y Zrb
Mo = £zl

G
1 1 1
}\‘Xe + Z GXe, agd)g

g=1

for the 1'37-Xe!3? chain, and

_ =1

1
7\‘ Pm

Ar Vs
/vémw — - Pmt Y Pm, oo
1 1
z GSfﬂ, ;igd)g

for the Pm!*°-Sm!4° chain.

98

(9.23)

(9.24)

(9.25)

(9.26)

For the transient Xenon calculation, forward-differencing Eq. (9.18) through Eq. (9.22)

results in the following equations for updating the fission product number densities:

4

N(t+At) = N(D)+A {yéz Sl )0 ) = RN t)}

g=1

4

Me+an) = N t>+m[mzzﬁg< D10+ N1 - ML D

=1
¢ g

=3 Gl DO N r)}

g=1

for the 1'35-Xe!3? chain, and

(9.27)

(9.28)
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¢

N t+ A1) = Nou(£)+ A {y,i,,,z 200U 8) = kil t)} (9.29)
Mt +A0) = My(6)+A f[x,ﬁ,mﬂm( )= 3 6l DOH Nl t)} (9.30)

for the Pm!%°-Sm!4° chain.

The equilibrium number densities shown in Eq. (9.23) through Eq. (9.26) are updated during
the steady-state calculation at the same frequency as the nonlinear updates (both two-node and
thermal-hydraulic), and the time-dependent number densities shown in Eq. (9.27) through Eq.
(9.30) are updated at the beginning of each transient time step. Once these number densities have
been calculated, the macroscopic absorption cross section is updated as follows:

9.31
Sae = Zoet AT b et AT e ©31)

where,

! ! ! !
AZXE‘, ag = GXe, ;ig/v/i’e and AZS/II, ag = GSfﬂ, (’ig‘/v;lll (932)

9.7 One-Dimensional Kinetics

The 1D kinetics equation can be derived by integrating the 3D time-dependent neutron dif-
fusion equation over the radial domain. The solution of the 1D kinetics equation is relatively sim-
ple because it involves only a block tridiagonal linear system which can be solved directly by the
Gaussian elimination scheme. In order to retain good spatial solution accuracy, the nonlinear ana-
lytic nodal method (ANM) implemented in the PARCS code is to be used in the 1D solver. Due to
the use of the ANM, the axial node size of the 1D module can be chosen as large as 20-30 cm,
resulting in only 12 to 18 axial nodes. Hence the computational burden in the solution of the 1D
kinetics equation is trivial. The methods for eigenvalue calculation and temporal discretization are
chosen to be the same as the PARCS code in order to maintain consistency. In the following sec-
tion, the 1D kinetics equation is derived and planar averaged group constants are defined. During
the derivation, the current conservation factor (CCF) is introduced which guarantees the same
axial neutron currents as the 3D reference values are obtained from the 1D equation. With the pla-
nar averaged group constants and the CCF’s, it becomes possible to reproduce the 3D reference
solution from the 1D model. The specific expressions for the CCF is then derived in
Section 9.7.2. In order to obtain planar cross sections as functions of state parameters, two cross
section functionalization schemes are considered here: the TRAC-B type polynomial representa-
tion and a generalized tabular representation, which are described in Section 9.7.3. The detailed
solution methods for the eigenvalue and transient fixed source problems, as well as the temporal
discretization methods are omitted here since they are already described in Chapter 3.
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9.7.1 Derivation of One-Dimensional Kinetics Equation

The 3D time-dependent two-group neutron diffusion equation in Cartesian coordinate can
be written in standard notation as:

100 _ (@, 0 Uy 4)
5 5 +§/ =2 +2,,0, (9.33)
where
0
.]gu = _Dga_dZ] (9.34)
and
K
0, = | A-BOVEadi+vinb)+ 3 MG s=1 (9.35)
k=1
212¢1 bl g = 2

Before integrating Eq.(9.33) over the radial domain, the flux is factorized into two independent
functions, which are defined as the 1D flux (¢ ) and radial shape function (®), respectively, as
follows:

0.5 72 1) = 0.2 OD(x 1,2 1) . 9.36)
Integration of the left hand side (LHS) of Eq.(9.33) can then be performed using the factorized
flux:

1 89, 1( o9, acpg)
—_— = —_— - + —
{Vg dA {Vg O ==+ 0, dd . (9.37)
= _ ' —_ + | —=
ot -[ ngA MFE ngA
A A4

In the above derivation, it was assumed that the neutron velocities are time-independent. Since
Eq.(7.44) is an arbitrary factorization, it is necessary to impose a constraint on the radial shape
function to make the factorization unique. The constraint is chosen such that Eq.(9.37) can be
simplified. Specifically,

[Beat = = = [t (9.38)

v PONASS
where 4 is the area of the radial domain. The second term in Eq.(9.37) vanishes because the inte-
gral term is constant over time and the LHS term reduces to:

109, , _ Aog,
{ Cai dA 3t (9.39)

The integration of the removal term on the right hand side (RHS) of Eq.(9.33) becomes:
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[2.0.d0 = o[z, @dd, = 42,0, (9.40)
where the planar averaged removal cross section is defined as:
- 1
Yy j 2, D,dA. (9.41)
A

The other types of planar averaged cross sections appearing in the source terms ( &, ) can be
defined similarly.

The integration of the radial leakage term is simplified by Gauss’ Theorem as:

I(g—f”g—f’y) dA = §ngdy+§>ngdX (pg(j'; D gd +§;_ é’dXJ = A%,,0, (9.42)
A

where X, is the leakage cross section defined as:

1
S = ——(§udr+§.,d) (9.43)
AN .
The integration of the axial leakage term proceeds first by decomposing the axial current term as:
0d, ( 0D, o0, )
=Dt =_ +
Ses DgaZ D)@~ 3 CDgaZ . (9.44)
The integration now yields:
op 0D, ) op 0 oD,
gz — g+ g _ 2 _ 8
A = j 0@ 0,20+ 9,0 i = jpcp il - 2 (pg{pgaz | . (9.45)

The first term on the RHS of Eq.(9.45) can be simphﬁed by introducing the planar averaged diffu-
sion coefficient defined as:

7= i (D@, . (9.46)

The second term is more complicated. This term would be zero if Z—i) ¢ = 0, which implies that

the radial flux shape is uniform over the axial direction, which is not the normal case. This term
can be retained explicitly using the following definition of the shape dependent current:

oD

Jo=- & o . (9.47)
Eq. (9.45) then reduces to:

acfgsz Ai(jg + ‘}g) (948)

8 0z

where



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 102

7 = _@2_‘25' (9.49)

Using Egs. (9.39), (9.40), (9.42), and (9.48), the 1D kinetics equation can be obtained as follows
(after removing A4 from both sides):

a _ ~ A
100, o (z,.g(pg+ 9 j) (9.50)

where the effective removal cross section, Z,, is defined as follows by adding the radial leakage
cross section:

S =St S, (9.51)

and the total axial current, fg, combines both components of the current, i.e. :

Jo= T+ . (9.52)

When a flux distribution is available from a reference 3D calculation, the planar averaged
group constants can be obtained by evaluating Eq. (9.38), Eq. (9.43) and Eq. (9.46) for each

plane. If the current due to the difference in the radial shape ( ]g) is neglected, which is small com-
pared to the current due to the difference in the 1D flux (]_g ), then Eq. (9.50) can be solved for the
1D flux, @, . In such case, however, it is not possible to reproduce exactly the 3D base values of

the eigenvalue and axial flux distribution in the 1D calculation. The problem arises when jg is

explicitly considered. Since this term does not contain the derivative of the 1D flux as identified
in Eq. (9.47), inclusion of this term makes Eq. (9.50) no longer a diffusion equation. Moreover,

. . 0D, . . . o
because this term involves 3, ¢ it can not be readily evaluated in normal 3D nodal calculations in
zZ

which the intranodal expansion is obtained for the normal flux and not for the shape and 1D flux
separately. Thus, defining an exact collapsed group constant for the integral in Eq. (9.47) is not
possible. In order to overcome this problem in the framework of the nonlinear nodal method, the
concept of flux discontinuity is introduced here such that the total axial current (./, ) determined in
a 3D reference calculation is preserved in the 1D nodal calculation. With the discontinuity factor
whose definition is detailed in the next section, it now becomes possible to reproduce exactly the
3D results in the 1D calculation for the reference conditions. The 1D model can then be applied to
other perturbed states.

9.7.2 The Current Conservation Factor

If the planar averaged group constants, fluxes, and interface currents from a 3D nodal calcu-
lation are assumed to be known for two neighboring planes, it is possible to formulate a two-node
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problem to determine the nodal coupling relation which can be used to represent the interface cur-
rent in terms of two node (or planar) averaged fluxes as:

~

Jo = =DA0s—02)— DAy + P.) (9.53)

where the superscript ¢ and b stand for top and bottom node of the two nodes, respectively. In nor-
mal two-node problem, the interface current as well as the correctional nodal coupling coefficient

(CNCO), 1, , s the free parameter to be determined from the two-node nodal calculation. In order

to solve the normal two-node problem, four constraints are imposed per group. These are two
node average fluxes and the flux and current continuity at the interface. In the present problem,
however, the interface current is not a free parameter, rather it is considered as an additional con-
straint.

The two-group ANM solution for a node is given by the following (refer to Chapter 4 for the
details of the derivation of the ANM solution):

¢((2) _ (pf(z)ﬂpf(z) _ {IS} gy sn(kx) + agy cn(Kx) N 010 1171(8) + e 75(8) (9.54)
a

(pz(z) 11 23sn(ux)+324cn(ux) Cont Coq 1(&)4—022 2(é)

95(2) + 0h(2)

In the above equation, the ¢ coefficients are determined by the transverse leakage and/or the tran-
sient fixed source, which are zero in the 1D steady-state case. In a two-node problem, there are
then eight coefficients (2*4 a‘s) to be determined. In order to determine them uniquely, the eight
constraint conditions must be specified. These are the flux continuity conditions for two groups,
the four node-average flux constraints (2 nodes x 2 groups), and two current continuity conditions
(2 groups). The flux continuity conditions are given by:

co() = ciol 9.55)

where C,, is the discontinuity factor that is assumed to be known in normal two-node calculations.

If the two interface currents (one for each group) are added as the additional condition in the
two-node problem, then two additional unknowns should be introduced. For this purpose, it is

possible to introduce the current conservation factor (CCF), €,, and represent the discontinuity
factors as follows:

Lo = 1-g,; Ci=1+g, (9.56)
The current conservation factor thus becomes an additional unknown for each group. The ten
unknowns can be simultaneously determined by imposing the ten constraints.

The planar cross sections defined by Eq. (9.41), Eq. (9.43), or Eq. (9.46) can be obtained for
each plane after a 3D steady-state calculation is performed. Since these cross sections are func-
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tions of state parameters such as coolant density and boron concentration, several 3D calculations
need to be performed to generate planar cross sections at various states. The planar cross sections
then can be properly functionalized for use in the 1D calculations. The following section provides
descriptions of the two cross section representation schemes implemented in the 1D module.

9.7.3 TRAC-B Polynomial Scheme

In TRAC-B, the planar cross sections are represented by the following polynomial form:

X(a, 75 1, &) = &(a + aa+ 33(12) t(1-&)(a+ a0+ 36a2) (9.57)
+ 37(ﬁ'_ /\/T_ﬂ)) + aS( Tm_ T/]}O) + 395
where
a void fraction,
» = Doppler temperature in K,
B = boron concentration in ppm, and
& = control rod fraction of Bank.

The T-H state variables used are the planar averaged values which are determined by the 3D
TRAC results at each time point. This representation is considered adequate for BWR’s. The only
limitation would be that no distinction can be made in the worth of different control banks.

For general applications of the 1D kinetics module to include PWRs, the following cross
section representation scheme is introduced which combines a tabular and polynomial representa-
tion:

7

Z(p, I B,8) = Z(p, Tr) + Y EAZip, T) + (a1 + aAp)AB (9.58)
i=1
where

p = coolant density in g/cc,

&, = control rod fraction of Bank i,

A = cross section change due to insertion of control bank 1i,

Ap =  coolant density change from the reference value in g/cc, and

AB = boron concentration change from the reference value in ppm.

In this representation, the base and control rod cross sections are given in a 2-dimensional table
form in which the independent variables are coolant density and fuel temperature. These two
independent variables were chosen because the coolant density and fuel temperature can undergo
large variations during the transient calculation. The use of tables makes it possible to include
cross term effects and to extend the range of application of the cross section set. The boron con-
centration effect here is separated out because it is presumed that the cross section sets are gener-
ated for a given burnup state and that the range of ppm variation around the critical boron
concentration at that burnup would be small. However, in order to retain accuracy, the density
dependence of the ppm derivative of the macroscopic cross section is included. The tables are to
be provided for each type of two-group cross sections or a total of nine types. Note that a separate
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delta cross section table is required for each bank. The void history effects characteristic of BWRs
are assumed to be incorporated into the base cross section table.

9.7.4 Quasi-Static One-Dimensional Kinetics Calculation

The conventional way of obtaining planar cross sections during the 1D calculation is to use
directly one of the two functionalization schemes presented above. It requires, however, a prepa-
ration of either the polynomial coefficients or the table entries beforehand, which can require con-
siderable effort. When a 3D PARCS model is available, it is possible to use the cross section
evaluation routines of the 3D module directly. In such case, only the 3D flux calculation function
of the 3D module is replaced by the 1D module and the rest of the 3D modules can be executed as
if it is the normal 3D case. The radial power distributions needed in the 3D TRAC calculation can
be obtained by multiplying the prespecified normalized radial power distribution by the planar
power calculated by the 1D module. As long as the radial flux shape and the leakage cross section
are prespecified, the planar cross section can be obtain through the normal collapsing procedure.
Hence the preparation of 1D cross sections a priori is not necessary. Instead, the normalized flux
distributions as well as the leakage cross sections need to be specified in the input. The informa-
tion on radial shapes can be specified as time-dependent. A radial shape function can be assumed
invariant or changing linearly over a specified time interval. This approach is thus referred to as
the quasi-static 1D calculation.

In principle, the 3D transient results can be exactly reproduced using the quasi-static
approach if the accurate time-dependent radial shapes are provided with fine time step sizes.
Exact reproduction of the 3D results, however, is not practical because accurate radial shape func-
tions can only be possible by running the 3D transient case a priori. Instead, the radial shapes gen-
erated for a few steady-states can be used as a good approximation. It is expected that the states
for which the radial shapes need to be precalculated are only the sates involving a large change in
either the control rod configuration or flow distribution that causes a significant change in the
radial flux shape.

The solution sequences for 1D steady-state and transient calculations are basically the same
as the 3D. There are, however, two additional steps in the 1D calculation. One is the radial averag-
ing of the T-H variables in case of the normal 1D calculations or the radial cross section collaps-
ing in the case of the quasi-static calculation. The other is the generation of 3D power shapes for
use in the system T-H code. The steady-state and transient solution sequences are shown in Fig-
ures 7.3 and 7.4, respectively. Both figures show different paths for the two modes of the 1D cal-
culation - the normal mode and the quasi-static mode.

After input processing and initialization, the steady-state calculation begins with evaluating
planar cross sections at the initial T-H condition. In the normal mode, the T-H state variables are
radially-averaged with volume weighting while in the quasi-static mode, the node-wise cross sec-
tions are radially-collapsed with flux-volume weighting. One set of the T-H volume weighting
factors should be specified in the input for the normal mode, whereas the radial flux shapes are
specified for each plane for the quasi-static mode. Once the planar cross sections are determined,
the coarse-mesh finite difference (CMFD) linear system can be formulated for the eigenvalue
problem. The CMFD linear system is tridiagonal so it can be solved by Gaussian elimination in
the normal mode for which new solution routines will be written. In case of the quasi-static case,
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the existing PARCS Krylov CMFD solver will be used although the problem is one-dimensional.
The reason for this choice is that it is necessary and also possible to use most of the existing rou-

tines for the quasi-static calculation and thus there is no need for introducing changes to the
CMFD solver.

Once the CMFD solution is obtained for a given eigenvalue, the eigenvalue is updated by
using the Wielandt shift method. The RHS source term and the diagonal term in the linear system
are then updated accordingly. After a fixed number of the fission source iterations, the nodal
update is invoked to update the nodal coupling coefficient. During the nodal updates, two-node
ANM calculations are performed using the node-average flux distribution obtained from the
CMFD solution. The axial discontinuity factors are used in the two-node calculations. After the
nodal update, a T-H calculation is performed. The 3D power distributions needed for system T-H
calculations are obtained by multiplying the 1D power by the normalized radial power shape
function. The new T-H field variables are used to update the planar cross sections through either
averaging of T-H variables or radial collapsing of node-wise cross sections, depending on the exe-
cution mode. In the 1D cross section evaluation, one of the two cross section representations
schemes represented by Eq.(7.66) or Eq. (7.67) Eq. (9.58) is chosen as an input option.

The transient solution sequence begins with incorporating the external perturbations such as
control rod movements into the transient fixed source problem. The temporal discretization
scheme used for the 1D module is also the same as the 3D method. Specifically, the 1D kinetics
equation is discretized by the theta method combined with the exponential transformation
method. The temporal discretization yields a transient fixed source problem (TFSP). In the formu-
lation of the linear system for a TFSP, the nodal coupling coefficients determined at a prior time
point are used. The linear system is updated and solved again if a nodal update is required at the
current time step. The need for a nodal update is determined by the conditional nodal update
scheme which monitors the change in local cross sections. In this scheme, the nodal update is
invoked only when the relative cross section change from the last nodal update is greater than a
specified criterion. With regards to the planar cross section evaluation, there is no difference
between steady-state and transient solution sequences. It should be noted, however, that the cross
section evaluation. as well as the T-H calculation, is performed only once per time step. In the
quasi-static mode, linear changes are to be made in the radial shapes if at least two shapes are
available at different time points.
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Figure 9.3: Steady-State 1-D Solution Sequence
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9.8 Point Kinetics

Methods were implemented in PARCS to determine the point kinetics parameters for exact point
kinetics and the various approximations of the exact point kinetics equations. This section will
describe the basis for the methods implemented in PARCS, beginning with the formulation of the
exact point kinetics equations which will reproduce the same solution as the PARCS spatial kinet-
ics solution.

9.8.1 Derivation of Exact Point Kinetics Equations

The 3D time-dependent multi-group neutron diffusion equation and precusors equations can
be written in standard notation as:

1 0¢,(r,1) r
—vg(r)—at —Vng(r,t)V¢g(r,t)+§Zg,g,(r,t)(/ﬁg,(r,t)—Etg(r,t)¢g(r,t)+;(g(r)S (r.0  (9.59)

+ 3 Hae (1) (4 (P)C (1.0 = B(0)S" (r,1)), g=1.2..G

ac (9.60)
ka—(tr”) = B.O)S (0,0~ A ()C (r,f), k=L2..N,
where 57 is fission source,
1
S*(r,0) = kTZvZf,g. (r.2)8,(r.0), (9.61)
e
and 7y, is average fission spectrum.
Xo =Xy ¥ 2B ity = ) (9.62)
k

Before integrating Eq.(9.59) and Eq.(9.60) over the space and energy domain, the flux is factor-
ized into two independent functions, which are defined as the magitude function (p) and shape

function (v ), respectively, as follows:

o, 1) = p(Oy (1, 1) . (9.63)

Because Eq.(9.63) is an arbitrary factorization, it is necessary to impose the following constraint
on the shape function which makes the factorization unique:

Z J.” ¢; (r)vlﬁwg(r,t)dr = constant (9.64)
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where ¢ g* is the adjoint flux from the steady state adjoint calcualtion. The notation can be simpli-
fied by defining a simple notation for integrating over the spacial and energy domain as,

<f(r,)>=>" Mfg(l‘, t)dr (9.65)

Substituting equaiton (9.63) into equation (9.59) yields

dp(t) o, (r,1)
g PO

[y/g(r,t) ] = p(t){v D, (r,))Vy, (r,t)+ZZg,g, (r,t)l//g,(r,t) -2, 0y, (r,0)

+ 2, (08" @0+ Y 70, (1) (4 (1) C(r,0) - B(0)S” (r,1) (9.66)

Multiplying Eq. (9.66) by adjoint flux and integrating over the space and energy domain yields:

Aoty % = p()p(OF ()~ B (O)pO)F )+, 4O, (DF, (9.67)

where /{(¢) is adjoint weighted quasi-stationary fission source,

. R (9.68)
and
. _Sfry 1
S (l‘,[)— p(t) - k;ff ;‘/Zf’g'(r’t)l//g‘(r’t)’ (9.69)
The neutron generation time is defined as:
. 1
<@, (r) S (r)l//g(r,t) > (9.70)
A1) = .
F(r,t)
where F, and A, are F(¢) and A (?) at time zero, respectivly.
The reduced precursor concentration is defined as:
()= <4, (r)ldk,glir)ck (r,r)> ’ (9.71)

0
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The aversage decay constant of precusor k is given as:

2,.()= < ¢g (r)4, (r)de,g (r) C,(r,t)> ’ (9.72)

S (OF,

<P () pa, (r) B (S  (r,0) >,

off (1) —
J(e) = 20 (9.73)
and
BI()=2 BT (1) (9.74)
k
The reacitivity is defined as:
1 .
PO =—— <)M, ~F, Jy(r.0)> (9.75)

F@)

where:

M, [y (r,0)] =V0(DgV1//g(r,t))+ZZg,g. (r.0)y, (.0, F[w0] =z, (r)S" .0 9.76)

Multiply equation (9.60) by adjoint flux and 7y, ., , then integrate over the space and energy
domain, we obtained the reduced precursor equation:

R g7 0p0F 0~ 4,06 OF, 0.77)

Equations (9.67) and (9.77) can be rewritten as standard exact point kinetic equations,

dp(t) _ p()- B (1) 1 9.78
o A p(t)+A0; A ()G (1) ©.78)

and
A6 _ Do gt () ()= 4, (OC, (), k=1,2..N, (9.79)

dt A()
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If the time dependent shape functions are available, the exact point kinetic equations (9.78) and
(9.79) can reproduce same core fission power as spatial kinetics predicted.

p(t) <KX, (r,)y, (r,0)>
p(0) <&, (r,0)y (r,0)>’

p,(0)=p,(0) (9.80)

The time dependent shape functions can be obtained from spatial kinetics calculation, or deter-
mined from solving following equations (9.81) and (9.82) for shape function.

1 Oy, (r,1)
v (r) ot

=Ve _ 1 dp@®)
=V Dg(r,t)Vt//g(r,t)+;Zg,g,(r,t)y/g,(r,t) [2,g(r,t)+p(t) o jl//g(r,t) (9.81)

+ 2, ()8 0,0+ 2us (r)(/lk (r)ék(r,t)—ﬁk(r)S'F(r,t)), g=12..G

oG ek 1 dp@) ) _
o =4S (r,0) (ﬂ%(r)er(t) 7 JCk(r,t), k=12..N, (9.82)
where
_C(r,)
k(rvt)_ p(f) (983)

Equations (9.81) and (9.82) are almost same as spatial kinetics equations (9.59) and (9.60) except
the terms with time derivative of magnitude function. As shape function changes slower than flux
distribution, larger time steps can be applied to equations (9.81) and (9.82) than the time steps
which required to solve origional spatial kinetic equaitons (9.59) and (9.60).

9.8.2 Conventional Point Kinetics

In the conventional point kinetics formulation, the time dependent shape functions are not
evaluated and the initial shape function is used as an approximation of time dependent shape
fucntions throughout the transient. This approximation leads to conventional point kinetics equa-
tions formulation:

dp(t) _ p(t)= B
dt A

p(t)+%z 2,4, (1) (9.84)

k

and
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d 5
é;,;t(t) =B p(t) = 2,C (1), k=1,2...N, (9.85)

The initial value of the generation time and the precursor decay contants are used through out the
transient.

The shape function approximation is the major approximation of convential point kinetics. The
additional approximation in conventional point kinetics is related to the reacitivity evaluation.
Equation (9.86) is often used for evaluating reacitivity in conventional point kinetics,

p(t)zpc,(t)+2%()e(t)—ae(0)) (9.86)

where p.,. is the control rod reactivity which is pre-evaluted from steady-state solutions with dif-

ferent control rod positions, x; are core average parameters, such as coolant density, fuel tem-
perature, soluble boron concentration, etc. The reactivity coefficients are often evaluated with
uniform perturbed parameters from the steady state value.

op 1

o F(0)Ax

1

<) (M, (X +Ax)— F, (% +Ax) ) (r,0) > (9.87)

where X; is steady state distribution of parameter, and Ax; is an arbitary uniform perturbation.
It should be noted that the reacitivity coefficients evaluated with this method generally can not
accuratelyrepresent the nonlinear effect of parameters over a wide range.

During the transient calculation, the core average parameters are often computed with weight
which proportional to square of power if the adjoint function is not available:

[[[ % @r.0)8(r,0)dr

L (9.88)
xile) = [[[s*cr.0pdr

Additional point kinetics options were introduced in PARCS in order to provide the analyst with a
means to quantify the error introduced by the three major approximations: 1) approximating time
dependent shape functions with the initial shape function, 2) evaluating reacitivity with core aver-
age paremeters and precomputed reacivity coefficients, 3) core average parameters with square
of power weighting.
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120) =% <)M, ()~ F,(0)w(x,0)> (9.89)

The first option is to evaluate reacitivity with the time dependent cross section instead of precom-
puted reacitivity coefficients.

This option reduces the error in the point kinetics even when the time dependent shape functions
are not available. The difference between this option and exact point kinetics is solely caused by
approximating time dependent shape functions with initial shape function. If there is are not large
variations in the flux shape in transient, this option will provide accurate transient results.

In the second option, the reactivity is evaluated with core average paremeters and precomputed
reacivity coefficients, but the core average parameters are calculated with adjoint weighting:

<¢,(r)x,(r,t)x, (r)S"(r,0)> (9.90)
F(0)

xi(t):

The difference between this option and conventional point kinetics is averaging the parameters
with or without adjoint weighting. And the difference between this option and first option shows
the error introduced by evaluating reacitivity with core average paremeters and precomputed
reacivity coefficients.

9.8.3 Solution method for Point Kinetics

The same solution methods are used to solve the exact and the conventional point kinetics
equations. The precursors are analytically integrated with the assumption of quadratic function
variation during the integration time step. The integration equations are the same as these shown
in Chapter 2 for the solution of the spatial kinetics equations. The theta method and exponential
tranformation which are also described in Chapter 2 are also applied to amplitude equation.
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10. CALCULATION CONTROL LOGIC

In the previous Chapters the individual computational methods required to perform various
calculations using the PARCS code have been presented. These methods were incorporated into
PARCS in a modular form and in order to solve a spatial kinetics problem the computational mod-
ules should be properly coordinated during the solution process. This Chapter describes the coor-
dination and control logic of the methods as well as several special functions available to make
the solution process more efficient.

Although transient problems can be initiated by a fixed source calculation (e.g. simulation
of start up tests), transient calculations are most often preceded by a steady-state calculation to
establish the initial conditions for the transient. The most distinct aspect of a steady-state calcula-
tion is the logic to calculate the steady-state eigenvalue. In section 2.1, an overview was pro-
vided of the fission source iteration and the Wielandt Shift acceleration method used to perform
the eigenvalue calculation. The following section provides a more detailed description of the the
eigenvalue calculation control logic and is followed by the transient calculation control method in
Section 10.2.

10.1 Eigenvalue Calculation Control

An eigenvalue calculation involves a nested outer/inner iteration. Two nonlinear updates,
nodal and T/H, are performed in the outer iteration which is accelerated by the Wielandt shift
method. As noted in Chapter 2, the inner iteration consists of a source problem, Eq. (2.4), which
is solved in PARCS by the Krylov subspace method. The control logic of the eigenvalue calcula-
tion that involves the inner, outer, and the nodal and T/H updates is depicted in Figure 10.1. The
functions of each module and the conditionals which are represented by a box and by a diamond,
respectively, are described in detail in the following subsections.

10.1.1 Initialization

After the input processing, a steady-state T/H calculation is performed to initialize the state
variables. The relative power distribution to be used in the T/H calculation is obtained either by
using an input axial flux shape or a default chopped cosine shape. After the T/H calculation, the
nodal cross sections are initialized to the input power level and the fission source shape is
obtained using the nodal cross sections and the input flux shape. Other initializations include set-
ting the eigenvalue to unity, the CNCCs to zero, and the decay heat parameters and the Xe/Sm
concentrations. All the counters and control flags are also properly initialized.

10.1.2 Calculate FDM Nodal Coupling Coefficients

The Finite difference Nodal Coupling Coefficients (FNCC) are calculated using the nodal
diffusion coefficients according to Eq. (3.2) for every nodal interface. The boundary conditions
are also incorporated when calculating the FNCC at the external boundaries of the problem
domain. The following general relation is used to calculate the FNCC at the boundaries:



5/4/10 Theory Manual for the PARCS Kinetics Core Simulator Module 116

~  2al,
De = 20,+ah (10.h)
where the albedo a is given as follows:
0 ir J=0
@ =110" if ¢=0 (10.2)

0.5 it J,=0
The FNCC are recomputed whenever the nodal cross sections are updated due to T/H feedback.

10.1.3 Setup CMFD Linear System

Once the nodal cross sections and nodal coupling coefficients are determined, the CMFD
linear system can be constructed using Eqgs. (3.9) and (3.10). In the case of Wielandt shift, the

reciprocal eigenvalue, A, appearing in Eq. (3.9) is set to kl .

10.1.4 Build Preconditioner

The BILU preconditioners are then constructed for each plane to be used in BILU3D pre-
conditioning as described in Section 3.2.

10.1.5 Initialize BICGSTAB and Construct Source

The source vector (s) appearing on the RHS of Eq. (2.6) is then constructed. The initial

residual vector (z3), which provides the starting point of the subsequent Krylov subspaces, is ini-
tialized using the source and the most recent nodal flux vector as:

fg = SH_AH(I)H—I (103)
where # is the outer iteration index. The scalar and vector variables are also initialized according
to the BICGSTAB algorithm given in Section 3.2.1.

10.1.6 Perform a BiCGSTAB Iteration

One iteration step of the BICGSTAB algorithm is then performed. This involves two solu-
tions of the preconditioner equation as well as four inner products and two matrix vector products.
At the end of the calculation, the flux and the residual vector is updated.

10.1.7 Inner Convergence

The convergence of the inner iteration is checked using the following conditional on the
residual reduction factor:
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2. e . (10.4)
|1,
The criterion on the error reduction factor is set in the input and a value from 0.005 to 0.04 is rec-
ommended with a typical value of 0.01. The inner iteration is also considered converged if the
number of the inner iterations are over the specified limit (%;,). It has been observed that one
inner iteration is sufficient (V;, = 1) in most practical calculations regardless of the fission source
acceleration option. This is due to the substantial error reduction achieved with the BICGSTAB
algorithm. In the case of an irregular convergence, it is recommended that N;, is set to a larger

value, e.g. 3 or 5.

o=

10.1.8 Perform Wielandt Shift

After finishing the inner iteration, the expression in Eq. (2.14) is evaluated in the Wielandt
option to update the eigenvalue. The new value of the shifted eigenvalue is then used to modify
the diagonal elements of the linear system representing the LHS of Eq. (2.6). A multiplier to the
fission source which is used to construct the source of the RHS of Eq. (2.6) is also updated using
the shifted eigenvalue.

10.1.9 Conditional on Nodal Update

The nodal update is normally invoked with the same frequency as the T/H updates unless
the nodal option is not turned on. However, the nodal update can be performed less frequently
than the T/H depending upon the input parameter Ny, 77 The nodal update frequency is

determined by N,.,,= N,,sx Nyu;.; » and the following conditional should be satisfied to invoke
the nodal update:

mod(n, N,,y) = 0 ? (10.5)

At the later stages of the outer iteration, the nodal update can be invoked without satisfying the
above conditional if all the convergence tests are satisfied. The recommended value of Ny, 71

is one, however a larger value might lead to a faster convergence if the T/H feedback is dominant
and the core is less heterogeneous, e.g. a Hot-Full-Power (HFP) , All-Rod-Out (ARO) problem.

10.1.10 Perform Nodal Update

The manner of performing the nodal update depends on the choice of solution kernel. When
the two-node ANM kernel presented in Section 4.2 is used, then it is applied to every interior
nodal interface in the problem domain. There are roughly 3 x # (M being the total number of
nodes) two-node problems to be solved since the one-node problems are also solved for the exter-
nal boundaries. Before solving the one- or two-node problems, the node-wise ANM calculation
parameters such as ,, k, i, 7 and are computed for each of the nodes. The net current at every

interface is then calculated and used to determine the transverse leakages. The transverse leakages
are then fitted into a quadratic polynomial for each direction at every node.
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As discussed in Section 4.2, once the local nodal parameters are calculated, the nodal 4,

and the core 4. ., are compared to decide which nodal kernel to use for the two-node problem.
For each node of interest:

k

kg/J <g, (10.6)

If this condition is satisfied then NEM is used, otherwise the standard ANM kernel is employed.

85‘1—

The nodal update method for the other solution kernels is similar.

10.1.11 Critical Boron Concentration Search

If the user chooses to perform a critical boron concentration search, the boron concentration
is then updated only if a two-node or thermal-hydraulic update is performed. If a CMFD-only
calculation is being performed the CBC search is turned off.

10.1.12 Conditional on T/H Update

The T/H update is invoked periodically unless the feedback option is turned off or the fuel
temperature convergence is satisfied. The periodic update is performed every N7y outer iterations

by evaluating:

mod(n, N;y) = 0 (10.7)

where mod is the remainder function. Ny is set equal to N,,; which is specified in the input as

the cycle for nonlinear update. The T/H update is also invoked if all convergence parameters sat-
isfy the specified criteria even if the condition in Eq. (10.7) is not satisfied. This occurs when the
nonlinear iteration is almost converged at the later stages of the outer iteration.

10.1.13 Perform Steady-State T/H

When the T/H update is invoked, the power distribution is normalized and the relative nodal
powers are calculated. The relative power distribution is then multiplied by the average power
density that is calculated such that the specified power level can be achieved. The steady-state T/
H calculation is performed first for coolant to determine the coolant bulk condition for the give
heat source. Then the heat conduction calculation is performed to determine the fuel temperatures
based on the coolant bulk condition.

10.1.14 Equilibrium Xenon/Samarium Calculation

The steady-state Xenon/Samarium number densities are calculated if the user chooses either
the “equilibrium” or the “transient” Xenon/Samarium option. The update of these number densi-
ties is performed if either a two-node or thermal-hydraulic calculation is performed. Similar to
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the CBC search, if a CMFD-only calculation is being performed the Xenon/Samarium option is
turned off.

10.1.15 Update Nodal Macroscopic Cross Sections

After the T/H state parameters consisting of coolant density, coolant temperature, and fuel
temperature are updated, the nodal macroscopic cross sections are updated. The functional depen-
dencies of each type of cross section on the T/H state parameter is specified in the input.

10.1.16 Global Convergence Check

The convergence of the global nonlinear iteration for the eigenvalue calculation is deter-
mined based on the following parameters:

P R w , (10.8)
\Iln+la W/z
S[w:maX\Vﬁ+l_Wﬁ , 8/)0,;:/113)( ]Zﬁrl_]z,t
\|12”+1 ﬁ)ﬂ,ul

where 7}, , is the Doppler temperature at node m and T/H update index 7. The convergence check

is performed only after the first CMFD solution is obtained after a nodal update to ensure the con-
vergence of the nonlinear iteration. All of the four convergence parameters should satisfy the
respective convergence criterion to terminate the outer iteration. The four convergence criteria are

specified in the input and the recommended values are g, =5 x 10° ¢,=5x10",

g,=5x10", and €pop = 10°, respectively.
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Figure 10.1: Eigenvalue Calculation Flow

10.2 Transient Calculation Control

Upon completion of the steady-state calculation, the core has been initialized and all condi-
tions have been established for the transient calculation. These conditions include the 4., ., flux
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distribution, T/H state variables, corrective nodal coupling coefficients (CNCC), Xe/Sm concen-
trations, Decay Heat levels, and the precursor densities. The transient calculation begins by con-
structing the transient fixed source and solving the transient fixed source problem (TFSP) at the
first time point, which is then repeated at each subsequent time step.

As described in Section 2.2, a TFSP is formulated by employing the analytic precursor inte-
gration, the theta method temporal differencing, and the CMFD spatial differencing. The solution
of a TFSP is then performed by a nonlinear iteration which involves the solution of CMFD prob-
lems and two-node problems. The nonlinear iteration, however, can be avoided in most of the
transient time steps since the CNCCs can be updated only occasionally during a transient calcula-
tion by employing a conditional nodal update scheme. This considerably reduces the computa-
tional time since only the CMFD calculation needs be performe at most time steps. The
feasibility of a conditional nodal update scheme was confirmed by an observation that the CNCC
remains essentially unchanged from the prior value unless there is strong local perturbation intro-
duced in the current time step. In the following subsection, an efficient scheme of conditional
nodal update is presented which is intended to reduce the transient calculation time by not per-
forming unnecessary nodal calculations.

In almost all transients, T/H feedback effects play an important role in determining the over-
all transient behavior. In the transient calculation, the interaction between neutronics and T/H
field variables are treated in a slightly different way than the steady-state calculation. The tran-
sient fixed source problem formulated by the theta method requires that the coefficient matrix be
formed at the end of a time step. This necessitates the evaluation of nodal cross sections at the end
of the time step, which in turn requires the T/H calculation at the end of the time step. However,
since a flux solution is not yet available at the end of the time step, some sort of extrapolation is
necessary for the estimate of the power distribution to be used in T/H calculation. Also, to achieve
convergence of both the neutronics and T/H field variables, a nonlinear iterative procedure is
employed which involves alternating the neutronics and T/H calculations. In Subsection 10.2.2,
the coordination of the neutronics and T/H transient calculations is described.

In the application of iterative solution methods, the efficiency of the calculation can depend
on the method of determining solution convergence. Historically, convergence of transient neu-
tronics calculations was determined by comparing the solutions of two successive iterates. In
order to estimate the true error, however, additional information was required that dictates the
asymptotic error behavior. For classical iterative methods, the spectral radius of the iteration
matrix is one such information. In practice, however, such additional information is not usually
used since it was very expensive to compute. In the Krylov subspace methods, a simple relation
dictating the asymptotic error behavior is not readily available. Instead, during each iteration the
residual becomes available as part of the Krylov algorithm and can be used as an absolute mea-
sure of error. In Subsection 10.2.3, the method for checking convergence during the transient cal-
culation is described and then the overall transient calculation flow is explained in
Subsection 10.2.4.

10.2.1 Nodal Coupling Coefficient Update Strategy

The corrective nodal coupling coefficients (CNCC) depend on various core characteristics
which include the core size, fuel loading pattern, control rod configuration, power level, etc. Once
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determined for the initial steady-state, the variation in the CNCCs is usually small during the tran-
sient unless there is a significant change in core characteristics such as the movement of control
rods. Therefore, the computation time can be reduced by only reevaluating the CNCCs when a
significant change is introduced during the transient.

The success of this strategy depends on a successful conditional nodal update scheme. Since
the local cross section change is known prior to the solution of a transient fixed source problem
(TFSP), it is the logical candidate to determine whether a nodal update is necessary. An analysis
was performed to examine the cross section as the basis for conditional CNCC using the control
rod ejection transient, which involves a strong local change in the cross sections.

A control rod ejection event from an initially HZP condition results in a severe change in
both the magnitude and the shape of the neutron flux because the worth of the ejected control rod
can be potentially large enough to cause a super-prompt critical event. Since the radial flux distri-
bution changes significantly, resulting in a strong peak at the ejected rod location, this event can
serve as a good test case to examine the change in the CNCC. In the following subsection, the

NEACRP PWR benchmark problem Case C11! which is a peripheral control rod ejection at
HZP is used as the test case to examine the changes in the corrective nodal coupling coefficients
during the transient.

Assessment of Coupling Coefficient During a CEA

The relative changes of the corrective nodal coupling coefficients for the x-direction from
their steady-state values at three different radial and axial locations are shown in Figure 10.2. The
control rod is being ejected at a radial location on the x-axis corresponding to Fuel Assembly (FA)
16 and the rod ejection is completed at 0.1 seconds. FA 8 is located at the center of the core and
FA 2 is at the opposite location of FA 16 on the x-axis. Thus the distance between FA 16 and FA 2
is two times the distance between FA 16 and FA 8. The planes in Figure 10.2 are numbered from
the bottom of the core and Planes 6, 14, and 10 are located at the middle of the lower half, the
middle of the upper half, and the middle of the entire core, respectively. The data plotted in
Figure 10.2 were obtained from a case that solves the converged two-node problems at every time
step with a time step size of 10 ms.

As seen in the plots for FA 14, the correctional nodal coupling coefficient changes signifi-
cantly in the node in which the control rod is being removed. For Groups 1 and 2, it changes by
about 70% and 175%, respectively, from the steady-state values which were obtained with the rod
inserted in the node. Once the rod is removed, however, the corrective nodal coupling coefficient
remains essentially constant. At the center of the core (FA 8), the change in the corrective nodal
coupling coefficients is much smaller than at FA 16, and the change is larger for Group 1 (~4%)
than for Group 2 (0.8%). At the location far away from the perturbed location (FA 2), the change
is very small (~1.2% for Group 1, ~0.3% for Group 2). However, it should be noted that although
the changes are small, relatively large changes occur during the period of rod movement (0 to 0.1
second). This reflects the characteristic of the elliptic transient fixed source problem: perturba-
tions are propagated instantaneously through the system. As indicated in the Figure, the extent of
influence is larger for Group 1 because of the larger mean free path of fast neutrons. As shown in
the lower right plot, changes occur in the CCNCs for FAs 8§ and 2 after a small plateau from 0.1
to 0.25 seconds. These are due to the Doppler feedback which as the result of the rise in fuel tem-
perature after about 0.25 secs. However, the changes due to the Doppler effect are much smaller
than the external perturbation (control rod motion in this case).
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Conditional Update Algorithm

Based on the above observations and other studies, it was concluded that a nodal update
should be performed for all the nodes if there is a significant local change in the cross section,
either due to a material motion or T/H feedback. The following describes a conditional nodal
update scheme based on cross section change.

(1)

2)

€)

(4)

Find the maximum change in nodal removal (absorption+scattering) cross section
when the nodal cross sections at the current time point are available after incorporating
the external perturbation and estimating the T/H condition. Namely,

A, = max|Zm_2ry (10.9)

m

.

where ¥, is the removal cross section of Group g at Node m when the previous nodal
update was performed.

If the maximum change is greater than the specified criterion (Z,,, > € ... ), turn the
nodal flag on.

If the nodal flag is on, perform at least one nodal update whether or not the conver-
gence of the CMFD solution is achieved before testing whether to invoke a nodal
update. Otherwise, perform the nodal update only when the CMFD solution does not

converge in /\},)wda ; iterations, which is specified in the input. Terminate in both cases if
the CMFD solution is converged.

Whenever a nodal update is done, update X,, for use in later time steps.
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Figure 10.2: Assessment of Changes in the Corrective Nodal Coupling Coefficients

10.2.2 Transient T/H Calculation

In a LWR, there are two primary T/H feedback mechanisms that affect the neutronics solu-
tions during a transient: the Doppler effect resulting from changes in the fuel temperature and the
moderator/coolant effect resulting from changes in the water number density. The Doppler effect
originating in the fuel is considered a prompt reactivity feedback, whereas the moderator/coolant
density effect is considered delayed because there is a time delay on the order of seconds in the
heat transfer from the fuel to the coolant. This impacts the numerical solution since the Doppler
effect needs to be incorporated in the iteration process to resolve the nonlinearity in a problem
involving T/H feedback.

Since the cross sections needed to formulate a TFSP should be obtained at the end of the
time step, the transient heat conduction calculation should advance first to the end of the time step
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to determine the change in the fuel temperature during the time step. This calculation requires an
estimate of the power distribution at the end of the time step. Since the new power distribution is
not known, the current power distribution is extrapolated based on the two most recent time step
values.

The fuel temperature distribution obtained from the first heat conduction solution can now
be used to calculate the nodal cross sections. It is also used to check convergence of the Doppler
temperature by comparing the relative change to a user specified criterion:

Ta— 73‘ <em, (10.10)

AT = max

7;

where 7, is the old Doppler temperature at Node m and is reset to the most recent value after the
comparison is made. After the first heat conduction solution at each time step, the relative change
represents the change from the previous time point. Later in the time step, it represents the change
in the two consecutive estimates at the end of the time step. If the criterion in Eq. (10.10) is not
satisfied, the heat conduction calculation will be performed after a partial convergence is achieved
in the neutronics solution which will provide the new power distribution at the end of the time
step. Otherwise, no more heat conduction calculations will be performed and the solution pro-
ceeds to achieve neutronics convergence.

After both the heat conduction and the neutronics converges, the heat conduction calculation
is done once more with the converged flux distribution. The last heat conduction calculation
determines the heat flux to be used in the subsequent heat convection calculation for the coolant.
The heat convection solution determines the coolant condition at the end of the time step and the
coolant condition will be used in the next time step calculation to update the cross sections and
also to provide the boundary condition to the heat conduction calculations.

10.2.3 Convergence Checking

In solving a TFSP in which the right hand side is fixed, the convergence can be checked by
examining relative magnitudes of the residual vector, which is defined as ; = s— A¢ for the i-th

iterate of the solution.
A measure of the global error in the i-#h iterate solution is provided using the 2-norm as:
i il
5, =1 (10.11)
S EP
based on the magnitude of the effective source vector. Given a B-norm of a vector with B=4"4 as

Wy = (v, B = (v, A 4V) = |47, it can be shown that the second measure of error is the

same as

81’ _ ||¢1_¢*”E _ ”Ad)l_Ad)*”Z (1012)

e [ERE

where ¢* is the exact solution. Since 4=M-F where M and F are is the loss and the fission opera-

tors, respectively, and A¢ is the net loss rate (loss-fission), the above definition gives the relative
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error in net loss (negative production) rates instead of fission rates. A measure of local error can
be defined in a similar way using the infinite norm as:

/4

r;
m

S
Using the measures of error defined by Eq. (10.12) and Eq. (10.13) has the advantage that it

can represent a true error without estimating the asymptotic convergence behavior. It has been
observed that the global convergence check is sufficient in most cases and the default value of the

(10.13)

8. = max|

global relative residual convergence criterion (€,, ) is 0.001.

10.2.4 Transient Calculation Flow

The transient calculation at a time point consists of three stages: formulation of a TFSP,
solution of a TFSP, and update of the state variables. At the first stage, the nodal cross sections are
estimated and the TFSP is formulated by employing the temporal differencing scheme. At the sec-
ond stage, a TFSP is solved by an iterative procedure which involves the nodal and heat conduc-
tion calculations as well as the CMFD calculation. The last stage is to update both the delayed
neutron and decay heat precursors and the T/H variables using the converged flux distribution.
The three stages are depicted in Figure 10.3 which shows the overall transient calculation flow. In
the following, the functions of the new modules are described which do not appear in the steady-
state calculation, and which are not mentioned in the previous subsections.

The formulation of the TFSP begins by incorporating external perturbations (e.g. control rod
motion and boron concentration change), changes in the thermal condition, and changes in the
Xenon/Samarium number densities into the nodal cross sections. At this point, the linear system
given in Eq. (3.5) is obtained by performing the temporal discretization procedure described in
Section 2.2, which involves the calculation of the precursor integration parameters, Eq. (2.24),
and the construction of the effective source, Eq. (2.26) and Eq. (2.32). The inverse period is eval-
uated at each node using the previous two flux solutions. The inverse period is used to obtain the
initial guess of the flux by the exponential extrapolation and/or to perform the exponential trans-
form if specified by the user. When finished, the primary output of this module is the effective
source, prompt neutron fraction, theta differencing parameters (first two terms in the RHS of
Eq. (2.31)), and the initial flux guess.

After convergence is achieved, the delayed neutron precursor density is updated using
Eq. (2.23), and the decay heat precursor density is updated. The new precursor densities will then
be used to compute the delayed neutron source and decay heat source at the next time step.
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