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Abstract 

In this paper, we will argue that the apparent tendency for large engineering projects to produce other than intended results stems 
not from the particulars of the projects but, more basically, from representing them as overly simplified, highly linear, and often 
hyper-rational schemes to begin with. We suggest that a key factor in the tendency to go in unanticipated directions is the inherently 
difficult to predict effect of ongoing sense-making and multi-level technological learning (Carayannis, E., 1999. Knowledge transfer 
through technological hyperleaming in five industries. Technovation 19. 141)-feedback with a vengeance, so to speak. Further, 
since this learning is shaped by social context, various stakeholders may well learn differently. Hence, the practice of reliability 
engineering, logistics engineering, and systems engineering generally, rather than being bad engineering or bad application of good 
engineering, can instead be reformulated as an ongoing sense-making activity embedded in an adaptive social process. Three case 
studies serve as archetypes for three fairly common results. The three cases are 'Unexpected Opportunity', 'Failure then Success', 
and 'Technophobia'. Each case study has two parts. In the first part we present the specifics of the case in abbreviated form. In 
the second part of each case we place what happened within a common conceptual framework. © 2001 Elsevier Science Ltd. All 
rights reserved. 
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1.� Introduction engineering processes as one observer has claimed 
(Tyler, 1986: 11), the scope of technical difficulty, fail­

It takes only a casual perusal of the news to recognize ure to sit down before system implementation begins and 
that large technical and engineering projects seldom go think through all of the implications (Davenport, 1998: 
as smoothly as anticipated. Examples abound of projects 128), or are there alternative explanations? 
that, at some point, seem to go awry. Well known his­ It is the intent of this paper to suggest a fairly obvious 
torical examples include the Titanic and the collapse of alternative explanation, one that should accord with the 
the 4-month-old Tocoma Narrows Bridge. More recent experience of engineers who have worked on or with 
examples include the C-17 aircraft, the B-1 aircraft, the such programs. We will argue that the apparent tendency 
668-c1ass fast-attack submarine, the advanced tactical for large engineering projects to produce other than 
fighter, the Hubble space telescope when first launched, intended results stems not from the particulars of the 
the Galileo space probe, the FAA air traffic control sys­ projects but, more basically, from representing them as 
tem modernization, and information systems projects overly simplified, highly linear, and often hyper-rational 
generally. Why is it that these projects appear to go awry schemes to begin with. Kline and Rosenberg (1986) (p. 
so often? Is it the prevalence of ad hoc processes, mis­ 275), in their classic introduction of the chain-link model 
trust, or enmity instead of rational management and of innovation (see Fig. I), have already convincingly 

argued that innovation, rather than being linear, is 
"...complex, uncertain, somewhat disorderly, and subject 
to changes of many sorts", Further, they and others such * Corresponding author. Tel.: +1-202-994-4062; fax: +1-202-994­
as Clark (1985) and Drejer (1996) have provided4930. 
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Fig. I. Chain-linked model of technological innovation. 

recognizing that innovation involves a series of changes 
in a system of hardware, production environment, mar­
ket environment, and many other elements. 

As anyone who has applied systems dynamics will 
recognize, even linear relationships lead to non-linear 
behavior when feedback is included. Here we would like 
to suggest that a key factor in the tendency to go in 
unanticipated directions is the inherently difficult to pre­
dict effects of ongoing sense-making and multi-level 
technological learning (Carayannis, 1999: 14l)-feed­
back with a vengeance, so to speak. Further, since this 
learning is shaped by social context, various stakeholders 
may well learn differently. The natural result is that they 
can end up with quite different perceptions. 

Technological learning is defined as the process by 
which a technology-driven firm, its suppliers, customers, 
and competitors (indeed, communities of any kind) cre­
ate, renew, and upgrade latent and enacted capabilities 
based on stocks of explicit and tacit resources. It com­
bines both technical and administrative learning pro­
cesses. Technological learning processes are also organi­
zational transformation processes since individuals, 
groups, and/or the organization as a whole internalize, 
with both extrinsic and intrinsic motivation, technical 
and administrative experience to update organizational 
decision making routines and the methods for managing 
uncertainty and complexity (Carayannis, 2000). In the 
context of large engineering projects, a good deal of this 
learning involves making sense of the new techno­
logies themselves. 

Before continuing the discussion, we note initially that 
although downside surprises might tend to dominate 
both the news and anecdotal histories, it is not so much 
a case of results always being worse as simply being 
unexpected. We profile here three detailed stories that 
document the processes for generating, diffusing, captur­
ing, absorbing, and recycling institutional knOWledge. 

Large technical and engineering projects are generally 
thought of as being managed through systems engineer­

ing activities. Since systems engineering includes a num­
ber of disciplines, to give focus to the discussion that 
follows we will use examples from the sub-disciplines 
of reliability and logistics engineering. In these two 
areas, as in systems engineering generally, results gener­
ally do not always agree well with what was intended, 
i.e. they tend to go awry. The paper will argue that the 
practice of reliability engineering, logistics engineering, 
and systems engineering generally, rather than being bad 
engineering or bad application of good engineering, can 
instead be reformulated as an ongoing sensemaking 
activity embedded in an adaptive social process. When 
so viewed, what presently appear to be perverse out­
comes are, instead, natural and expected, potentially 
even manageable. 

2. Outline of the paper 

We begin with three mini-case studies that will serve 
as archetypes for three fairly common results. The three 
cases are 'Unexpected Opportunity', 'Failure then Suc­
cess', and 'Technophobia'. Each case study has two 
parts. In the first part we present the specifics of the case 
in abbreviated form. In the second part of each case we 
place what happened within a common conceptual 
framework. 

In the second part of the paper we will expand on the 
common conceptual framework and discuss some of the 
implications for systems engineering. 

3. Case studies 

3.1. Case A-unexpected opportunity 

3.1.1. Background 
Technology Development Command (TDC) contrac­

ted with Aerospace Company (AC) to develop a new air­
launched attack missile (ALAM). The ALAM contract 
included specific reliability requirements that missiles 
had to achieve after they were delivered to Offensive 
Air Command (OAC). 

Since OAC did not have a reporting system that would 
record reliability-related data, AC developed and deliv­
ered such a system as part of its contract. The plan was 
that technicians belonging to OAC would do the data 
entry. For each maintenance action they would record 
the date, the serial number of the missile itself, the serial 
numbers of major components when those components 
were replaced, and the actual work they performed (e.g. 
removal from and return to storage, results of scheduled 
tests and inspections including passes and failures, modi­
fications, and repairs). The data were then uploaded to 
a central computer at one of AC's plants. When OAC 
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first understood what they were being asked to do they 
were bitterly opposed-seeing the situation as one where 
they were being asked to commit significant amounts of 
their technicians' time to entering data into a system 
from which they received no benefit. Although the possi­
bility of contractor entry of the data was discussed, TOC 
took the position that it did not make sense to pay to 
keep a contractor employee full time at each missile stor­
age location just to do data entry. In the end TOC pre­
vailed but the dispute left a bad aftertaste for everybody. 

The next part of this story requires a partial under­
standing of how missile maintenance is managed. OAC� 
technicians generally removed (or 'broke out') missiles� 
from storage for one of three reasons: upload on an air­�
craft, scheduled automated surveillance testing, and� 

, installation of design modifications. Because of the large� 
labor content associated with breakouts, OAC's tech­�
nicians tried to minimize the number they did. A fly in� 
this ointment, however, was the arrival of a modification� 
kit from MSC. 

Managers at MSC would check their records to find 
out which operational base had the most unmodified 
missiles and, when they received a modification kit, send 
it to that base. When the base received the kit the base 
had a limited amount of time to install it on an unmodi­
fied missile. In the event that a base did not install a kit 
within the allowable time window they were subject to 
various forms of managerial harassment by both their 
own headquarters and MSC-hence they had motivation 
to get the kits installed expeditiously. Whenever poss­
ible, the technicians would try to modify a missile that 
they were breaking out for some other reason. As fortune 
would have it. however. the more typical circumstance 
was that either there were no missiles due breakout or. 
if there were. they would already have been modified. 
This meant that a missile had to be broken out for the 
sole purpose of installing the modification kit. Tech­
nicians were not fond of such extra break-out opport­
unities. 

Within a few months after the reliability data system 
was in place, modification managers at AC and MSC 
realized that they had an unplanned-for capability. Now 
they knew not just which base had the most unmodified 
missiles but exactly which missiles were unmodified and 
when those missiles were due a scheduled breakout. As 
a result of this visibility, when a modification kit was 
ready MSC would ship it to a missile base that was about 
to break out an unmodified missile. The ability to reap 
scale economies by combining modification kit instal­
lation with scheduled inspections had important conse­
quences. First, OAC was able to reduce missile mainte­
nance staff requirements by over 40% and apply those 
authorizations to other high priority needs. Second, 
whereas with past data systems data entry had been hap­
hazard at best, OAC's technicians now were incentivized 
to place emphasis on accurate data entry. And third, 

when several years later TOC began development of 
another missile system, OAC 'demanded' that it come 
with a reliability data system. 

3.1.2. Discussion 
In order to appreciate what was going on here one has 

to see data systems from the viewpoint of maintenance 
technicians. The technicians' view, based on their 
experience, was something like that portrayed in Fig. 2. 
After a technician would complete a maintenance task he 
or she would spend inordinate amounts of time entering 
cryptic maintenance codes on paper forms to document 
the maintenance. The completed forms were then entered 
by a clerk into a local computer system and transmitted 
to a distant mainframe. Feedback was limited to criti­
cism for the errors that the technicians may have made 
in recording the data-or that the clerk may have made 
but the technician had to correct anyhow. From time to 
time an engineer or manager from TOC or MSC visited 
the bases and explained how important the data were to 
engineering and logistics analysis. But this explanation 
came across as remote to the technicians; the analysis 
the engineers described never seemed to see the light of 
day once completed. 

What we have just described is the construction, 
through learning, of a shared if tacit working model of 
the world (Bowlby, 1973: 203) which included a rep­
resentation of maintenance information systems. The 
working model or, alternatively, structural metaphor 
(Lakoff and Johnson, 1980: 61) highlighted certain 
aspects of the concept 'maintenance systems' and per­
mitted the maintenance technicians to generate a set of 
learned rules (Lindenberg, 1989: 175) governing values 
(Carayannis, 1999: 148) or stock of standard procedures 
for reducing equivocality (Hall, 1984: 908) and forecast 
how a new information system would behave. Key gov­
erning values were that they were administrative nuis­
ances and provided little if any benefit. Thus, that was 
their forecast for the new system. Since the staff at head­
quarters Offensive Air Command were chosen from the 
community of senior field technicians, the headquarters 

Fig. 2. Model of maintenance infonnation systems. 
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shared the same working model, the same governing 
values, and the same forecast. Later-after the new 
maintenance information system was in place and being 
used to synchronize missile modification kit work with 
other work on missiles to their benefit-they modified 
their working model and values through double~loop 

learning (Argyris and Schon, 1978: 2-3) as a result of 
experience. The modified working model and values 
then became the basis for forecasting the behavior of 
future maintenance information systems. 

3.2. Case B-failure then success 

3.2.1. Background 
On one of its primary aircraft, Operational Command 

routinely flew 9 to 12 hour missions. As a result of 
increasing age, system reliability of the analog tech­
nology avionics suite had dropped to just over 3 hours 
mean time between failure (MTBF). Even though redun­
dancy compensated to some extent for hardware failures, 
the increasing number of mission failures attributable to 
unreliable avionics was of growing concern. Also of 
concern was the increasing cost of avionics maintenance 
due to the high failure rate. In response to Operational 
Command's concerns, Technology Development Com­
mand (TDC) initiated a program to develop a replace­
ment avionics suite based on digital technologies. TDC 
contracted with Large Aerospace Company (LAC) to 
develop the new system. The new avionics suite 
included multiple computers, dual inertial platforms, 
Doppler radar, and a radar altimeter-all of which were 
integrated with each other, the existing search radar, and 
sophisticated software-based navigation programming. 
Program managers in TDC specified 33 hours MTBF in 
the development contract and featured the 10-fold 
increase prominently in their briefings and correspon­
dence. 

Development of the new avionics suite occupied about 
4 years; initial production and installation of modifi­
cation kits took another 24 months. When enough flight 
test hours had accumulated on the initial production air­
craft to compute system reliability of the new avionics 
suite, the achieved reliability averaged 12.5 hours 
MTBF. Test Command compared the 12.5 hours to the 
promised 33 hours, declared the reliability results a fail­
ure, and issued a scathing report on the program. Four 
years later when production was complete, average field 
reliability had improved modestly to 13 hours MTBF. 
Operational Command, in contrast to Test Command, 
counted the achieved avionics reliability among its most 
important successes. 

3.2.2. Discussion 
Clearly there is something awry if 33 hours MTBF is 

promised, 12.5 hours is delivered and declared an abys­
mal failure, and then nearly the same value, 13 hours, 

is touted as a important success. Understanding the story 
behind these numbers and their differing interpretations 
is instructive. 

Differing definitions of 'failure' account for part of 
what was going on (Table 1; Types 3,4, and 5 were not 
accidentally left out of this table-their meanings have 
been lost to history during the last 25 years). Operational 
Command and Test Command, when they assessed the 
reliability of the original main avionics suit were con­
cerned with all failures. This is natural enough: it does 
not matter to an aircrew trying to complete a mission if 
somebody is unable to duplicate a failure on the ground 
later or if they discover that a failure was induced 
through a maintenance mistake. Technology Develop­
ment Command and LAC, though, had a different view 
of failures. When they entered into a contract for the 
new avionics system, they had in mind design reliability 
(Type 1). This is also natural enough since inherent fail­
ures were a recognized part of the designer's domain; 
failures not inherent in design were viewed as outside 
his or her domain. Such simplification to reduce com­
plexity is normal in reliability engineering (Ascher and 
Feingold, 1984: 63). In the case of both Operational 
Commandffest Command and TDCILAC, members of 
those organizations had" ...created a sensible rendering 
of previous events stored in the form of causal 
assertions" (Weick, 1979: 166) and then made this ren­
dering binding on the current situation. Operational 
Command and Test Command rendered failures based 
on mission impact; TDC and LAC rendered them based 
on perceived ability of the designer to influence 
reliability outcome. 

It is also important to note that the distinctions at issue 
were more tacit than explicit. Contracts, briefings, test 
reports, and other documents referred only to MTBF, not 
what MTBF 'meant' or the kinds of failures that were 
counted when computing it. This also is fairly natural 
since for each of the four communities the community­
specific meaning of MTBF and associated counting rules 
had become part of the tacit, taken-for-granted, cultural 
knowledge (Berger and Luckmann, 1966: 68) of that 
community and were outside the community'S direct 
awareness (Rioch, 1970: 59; Wassmann and Dasen, 
1998). Because the tacit nature of the meaning was out­
side awareness, each community, without realizing it, 
had assumed that anybody else would attach the same 

Table I 
Failure types 

Type Description 

I Inherent failures (i.e. inherent in the design) 
2 Induced failures, typically caused by a person 

(e.g. wrong lubricant, dropped) 
6 No defect, could not find anything wrong 

I
I
!

I
I 
I 
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Table 2 
Results summarized 

Circumstance MTBF value Frame of reference Evaluation 

Actual on old system 3.5 Types I, 2, 6 
Requirement on new system 33 Type I 

Actual (operational test) on new system 12.5 Types 1, 2, 6 

Actual (field) on new system 13 Types I, 2, 6 

meaning it did to the symbol 'MTBF'. Thus, the com­
munities were unknowingly talking past each other. 

Even though their assessments were separated in time, 
Test Command and Operational Command were also, 
for all practical purposes, talking past each other even 
though they shared the same counting rules. Operational 
Command reached its conclusions by comparing 3.5 
hours to 13 hours-a four-fold improvement it was glad 
to have. Test Command had compared 12.5 hours worth 
of oranges to 33 hours worth of apples without knowing 
it was doing so. All of this is summarized in Table 2. 

3.3. Case C-technophobia 

3.3.1. Background 
At the beginning of the decade, Using Command was 

starting to get concerned about the age of one of its pri­
mary cargo aircraft types and came to the conclusion 
that it was time to start a new development program. 
The procedures for starting a new development program 
required that Using Command develop a need statement. 
One section of Using Command's need statement for the 
new cargo aircraft read, in part: 

Reliability and Maintainability for the mature sys­
tem will equal or exceed the best of in-service 
cargo aircraft. 

The right-hand chart on Fig. 3 illustrates what Using 
Command got in the way of reliability of the engines 

Specllc Fuel Consumption 

1.0 

In seNce New 

Aircraft 

Limitation on combat capability 
Almost lO-odd improvement (comparing type I to 
types I, 2, 6) 
Program failure (comparing types 1, 2, 6 with 
type 1) 
Program success (four-fold improvement over 
previous system) 

for the new aircraft. Reliability certainly exceeded the 
best of the in-service cargo aircraft-by nearly a five 
to one margin. But, as illustrated by the specific fuel 
consumption comparison on the left-hand chart, it was 
not just reliability that improved from one generation of 
engine to the next, the engine was less expensive to oper­
ate in general, as was generally the case, by the way, 
for the entire aircraft. 

Ten years after it had published a need statement for 
a new primary cargo aircraft, Using Command decided 
that increasingly challenging mission requirements being 
placed on one of its other cargo aircraft required the 
addition of a new sophisticated avionics system incorpo­
rating various state-of-the-art advances in forward look­
ing infra-red and related night vision technologies. The 
requirements document that Using Command published 
at that time read in part: 

All modified/added aircraft systems or equipment 
must either meet or exceed the R&M [reliability and 
maintainability] values obtained by the same system 
or equipment installed on similar aircraft. 

[Text in brackets added] 
In the interim period between the two documents, all 

of the individuals who prepared the first document had 
long since departed. In fact, most of Using Command's 
staff positions had seen at least three incumbents come 
and go during this time frame. 

Mean lime Between Maintenance 

8...-­ ---, 

5+---_-__ 4.9 

III 4+­ _ 

Ii 
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Fig. 3. In-service aircraft compared with new aircraft. 
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3.3.2. Discussion 
There are two noteworthy contrasts in the case 

described above. The first (actually a lack of contrast) 
is between the language used in the two requirements 
documents. To put it charitably, both documents reflect 
a conservative view of what technology had to offer. 
Further, although separated by 10 years, the conservative 
view expressed in the two documents--even the choice 
of words-is nearly identical. If the documents had been 
authored by the same individuals such similarity of lang­
uage might possibly be expected even with the separ­
ation in time. But as noted above, this was not the case­
none of the individuals involved in authoring the need 
statement were still on the staff of Using Command 
when it wrote and published the requirements for the 
new avionics system. 

The second contrast is between the conservative 
reliability results anticipated in the requirements docu­
ment for the new cargo aircraft and that which was deliv­
ered. It should be noted that there was no evidence of 
reliability gold-plating in the development program. The 
achieved reliability was simply a reflection of the state 
of engine technology. Thus, Using Command's insti­
tutional memory led it to predict a future quite different 
from the one that appears to have arrived. 

In the discussion under Case A, Unexpected Opport­
unity, we already described how the construction of a 
shared, tacit working model of the world permits fore­
casting how the future will behave. The similarity of lan­
guage in the two requirements statements suggests that, 
even though Using Command's staff had changed over 
the decade bracketed by the two documents, the insti­
tutional working model (Carayannis, 1999: 147) had not. 
That much perhaps is straightforward. Why the working 
model is conservative has a more subtle explanation. 
First, the language quoted above was written by Using 
Command's logisticians and it is the experience of one 
of the authors (Forbes) that logisticians generally seem 
to embrace conservative working models. Although cer­
tainly not definitive, Adler and Clark (1991) (p. 277), in 
the context of discussion of the learning curve, and Kelly 
(1994) (p. 408), in the context of information systems, 
provide insight into why this might be so when they both 
note that performance-related engineering changes and 
new technologies typically are disruptive to established 
processes. Since a fundamental objective of logistics 
management is integration of the processes within the 
logistics system (Bowersox et al., 1986: 267; Copacino, 
1997: 10), not a simple undertaking to begin with, the 
working model of logisticians with respect to perform­
ance-related development emphasizes the aspect of dis­
ruption. Logisticians, inclined by experience toward 
technophobia, would see the development of the new air­
lifter and the development of the new avionics suite as 
just that, development, forecast disruption, and in their 
requirements statements emphasize prevention of disrup­

tion (i.e. not making things any worse than they already 
are). Further, the corroborating feedback from prior tech­
nology introductions would also naturally reduce aspir­
ation levels (i.e. generate conservative requirements) 
(Lant, 1992: 624). 

4. An alternative to rational-model-based 
engineering 

Each of the case studies summarized above served to 
illustrate the kinds of disconnects encountered in engin­
eering practice between what is advertised and what is 
achieved. Consistently large differences between what is 
initially recognized as 'the plan' and what is finally real­
ized (or, alternatively, the apparent lack of control and 
predictability) as well as the alternative representations 
of results all too often bring into question the nature and 
credibility of engineering activity. In this section we 
would like to put forward a conceptual framework that 
provides a basis for understanding why such differences 
are natural and to be expected rather than unnatural and 
to be criticized. If accepted as natural then perhaps that 
is a step toward accommodation and, possibly, even 
intervention. We begin by describing the usual, and in 
our minds problematic, normative representation of 
engineering. 

Blanchard (1981) (p. 14) describes logistics engineer­
ing as constituting: 

... the application of selected quantitative methods 
to (1) aid in the initial determination and establish­
ment of logistics criteria as an input to system design, 
(2) aid in the evaluation of various design alternatives, 
(3) aid in the identification and provisioning of logis­
tics support elements, and (4) aid in the final assess­
ment of the system support capability during con­
sumer use. 

Similar representations are easily found for reliability 
engineering (Zebick and Hoerster, 1986: 63), software 
engineering (Vick, 1984), and systems engineering gen­
erally (Hall, 1962: 89). Normative, espoused systems 
engineering and the technical disciplines that support it, 
then, are implementations of instrumental reason and the 
rational model even when couched in terms of bounded 
rationality (Eisenhardt and Zbaracki, 1992: 18). (In the 
balance of this paper, to avoid repeatedly using the cum­
bersome 'systems, reliability, and logistics engineering' 
construction, we will simply refer to systems engineering 
generically unless there is some specific reason for call­
ing a technical field out individually.) The rational model 
in practice usually comprises the sequence: problem 
definition, criteria selection, formation of alternatives, 
comparison of alternatives against criteria, selection of 

t� 
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a 'winner', implementation, and follow-up (Lindenberg, 
1989: 175; Oman et al., 1992: 155; White, 1990: 134). 

On the surface, as an instance of the rational model, 
the espoused systems engineering viewpoint is positivist 
and realist. We would like to suggest that the simple, 
positivist's representation of systems engineering, 
although a convenient model in pedagogical settings, is 
a distortion of the assumptions systems engineering's 
practitioners actually hold. This is hardly a radical stance 
since others previously have questioned the appropriate­
ness of rationality as a model of choice (Lounamaa and 
March, 1987: 107). In the balance of this paper, we will 
discuss an alternative model--one that may better 
account for the apparently natural prospective and retro­
spective ambiguity about requirements, achievements, 
and their relationships. 

5. Introducing new technology 

To begin with, we would like to emphasize that, in 
addition to uncertainty and disorderliness as described 
by Kline and Rosenberg, differences between expec­
tation and achievement are the norm rather than the 
exception when introducing new technology-that is, 
things normally go awry (Betz, 1987: 61 for technology 
in general; Gebman and Shulman, 1988: ix for avionics 
technology). One popular theme in the literature on man­
agement of science and technology, picking up on the 
idea of uncertainty, ascribes the differences between 
expectation and achievement to factors such as unclear 
understanding of the future environment, uncertainty 
over requirements, and uncertainties regarding manufac­
turing processes (Brody, 1991: 39-44; Tse and Cralley, 
1989: ES-l). The general sense is that the science and 
engineering tools are tine, these things are under­
standable, they are just not understood at a particular 
time as a result of incomplete information (often with 
the thought that what are needed are better tools to pre­
clude such misunderstandings). This is still a realist's 
view of the problem. 

A second common theme asserts that discontinuities 
introduced by technology (especially when the tech­
nology is on a new 'S-curve') will result in the potential 
consumers of new technology being literally unable to 
describe what they want (Betz, 1987: 95-96; Burgelman 
and Maidique, 1988: 26; Foster, 1986: 154; von Hippe1, 
1986) with the obvious impossibility of matching expec­
tation to achievement. Invention is not enough, there 
must also be a concerted effort to technologically edu­
cate the potential consumers. A third, relatively recent 
theme, related to the second, describes new technologies 
as equivocal by nature, requiring"...ongoing structuring 
and sense making if they are to be managed" (Appleton, 
1984: 145-150; Ring and Van de Ven, 1989: 171-172; 
Robinson, 1988: 325-338; Weick, 1990: 2). The second 

and third themes are, in the terms of Richard Rorty 
(1991) (pp. 22-23), a pragmatist's view of the problem. 
It is the pragmatist's view that is adopted here. Bor­
rowing from John Forrester (1989) (pp. 9-10), systems 
engineering, from the pragmatist's perspective is a pro­
cess by which social actors (in this case primarily end­
users and engineers) make sense of large, technical pro­
jects and come (or do not come) to shared understand­
ings of the implications of a technology. In this we at 
least partially echo H.K. Klein and R. Hirschheim (1983: 
5-24), who, commenting on essentially similar problems 
with the implementation of decision support systems, 
have argued for a pragmatist's interpretive approach to 
that sub-field of systems engineering. 

6. Sense-making 

The way problems are confronted is directly affected 
by the language and symbols in which they are couched 
(Carayannis, 1999: 149; Feigenbaum and Henig, 1994: 
186; Ramaprasad, 1987: 141) as well as prior knowledge 
of relevant categories into which problems might fit 
(Ramaprasad, 1987: 141). Language, symbols, and rel­
evant categories are all created through collective sense­
making. However, painting systems engineering as col­
lective sense-making provides limited insight without an 
understanding of the process by which sense-making 
occurs. Thus, creating such an understanding has a prac­
tical objective. We begin, however, by considering 
objectivity and subjectivity because the distinction 
between the two is at the core of usual notions of science 
(Searl, 1984: 10). 

The traditional conception of the difference between 
objectivity and subjectivity, dating from Kant. is that the 
subject (you, I) is the center of awareness and the object 
is outside of subjective awareness. 'Objective' has to do 
with things themselves and 'subjective' with thought 
(Reese, 1980). (Prior to Kant, incidentally, the meanings 
of objective and subjective were reversed.) As John 
Searl (1992) (p. 94), by nature a functionalist, notes: 
"We often speak of judgments as being 'subjective' 
when we mean that their truth or falsity cannot be settled 
'objectively' because the truth or falsity ...depends on 
certain attitudes, feelings, and points of view of the mak­
ers and hearers of the judgment". 

These attitudes, feelings, and points of view, however, 
not only cannot be made to disappear but are the basis 
of our ability to experience and understand the world 
(Boland, 1985; Lindenberg, 1989: 178). As Peter Berger 
and Thomas Luckmann (1966) define it, objectivity, in 
contrast to Kant's view, is reciprocal inter-subjective 
typification of conduct. By reciprocal typification Berger 
and Luckmann mean that two or more actors attach 
essentially the same meaning to conduct. Conduct to 
which an actor attaches his or her own meaning, not 

I 
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shared by others, is then what constitutes the subjective 
(Marshall and White, 1990: 66). In the pragmatist's 
view, construction of meaning (building a theory to 
relate facts and events) through the use of language is 
embedded in social process rather than language confer­
ring specific meaning independent of process. Seen--in 
this light, redefinition of requirements is a continuous 
social (re)construction of meaning rather than something 
perverse (Hall, 1984). 

Explicit theory, an example of which is the body of 
rules, principles, and generalizations that constitute sys­
tems engineering or any of the technical fields it com­
prises, is always an abstraction and simplification of a 
deeper and more complete tacit understanding. Because 
this is the case, theory is not in a one-to-one correspon­
dence with an underlying tacit understanding (Senge, 
1992). Geoffry Vickers (1973) (pp. 103-111) made 
much the same observation in a discussion of norms, 
values, and formal rules and regulations as have Wilfred 
Bion (Rioch, 1970: 56-66) in his work on groups and 
Chris Argyris and Donald Schon (1978) when they intro­
duced the concept of double-loop learning to correct 
errors in underlying norms, policies, and objectives 
(Bernstein, 1983). Another very important consideration 
is that different communities will produce different 
theory claims. 

Richard Bernstein arrived, in part, at the same desti­
nation as we have in his contrast between empiricist and 
post-empiricist accounts of nature as shown in the first 
two columns of Table 3 (Bernstein, 1983: 31-33). How-

Table 3 

ever, in our minds, it is time to go beyond this simple 
contrast and dispense with what we see as a false dichot­
omy between the empiricist and post-empiricist 
accounts. We indicated in the introduction to this con­
ceptual section that we intended a pragmatist's orien­
tation. Perhaps then, it should not be a surprise that, as 
illustrated in the right two columns of Table'3, an alter­
native is available from Piaget's pragmatist approach to 
cognitive information processing (Bickhard, 1997: 239; 
Bruner, 1997: 66; Ramaprasad, 1987: 142-144) and, in 
particular, the process of adaptive learning that is 
embedded within it. 

The empiricist's view leaves us with the promise of 
(but ultimate lack of) an ability to predict. The inevitable 
result is finger-pointing and a search for the guilty­

___ sometimes encouraged by the media-when things do 
not go as predicted. The post-empiricist's account unfor­
tunately, with its nearly solipsistic readiness to accept 
nearly everything as relative, is somehow unsatisfying 
in a world where individuals and organizations do have 
goals they perceive as worthy and would like to think 
there is some way to relate choices made today to results 
tomorrow. We would argue that a pragmatic account 
based on the cognitive information processing model is 
an account worthy of attention since it provides for: 

•� community-determined law-like relations (i.e. logico­
mathematical structures) and creation of meaning 
based on application of established law-like relations, 
even if they are tacitly held; 

Empiricist. post-empiricist, and cognitive infonnation processing based accounts 

Natural science accounts 

Empiricist 

Experience is objective (in usual 
sense of objective) 

If models reflect nature then data 
will be as we find them 

Law-like relations are external 

Language of science is exact, 
fonnalizable. and literal 

Meanings are separate from facts 

Post-empiricist 

Data are not detachable from 
theory (theory here includes both 
tacit and explicit aspects) 

Theories are not models externally 
comparable to nature. they are the 
way the facts are seen 

Law-like relations are internal 

Language of science is 
metaphorical and inexact, if 
fonnalize then always distort 

Meanings are determined by 
theory 

Piaget's model of cognitive infonnation processing 

Equivalent exposition 

Previously developed logico­
mathematical structures detennine 
what factors and relationships are 
observed 
If data do not fit deductions then 
logico-mathematical structures are 
inductively modified through 
reflexive abstraction 
Law-like relations (Iogico­
mathematical structures) are the 

Exemplified by 

(Case B) Observation or non-
observation of types 2 and 6 
failures depending on community 
to which individuals belonged 
(Case A) Realization that 
reliability infonnation system 
could be used to schedule 
modification kits 
(Case A) Modification of working 
mode I of reliability infonnation 

inductive generation of infonnation systems as a result of experience 
from data by trial and error 
through reflexive abstraction 
When a logico-mathematical 
structure is sufficiently refined it 
becomes the reality instead of a 
model of reality 

Perception and meaning are based 
on a previously developed logico­
mathematical structure 

with ALAM system 

(Case B) Over time as the failure 
typology became refined it lost 
types 3, 4, and 5, and types I, 2, 
and 6 became the complete failure 
reality. Further, only type I 
failures are effected by design 
(Case C) In logisticians' reality, 
development meant disruption 
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•� inductive (and collective) generation of new and 
modified logico-mathematical structures when data do 
not fit those already in existence; 

•� an explanation why community-determined law-like 
relations can become so accepted that they become 
outside a community's direct awareness-i.e. become 
the reality rather than a representation of reality; 

•� the possibility of constructive intervention given a 
concerted effort to understand who the stakeholder 
communities are and how, not just their perceptions, 
but their bases for perception differ. 

In the context of the three cases presented, the inter­
pretive pragmatist's account provides a perspective 
within which one program, with one set of quantitative 
results, can be expected to generate: 

•� an evolving model of information systems as 
described in Case A; 

•� two different interpretations of the results as described 
in Case B; 

•� technophobia as described in Case C. 

Experience is not objective in the usual empiricist's 
sense. Rather, objectivity is a function of reciprocal typi­
fications and typifications are created through social pro­
cesses. Given two or more communities, each will see 
(i.e. construct) an objectively different result. Note that 
this is not a matter of communities seeing the same thing 
differently, rather they are seeing different things. In the 
examples given in the beginning of this paper, there were 
two or more different communities which had formed 
different perception spaces. The rational model is unable 
to provide a satisfactory explanation for this problem 
since, in addition to assuming that reality is just out 
there, it inherently assumes a common, stable perceptual 
space and a stable environment (Bourgeois and Eisen­
hardt, 1988: 818) within which to arrive at common 
goals. Such is an unreasonable and in fact arrogant 
assumption. 

An interpretive model incorporating the concepts of 
cognitive information processing and continuing multi­
level learning, by contrast, is useful in understanding the 
origins of non-linearity, instability, and disorderliness 
during innovation. It assumes that there may be more 
than one community and that, through on-going learning, 
they are adaptive over time. If more than one com­
munity, the multiple perceptual spaces in turn result in 
different norms and attitudes and-as Fishbein (1979) 
has argued-different subjective norms and attitudes 
determine different behaviors. The pragmatist's model 
also 'explains' why technical disciplines such as logis­
tics and reliability engineering evidence what appears to 
be limited predictive capability. Not only are the rules 
(or better stated, collections of recipes) of these engin­
eering disciplines a simplification of the tacit models that 

underlie them but the tacit models themselves change 
over time. As Vogel (1995) (p. 33) has put it, the objects 
that science attempts to describe change as science does 
because such objects are constituted by the communicat­
ively produced and reproduced paradigms within which 
scientists [and, by extension, engineers] work. Since a 
fundamental feature of socially-created reality is con­
tinuing change (Vitalari, 1985: 250) as a result of con­
tinuing multi-level learning and unlearning (Carayannis, 
1999: 141), multiple, shifting engineering objectifi­
cations will be a constant companion' to almost any 
major development effort. Thus, the proposed model is 
also the basis for Schumpeter's creative destruction 
(Berry and Taggart, 1994: 1994), a distinguishing feature 
of technology. 

7.� Implications 

In summary, value systems, culture, and the 
behavioral basis for them matter (Lindenberg, 1989: 
175-200) to logistics engineering, reliability engineer­
ing, systems engineering, and the innovation process 
generally. More importantly, changing value systems 
and tacit models evolved by on-going learning matter at 
least as much. Viewing systems engineering as an inter­
pretive activity embedded in on-going social processes 
rather than as a 'rational' activity external to social pro­
cesses provides the basis for understanding why and how 
these things matter. The primary implication is that 
rather than attempting to develop improved analytical 
capabilities-better tools for predicting the inherently 
unpredictable-an alternative and potentially superior 
strategy is to recognize that learning is going to happen 
and, instead, develop strategies for managing multiple­
level technological learning as a way to solve complex 
problems (Carayannis, 1999; Lounamaa and March, 
1987: 121). Developing such strategies is a subject that 
lies beyond what can be presented here. 
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