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ABSTRACT

Analysis of crosswell and three-component seismic data integrated with well logs have

produced information on the distribution of subsurface heterogeneities below the In-Tank

Precipitation facility at the Savannah River Site (SRS). The travel time P-wave tomogram and

reflection imaging delineate lateral and vertical structural details of the formations. In particular, the

high-resolution P-wave tomogram captures a low-velocity zone within the carbonates. This zone is

surrounded by reflection events between depths of 150 and 200 ft in the reflection imaging. The

reflections are caused by the acoustic impedance contrast between the low velocity zone of "soupy"

sand mixtures of unconsolidated materials and the more rigid and dense competent surrounded

medium. The time-frequency analysis of full waveforms particle velocity identifies guided waves in

form of leaky and normal modes at the depths of about 138 to 150 ft. This resulting change in

lithology associated with the presence of guided waves is consistent with a velocity low observed in

the vertical velocity profile determined from the inversion of three-component seismic data. This

low-velocity zone intercepted by the wells H-BOR-34 and H-BOR-50 correlates with the conductive

Griffins Landing Member, which is located above the carbonates. The result of the experiments

demonstrate that the present high-resolution crosswell seismic measurement technique (using

frequencies up to 1500 Hz) meets the resolution requirements to map geological and geotechnical

targets in the vicinity of the In-Tank Precipitation facility at the Savannah River Site.
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INTRODUCTION

Adequate characterization techniques are needed to meet the ultimate goal of evaluating the

seismic and structural safety of existing and planned facilities at the Savannah River Site (SRS). In

particular, methodologies and technologies are needed to satisfy the resolution requirements for

specific geologic and geotechnical targets in the vicinity of the In-Tank Precipitation/Extended Sludge

Processing Facility and H-Tank Farm areas of SRS.

The geologic setting at the SRS is in unlithified to poorly lithified upper Coastal Plain

sediments in South Carolina. The carbonate bodies of interest are stratigraphically confined, typically

discrete bodies from 80 to 150 ft depth. The hydrologic confining units in this setting are typically

non-fissile clay strata. These units may or may not be faulted. In particular, a technique is needed

to resolve the extent and boundaries of the carbonate bodies in addition to the presence of internal

voids and high porosity zones.

Crosswell seismic techniques hold promise of investigating the sediment properties (e.g.

porosity, permeability, density, etc.) while also depicting its heterogeneous structural fbatures (e.g.

boundaries, faults, internal voids, etc.). High-resolution seismic measurements between two or more

boreholes may be an efficient tool for resolving the geological structures at SRS. Traveltime

tomography inversion application can be used in estimating the compressional wave velocity

distribution between boreholes. Direct arrival time data selected from interwell seismic measurements

represent only a small portion of the seismic events contained in a seismic section. Reflection events

observed in full waveforms may be appropriate for resolving the layered structure in the: target zone

of interest at the SRS. In fact, interwell seismic reflection data acquired with a piezoceramic source

have been analyzed and processed using state-of-the-art mapping techniques to produce high-
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resolution of the subsurface geology at the Devine test site, near San Antonio, Texas, as reported by

Lazaratos, et al (1994).

Substantial developments have been made recently in seismic sources, receivers and

processing techniques (Hardage, 1992; Chen et al., 1990; Kennedy et al., 1988; Laurent et al., 1990;

Chen, 1993; Balogh et al., 1988; and Becquey et al., 1992). The geological conditions at the

Savannah River Site (SRS) present unique geotechnical problems for the applicability of high-

resolution interwell seismic techniques (i.e., crosswell tomography and reverse verticl seismic

profiling). Because of the potential use of high-resolution seismic techniques foor mapping

heterogeneous geological formations, it is anticipated that this technology may be appropriate for the

characterization of the subsurface geology for the evaluation of existing and planned facilities. The

objective of this work is to evaluate the applicability of a 1200-joule arc discharge borehole seismic

source and a piezoceramie source to conduct crosswell experiments and reverse vertical seismic

profiling at the SRS and to select the appropriate technology/methodology to image geological and

geotechnical features beneath SRS facilities in support of engineering studies. The principal

application of these seismic measurements is to investigate the propagation characteristics of seismic

waves in a target zone formed by carbonate bodies, clay beds and loosely consolidated sands at the

SRS. The processing efforts included the inversion of travel-time data to be used to produce

compressional wave velocity, distributions (tomograrns) from multiple offset seismic measurements

using the arc-discharge source and the piezoceramic source. In addition, reflection imaging from

multiple offsets seismic measurements is produced to determine the presence of interfaces or thin beds

within the target zone of interest. Furthermore, reverse VSP velocity distributions are produced and

integrated with the geology and compared with the reflection imaging to evaluate the borehole

seismic technology.
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Geological Setting

The in-tank precipitation facility (ITP) is in the Savannah River site, which is located about

20 miles southeast of the fall-line within the Upper Atlantic Coastal Plain of South Carolina and

Georgia (see Figure 1). The stratigraphic formations that are encountered in the upper 300 ft of

sediments in the ITP area are shown in Figure 2. In ascending order this cross section includes: the

Congaree Formation, Santee Formation, Griffins Landing member of the Dry Branch Formation, Dry

Branch Formation and the Tobacco Road Formation.

The Congaree Formation is located above the Paleocene strata. The upper Congaree consists

of moderately to well-sorted, fine to coarse quartz sands. Thin clay laminae are present in places.

According to Snipes et al. (1993) going upward across the Williamsburg/Congaree contact, the sands

become cleaner, and clay bed thickness decreases. Above the Congaree formation is the middle

Eocene Santee Limestone Formation which is composed of lithofacies. For example, in the siliclastic

facies (going upward from the Santee/Congaree contact) the grain size decreases, the green clays

become more common, and heavy minerals become abundant. A pebbly zone occurs at the base in

places, which is referred as the "green clay" at the SRS. In the southeastern part of the site, Santee

carbonates interfinger with laminated calcilutite, calcarenite, and calcareous silt and clay.

The Dry Branch Formation and Tobacco Road Formation constitute the upper Eocene at

SRS. Part of the Dry Branch Formation consists of the calcareous Griffins Landing Member,

composed of calcilutite, calcarenite, bioclastic and biomoldic limestone, calcareous sand, and shelly

and calcareous clay. The upper Dry Branch Formation is made up of the Irwington Sand Member.

It is composed of moderately sorted quartz sand, with interlaminated and interbedded clays, typically

tan, abundant in places. Pebbly layers and zones rich in clay clasts occur. Irwington sands are
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generally coarser than those of the underlying Santee siliciclastics, and glauconite and heavy minerals

are less abundant.

The Late Eocene Tobacco Road Formation conformally overlies the Dry Branch Formation.

The base of the unit is marked by a coarse layer that in places can contain flat quartz pebbles. The

formation consists of moderately to poorly sorted quartz sands. The Tobacco Road Formation crops

out over much of the southwestern South Carolina Plain and is widely exposed at the SRS.

The Borehole Layout and the Well Logs

In order to conduct crosswell seismic experiments WSRC drilled five 300 ft deep boreholes

which surround the Tank 51 area. The wells penetrate the Tertiary sands and limestones. The

location of these wells is given in Figure 3. The well logs available for this project are from wells H-

BOR-34, H-BOR-50, H-BOR-44, and HTF-B-1.

The well logs recorded in wells H-BOR-34, H-BOR-50, and H-BOR-44 are correlated with

the geologic cross section shown in Figure 2, using the above lithologic descriptions. The resistivity

logs between 250-300 &t given in Figure 4 show that there is an increase in resistivity going upward

across the Congaree/Wifliamsburg contact. At the same time the gamma ray count (shown in Figure

5) decreases, which corresponds to much cleaner sands. This high resistivity anomaly is shown in the

three wells. In general, the resistivity of wells H-BOR-44 and H-BOR-50 are very similar, which

indicates that the geologic units between those wells are connected. Alternatively, the difference of

resistivity signatures with respect to well H-BOR-34 indicates that the Santee Limestone is not

intercepted by well H-BOR-34.

In addition, the well logs in the three wells show that the Santee/Congaree contact is

associated with a low-resistivity zone, which corresponds to the green clay layer. This thin

conductive zone correlates with a high gamma ray count. The Santee Formation is associated with
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a large low-resistivity anomaly having higher resistivity than that associated with the green clay layer.

A second low-resistivity zone is observed in the three wells above the Santee Formation which is

associated with the tan clay thin layer Which separates the Dry Branch Formation from the Santee

Limestone Formation. In addition, the tan clay layer correlates with a Iow-velocity anomaly observed

in wells H-BOR-44 and H-BOR-50.

In summary, the low-resistivity signatures associated with the tan clay (above the Santee) and

the green clay (below the Santee) can be observed in the short normal, long normal and guard

resistivity logs recorded in the three wells. In addition the tan clay layer correlates with a low

compressional wave velocity observed in well logs recorded in wells H-BOR-44 and H-BOR-50. The

presence of this low-velocity layer is not evident in the compressional wave velocity log of well H-

BOR-34 (Parra et al., 1995).

The Geological Problem

Underneath the ITP facility there are soft zones associated with the apparent dissolutioning

of calcareous sediments. The purpose of the geophysical measurements is aimed at characterizing

the subsurface below Tank 51 based on the following two main issues: (1) The carbonate is not a

continuous geologic unit in its lateral extent. In this case the objective is to delineate the edge of the

transition zone. Geologists believe the transition zone may be a fairly rapid termination, possibly due

to faulting or dissolutioning. The carbonate exists at about an elevation of 150-200 feet (MSL) and

is about 20-50 feet thick. The limestone has a P-wave velocity of about 10,000 ft/s, and the

surrounding material has a P-wave velocity of 5000 fits; and (2) soft zones or cavities associated with

the calcareous sediments are present in the formation. The successful application of crosswell seismic

measurements technique will be to demonstrate if the soft zones/cavities in the calcareous sediments

can be detected and characterized
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FIELD EXPERIMENTS AT THE SAVANNAH RIVER SITE

The main objective of the field experiments was to record crosswell seismic and reverse VSP

data simultaneously between a source borehole and at least two detector boreholes. A diagram of

the proposed experiments for crosswell tomography and a reverse VSP is shown in Figure 3.

Multiple source-detector measurements were conducted using different source and receiver

instrumentation. Crosswell measurements between wells H-BOR-34 and well H-BOR-50 were

recorded with the TomoSeis piezoceramic source. As a result one crosswell profile was produced

in two days of work (12 hour shifts). A second experiment was done by placing a 3-component

shuttle sonde (the borehole shuttle is a wall locking sonde containing three geophones) in well H-

BOR-50, leaving the arc-discharge source in well H-BOR-34.

The operation started by conducting noise test and spectral analysis of a few traces. After

reviewing the data quality recorded with the hydrophones and the 3-component geophones, we

decided that a total of eight stacks of the signal will be appropriate for accomplishing our objectives.

The 3-component shuttle sonde was placed in well H-BOR-50 at the depth of 200 ft. The control

unit to operate the shuttle was installed and operated in the recording truck.

Since the borehole casings were made of metal at the SRS, the magnetic unit that rotates the

shuttle before it is clamped was not installed. Alternatively, we have determined the orientation of

the particle motion at each source position using a numerical algorithm. The application of the

technique is given in the data processing section of this report.

The 3-component data was acquired by firing the source eight times and moving the source

every 1/2 m. Once the source was moved 147 times in well H-BOR-34, the 3-component shuttle was

moved 10 feet. A total of eight detector positions were recorded once the experiments were

completed.
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DATA PROCESSING AND ANALYSIS

Processing of 3- Component Interwell Seismic Data

The 3-component detector data recorded using the 1200-Joule arc-discharge source was

analyzed for the presence of shear waves. The 3-component data was processed by rotating the

seismograms recorded at the Savannah River Site using several processing methods (see Parra, 1995).

Also F-K filtering was applied to some of the 3-component seismic data to suppress undesirable

events that obstruct the view of more important reflections.

The analysis of the 3-component seismic data suggested that converted and direct shear waves

are strongly attenuated by the presence of fluid in the formation. As a consequence, direct shear

wave energy may be required for the propagation of shear wave in the formations at the SRS. We

believe that a shear source will be more appropriate to use for the generation of direct shear waves.

If shear waves propagate in the fluid-filled porous saturated formation a 3-component detector tool

coupled to the formation should be used to capture the particle motion of the shear wave polarization

in the different directions.

After the rotation of 3-component common detector seismograms we have observed trapped

energy (or channel waves) for the detector placed above the Santee Limestone Formation at a depth

of 140 feet. The trapped energy (or channel waves) can be used as an indicator of the connectivity

or continuity of low-velocity zones. As a consequence the waveforms recorded within these low-

velocity zones were analyzed, in particular time-frequency and group velocity contour plots were

analyzed to identify the events that may be associated with leaky and normal modes.

Time-Frequency Analysis

The interwell seismic data contains several different events, which can be seen as different

arrivals in the full waveforms. These various events, such as P-waves, shear waves, and tube waves,
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generally have very different spectral content as well. One way of analyzing signals is to examine

how the spectral content of the signal varies in time (within the signal). We do this using time-

frequency analysis, which shows the spectrum as a function of time. This technique is particularly

useful in detecting guided waves, which exhibit velocity dispersion (velocity is a function of

frequency). Such dispersion is apparent in time-frequency plots.

There are many time-frequency methods. The one we have used in our analysis of the

Savannah River triaxial data is the spectrogram, which is just the squared magnitude of the short-time

Fourier transform. Descriptions of other techniques can be found in the literature (Cohen, 1989;

Hlawatsch and Boudreaux-Bartels, 1992; Zook, 1994).

We are using time-frequency analysis to examine the data for evidence of trapped guided

waves, indicating continuous low-velocity layers. Locating such channels helps us determine the

lithology as well as identify layers of interest (e.g. porous and fluid flow transport layers or

impermeable layers), (Parra and Xu, 1994).

The data analyzed in this section is the horizontal particle velocity component, which was

recorded for the receiver stationed at a depth of 140 i1, and the source moving at increments of 1.5

f., in a well H-BOR-34. A portion of this common receiver seismogram is shown in Figure 6. The

time-frequency representation of all the traces were produced to identify regions in which time-

frequency signatures are similar. Our primary assumption in this case is that these regions corresponds

to lithology changes. Since space does not allow us to show time-frequency plots of all the traces,

we present below those plots that are representative of three regions of interest.

The first region corresponds to source positions below 150 %i the second region is for source

positions between 150 ft and 138 ft, and the third region is for source positions above; 138 ft. For

example, when the source is stationed at 160.5 ft, we observed a direct event (P-wave) at about
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25 ms in the frequency interval of 100 to 700 Hz (see Figure 7a). We also observed a low frequency

event (200 Hz) arriving at about 100 ms. As the source moves up in the borehole, we selected a

second trace which was recorded at the source position of 145.5 ft (see Figure 7b). The time

frequency representation of this trace shows that the direct event is split in three parts, a low, an

intermediate (about 500 Hz) and a high frequency contour. The high-frequency energy observed

above 700 Hz corresponds to background noise. Alternatively, the energy captured below 200 Hz

(which arrives after 30 ms) corresponds to reflection events and tube waves. In addition, Figure 7b

shows two time-frequency contours of 500 Hz at 75 ms and 100 ms. A similar time-frequency

signature (given in Figure 7c) is produced when the source is moved at 138 ft. In -this case the

contour (or an event) at 100 ms is much larger than that shown in the previous Figure 7b.

Next, if we focus in those three contours of about 500 Hz (as is shown in Figure 7d)

associated with a source placed at a depth of 129 ft feet, the signatures arriving at 25 ms have

merged into one contour, and the other two signatures arriving at 75 ms and 100 ms have changed

their characteristics. This analysis suggests that the change in signature (i.e., when the signature split

in two major contours), as the source moves upward is associated with a change in lithology that

occurs approximately between the depths of 138 ft and 150 ft. This lithology of interest corresponds

to a low-velocity zone that trapped energy as the waves propagate between the source and detector

boreholes. In fact, the event arriving at 25 ms at the frequency of 500 Hz is a leaky mode and the

event arriving at about 100 ms (having the same frequency of 500 Hz) is a shear wave followed by

a normal mode. This last event shows dispersion in the range of 500-600 Hz, which proves a low-

velocity region has been identified between the depths of 138-150 ft using time-frequency analysis.

In addition, a boundary is detected in the logs at 150 f%, which is consistent with the bottom boundary

of a velocity low in the vertical velocity distribution observed in Figure 8.
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P-wave Tomography and P-wave Reflection Imaging

The field data was edited and the first arrival travel times were picked. These first arrival

times were input to a travel time inversion algorithm to produce a P-wave velocity tornogram. The

data was initially inverted by constraining the velocity function to one dimension. Additional

iterations were performed allowing progressively more freedom by reducing the horizontal bin size

to a point where artifacts of the inversion begin to dominate the velocity function. The inversion

process was stopped at this point to produce the final P-wave velocity tomogram.

The data prepared for the velocity tomogram was used to generate a reflection image of the

interwell area. A velocity model was generated by interactively raytracing and modifying a velocity

model until the predicted first arrival times matched the first arrivals of the data within less than 1 ms.

Coherent arrivals which do not represent reflection events were filtered from the data (wavefield

separation), and the resulting reflection data were VSP-CDP mapped. These mapped data have their

reflection energy positioned correctly in the interwell area. The mapped data are then sorted on

reflection incidence angle, and stacked over the optimal angle range.

The difficulty of wavefield separation for this profile is the tube wave removal. As we can

see from the full wavefield data displays that the P-wave reflection moveouts are very close to the

tube wave moveout because the P-wave velocity is close to the tube wave velocity (see Figure 9).

This causes some inseparable tube wave residuals left behind when the P-wave reflections are

preserved.

INTERPRETATION

Integration of Geophysical, Geological and Well Log Data

Since resistivity and gamma ray logs are valuable information we combined these logs

recorded in wells H-BOR-34, H-BOR-50, and H-BOR-44 to estimate the petrophysical boundaries.

11
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The logs shown in Figures 4 and 5 were used to correlate the petrophysical boundaries at the

borehole scale with the interwell seismic results. As we previously discussed, the well logs indicated

that the Santee(Congaree contact is associated with a low-resistivity anomaly and a high gamma ray

count which represents the effect of the green clay layer at a depth of about 210 ft. Furthermore, this

geologic unit correlates with a compressional wave velocity low in the P-wave velocity profile (see

Figure 8) which was produced from the 3-component seismic data using an algorithm developed by

Jackson and Tweeton (1994).

In addition, a second low-resistivity anomaly is observed in the three wells above the Santee

Formation at depths of 140 ft to 150 ft. This conductive zone separates the Dry Branch Formation

from the Santee carbonates and correlates with a compressional wave velocity low in the P-wave

velocity profile. We believe that this low-velocity zone corresponds to a conductive clay layer within

the Griffins Landing Member intercepted by the wells H-BOR-34 and H-BOR-50. To determine if

this conductive low-velocity target is connected between the wells H-BOR-34 and H-IBOR-50, we

analyzed the seismic waves recorded at the depths of 140 ft - 150 ft for the presence of trapped

waves. Since there is a P-wave velocity contrast between the target of interest and the host medium,

trapped seismic energy in the form of leaky modes was detected using time-frequency analysis. In

fact, the group velocity plot calculated from waveforms records for the detector at 140 ft. where the

source was placed at 140.5 ft exhibits P-wave spectral components which contain low- and high-

frequency distributions (see Figure 7b).

In a similar manner we analyzed the data associated with the green clay layer to determine if

this layer is connected between wells H-BOR-34 and H-BOR-50. In this case the common detector

seismogram for the depth of 200 ft was considered for the analysis. Several waveforms recorded

when the source was placed above, below and within the green clay layer were processed using time-
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frequency representations. The group velocity contour plots of these waveforms did not show

evidence of trapped seismic energy. The time-frequency analysis of the 3-component seismic data

recorded at the detector position of 200 ft suggests that the conductive material (green clay)

intercepted by H-BOR-34 and H-BOR-50 is not connected between these wells, or that the detector

was not placed in the green clay layer. For example, a detector placed in the low-velocity zone at a

depth of 205 ft may coupled better to the formation than a detector placed at 210 ft to detect trapped

seismic energy associated with the green clay layer. Indeed, to test this concept in more detail it will

require to take more 3-component measurements at several detector positions above and below and

within the green clay layer to thoroughly determine if guided waves can be detected in this zone.

An additional interpretation was made by comparing the velocity profiles given in Figure 8

with the resistivity and gamma ray logs given in Figures 4 and 5. The maximum resistivity anomaly

observed between the depths of 150 ft to 180 ft in well log H-BOR-50 correlated with a local

maximum P-wave velocity anomaly and a low-gamma count. In this zone, the natural gamma count

is low and the resistivity and the P-wave velocity are high. These petrophysical characteristics are

typical ofthose of carbonate rocks. In addition, the resistivity log of well H-BOR-34 shows a small

resistivity anomaly which may correspond to a heterogeneity not associated with carbonate rock.

The top and bottom of the carbonate rock at a depth of about 170 ft correlates with

reflections observed in the reflection image plots in Figure 10. This reflection image shows that the

carbonate has been intercepted by sands and other lateral changes of the region of interest. A weak

reflection is observed at the depth of 145 ft which correlates with the tan clay unit. In addition, in

the upper portion of the reflection image, two reflections are observed. The first reflection is at a

depth of about 55 ft, which is associated with the boundary between the Tobacco Road Formation
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and the Upper Dry Branch Formation. The second reflection is observed at a depth of about 85 ft,

an it correlates with the Lower Dry Branch Formation.

Integration of Travel Time Tomograms and Reflection Imaging

Travel times acquired from the H-BOR-34 and H-BOR-50 survey were inverted to produce

a velocity tomogram. This tomogram. has delineated the lateral and vertical heterogeneous conditions

of the formation between the depths of 140 and 200 ft. In particular, the lateral contact between the

carbonate (intercepted by well H-BOR-50) and the fully saturated sediments (intercepted by well H-

BOR-34) is captured in the high-resolution traveltime tomogram given in Figure 11. These results

are similar to those determined by Majer et al. (1995). Majer also inverted the seismic amplitudes

recorded between wells H-BOR-50 and H-BOR-34 to produce an attenuation tomogram.

The carbonate is a higher velocity unit and the water saturated sands are much lower velocity

zones. In addition, the carbonates are associated with a low quality factor and the water saturated

sands are associated with a higher quality factor (see Majer et al. 1995). Since the heterogenous

carbonate unit is porous and vuggy the fluid will flow in and out of the porous when the waves

propagate through the carbonate matrix. Under this conditions energy loss will occur by reducing

the wave amplitude as the wave travels between wells. Alternatively, the low velocity zone formed

by fully saturated. sands will not allow the fluid to flow in and out of a more uniform sand matrix, as

a consequence no energy loss will occur by the presence of the fluids in the sands. Indeed energy

losses may occur by the presence of viscoelasticity in the sands or any other material present in the

formation. In the present application we expect that the viscoelastic losses will be much less than

those associated with fluid flow.

The integration of the velocity tomogram and the P-wave reflection imaging has yielded a final

characterization of the subsurface in the region under study (see Figures 10 and 11). In these plots
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the soft sands delineated by the velocity tomogram as a blue zone (between 22 to 140 ft in the

horizontal direction) are surrounded by reflection events observed between depths of 150 ft and

200 ft in the reflection imaging. These reflection events were originated by the acoustic impedance

contrast between the low velocity zones of "soupy" sand mixtures (unconsolidated materials) and the

more rigid and dense (competent) surrounded medium.

CONCLUSIONS

The integration of well logs and the 3-component seismic data as well as the reflection image

delineated a clay layer within the Griffins Landing Member, and the carbonate rock units. The

rotation of the 3-component data indicated the presence of trapped seismic energy associated with

the connectivity of the tan clay layer between wells H-BOR-34 and H-BOR-50. On the other hand,

the results of the interpretation suggested that there is not sufficient data to prove whether the green

clay unit is connected or not.

In general, the Santee sediments are associated with a large velocity low relative to the Dry

Branch (above) and Congaree (below) high-velocity formations. In several, this low-velocity anomaly

a P-wave velocity which correlates with the resistivity logs. A local P-wave velocity and resistivity

maxima correlates with the carbonate rocks which are associated with low-gamma ray counts. In

addition, the large velocity anomaly is consistent with the compressional wave velocity logs given in

Figures 4 and 5. Compressional wave velocities less than the compressional wave velocity of the

water (in shallow geophysical applications) is not unusual in low shear-wave velocity formations

having bulk densities greater than the density of the water.

The processing and analysis of the seismic data suggested that additional 3-component seismic

measurements should be conducted at shorter spacing to resolve the heterogeneities within the Santee
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Limestone formation, and to determine whether the green clay unit is continuous between wells, and

to predict other lithologic features of interest.

The combined P-wave reflection imaging and the travel time velocity tomogram has delineated

a large soft zone of sand mixtures (in the inter-well area between wells H-BOR-50 and H-BOR-34)

at a depth of 150-200 ft. The length of the soft zone is 120 Rt between wells H-BOOR-50 and H-BOR-

34, and the extension of this zone beyond well H-BOR-34 is unknown.
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LIST OF CAPTIONS
Figure 1. The upper Atlantic coastal plain of South Carolina and Georgia.

Figure 2. A simplified cross-section of the In-Tank Precipitation site geology at the Savannah

River Site.

Figure 3. A plan view of the five wells at the In-Tank Precipitation site.

Figure 4. Display of resistivity logs for wells H-BOR-34, H-BOR-50, and H-BOR-44.

Figure 5. Display of gamma ray logs for wells H-BOR-34, H-B OR-50, and H-BOR-44.

Figure 6. A common receiver particle velocity seismogram for a detector depth of 140 ft. The
seismic data was produced using a 1200 Joule arc discharge source and a shuttle 3-
component detector.

Figure 7a. Time-frequency spectrogram of a trace recorded at the source depth of 160.5 ft, given
in the seismogram of Figure 6.

Figure 7b. Time-frequency spectrogram of a trace recorded at the source depth of 145.5 ft, given
in the seismogram of Figure 6.

Figure 7c. Time-frequency spectrogram of a trace recorded at the source depth of 138 t given
in the seismogram of Figure 6.

Figure 7d. Time-frequency spectrogram of a trace recorded at the source depth of 129 ft, given

in the seismogram of Figure 6.

Figure 8. Compressional wave velocity profile derived from three-component detector data.

Figure 9. A common receiver pressure seismogram for a hydrophone depth of 205 ft. The
seismic data was produced using a piezoelectric source and an array of hydrophones.

Figure 10. Comparison of down going reflection image with resistivity and gamma ray logs from
wells H-BOR-50 and H-BOR-34.

Figure 11. P-wave velocity tomogram showing a low-velocity zone formed by soft materials.
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We will first look at how subsurface water ihoves through
various types of material, then consider how dissolving of
subsurface carbonate rocks develops karst topography.

POROSITY AND PERMEABILITY

Precipitation that is not intercepted or does not run off on the
surface infiltrates downward into the subsurface through pore
spaces between mineral grains, cracks, solution cavities, or
vesicles. The physical properties of subsurface material that
control the volume and movement of groundwater areporos-
ity-the percentage of the total volume of the rock consisting
of voids-and permeability-, the capacity of a rock to trans-
mit fluids.

Porosity
Porosity is the percentage of rock or soil that consists of void
space. It is defined by the equation

porosity _ volume of void space x 100
total volume

The nature of the void space varies considerably from one
type of material to another. The most common types of
pore spaces are:

1. Void spaces between mineral grains

2. Fractures
3. Solution cavities

4. Vesicles

Porosity in Unconsolidated Sediments
The porosity of unconsolidated sediments depends mostly on
grain size distribution and grain packing. Surprisingly, fine-
grained sediments (silt and clay) contain much more pore
space than granular material (sand and gravel). Pore space in
sand and gravel deposits may vary between about 12 to 45
percent, whereas pore space in clay/si lt deposits may reach as
high as 80 percent.

The particle size distribution is an important factor in de-
termining the porosity of unconsolidated sediments. If many
different grain sizes are present, the finer material can fit into
some of the void space between larger grains, and the poros-
ity is greatly reduced (Figure 7-1). The shape and packing of
grains are also significant. The porosity of spherical grains
packed together as in Figure 7-2 is about 47 percent, but if the
grains are shifted by one-half diameter, the porosity drops to
about 26 percent.

The filling of voids with cementing material greatly re-
duces porosity, as does compaction of unconsolidated sedi-
ments by the weight of overlying material. The porosity of

INTRODUCTION

Although groundwater lies beneath the Earth's surface where
it is not easily observable, it constitutes an important part of
the hydrological system. In addition to feeding surface
streams, groundwater is also capable of widespread solution
of carbonate rocks&
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FIGURE 7-1
Comparison of porosities of (A) weu-sorted sediments and
(B) poorty sorted seciments.

A.

FIGURE 7-2
Effect of packing of spherical grains on porosity.

silt and clay overridden by continental glaciers during the
Pleistocene is easurablby less than similar sediment not com-
pacted by the weight of overiiding ice (Easterbrook. 1964).

Porsit f ~Rock

Virtuall all rcs are cut by fractores, which may constitute
the only significant pore "ace. Even dense granite my be
mad porous by cts of ineccinr joint planes. If the frac-
tures are numerous and interconnected. a surprsingly large
volume of water may be contained in otherwise very dense
rock (Figure 7-3). Som~e li~stones have high porosity as
result ofrsolution by water mioving along joints and bedding
planes. The moving water removes soluble material and pro-
gressively expanids larger and lager conduits that may even-
tually become caves. Vesicles, for•ed by gasbubbles trapped
in lava, can significantly affect the porosity of volcanic rocks
(Figure 7-3). Vesicles are usually concentrated near the top of
a lava flow, where they greatly increase porosity, and the vesi-
cles may be intercinnected with columnar joints or cinders
and rubble at the top and base of the flow.

Porosity or Sedimentary Rocks Oroundwater occurs in
the pore spaces btween grains (,rimary porosity) of sedi-
rrientary rocks, as well as in fractures (secondary porosity).
S Sedimentar rocks are imariably fractured to' some deree,
ranging from widely spaced joints to intense fracturing that
may almostiConplctely shatter the rock. Some fine-grained,
cohesive sediments (high in siltJ'clay) contain shriitkage cracks
that dev•lop when the sediment dries and contracts. The
porosity of sedimentary rocks varies from 3 to 30 percent in
clastic rocks and I lo 30 percent in limestones and dolomites
(Manger, 1963).

FIGURE 7-3
(A) Porosity resulting from spaces between grains.
(B) Porosity resulting from fracture occurs in most rocks.
(0) Porosity resulting from solution activity is common in

limestone.
(D) Porosity resulting from vesicles Is common in lava flow

Limestone., dolomite, gypsum, and evaporite deposits a
formed by chemical precipitation or biochemical accumul
tion of calcium carbonate, calcium-magnesium carbonat
calcium sulfate, or sodium chiloride. All may be strongly z
fected by groundwate percolating through pore spaces. fr-3
tires. and bedding planes, dissolving and enlarging them
give the rock high secondary lx)rosity.

Porosity ofCrystalline Plutonic and Metamorphic Roc
Interlocking crystals of plutonic rocks (formed by igneo
intrusions) and metamorphic rocks typicay give these roe
very lowprmaryporostes, but intersection of fractures m
allow significant secondary porositie& Joint sets in crystalli
rock usually occur in three mutually perpendicular directiot
which may inrasthe porosityof crystallinc rocks by a"
2 to 5 percent. Porosity due to jointing is concentrated alo
the fracture zones and increases with the width of the join
Rocks in fault zones may be extensively fractured, giving t
faults high porosity. Weathering of plutonican metamorpl
rocks can increase thcir porosities from 30 to 60 percent.

Porosity or Volcanic Rocks iVblcanic rocks coot and cr~
tallize imore rapidly than plutonic rocks; thus, volcanic to(
commonly have much higher posiy. Lavaflowsool, rap
,ly at the- surface where escaping gases produce vesicles d
may give the rock high porosity, although the vesides mayt
be interconnected- The hig vesicuLarity of pumice can p
duce porosities as high as 87 percent. More significant
columnarjoints. formed by shrin•age of dhe lava as it cools, (
produce relatively high porosities with effective pemeCab
ties. Additional porosity may be imparted by the following

1. The rubbly tops of lava flows, formed by the breaking
of crusted-over lava as it continues to flow beneath
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2. Lava tubes through which molten lava once poured

3. Stream gravels trapped between lava flows

Pyroclastic deposits, consisting of ash and cinders thrown
into the air during eruptions, occur in loose, unconsolidated
deposits that can have porosities ranging from 15 to 50 per-
cent, Weathering of such volcanic deposits can increase the
porosity to more than 60 percent.

Permeability
Permeability, the ease with which a material can transmit a
fluid, varies with the fluid's viscosity and hydrostatic pres-
sure, the size of void space, and the degree to which the open
spaces are interconnected. Porosity and permeability are not
synonymous -a material can have high porosity but low per-
meability. Porosity is a measure of how much water a rock
can hold, whereas permeability is how easily water can be
transmitted; thus, permeability is dependent on the number
of connected voids in a material rather than on the total vol-
ume of voids.

Sediments or rocks with high porosity do not necessarily
also havehigh permeability. For example, clay has very high
porosity, typically 50 to 80 percent, but it has very low per-
meability because water has difficulty moving through the
small pore spaces. Voids are very small and typically not con-
nected, and the molecular attraction between particles and
the thin films of water further inhibit movement. Sand has
considerably lower porosity than clay, commonly less than
30 to 40 percent, but it is more permeable than clay because
the pores are larger and are interconnected (Matscb and
Denny, 1966).

Flow velocities -of groundwater typically vary from about
I rnday to I m/yr. The highestrate of percolation measured
in the United States, in unusually permeable material, is only
250 /day (820 ft/day). In special cases, such as the flow of
water in caves, the velocity of groundwater may approach
that of surface streams,

Specific Yield and Specific Retention

Specific yield is the ratio of the volume of water that drains
by gravity from saturated sediment or rock to the total volume
of the material. The surface tension of water molecules caus-
es them to cling to grain surfaces. The gravitational force on
a film of water surrounding a mineral grain will cause some
of the water to pull away, in spite of the surface tension, and
drip downward, leaving a thinner film of water with greater
surface tension, until the gravitational force is equal to the
surface tension. The moisture clinging to mineral grains by
surface tension is known as hygroscopic waterIf two sam-
ples have the same porosity but different grain sizes, the total
grain surface area of the finer sample will be larger, allowing
more water to be held as hygroscopic moisture.

The specific retention of a sediment or rock is the ratio of
the volume of water a samplc can retain against gravity
drainage to thie total volume of the rock. Specific yield Sy is
the volume of water that a sediment or rock will yield by grav-
ity drainage, and specific retention •, is th• remaining vol-
ume. Thus, the sum of the two is equal to porosity.

porosity = Sy + s,

Because specific retention is greater for samples with
small grain sizes, clay may have a porosity of 50percent and
a specific retention of 48 percent, yielding only a 2-percent
specific yield. Maximum specific yield occurs in sediments
having medium-to-coarse sand sizes (0.5-I.0 mm) (John-
son, 1967).

Hydraulic Conductivity

Darcy (1856) demonstrated that the discharge of a saturated
system is proportional to the hydraulic head between two
points, to the cross-sectional area, and to the permeability of
the material. This relationship is now commonly expressed
as Darcy's law.

Q = PIA

where Q = discharge
P = a permeability coefficient sometimes called

the hydraulic conductivity
I = hydraulic gradlent, represented by the

change in hydraulic head between two points
A = cross-sectional area

Permeability of Sediments

The most copious producers of groundwater are commonly
coarse-grained, unconsolidated sediments that are noted for
their high permeability. Conversely, clay has very low per-
meability. Mixtures of the two produce a wide-ranging con-
tinuum of permeability values for unconsolidated sediments.

The permeability of sediment depends largely on the size
of pore spaces, which is directly related to grain size. The
smaller the grain size the larger the overall grain surface
area and the greater the resistance to flow. The relationship
between permeability and grain size includes the follow-
ing factors:

I. Permeability increases as the median grain size increases, due
to larger pore openings that are more likely to be connected.

2. Permeability decreases for a given median grain diameter
as the standard deviation of particle size increases (indi-
cating a more poorly sorted sediment), because the finer
material can occupy the voids between larger fragments.

3. Coarse-grained sediments show a greater decrease in per-
meability with an increase in standard deviation of parti-
cle size distribution than do fine-grained sediments.
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4. Sediments having unimodal particle size distribution have
greater permeability.

Hydraulic permeabiliy may be measured in the field, based
on grain-size analysis of sediments and hydraulic conductivity
tests of monitoring wells. Aquifer pumping tests may be used
to determine the hydraulic conductivity of sediments in the field,
providing an integrated, average permeability over a large area.

empty pore. spaces, movement of the water is dominantly
vertical (Figure 7-4). Eventually, however, all of the pore
spaces become completely filled with water, leaving no
more space for continued vertical percolation, and the ma-
terial becomes totally saturated, producing a subsurface re-
gion known as the zone of saturation. The upper surface
of the zone of saturation is. the water table. Once water
reaches the zone of saturation, it can no longer continue to
move vertically downward because all of the pores beneath
are already filled, so it moves laterally in the direction of
the slope of the water table. The water table is not hori-
zontal -it rises higher beneadh hills and slopes in the di-
rection of valleys where groundwater is discharged into
streams, approximately mimicking the surface topography.
The slope of the water table (h/7) represents the hydraulic
gradient whose inclination deexnds on the permeability of
material and the rate at which water is added to the zone of
saturation.

The water table can be mapped from the level of water ob-
served in wells and from the movement of water measured
by injection of dyes and other tracers. It may be only a meter
or so beneath the surface along flood plains in humid regions,
but it may be hundreds of meters below the surface in deserts.

AQUIFERS

very few
can dewv
id some

vhich An aquifer is a geologic unit that can store and transmit
,r7me- water. Both unconsolidated sediments and rock have wide
actur- ranges of hydraulic conductivities. The permeability of
sities aquifers is generally above about 10-2 darcy. Unconsolidated
large sand and gravel, sandstone, limestone, lava flows, and frac-
qows tured plutonic and metamorphic crystalline rocks are exam-
nsive ples of typical aquifers.

and interconnected, high perme
also may have high permeabil
columnar jointing and because th
of rubble from the broken crusts

THE WATER TABLE

Unconfined Aquifers

Aquifers that extend continuously from the land surface
downward through material of high permeability are known
as unconfined aquifers. Recharge to the aquifer may be from
percolation downward through the unsaturated zone, from
lateral groundwater flow, or from upward seepage through
underlying material.

As water infiltrates soil at the ground surface; it is impelled
downward by gravity throughf pore spaces that are only par-
tially saturated. As long as the water continues to encounter

zone of a

FIGURE 7-4
Distribution and movement of
subsurface water.Water table

'__
K Stream Stream
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Aquifer Lransmissivity is a measure of the amount of
water that can be transmitted horizontally by the full, satu-
rated thickness of the aquifer under a hydraulic gradient of .
The transmissivity Tis the product of the hydraulic conduc-
tivity K and the saturated thickness t of the aquifer.

T=tK

0Groundwater discharges wherever the water table inter-
sects the land surface, usually along stream channels, marsh-
es, and lakes where a link is established between groundwater
reservoirs and surface elements of the hydrologic system. The
discharge of groundwater into surface drainage systems pro-
vides a substantial amount of water for streamflow and keeps
many streams from drying up between precipitation events.

C6nfined Aquifers
Subsurface material sometimes contains confining layers,
hvingvery low pemeability, typically less than' about 10'
darcy! Groundwater may move through confining layers, but
the rate of movement is usuallyvry slow. Confininglayers can
be subdivided into aquitards, aquicludes, and aquifuges. An
aquitard is a leaky confining layer of low pemeability that
can store groundwater and transmit it sluggishly from one
aquifer to another. An aquilude also has low permeability
but is situated in aposition to form the upper orlowerbound-

ary of a groundwater flow system. An aquifuge is an almost
totally impermeable body of rock or unconsolidated material.

Artesian water is confined groundwater that is under high
hydrostatic pressure. The geologic conditions under which
an artesian water system may develop include the following:

1. A permeable aquifer confined between impermeable layers
2. Surface infiltration to recharge the aquifer

3. Precipitation and infiltration adequate to fill the aquifer
and maintain a hydrostatic head (Figure 7-5)

Artesian aquifers are overlain by an aquiclude. Recharge
to them may occur where the aquifer is exposed at the surface,
or by slow, downward percolation through an aquitard. Water
from such an aquifer will rise above the top of the confined
aquifer where it is intersected by a well or other conduit as a
result of hydraulic head. The level to which water will rise in
a well is the potentiometric surface (Figure 7-6). A pen-
tiometric surface is inclined away from the recharge area be-
cause of frictional losses as water moves throughtheores in
an aquifer and because pressure is lost throuh leakage in
fractures. If the potentiometric surface of an aquifer is above
the land surface, a flowing artesian well is developed in which
water flows from the well without pumping.

Where a layer of low-permeability material occurs as a
lens within more permeable materizl, water moving down-
ward through the unsaturated zone is intercepted and will col-
lect on top of the impermeable lens. As saturation develops

Well
Perched

water table

FIGURE 7-5
Regional and

FIGURE 7-6
Artesian water resuslting from a confined aquifer.
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ave the impermeable lens, a perched aquifer is formed
ove the main water table (Figure 7-5). Water moves later-
y above the low-permeability layer, much like a miniature
pression of the regional water table, either until it spills
,wnward over the edge of the lens toward the main water
ile or until it is intercepted by the ground surface where a
ring will form (Figure 7-7).
A water well can withdraw groundwater by digging or

illing through the zone of aeration into the zone of satura-
an where water flows from pore spaces into the well. With-
it pumping the well, water will rise to the level of the water
,Noe. In order to extract the water, pumping is usually need-
I to bring it to the surface. However, underpumping, the re-
ioval of water causes the water table to be drawn down
round the well, producing a cone of depression in the water
3ble (Figure 7-5). If the rate of withdrawal of water by pump-
ng is greater than the inflow of groundwater to the well, the
:one of depression will grow increasingly large, flattening
he hydraulic gradient in the vicinity of the well and pro-
,ressively decreasing the rate at which water can be with-
Jrawn, until ultimately the well goes dry.

THERMAL SPRINGS AND GEYSERS

In regions of unusually high geothermal gradients, espe-
cially those of recent volcanic activity~, groundwater be-
comtes heated to high temperatures, creating thermal
springs (Figure 7-8) ard geysers (Figures 7-9 and 7-10;
Plate SA) when the water discharges to the surface. If the
water is hot enough, geysers may form when the water
flashes into steam near the surface. In order for this to hap-
pen, rock temperatures just beneath the surface must be
high, and groundwater must have access to the heated rocks
through fracture systems. Geysers erupt when groundwa-
~ter is heated to the boiling point, but because water near the
base of the water columrn is under greater pressure than
the water above, its temperature can rise above the boil-
ing point of water at the surface. Boiling of water at the
surface cau es water to rise slightly, releasing pressure on
the water column below. If the temperature of the water
below is close to boiling, the water may flash into steam
under the new reduced pressure, and the geyser will erupt
(Figure 7-10).

GROUND SUBSIDENCE DUE TO
WITHDRAWAL OF FLUIDS

Withdrawal of large quantities of groundwater or other flu-
ids, such as petroleum, decreases the fluid pore pressure be-
tween grains. The decrease in pore pressure allows tighter
grain-to-grain contact and leads to sediment compaction and
subsidence of the ground surface. The amount of such subsi-

dence can be measured by precision leveling relative to stable
reference points. Such measurements have led to some star-
tling results.

One of the most spectacular examples of ground subsi-
dence due to groundwater withdrawal occurs in Mexico City,
which is built on unconsolidated, water-saturated, alluvial and
lacustrine sediments. Most of Mexico City's water supply is
from wells located within the city. As groundwater is pumped
for domestic and industrial use, pore pressures decrease, caus-
ing widespread, slow subsidence of the land surface. Between
1891 and 1959, the maximum subsidence was 7.5 m (25 ft),
and all of the city except the western edge subsided at least 4
m (13 ft) (Figure 7-11). The opera house (weighing 54,000
metric tons) has settled more than 3 m (10 ft),. and half of the
first floor is now below ground level.

Another example of ground subsidence caused by with-
drawal of subsurface fluids occurs in Long Beach, Califor-
nia, which has subsided about 9 m, (27 ft) as the result of 40
years of oil production. This subsidence has caused almost
$100 million worth of damage to wells, buildings, pipelines,
transportation facilities, and harbor installations.

Compaction and subsidence also present serious problems
in areas of recently deposited sediments. In New Orleans, for
example, large areas of the city are now 4 rn (13 ft) below sea
level, a drop due largely to the pumping of groundwater. As
a result, the Mississippi River flows some 5 m (16 ft) above
parts of the city. Rainwater must be pumped out of the city at
considerable cost, and water lines and sewers are damaged
as the ground subsides.

KARST

Although groundwater is rarely seen, its effect on topogra-
phy may be profound as a result of the: dissolving of soluble
rocks and the transportation of the dissolved material in so-
lution. The effects of solution produce unique landforms that
distinguish solution topography from other landforms.

Groundwater is typically slightly acidic and reacts chem-
ically with subsurface rocks, especially those that are highly
soluble, such as carbonate rocks (limestone and marble),
dolomite (magnesium carbonate), gypsum (calcium sulfate),
and some evaporites. Extensive solution of such rocks pro-
duces extraordinary landformns grouped under the general cat-
eg~ory of karst, characterized by numerous closed depressions,
caves, various collapse features, and diversion of drainage
underground.

The word karst stems from the German form of the Slav-
ic word Krs or Kras and the Italian word carso, meaning "bar-
ren, stony ground:" or -a bleak waterless place" (Monroe,
1970). Such features are typical of both the classical karst re-
gion on the high plateau near the Adriatic Sea between Italy
and Yugoslavia and the Dinaric karst region to the south. This
region is renowned for its large caves, irregular topography
with many closed depressions, intermpted stream valleys, and
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-~ Dry sinkhoie
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FIGURE 7-7
Springs (A) from the intersection of perched water and the land surface, (B) from interlayered permeable and impermeable
rocks, (C) from water rising to the surface as a result of blockage of groundwater flow by an impermeable fault zone, (D) from
intersection of solution cavities the surface, or (E) from rock protruding through alluvium.
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FIGURE 7-8
Mammoth hotsprings,
Yellowstone National Park.
(Photo by W. K. Hamblin)

FIGURE 7-9
Thermal geysers, Yellowstone
National Park. (Photo by W. K
Hamblin)
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FIGURE 7-10
Old Faithful geyser, Ye'lowstone National Park.
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FRGURE 7-11
Subsiderce of Mexico City.
1891-1959, shown by lines of
equal subsidence (meters).
(After Comrsion Hidrologica de la
Cuenca del Valle de Mexico,
1961)
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genie CO. is perhaps the most important aspect of tropical
regions that enhances solution (Smith and Atkinson. 1976;
Trainer and Heath, 1976; Drake, 1980; Brook et aL, 1983).

Karst Controls

Llthology a

Although ka
ly limestone

nd Structure

rst develops primarily on carbonate rocks (most-
es), not all carbonate rocks possess the proper
of physical and chemical properties that are con-
neration of karst topography. Geologic structure

FIGURE 7-12
Solution valley, Piice, Yugoslavia.

ityý imparts higýh partial pressures of cartoon dioxide in tropi-
clguoundwater, makin.g iii, exceptionally effective as an agent

of solution and podiucm,ý strongly develIoped karnt features
0(gnnings and Bil- 1962; Monroe, 1976). Generation of bio-
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and gypsum (CaSO4) are even more soluble than limestone,
but they are not widely distributed.

Optimum conditions for karst development include more
than just the mineralogy of carbonate rocks. Porosity and per-
meability also play impxrtant roles, especially the ease with
which water moves through the rock. Primary porosity, the
void spaces in the rock between mineral grains, commonly
decreases with time because pore space is diminished by re-
crystallization of calcite and dolomite, p=ipitation of cal-
cite/dolomite cement, and changes in mineralogy. The older
the rock, the greater the tendency for increase in calcite grain
size by recrystallization and replacement of calcite by
dolomite, both of which decrease the primary porosity.

Pdriary porosity is generally considered much less important
than secondary porosity arid permeability produced by fractures
and bedding plane partings. The type and distribution of sec-
ondary openings are commonly regarded as the most important
factors in karst formation because they permit rocks to hold more
water and facilitate groundwater circulation through the system
by increasing permeability,, which is more important than poros-
ity in the formation of karst. Limestone with high primary poros-
ity seldom develops karst without secondary permeabilty
through fractures and bedding planes. Even rocks with high pri-
mary porosity may not develop strong karst features if circula-
tion is lmited.The most importan strctural featum ofcarbonate
rocks consists of joints, which act as conduits for grmndwater
circulation. Joints in sedirentary rocks typically consist of sets
that cormot4 intersect at angles of •r to 90r, allowing fire cir-
cublion between and among faures. The spacing ofjoint sets
is also important If intwescng joint planes ar spaced too far
apart, circulation is impe&d. but if they are too closely spaced.
the rock may be too structurally weak to support karst features,
even though the rock may be highly permcable.

Faults can also transmit water, but their spacing is usualy
much greater than that of joints, so they are not as effective in
developing kan Some fault zones that have fine-grained fault
gouge or secondary mineralization along the fault plane have
low permeability, which deters karst formation. If secondary
crystallization along the fault plane includes sulfide minerals,
oxidation may generate sulfuric acid, which aids the solution
process (Pohl and White, 1965; Moorhouse, 1968).

Considering the above-mentioned factors, optimum litho-
logic and structural conditions for full karst development in-
clude the following:

1. Thick, pure calcite, crystalline limestone uninterrupted by
insoluble beds

2. Intersecfingjoint sets that allow free circulation of ground-
water along discrete flow paths with enough discharge to
create or enhance significant solution openings

The Solution Process

The process of carbonate solution forms the basis for develop-
ment of karst. TIe solution process consists of a series of steps:

471. Neither groundwater, nor the rainwater from which it was
derived, consists of pure water (112O). Both contain carbon
dioxide (C0 2), which is soluble in pure water, and the C02
reacts with the water to form carýonic acid.

CO2 + R20;-O FlxCO (1)
The amount of CO, dissolved in water depends on the par-
tial pressure of C6 2 at the air-water interface in the at-
mosph•er or in pore space, and on the temperature of the
water. Dissolved CO, in the water increases with increase
in the partial pressure of CO of the air and with decrease
of water temperature. Cold water will hold more dissolved
CO, than warm water at any given partial pressure of CO,.
Abnormally high dissolved CO2 is commonly found in soil
water (Jennings, 1971) as a result of biogenic CO2 formed
from the decomposition of organic material. This increased
CO2 becomes an important factor in the solution process.
The carbonic acid dissociates readily into its ionic state
according to the equation

CO. (dissolved) + H0 1 H4" + HCO3-

3. Calcite dissociates into its ionic state as follows:

(2)

(3)CaCO3 " _a_+ + CO,-
4. The hydrogen atom of equation (2) combines with the car-

bonate ion to form another bicarbonate ion

CO- + H* = BC03 - (4)

During this process, the Ca' ion is released from the cal-
cite crystal into the water.

These steps are illustrated in Figure 7-13. Although the
net process car be written as

FIGURE 7-13
Steps in the solttion of calcite in C0 2.-bearing water. (From
W. B. White, 1988. Geomorphology and Hydrology of Karst
Terrains. Copyright 1988 by Oxford University Press, Inc.)
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CaCO3+ H20+ CO, (dissolved) ; Ca + 2HCO3 (5)

the system is in reality exceedingly complicated, involving a
number of mutually interdependent, reversible reactions. The
bicarbonate ions (HCO'),, derived from the dissociation of
CaCO3 and the dissolving of CO, in water, introduce dise-
quilibrium between the partial pressure of CO2 in the air and
the partial pressure of C0 2 in the water, which causes more
CO2 to dissolve in the water and drives more solution of cal-
cite ('hrailkill, 1972; Thrailkill and Robi, 1981; Weyl, 1958).
The amount of CO2 dissolved in water is very important to the
solution process. Where dissolved CO, is high, the water vig-
orously dissolves calcite. Soil water, with its high dissolved
CO2 from organic material, is effective in the solution of lime-
stone (Drake and Wigley, 1975).

Effect of Climate and Vegetatlon on Solution

Because carbonate solutiou is the driving force of karst for-
mation, factors that enhance solution also promote karst
growth. Thus. climatic factors are important to karst, espe-
cially the amount and dist'ibution of precipitation, the tem-
perature, and the evaporation rate. The optimum combination
of precipitation and temperature to promote solution process-
es occurs in tropical humid climates where chemical reac-
tions proceed rapidly and luxurious vegetation combines with
high levels of microbiotic activity to generate high partial
pressures of carbon dioxide in groundwater. These conditions
actively encourage solution and the proliferation of karst fea-
tures (Monroe, 1976).

Perhaps an even more iiportant aspect of climate than the
amount of water supplied climatically is the high biogenic
CO2 values in groundwater from vegetation and biogenic ac-
tivities that result from humid tropical climates (Smith and
Atkinson, 1976; Trainer and Health, 1976; Drake, 1980;
Brook et a., 1983). Areas of more intense solution within the
same climatic zone occur as a result of vegetation differences
(Woo and Marsh, 1977; Brook and Ford, 1982).

Arid or semiarid regions, where precipitation rates are low
and temperature and evaporation rates are high, are less sus-
ceptible to karst development. Solution still occurs, but karst
features are generally quite subdued, with fewer collapse fea-
tures and fewer diversions of surface drainage. In cold arctic
or subarctic climates (which may be arid to semiarid), karst
development is further impeded by permnafrost and by the lack
of vegetation and biologic activity that is responsible for high
biogenic CO. levels in groundwater (Smith, 1969). Much of
the water that may be presemt is typically frozen, inhibiting
free circulation necessary for solution. Karst topography is
rare in such areas.

Karst Groundwater Hydrology

From the earliest days of research on karst phenomena, the na-
ture of karst aquifers has been debated. Cvijic (1893), Grund

(1903), and others argued that both surface and subsurface
cave streams drained downward to a karst water table, rather
than an integrated drainage system. On the other hand, Katzer
(1909), Martel (1910), and others believed that underground
cave streams were not necessarily connected and did not flow
at common levels or to a karst water table. Ihus, two schools
of thought have evolved:

1. Groundwater in karst is considered to be similar to that
found in nonlimestonc terrains, with doviiward movement
through the unsaturated zone to a defined water table below.

2. Groundwater in karst is believed to be confined to inter-
connected cavities with no defined water table (Baker,
1976: Brucker et a., 1972).

Hydrostatic levels in karst terrain are commonly quite dif-
ferent, with dry cavities close to others filled with water,
some conduits crossing the paths of others, and some con-
duits flooding while others remain dry. White (1988) sug-
gests that the water table controversy can be resolved by
considering the water table to be very irregular, with rapid re-
sponse of the conduit system to hydraulic ebanges relative to
the diffuse system.

Karst Landforms

Sinkholes

Sinkholes are small, shallow, circular to oval, closed depres-
sions formed by downward solution of limestone from the
surface or by collapse of the roof of a solution cavity. A syn-
onymous term, doline, meaning "small valley" in Slavic, was
defined by Cvijic (1893) as a shallow, closed depression; this
term was widely used in the early days of karst research in the
Adriatic region. Sinkholes comprise the most widely distrib-
uted forms in karst terrains, where they occur by the tens of
thousands, giving such regions much of their characteristic
pitted topographic expression (Figure 7-14 Plate 5B).

Sinkholes vary considerably in size, typically ranging from
10 to 100m (-30to300 ft) in diameter (average -50 m, or 160
ft) and from 2 to 100 m (-7 to 330 ft) in depth (average -10
m, or33 ft), although they can be more than 1000 m (3300 ft)
in diameter and hundreds of meters deep. Three principal
forms, linked by transitional forms, occur in karst terrains:

1. Bowl-shaped, with very shallow depth relative to diame-
ter, and side slopes of 10' to 12'.

2. Funnel-shaped, with diameter two to three times depth,
and slope angles of 30' to 45c. They are much less com-
mon than the bowl form.

3. Cylinder-shaped. with depth greater th.n diameter and
steep to vertical sides. They are rare relative to the bowl
and funnel shapes.

Sinkholes can occur singly, but more typically they form in
large numbers, commonly 40 to 50 in a square kilometer and
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IGURE 7-14
,) Topographic map of karst features near Mammoth Cave, Kentucky (Mammoth Cave quadrangle, U.S. Geological Survey).
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FIGURE 7-14 cont.
(B) air photo of same region (U.S. Geological Survey).

by the hundreds of thousands in a single karst terrain (Cvijic,
1893). The spatial distribution of sinkholes is generally rela-
tively random, although in places sinkholes may develop in
rows along the strike of a joint or lithologic-contact.

Most of the early studies of karst features in the classic
Adriatic areas emphasized the role of roof collapse of under-
ground cavities in the formation of sinkholes, and caves were

regarded as a precondition for formation. However, some
noted that the collapse of roofs of solid rock should result in
irregular and angular forms, rather than the round, funnel-
shaped ones typical of most karst terrains, and thct many small
sinkholes were not connected with caves. This observation
led to the conclusion that the great majority of the sinkholes
could not possibly have originated from a collapsed roof.
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FIGURE 7-15
Sinkhole (doline) caused by
subsidence into solution cavity In
Cretaceous limestone near
Planina, Yugoslavia. (Photo by
A- N. Palmer)
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They are typically shallow and somewhat irregular in shape
as a result of the merging of multiple sinkholes of different di-
ameter (Jennings, 1967). Their size may span several square
kilometers in area, and their depth may vary from a few me-
ters to 200 m.

id is used

into a solution cavity near Bloomington,

northeem Arizona is a vcrtical-sided pit 120 m (400 ft) deep
made in Supai san&tone by upward stoping from the under-
lying Redwall limestone.

Evide&ce from sudden collapses in Florida and elsewhere
suggests that collapsing may be brought about by lowering
of the water table (Kemmerly, 1980 a, b). Ironically, some
of the most spectacular collapses in the karst area around
Orlando. Florida, have occurred following periods of
drought when the water table has been substantially drawn
down, allowing near-surface sand to collapse into solution
cavities below.

Uvalas

rioors comprise one oi min•r tusungiusning cnaractersucs.
Poljes are perhaps best developed in the classic Adriatic karst
region where they are typically I to 5 km (0.6 to 3 mi) wide
and up to 60 kmn (36 mi) long. Their floors are flat and are
usually filile with alluvium, making a sharp boundary with
the surrounding limestone hills. Water enters the poljes from
springs, flows across the flat floors as surface streams, and
then, disa ppears; into sinkholes and caves at the opposite side.
Water moves from one poljc to another at successively lower
elevations until it discharges as large springs along the Adri-
atic Coast. PoIjes may flood annually from seasonally in-
creased flow from springs, and the flat floors of the poljes
may be entirely inundated to become shallow lakes, which
131cr dry up.

The Adriatic poljes are formed in limestones that are par
of a complex tectonic area, and the aves of elongation of the
polies seem to parallel structural trends in the region, sug-
gesting that tectonism may play a sigsificant role in their ori-
gin (Cvijic, 1960). Some of the poljes occur along faults, but
where flat poije floors truncate bedding, factors other than
structure must be important. Grund (1903) contended that the
flat poije floors had been planed by solution to the level of the

FIGURE 7-17
Sinkhole that began in the
backyard of a neighborhood in
Winterpark, Florida and
eventually swallowed up several
new Porsches from a car
dealership, several buildings, a
swimming pool, a recreational
vehicle, and a camper. (Photo by
Geophoto)

Uvalas are essentially compound sinkholes made by the en-
largement and coalescence of smaller, individual sinkholes.
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water table. Louis (1956) and Roglic (1957) pointed out that
the alluvium making up the poije floors comes from erosion
of the adjacent mountains and that as the floors of the poIjes
become filled with sediment, local perching of groundwater
occurs, which facilitates growth of the poije by lateral solu-
tion of the poije walls. Geophysical studies provid evidence
to support both tectonic and karst origins for the poIjes (Mi-
jatovic, 1983). The alluvial fills of some polIjes are quite shal-
low, simply mantling a thin veneer of sediment over
solution-planated limestone floors. Other sediment fills are
considerably deeper, extending below sea level in areas where
active faults and eafthquakes are common,, suggesting a tec-
tonic origin. I.e poljes of the Adriatic are thus a combination
of intense solution processes and active block faulting.

Similar large, closed de onswith hydrologic feares
comparable to the Adriatic poljes occur in Canada (Brook
and Ford, 1977) Cuba (Gradzinski and Radomski, 1965),
Borneo (Sunaziadirdj a and Lehm;inn, 1960), Jamaica (Sweet-
ing, 1958). and Ireland (Williams, 1970).

Sinkhole Ponds and Karst Lakes

Sinkhole ponds and karst lakes [Plate 5-B] are sinkholes
that have filled with water because:

observed, to flow slowly in a consistent direction, down the
slope of the regional water table.

Solution Chimneys and Vertical Shafts

Solution chimneys are formed by the dissolving of limestone
walls along fissures or bedding planes, which are structurally
controlled. Some are developed along a single fracture (Raines,
1972). whereas others follow steeply d, pping bedding planes.

Vertical shafts are circular cylinders with vertical walls
cutting across bedding. Their shape is generally controlled
by groundwater hydraulics and is independent of structure
and bedding (Pohl, 1955), They are most common where so-
lution-resistant eaprock prcvcnts solution along vertical planes
and solution is centered in restricted areas.

Vertical shafts are distinguished from solution chimneys
primarily on the basis of hydraulic control versus structural
control of solution morphology. Vertical shafts may be corm-
pletely roofed overor may exit at the surfacc as a result of col-
lapse of their roof. Shafts filled with rubble may appear as
small, closed depressions. Other shapecs of shafts and pits
may act as subsurface drains, connecting closed depressions
with cavities and caves below, or they may simply feather
out at depth.

1. The central drain of the sinkhole has become plugged with
clay and silt washed in from surface drainage or left behind
as a residue during solution (Figure 7-18)

2. The sinkhole intersects the water table, and the level of
the sinkhole pond or lake is the top of the water table (Fig-
ure 7-19)

Transition between Fluvial and Kant Drainage

Among the unique features of karsa topography is the dis-
Sinkhle pon, ruption of surface drainage and diversion underground



202 CHAPTER SEVEN

~Th/

0

0 ~

-I

CD
Al

C. '-o 'ý
I;

- -

('oA

A'

4,
--

- _ - "•• F-

06

FIGURE 7-19
Sinkhole lakes and ponds representing the regional water table. (D
Survey)

, quadrangle, U.S. Geological

through interconnected solution cavities. Surface streams end
abruptly at sinkholes and swallow holes, and they emerge just
as abruptly from karst springs as high-discharge streams.
Thus, drainage in karst areas has both surface and subsurface
components. Which of the two components predominates is
a function of the thickness of limestone relative to the total
thickness of exposed rocks and the surface area underlain by
limestone relative to the area of the drainage basin.

In some of the classic Adriatic karst region, where thick
limestones are exposed over extensive ch-ainages, the drainage
is entirely karstic, and although such areas are rare, their sig-
nificance is such that they have become known as holokarst
(Cvijic, 1960). The more common situation, with both karst
and fluvial features, is referred to as flu viokarst. The transi-
tion from fluvial to karst drainage is best seen where normal
fluvial drainage, developed on elastic beds overlying lime-



GR o UNDAT E R
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of the regional water table, which can be

FIGURF 7-21
Joints in Carboniferous limestone widened by solution, Yorkshire, England. (Photo by A. N. Palmer)
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namely, a pocket valley in which the surface stream flows
away from a blind headwall rather than into it. Pocket val-
leys typically have steep headwalls kept nearly vertical by
C- nrn cnn inO thntnemdýrn-inp thp,prhimno '' l;r -- ;p

'u

an
'aagain

produced by solution,
'anean flowing water

nto a
)US mined

by furl
quired
rectly
it vari
dieni,.
reach
to 105

ags behind. As discharge
vre viall retreat typically
)04 to 0.04 inlyr), deter-
es and nearly unaffected
nmir, 1991). The time re-
)f enlargement varies di-
ice and temperature, and
re width, discharge, gra-
saincr, 1991). Most caves
i to explore in about 104

olled by:

1. Th

2. Tht
rocks,

and discharge points

phreatic flow
region (Palmer, 1991)

usually best described by
I pattern. The components
own into entrances, termi-

E• •:;

irFni-

Streams emerging from springs in a karst area may also
incise valleys and produce the opposite of a blind valley,

ways to
water, c
others a

nauts, ano smaiter openings in the umestone.
systems are interconnected, serving as drainage
)surface movement of water. Some are filled with
s are dry; some are accessible from the surface,
accessible because no openings reach to the sur-



206 
CHAPTER SE

206 CHAPTER SE

FIGURE 7-25
Topographic rmp of karst area. Note the numerous sinkholes, blind valley, sinking stream, and residual knob. (Smith Grove
quadrangle, U.S. Geological Survey)
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in most karst regions is Spongework mazes
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Karst Windows

Caving in of portions of the roof of subteraanean streams cre-
ates karst windows tlrough which some of the underground
stream is visible from the surface. When all but a few rem-
nants of the roof of a cave have collapsed, the remaining por-
tions form natural bridges.

Network mazes
Anastomosing mazes
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FIGURE 7-26
Types of cves: (A) single-
conduit caves with linear,
angulate, and sinuous patterns;
(B) maze patterns. showing
network, anastomotic, and
spongework patterns.
(From W. B. White, 1988,
Geomorpbology and Hydrology
of Karst Terrains. Copyright
1988 by COford University Press,
Inc.)
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Origin of Karst Cave Systems

Theories of the origin or karst caves have evoked strong dis-
agreements from the earliest days of karst investigation, and
after more than 100 years of debate, the issue remains in
doubt. Explanations for the origin of caves in the classic karst
areas of Europe date back to the 10oos. Following the earli-
er work in the mid-IS800s, great interest was displayed around
the turn of the century (Cvijic, 1893; Penck, 1894, 1900,
1904; Grnnd, 1903; Katzer, 1909). Some of the controversy
began to emerge even then (Rogic. 1972; Watson and White,
1985; White, 1988). Giund (1903) thought that caves were
develored in the zone ofactive water circulation above the re-
gional ]ater table and that lirte if anything happened below
the water table. A contrasting view was taken by Katzer
(1909), who believed that cave development was independent
of the water table, a view also favored by Martel (1921). Many
of the earlier European ideas were applied to the karat areas
of North America in the 1920s and 1930s (Martel, 1921; Mal-
ott, 1921; Davis, 1930;. Piper, 1932; Gardner, 1935; Swin-
nerton, 1932), leading eventually to several contrasting
models of cave evolution.

The principal theories of cave evolution in carbonate rocks
all center on the relationship of circulating groundwater to
the water table (Figure 7-27):

1. Caves form above the water table by solution by va-
dose water.

2. Caves form beneath the water table by deep circulation of
phreatlc water,

3. Caves form at the water table or in t-e shallow phreatic zone,
often associated with fluctuations of the water table itself.

The concept of cave formation above the water table by va-
dose water arose in the early part of the twentieth century.

Caves were thought to be created by subsurface streams flow-
ing at or above the water table as infiltrating water descend-
ed downward toward the water table (Martel, 1921; Malott,
1921; Piper, 1932; Gardner, 1935). 1n addition to carbonate
solution by vadose water, subterranean streams were thought
to enlarge caves by abrasion (Martel, 1921). Malott (1929.

1932) and Woodward (1961) emphasized the role of solution

by vadose water. and Gardner (1935) stressed the importance
of water percolating down the dip of limestone beds.

The idea of the origin of caves by deep circulation of
phreatic water dates back to the work of Cvijic (1893) and
Grund (1903); it was later developed by Davis (1930, 1931)
into a two-cycle process. Davis (1930) and later Bretz (1942.
1949, 1953) were impresscd by the amount of travertine re-

cently deposited in caves, and they inferred that such caves
must have formed during an earlier phase of solution belowa
the water table and had only recently risen above the water
table where active carbonate deposifion had begun. Davis en-
visioned that the solution of limestone caves occurred along
curving flow lines deep below the stuface in the phreatic zone
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FIGURE 7-27
Zones of maximum cavern
development, according to the
(A) vadose, (B) deep phreatic,
and (C) shallow phreatic
theories. (From W. B. White,
1988, Geomorphology and
Hydrology of Karst Terrains.
Copyright 1988 by Oxford
University Press, Inc.)

(Figure 7-27), with discharge emerging under the main river
in the area. Subsequent rejuvenation of the region by uplift or
base-level change cause- incision of surface streams and low-
ering of the water table, leaving the caves high and dry to
begin accumulating dripstone.

The shallow phreatic theory of cave formation calls for
limestone solution withn a zone where the water table fluc-
mates seasonally. Swinnerton (1932) noted that a great many
caves are nearly horizontal and some seem to be stacked, one
upon another. The common occurrence of horizontal caves in
highly folded limestones suggests that they must be related
to the water table. Swinnerton believed that cave develop-
ment took place in the shallow phreatic zone between the
high and low positions of the water table as it fluctuated with
the season. Support for this origin of caves came from Sweet-
ing (1950), White (1960), Wolfe (1964), and Thrailkill
(1968). Davies (1960) pr-oposed a four-stage, shallow phreat-
ic origin of caves, beginning with random solution at depth,
proceeding to integration of solution fissures and cavities

along the top of the water table, followed by deposition of
elastic material and uplift and erosion to raise the cave above
the water table.

Thrailkill (1968) noted that water table flow can be near-
ly horizontal and that waterjust beneath the water table flows
along very shallow flow routes. Water near the water table
surface mixes with vadose water and becomes under-saturat-
ed when it is cooled (dissolves moro C0 2) or when new va-
dose water is added from back-flooding of nearby streams.
Supporting evidence for this scenario came from White
(1960), Davies (1960), White and VWhite (1974), and Sweet-
ing (1950), who showed that some caves seemed to be relat-
ed to the elevation of nearby river terraces. White (1988)
suggests that many caves show evidence of shallow phreatic
solution with nearly horizontal caves even in highly folded
limestones, and that three-dimensional cave networks typi-
cal of deep phreatic circulation are rare.

In contrast to the concept of cave solution in the phreat-
ic zone and later enlarged by vadose water, Palmer (1991)
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pointed out that presently active solution in caves is well
adjusted to surface recharge and is not dependent on an ear-
lier phreatic stage. Cave development proceeds in the va-
dose and phreatic zones at the same time, rendering the
arguments of Davis (1930), Swinnerton (1932), and Bretz
(1942) irrelevant.

Cave Deposits. Calcium carbonate dissolved by ground-
water can be precipitated in caves as travertine, often called
dripstone. The solubility of calcium carbonate depends
largely on the CO, content of the groundwater, which is
controlled by climrate, temperature. nature of the soil, veg-
etative cover, and other variables. As water enters the cave
from fractures in the ceiling and drips toward the floor,
some of the water evaporates, increasing the concentration
of calcium carbonate and changing the partial pressure of
CO,. When supersaturation of calcium carbonate occurs, a
small amount is precipitated. Each ensuing drop precipi-
tates a little more calcium carbonate, which builds up as an
icicle-shaped form, known as a stalactite, hanging down
from the ceiling (Figure 7-28). The same thing happens to
the water that drips off the ceiling to the floor directly
below, precipitating additional calcium carbonate. Thus,
stalactites are usuAly matched by similar forms, known as
stalagmites, growing up from the floor. Given sufficient
time, stalactites arid stalagmites eventually meet and grow
together to form colunrns. Pools of water that collect on
the cave floor evaporate, depositing calcium carbonate as
travertine terraces.

Tropical Karst
The common karst landforms associated with limestone ter-
rains in humid temperate climates contrast rather sharply with
the typical karst topography developed in humid tropical cli-
mates (Cooke, 1973; Day, 1976, 1978; Monroe, 1960, 1968).
Although virtually all landforms recognized in karst regions
of temperate climates also occur in tropical karst terrains,
some notable differences exist. One of the more striking is
that in tropical karstareas, residual hills, rather than the sink-
holes so typical of temperate karst, dominate the topography.
Residual steep-sided, cone-shaped hills ar separated by cock-
pits, giving rise to cone karst and tower karst (Lehmann,
1936; Sweeting, 1958; Gerstehauer, 1960; Wilford and Wall,
1965; Jennings, 1971; McDonald, 1976, 1979; Monroe, 1960,
1976; Silar, 1965; Williams, 1987). The slopes of towers may
be steep-sided to vertical or overhanging, and the towers may
stand several hundred meters above the adjacent lowland. The
steepness of the residual hills of tower karst distinguishes it
from cockpit karst (Figure 7-29 and 7-30), which is domi-
nated by depressed cockpits.

FIGURE 7-28
Stalactitles hanging from the ceiling of a limestone cave in
the Spanish Pyrenees,

Cone karat and tower karst are common in Central Ameri-
ca, China, and parts of the South Pacific. The cone karst and
tower karst of Cuba., Puerto Rico. ard the Dominican Repub-
lic are characterized by short, stubby hills known as mogotes
(Monroe, 1976). The exact mechanism for the development of
mogotes rising above plains of blanket sand is not well under-
stood. Differential solution of limestone, the collapse of caves.
and stream erosion have all been suggested (Lehmann, 1954:
Nunez-Jinienez, 1959; Panes and Stelcl, 1968; Monroe, 1976:
Miotke. 1973). The mogotes of Puerto Rico are composed of
the same limestone that underlies the blanket sands of the ad-
jacent plains. However. the mogotes seem to have been more
strongly indurated by calcium carbonate cementation.

Extensive tower karst occurs in southern China, where in-
dividual towers are relatively narrow with vertical sides. In
southeast Asia, tower karst occurs in Java, the Celebes,
Malaysia, New Guinea, and Bomeo (Lehmann, 1936; Sunar-
tadirdja and Lehmann, 1960; McDonald, 1976; Williams.
1971; Verstappen, 1964).

Cockpits are large, bowl-shaped sinkholes up to about I
km (0.6 mi) in diameter that occur in thick limestones of trop-
ical climates (Figure 7-30). The name comes from the Cock-
pit region of Jamaica where a 1000-m (3300-ft) thick
limestone has been eroded into a karst belt 30 km (19 mi)
wide and 90 km (56 mi) long (Sweeling, 1958). Cockpits are
so large that secondary channel systems commonly develop
on the cockpit walls, giving them a star-shaped form, in con-
trast to the circularor elliptical shapes of most sinkholes. In-
dividual cockpits are typically separated by sharp ridgelines,
and the rocks left at the intersection of several cockpits form
pyramid-shaped hills.
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FIGURE 7-29
Tower karst, Guilin, China. (Photo by W. K. Hamblin)

FIGURE 7-30
Cockpit karst, Puerto Rico.
(Photo by U.S. Geological
Survey)
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Air-filled caves surveyed in the Brooksville Ridge of west-central Florida provide insight into the orga-
nization of karstic permeability within the unconfined portions of the Upper Floridan Aquifer. The mor-
phology of the passages that compose these caves in geologically young, high-permeability limestones is
strikingly different from caves found in ancient carbonates far from the influence of the coast. Cave pas-
sages in west-central Florida are laterally extensive and tiered. Principal horizons of cave development
occur between +3 m and +5 m, + 12 m and + 15 m, and +20 m and +22 m above modern sea level. The
primary guide of cave passage orientations within these cave levels is widespread fractures oriented
approximately NE-SW and NW-SE. Cave passages of human dimensions form at the intersection of the
laterally extensive cavities and fractures and often acquire a characteristic plus-sign shape. The walls of
cave passages in west-central Florida are porous and complex, with small-scale solution features such
as pockets and tafoni structures extending into the host bedrock. Additionally, these cave passages often
end in blind pockets, ever-narrowing fissures, sediment fills, and collapses. The passages do not appear
to represent an integrated system of conduits between aquifer inputs and outputs.

INTRODUCTION

Cavers and karst scientists have long appreciated and
recorded information concerning the morphology of passages
in caves. These data about caves are important to understand-
ing the flow of water in karst aquifers, which cover approxi-
mately 15% of the land surface and provide water to approxi-
mately one-fifth of the world's population (Ford and Williams,
1989). For example, compilations of cave maps reveal patterns
in both the organization of passages in a cave and the shape of
individual passage cross-sections that are a direct consequence
of hydrogeological conditions within karst aquifers (e.g.,
Palmer, 2000; White 1988). To date, these observations are
drawn primarily from experiences in caves formed far from the
influence of the coast and within ancient carbonate rocks that
are remarkably different from carbonate rocks that are geolog-
ically recent or are forming today. This paper presents a case
study of the morphology of caves within the coastal karst
aquifers of west-central Florida.

GEOLOGIC FRAMEWORK OF THE BROOKSVILLE RIDGE AND THE

UPPER FLORIDAN AQUIFER

The Tertiary limestones that compose the highly productive
Upper Floridan Aquifer are intensely karstified in regions that
experience active groundwater circulation (e.g., Lane, 1986;
Stringfield and LeGrand, 1966), particularly in the portion of
west-central Florida where the Upper Floridan Aquifer is semi-
confined to unconfined. This region, characterized by 33
springs with average discharge greater than 2.8 m3 s-1 (e.g.,
Scott et al., 2004; Roseneau et aL, 1977; Meinzer, 1927),
stretches from the panhandle near Tallahassee in the north to
Tampa in peninsular Florida (Fig. 1A) and encompasses sever-
al physiographic provinces including the Brooksville Ridge
(White, 1970).
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The Brooksville Ridge, a linear, positive-relief topograph-
ic feature extending from northern Citrus County, through
Hernando County, and into southern Pasco County (White,
1970), is bounded by coastal lowlands to the west and south
and wetlands of the Withlacoochee River to the east and north.
The ridge system is a consequence of a localized geologic high
termed the Ocala Platform by Scott (1988), who attributed this
topographic feature to a westward tilt of thickened Eocene
strata. Elevations in the Brooksville Ridge range from five to
more than 75 m above sea level (Fig. 1B). The topography is
rolling with internal drainage (Fig. 2). Upland mesic-hard-
wood hammocks separate sinkhole lowlands that are mostly
occupied by wetlands or lakes. The Withlacoochee State Forest
manages more than 525 km2 (157,000 acres) in the region,
including the 100-km2 (30,000 acre) Citrus Tract that includes
much of the study area. Pasture land and lime-rock quarries
compose the remaining land uses. The city of Brooksville lies
in the heart of the Brooksville Ridge (Fig. IA).

Upper-Eocene and Oligocene carbonates (42-33 Mya)
compose the Upper Floridan Aquifer, which is semi-confined
to unconfined in the Brooksville Ridge. The strata of the Upper
Floridan Aquifer thicken to the south along a regional dip that
averages less than half of one degree (Scott et aL, 2001; Miller
et aL, 1986). Miocene-age sands and clays of the Hawthorn
Group thicken to more than 150 m in northern and southern
Florida where the Upper Floridan Aquifer is confined (Scott,
1988). The Hawthorn Group is thin to missing in the center of
the Brooksville Ridge in northern Hernando and southern
Citrus Counties (Fig. 3).

The Suwannee Limestone, a pale-orange, partially recrys-
tallized limestone that is extensively quarried in northern
Hernando County, is more than 30 m thick to the south. In the
up-dip sections of the northern Brooksville Ridge of Citrus
County, the Suwannee Limestone is thin to nonexistent as a
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Figure 1. Data locations and topographic elevations. A) The grey line surrounding Florida is the -120 m bathymetric con-
tour on the continental shelf. Inset is included for Citrus and Hernando Counties. Air-filled caves surveyed in this study
are indicated by black dots. An "x" indicates the location of the city of Brooksville. B) Elevations for the Brooksville Ridge
in Citrus and Hernando Counties are generated using GIS topographic data. Known air-filled caves in the Brooksville
Ridge are indicated by white circles.

result of post-Oligocene exposure and erosion (Yon and
Hendry, 1972). As a result, the Suwannee Limestone is thick-
est beneath the topographic highs and missing in many topo-
graphic lows (Yon et al, 1989). Paleokarst filled with
Miocene-age siliciclastics pierces the Suwannee Limestone
throughout the Brooksville Ridge (Yon and Hendry, 1972).
These paleokarst sinkholes indicate a period of intense karsti-
fication during the end-Oligocene exposure.

An irregular exposure surface with chert lenses, clay-rich
marls, and a transition to non-recrystallized limestone marks
the boundary between the Oligocene carbonates and the Ocala
Limestone of late Eocene age. The Ocala Limestone is cream
to white, soft, friable, and very porous in the Brooksville
Ridge. It ranges in thickness from 30 m north of the study area
to more than 120 m south of the Brooksville Ridge (Miller,
1986). Petrographic investigations of the Ocala Limestone by
Loizeaux (1995) demonstrate three 3rd-order cycles of deposi-
tion. Shallow-water, high-energy facies, such as cross-bedded,
low-mud grainstones and mixed-skeletal packstones, dominate
all three cycles of the Ocala Limestone in the Brooksville
Ridge.

Figure 2. Gentle rolling topography of the Brooksville
Ridge near the city of Brooksville. An upland mesic-hard-
wood hammock is visible in the background. The fore-
ground is a sinkhole lowland (photo by author).

Journal of Cave and Karst Studies, August 2006 - 65



ARCHITECTURE OF AIR-FILLED CAVES WITHIN THE KARST OF THE BROOKSVILLE RIDGE, WEST-CENTRAL FLORIDA

0 10 20• •H•• • • ... ,Kilometers

Figure 3. Geologic map of Citrus and Hernando Counties.
Geologic units generally dip and thicken to the south. The
Miocene Hawthorn Group is thin to non-existent in north-
ern Hernando and southern Citrus Counties. The
Oligocene Suwannee Limestone occupies only the topo-
graphic highs in the study area. Air-filled caves surveyed in
this study are indicated by white circles. Additional air-
filled caves known in the region are indicated by black
dots. Springs are indicated with a black "X."

The geologically young carbonates of the Upper Floridan
Aquifer retain much of their original porosity and permeabili-
ty, which is highly heterogeneous and facies-dependent (Budd
and Vacher, 2004). Measurements during this study from cave
and core samples from the Brooksville Ridge indicate that the
matrix permeability of the Ocala Limestone averages 10-12.7

m 2
, which compares to an estimated value of 10-17.7 m2 for the

much older Paleozoic limestones of the Mammoth Cave region
of Kentucky (Worthington et aL, 2000).

KARST OF THE BROOKSvILLE RIDGE

Historically, exploration of air-filled caves in Florida has
been concentrated in portions of the panhandle near Florida
Caverns State Park (Lane, 1986) and along the Cody Scarp in
north-central Florida (e.g., issues of the Florida Speleologist,
published by the Florida Speleological Society). In west-cen-
tral Florida, the emphasis of karst research has surrounded the
first-magnitude springs concentrated near the Gulf of Mexico
(Meinzer, 1927) (Fig. 3). These large springs, such as Weeki-
Wachee, Crystal River, Chassahowitzka, and Homosassa, dis-
charge several hundred million gallons of water per day (Scott

et aL, 2004). The known underwater caves near these springs,
such as Eagle's Nest, Twin-Dees, and Diepolder, are famous in
the popular press for their large passages, great depths (in
excess of 100 in), and technical diving challenges.

Less is known about the caves within the watersheds of the
large springs along the coast in west-central Florida. These
watersheds cover hundreds of square kilometers and include
portions of the coastal lowlands and the Brooksville Ridge.

In the coastal lowlands, most caves are currently underwa-
ter because the depth to the water table is less than 15 m. Thick
Quaternary sediments mantle karst features, subduing their
surface expression (Tihansky, 1999). In contrast, the depth to
the water table exceeds 45 m in the uplands of the Brooksville
Ridge, and Quaternary sediments are thin to non-existent. Air-
filled caves in the Brooksville Ridge have been known for
decades; e.g., the Dames Cave complex of southern Citrus
County (Brinkmann and Reeder, 1994"). However, there has
been only limited exploration or scientific documentation of
these caves until this study. The restricted number of natural,
human-sized cave entrances contributes to the lack of explo-
ration.

Beginning in 2001, local cave explorers located several
previously unknown caves of significant size in the uplands of
the Brooksville Ridge (e.g., Turner, 2003). These newly-found
caves are the focus of this study. Many of the discoveries were
fortuitous; for example, otherwise hidden passages were
revealed after structural collapses of cave roofs below aban-
doned lime-rock quarries. Such air-filled caves provide insight
into the architecture of cave-scale porosity in the Upper
Floridan Aquifer and greatly expand our perception of karst
features in west-central Florida.

DATA COLLECTION

The data for this study are largely from surveys of seven
caves within a study area in northern Hernando and southern
Citrus Counties in west-central Florida (Fig. 3, Table 1). Maps
of additional air-filled caves in the Brooksville Ridge were
acquired from the archives of the Florida Cave Survey. The
seven surveyed cave sites are in the central portion of the
Brooksville Ridge where Miocene siliciclastics are thin and
the Suwannee Limestone occupies only the upland hammocks.
The Withlacoochee State Forest manages five of the seven
sites; private landowners own the other two.

At each of the seven caves, I established elevation control
using established data where available or by using an Ashtech
Z-Extreme RTK (real-time kinematic) GPS base station and
rover unit operated by the Coastal Research Group at the
University of South Florida. I used a NOAA-HARN bench-
mark for our base station. The elevation of each in-cave survey
station above mean sea level is based upon these control
points. Subsequent survey from the control points, using a
fiberglass tape and a hand-held compass and clinometer, is
accurate to one-degree per station; this error propagates
through the survey. In most of the surveyed caves, the number
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Table 1. Caves surveyed in this study.

Cave Name County Length n(st)a n(ab
(in)

Big Mouth Cave Citrus 96 13 14
Blowing Hole Cave Citrus 257 50 54
BRC Cave -Hernando 1,033 276 281
Football Cave Citrus 142 29 31
Legend Cave Citrus 44 12 12
Morris cave Citrus 92 12 13
Werner Cave Citrus 561 105 115

Totals 2,225 497 520

a Number of survey stations.
b Number of azimuth readings.

of azimuth readings exceeds the number of survey stations
(Table 1), because some stations were located at passage junc-
tions where multiple azimuth readings were required to
accommodate splay shots or loop surveys.

I generated detailed maps of each cave in Adobe Illustrator
and ESRI ArcGIS software using a combination of detailed
sketches and the cave survey data. These maps were used to
assess the overall cave morphology in plan and profile view,
including height-width ratios of the passages, length-weighted
rose diagrams of passage orientations, and a histogram of all
the survey-station elevations.

RESULTS AND ANALYSIS

The data include more than 2.2 km of new cave survey
(Table 1). Small-scale maps of the caves are presented in plan
view in Figure 4. Of the caves surveyed, BRC Cave is by far
the longest with more than a kilometer of mapped passage
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Figure 4. Index maps from air-filled caves surveyed during this study. 1 - BRC Cave, 2 - Werner Cave, 3 - Blowing Hole
Cave, 4 - Football Cave, 5 - Big Mouth Cave, 6 - Morris Cave, 7 Legend Cave. The cave passages occur on distinct lev-
els. For instance, Werner Cave, Big Mouth Cave, and Morris Caves contain passages near the present-day water table
between +3 m and +5 m. Werner Cave, Blowing Hole Cave, Football Cave, and Legend Cave all have passages between
+12 m and +15 m. BRC Cave and Blowing Hole Cave both have extensive passages at +21 m. The entrances to every cave
surveyed are above the level of passage development. Only Blowing Hole Cave and Football Cave have natural entrances
that are fractures enlarged by dissolution that are several meters deep. All of the caves surveyed contain collapse features.
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Figure 5. Frequency of data of land elevations in Citrus-
Hernando Counties (left) compared to elevations of cave-
survey stations in this study (right). Modes in the cave-sur-
vey data correspond with modes in the elevation data set
from Citrus and Hernando Counties and with known
marine terraces.

(Table 1); Werner Cave, (561 m, Table 1), together with
Blowing Hole Cave (257 m, Table 1), round out the longest
three caves in the study.

The entrances to all seven caves surveyed in this study, as
well the entrances to other air-filled caves in the Brooksville
Ridge, are at a higher elevation than the level of passages in
the cave (Fig. 4). Football Cave and Blowing Hole Cave have
natural entrances that are fractures enlarged by dissolution that
are several meters deep. The entrance to Legend Cave is a
small hole in a rock choke at the edge of a small lime-rock
quarry. Werner, Big Mouth, and Morris Caves did not have nat-
ural entrances. Rather, a quarry operation intersected structur-
al collapses within the cave.

Figure 5 collects elevation data for all caves surveyed in
this study and compares the data to a frequency plot of eleva-
tions for Citrus and Hernando Counties from Figure lB. Figure
6 presents a frequency plot of passage dimensions. Figure 7
presents the length-weighted rose diagrams of passage orienta-
tions and compares this data to a similar dataset from 14 caves
in Marion County 40-50 km to the north and east of the study
area.

Upon first inspection, all of the caves within the study area
are strikingly similar in their appearance. For instance, natural
solution walls, ceilings, and floors of all caves of the study
area, as well as many caves throughout west-central Florida,
contain cuspate, pocket-like, or even tafoni features (Fig. 8).
The passages in the caves of Figure 4 terminate in blind pock-
ets, ever-narrowing fissures, sediment fills, and collapses.
Development of cave passages along fractures is visible from
cave maps in plan view (Fig. 4), and individual caves demon-
strate a preferred orientation of passages (BRC, Werner, and

Frequency (n = 497)

Figure 6. Frequency of passage height-width ratios at all
survey stations in this study. Almost 15% of measured pas-
sages are more than four-times wider than they are tall,
and 47% of measured passages are more than twice as
wide as they are tall.
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Figure 7. Length-weighted rose diagrams for the orienta-
tion of all segments of cave survey obtained during this
study and from 14 caves in Marion County to the north
and east of the study area. The data from this study reveal
a regional WNW-ESE (100o-1200) and NNE-SSW (200-400)
pattern of passages similar to the data from Marion
County. Both are related to regional fracture sets.
Individual caves have a preferred orientation to cave pas-
sages.

Blowing Hole Caves, Fig. 7). The cumulative length-weighted
rose diagram of passage directions reveals a WNW-ESE
(100'-120') and NNE-SSW (20'-40') pattern of passages (Fig.

7).
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Figure 8. Spongework-like features present in the walls of
an exposed cavity in the Haile Quarry near Gainesville,
Florida. Height of cavity is approximately 40 cm (Figure 12
of LaFrenz et aL, 2003).

Observations from quarry highwalls in the study area and
throughout west-central Florida reveal laterally extensive cav-
ities (Fig. 9). These laterally extensive cavities occur at partic-
ular elevations throughout the study area (Figs. 4 and 5). The
elevations of cave survey stations cluster between +3 m and +5
m and between +20 m and +22 m (Fig. 5) above mean sea
level. The individual cave maps reveal a third, less-pervasive
level of passages between +12 m and +15 m (Fig. 4) which is
not visible in Figure 5 because it is masked by the scatter in the
survey data for the higher-elevation peak.

Human-scale passages within these cavities often occur
where they intersect fractures enlarged by solution. Each cave
presented in Figure 4 is a group of these human-scale cavities.

Passages formed along fractures in the caves of the
Brooksville Ridge often develop "fissure" morphologies. In
contrast, passages not associated with fractures acquire a "tab-
ular" morphology. The cave-survey data demonstrate the latter

to be more common; 47% of the surveyed stations are more
than twice as wide as they are tall (Fig. 6). Commonly, pas-
sages combine fissure and tabular m6rphologies into a signa-
ture "plus-sign" cross-section.

DIscussIoN

Caves in the young, high-permeability, coastal karst
aquifers of west-central Florida differ substantially from those
of the traditional, textbook perspective (e.g., White, 1988;
Ford and Williams, 1989) of caves in ancient, low-permeabili-
ty limestones of inland karst regions. The differences in cave
morphology were anticipated by Palmer (2000) and briefly
examined using examples of caves from the panhandle and
north-central Florida by Palmer (2002).

The common conception of caves within the ancient lime-
stones of the mid-continent is that water generally enters at
discrete sites, travels through conduits, and discharges at
springs. Caves in these settings have predictable geometries.
According to Palmer (2003, p. 2):

Within karst aquifers, most of the dissolution porosity con-
sists of conduits, usually arranged in dendritic patterns in
which tributaries join each other to produce fewer but larger
conduits in the downstream direction.

In such caves, the porosity tends to form "continuous con-
duits rather than isolated voids" Palmer (2003, p. 2).

The current perception of karst aquifers in the young car-
bonates of Florida is similar to this sinking-stream, spring
model. For example, when speaking about the evolution of
karst landscapes in Florida, Lane (1986, p. 14) states:

Continuing dissolution.. .will divert more of the surface water
into the underground drainage. Eventually, all of the surface
drainage may be diverted underground, leaving dry stream
channels that flow only during floods, or disappearing
streams that flow down swallow holes.. .and reappear at dis-
tant points to flow as springs or resurgent streams.

Land Surface - 27.5 mrn

Cavernous Zone
-20.5 mn

Water Table - 13.5 m

Figure 9. Photo of highwall at Haile Quarry near Gainesville in north-central Florida. The highwall is approximately 14 m
tall, and the land surface is approximately 27.5 m above mean sea level. Note the laterally continuous cavernous zone 7 m
below the top of the highwall at +20.5 m (Figures 5a and 9 of LaFrenz et aL, 2003).
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Figure 10. Breakdown chamber in Werner Cave. Such col-
lapse features are common in the caves of the study area.
Main level of passages is approximately 3 m below the top
of the breakdown (photo by Tom Turner).

Certainly there are many examples of underground river
caves in Florida that follow this model. In fact, most major sur-
face streams that cross the Cody Scarp in the Florida panhan-
dle and north-central Florida sink into the Upper Floridan
Aquifer (Upchurch, 2002). The water from several of these
sinking streams travels through conduits and returns to the sur-
face as major springs (Scott, et al., 2004). Well-studied exam-
ples include the Santa Fe River Sinks and Rise (Martin and
Dean, 2001) and the Wakulla-Leon Sinks Cave System (Loper
et al., 2005; Lane, 1986).

On the other hand, the Cody Scarp is just one physio-
graphic feature in an otherwise large karst region, and the
underground river caves associated with the Cody Scarp
account for only a small fraction of the nearly 1,500 known
caves in the current Florida Cave Survey database. The
Brooksville Ridge is not related to the Cody Scarp and it con-
tains many caves that are not of the underground river type.
What do the caves in the Brooksville Ridge look like? How do
they differ from the caves of the mid-continent, and what do
these caves reveal about the hydrogeology of the Upper
Floridan Aquifer in west-central Florida?

To answer these questions, I will inspect the cave architec-
ture documented from my cave-survey data from four view-
points: passage cross-section, directionality, horizontality, and
connectivity.

PASSAGE CROSS-SECTION

Many passages in the caves of the Brooksville Ridge and
throughout west-central Florida are wider than they are tall
(Fig. 6). These low, wide cavities can be laterally extensive
(Fig. 9). Interspersed in the tabular voids created by the later-

Figure 11. Plus-sign passage in Roosevelt Cave in Marion
County, Florida. Note that the vertical extension of the pas-
sage visually correlates to a fracture. Also note the lateral-
ly continuous horizon of passage approximately 1 m above
the water table (photo by Sean Roberts).

ally extensive cavities are pillars of rock that have not dis-
solved (Fig. 4). As in an underground coal mine, these pillars
hold the ceiling intact. Structural collapse of the ceiling is
common between these rock pillars, predominantly where rock
pillars are widely spaced or where ceiling blocks are bounded
by fractures. These collapses are a mixed blessing to explo-
ration, because, while they often create large rooms in the oth-
erwise low, wide cave (Fig. 10), they also impede progress by
blocking access (Fig. 4) to cave beyond the breakdown.

Tall, narrow passages in the caves of the Brooksville Ridge
and throughout west-central Florida are always associated with
fractures. Human-scale passages commonly occur where frac-
tures and the laterally extensive cavities intersect, producing a
characteristic plus-sign passage morphology (Fig. 11).

Walls of the cave passages in this study have complex,
small-scale solution features (Fig. 8). These cuspate, pocket-
like, or tafoni structures are an indication of water-filled con-
ditions during at least part of the cave-forming period.
However, these features are not flow indicators as are scallops
in caves within ancient carbonates of the mid-continent.
Rather, they closely resemble spongework features found in
the caves of young carbonate islands such as in the Bahamas
(Mylroie et al., 1995) and caves of hypogenic settings such as
in the Guadalupe Mountains of New Mexico (Hill, 1987).

PASSAGE DIRECTIONALITY

Caves in west-central Florida, regardless of cross-section,
exhibit a preferred orientation of passages along fractures in
the aquifer (Figs. 4 and 7). The datasets from the Brooksville
Ridge and from Marion County are similar; both generally
reveal a regional NW-SE and NE-SW pattern of passages.
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Figure 12. North-south cross-section through the study area in the Brooksville Ridge. Dashed line on the map at left indi-
cates the location of the cross-section. White squares are the wells used for lithologic identification. Black dots are the caves
from this study near the line of cross-section. Note that the levels within these caves do not occur in the same geologic units
throughout the study area.

Vernon (1951), who looked at topographic and physiographic
features (such as linear segments of the Withlacoochee River),
and Littlefield et al. (1984), in a detailed study of sinkhole
alignments in west-central Florida, identified a large number
of photo-linear features attributed to fractures that follow this
NW-SE and NE-SW pattern. The widespread nature of this
pattern is a manifestation of a pervasive cause of the fractures
that is not yet identified.

Individually, the rose diagrams of passage orientations vary
amongst the caves in the study area and in the caves in Marion
County (Fig. 7). However, these data do not provide credible
evidence that explains the reason for the variation. For
instance, it is unclear whether the passages surveyed in a par-
ticular cave are a representative subset of all passages in the
vicinity of that cave. What is clear is that the passages are some
measure of the anisotropy of the aquifer at the time the cave
formed.

PASSAGE HORIZONTALITY

Cave passages in west-central Florida are not only lateral-
ly expansive, they occur at particular elevations much like the
levels of cave passages within ancient limestones, such as at
Mammoth Cave (Palmer, 1987). At Mammoth Cave, cave lev-
els formed near the water table as the elevation of the Green

River experienced staged base-level lowering during glacial-
interglacial cycles (Granger et al., 2001). In Florida, the origin
of cave levels may also result from changing positions of the
water table, but one must also consider the role of lithology
and, more specifically, variations in matrix permeability.

This second option, variations in matrix permeability, is
often ignored in the study of caves in ancient limestones.
However, the matrix permeability of the young carbonates that
comprise the Upper Floridan Aquifer may be more than 105
times more permeable than the ancient limestones of the mid-
continent. Additionally, matrix permeability in the Upper
Floridan Aquifer is facies-dependent and spans three orders of
magnitude (Budd and Vacher, 2004). Such variations would
provide preferred horizons of ground-water flow (Vacher et
aL, 2006).

If the cave levels in Florida are related to lithologic units
with high matrix permeability, the elevations of these cave lev-
els would change in accordance with the geologic structure.
However, the widespread levels of cavities do not follow the
geologic structure; the cave levels are at the same elevation
even though the lithologic units dip to the south (Fig. 12).
Therefore, lithologic variability does not exert the first-order
influence on the locus of cave development.

There is, however, some correspondence between the cave
levels in the study area and modes in the histogram of topo-
graphic data for Citrus and Hernando Counties (Fig. 5). The
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modes in the topographic data manifest the classic marine ter-
races identified in Florida by Cooke (1945) and later Healy
(1975) including the Silver Bluff (+2.4 in), Talbot (+12.8 in),
Penholoway (+21.3 m), and Wicomico (+30.5 m) terraces.
These marine terraces are directly related to previous eleva-
tions of sea level.

In this near-coastal setting, the position of sea level has a
direct influence on the position of the water table. Since the
elevations of cave levels in the survey data generally corre-
spond to the elevation of marine terraces, it appears that the
development of air-filled caves in west-central Florida may be
related to positions of the water table, and thus sea level, when
they were higher than present.

PASSAGE CONNECTIVITY

Of the seven caves in the Brooksville Ridge surveyed dur-
ing this study, none contain continuous conduits that connect
sites of recharge to points of discharge within the Upper
Floridan Aquifer. Neither do passages in the surveyed caves
comprise a dendritic network of conduits with tributary pas-
sages. Only one cave, BRC Cave, receives occasional water
from a sinking stream and contains natural indicators of local-
ized directional flow such as sediment ripples and pebble
imbrication. Three other caves, Big Mouth, Morris, and
Werner, receive recharge from artificial sinking streams creat-
ed during quarry reclamation. Discharge for the water that
enters all seven caves rises some 15-20 km to the west at the
large springs along the coast.

Connections between the caves and the surface are limited
in the karst of west-central Florida. Many caves in the
Brooksville Ridge, including four of the caves in this study
(BRC, Big Mouth, Morris, and Werner), had no known human-
scale entrance prior to lime-rock mining. In fact, most air-filled
caves that are known in the karst of west-central Florida were
discovered by human alteration of the land, in particular lime-
rock quarries that excavate to the level of the cave passages.
The subdued topography of Florida contributes to the lack of
entrances by restricting the natural intersection of the land sur-
face with the horizontal cave passages. The implication is that
there are many more caves in west-central Florida than are cur-
rently known. The burgeoning sinkhole insurance industry in
Florida is a manifestation of this fact.

Surveyed passages within the air-filled caves of west-cen-
tral Florida do not extend long distances. Tabular passages
pinch into low cavities. Fissure-type passages thin into
increasingly-narrowing fractures. Quatemary-age siliciclastic
sediments and structural collapse features are pervasive, and
further segment the caves. The connections between human-
scale passages at the same level, therefore, are small, and addi-
tional exploration requires excavation by dedicated cavers
(Turner, 2003). Vertical exploration in the caves is achieved
where structural collapse features or solution-enlarged frac-
tures connect multiple levels (Fig. 4).

POSSIBLE HYDROLOGIC IMPLICATIONS

Data from the air-filled caves in the: Brooksville Ridge of
west-central Florida contradict the notion of an integrated net-
work of conduits above the modem water table. If the obser-
vations from this study are representative of conditions below
the present water table, then connectivity between input and
output points within the Upper Floridan Aquifer may be limit-
ed.

It also appears that caves in west-central Florida do not fol-
low the sinking stream-spring model so widely accepted by
karst scientists who study the ancient limestones of the mid-
continent. Rather, water in the karst aquifers of west-central
Florida may travel through a maze of passages, fractures, sed-
iment fills, and rock matrix at several horizons.

Available data support this conjecture of multi-level dis-
continuous mazes. For instance, maps of underwater caves
reveal passages throughout west-central Florida that occur at
specific depths up to 120 m below the water table (Florea and
Vacher, in review). Furthermore, Quaternary-age siliciclastic
sediments infiltrate these underwater caves, and these sedi-
ments are commonly recovered from cavities encountered dur-
ing well construction (e.g., Hill and DeWitt, 2004).

Disjunct or occluded underwater passages in the Upper
Floridan Aquifer would impede ground-water flow, resulting
in higher elevations of the water table and steep hydrologic
gradients. These are both observed within the karst of west-
central Florida. As one example, a regional, finite-difference
ground-water model that includes the northern portions of the
Brooksville Ridge, developed for the Southwest Florida Water
Management District by GeoTrans (1988), concluded that
model calibration to known elevations of the water table is
possible only if fractures or solution features are not regional-
ly extensive or hydraulically connected. If the opposite case
were true (i.e., if solution features were regionally extensive or
hydraulically connected), the gradient of the water table would
reduce to near-zero and the elevation of the water table would
equilibrate near sea level. The coastal, carbonate aquifers in
the Yucatafi Riviera of Mexico, with raore than 400 km of
mapped underwater cave and water-table: gradients of less than
0.00001 (Worthington et aL, 2000), illustrates this possibility.
This hydrogeologic contrast between the great peninsulas of
Florida and Yucatafi, and its relation in part to the presence of
infiltrating clastics in the case of Florida, was pointed out more
than 30 years ago by Back and Hanshaw (1970).

CONCLUDING REMARKS

This study of air-filled caves in the Brooksville Ridge of
west-central Florida offers an improved understanding of
cave-scale porosity in the Upper Floridan Aquifer. How does
the architecture of these caves compare with that of other cave
systems? It is instructive to review surmmaries from two con-
trasting geologic settings, the caves of ancient low-permeabil-
ity limestones of the mid-continent (Palmer, 2003) and the
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caves of small islands composed of Pleistocene limestone
(Mylroie et al., 1995).

The first example, the caves of the mid-continent, is impor-
tant because it is the paradigm view of near-surface caves.
Palmer (2003, p. 2) uses the following description for such
caves:

Most accessible caves are surrounded by rock in which the
vast majority of openings have hardly enlarged at all. The
conduits are not surrounded by porous zones, with walls like
a sponge, where progressively smaller openings extend indef-
initely into the cave wall. The conduits are quite discrete.

Cave passages in the young carbonates of west-central
Florida do not fit this description. Tabular passages are lateral-
ly extensive, and fissure-type passages thin into increasingly-
narrowing fractures; both extend beyond the limits of human
exploration. The walls of the passages are porous and complex,
with small-scale solution features such as pockets and tafoni
structures extending into the host bedrock, which itself has
high permeability. Cave passages in the Brooksville Ridge are
not discrete conduits, and they do not connect together into a
dendritic-style drainage system as described by Palmer (1991).
Ground water in the Upper Floridan Aquifer may readily
exchange between the cave and the rock matrix (Martin and
Dean, 2001).

The second example, from the young carbonate islands, is
important because it is the paradigm for caves in young lime-
stone. These flank margin caves, which form by mixing at the
water table and at the freshwater-saltwater interface, are sum-
marized as follows by Mylroie and Carew (1995, p. 252-253):

Typically these caves are dominated by large globular cham-
bers that are broad in the horizontal plane but vertically
restricted.. .At the rear of the chamber there is usually a series
of smaller chambers that change into tubular
passages.. .Commonly there are many cross-connections
between adjacent chambers and passages that give the caves
a maze-like character. The passages.. .end abruptly. The
chamber and passage walls are often etched into a variety of
dissolution pockets and tubes... Flow markings, such as abla-
tion scallops, are absent.

Many of the features found in the caves of the Brooksville
Ridge are remarkably similar to this description. Laterally
extensive cavities contain bedrock pillars and cuspate dissolu-
tion features, and the passages often terminate in blind pock-
ets. Flow indicators are generally not present. However, there
are distinct differences between caves of west-central Florida
and caves on young, carbonate islands. Whereas flank margin
caves, for example, are composed of amorphous voids and
rudimentary, spongework mazes (Palmer, 1991), the caves in
west-central Florida contain passages with a sense of direc-
tionality imposed by fractures in the rock matrix. The result is
maps that resemble network maze caves in plan view, such as
those in the Black Hills of South Dakota (Palmer, 1991).

In conclusion, caves in west-central Florida do not fit exist-
ing models of cave architecture. They represent a style of cav-
ern development important within coastal karst aquifers com-
posed of young carbonates.

These west-central-Florida caves that lie above the water
table demonstrate the extreme heterogeneity of permeability
within the unconfined Upper Floridan Aquifer that lies below.
This study offers the following insights to the architecture of
cave-scale porosity in this critical-use aquifer: 1) cave-scale
porosity is widespread but often composed of isolated or par-
tially connected passages; 2) cave passages are generally
restricted to specific elevations within the aquifer framework,
and 3) the direction of cave passages in these levels occurs
along a NE-SW and NW-SE system of fractures.
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Carbonate Rocks

"earller chapters described terrigenous sedimen-
y rocks, those composed mainly of siliciclastic
tenal fragments of pre-existing rocks and min-
Is transported and deposited as grains. This chap-
covers limestone and dolomite, called carbonate
ka because they contain large amounts of carbon-
(Cpo.
Carkbonates are the most abundant nonterrige-
is sedimentary rocks, constituting roughly one-

th of the Earth's sedimentary shell (Table 11.1). In
itrast to terrigenous rocks, they form chemically
i biochemically. Dissolved ions carried from
t1ce to depositional site in solution eventually
dpitate and form solid minerals. The distinction
ween biochemical and chemical sedimentary
iks is not always clear-cut. Organisms have a role
:he formation of many sedimentary rocks. For ex-
ple, they can extract dissolved components from
Water to manufacture shells or skeletons that
Ir are incorporated into sedimentary rocks. Or-
Ulm can also be indirectly involved, such as
en their metabolism modifies the geochemical
ing enough to cause mineral precipitation.
The distinction between clastic sedimentary

ks and "crystalline" chemical and biochemical
Iks such as carbonates can also be ambiguous. Be-
es broken or whole skeletal matter, many lime-
Res contain composite grains formed of an inter-

locking mosaic of calcite or aragonite. These com-
posite grains include ooids and intrabasinal detrital
carbonate called intraclasts; such grains often expe-
rience a history of transport and deposition as clasts.
Thus, some limestones can be considered clastic sed-
imentary rocks, but they are not siliciclastic. Finally,
because most dolomite is the product of diagenetic
alteration of limestone, dolomite is secondarily
chemical sedimentary rock.

THE IMPORTANCE
OF LIMESTONE

Limestone tells us much about the origin and evolu-
tion of the Earth. The texture and composition of
limestone reveal as much about depositional setting
as do the texture and composition of sandstone, con-
glomerate, and breccia. Limestones are the most im-
portant evidence remaining of shallow marine seas
that covered much of the world during most of the
Phanerozoic. Because they are almost invariably fos-
siliferous (many are made of nothing but fossils),
they are probably the best documentation of organic
evolution.

Limestones have an economic importance out of
proportion with their abundance. Because they dis-

Many limestones are composed entirely of fossils and fossil fragments.
This richly fossiliferous limestone from the Upper Ordovician Platteville

Group, near Dlikeyvill . conin, includes abundant D-shaped
strophomenids and other brachiopods, numerous branching bryozoans,
massive bryozoans (bottom center), kidney-bean-shaped.ostraodes, and

even s fragment of a trilobite (upper left corner).
(Photo by D.R. Prothero.)
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Table 11.1 Distribution through Time and Space of Types of Modem Carbonate Sediment
and Ancient Umestone

NATE R goNATE MINERAL CHEMISTRY

Type Modem Carbonate Ancient Limestone

I. Precipitation

Direct inorganic precipitation Rare travertine in caverns and tufa Both extremely rare; uncertain te,
around springs extent.

Direct organic precipitation Modern reefs, abundant In a band from Generally abundant throughout tt
40°N to 40'S latitude In shallow marine Phanerozoic and back Into late
areas where sillclclastic supply Is low Proterozoic, Organic reef-makers

as a consequence of evolution. P,
developments controlled by tecto
and organic evolution.

2. Llthilication of unconsolidated
sediment

Nonmarine Rare scattered shallow carbonate muds Rare lacustrine marls of Phanero2
deposited on lake bottoms Proterozoic age.

Shallow marine Abundant carbonate sediments or the Abundant neritic carbonates of
neritic zones (intertidal, Inner shelf, and epicontnental (epeinici sea depot
outer shelfl circumscribing modem Peak developments coincide with
continents where slilciclastic sediment episodes of continental subsidem
supply is low (the perimeter of the and/or ocean high stands, Abund
Florida Peninsula) or on isolated shallow throughout the Phanerozoic;
marine plateaus (such as the Bahama progressively less common back
Banks) Proterozoic. No Archean exampk

Deep marine Calcareous oozes abundant on abyssal Rare examples exist. Sedimentar
plain areas that lie above the carbonate sequences of deep-sea origin are
compensation depth, beneath surface incorporated Into continental blo
waters where carbonate-secreting None are older than Jurassic bec
plankton thrive, and sediment masking is carbonate-secreting plankton wei
minimal abundant until the Jurassic.

3. Miscellaneous Scattered and rare unconsolidated Very rarely produced or preserve
limestone rubble, collapse rubble, and Unknown extent through time.
caliche

Mercury lost its atmosphere completely be-it lies so close to the Sun and because of its
;ravity. The carbon dioxide-rich atmospheres
mantle Venus and Mars are simply residues
remained after water vapor was condensed.
!arth, by contrast, deposition of limestone in
arly seas and photosynthesis removed most of
arbon dioxide from the atmosphere, locking it
n sedimentary rock. These processes left a
ual atmosphere composed of minor gases such
usnonia and nitrous oxide. Further alteration of
sgases (by reaction with free oxygen produced
the photochemical dissociation of water vapor

a a by-product of photosynthesis) resulted in
present atmosphere of 80% nitrogen and 20%
;en.
At present, limestone deposition is occurring at
Luch slower rate than it has in the geologic past.
contrasting states of the Earth, icehouse and

gnhouse, produce dramatic differences in seawa-
emperature and chemistry. During much of the
nerozoic (for example, from the Ordovician
ugh the Devonian and during the Jurassic and
aceous), warm greenhouse conditions prevailed.
re were no polar ice caps, sea level was higher,
oceans were less stratified, and enormous vol-
i of limestone could be deposited. Under cold
ouse conditions (the Perno-Trlassic, the late
nozoic, and presently), sea level is low, there are
salve polar ice caps, ocean water is stratified,

I little carbonate is formed. Modem shallow ma-
carbonates are now restricted to a few pathetic

ottike remnants of a once extensive distribution.
mineralogy of carbonates also reflects ocean

ter conditions, with high-Mg calcite precipitated
ler greenhouse conditions and aragonite and
?-magnesium calcite formed under icehouse con-
ions. Carbonate environments are discussed fur-
sin Chapter 12.

CARBONATE MINERAL
CHEMISTRY

I carbonate minerals are formed by combining
relent cations C2+)-particularly calcium and
ignesium, as well as minor amounts of iron, stron-
tn, manzanese, and barium-with carbonate
ions (CO:),-. Although there are about 60 natural
rbonate minerals, only 3 are abundant in the
rt-'s crust (or at the surface): calcite, aragonite,
4 dolomite, The first two are polymorphs of
ICO.. Calcite is a soft mineral that readily fizzes in
id. Aragonite (the "mother of pearl" lining mol-

lusk shells and pearls) is less stable than calcite un-der most conditions and tends to alter into calcite
during diagenesis.

Calcite is the rhombohedral form of calcium car-
bonate; aragonite has an orthorhombic lattice. This
difference is important. The orthorhombic lattice of
aragonite Is much more open, so cations can be sub-
stituted for one another more easily than is possible
in the tighter rhombohedral lattice of calcite. Seawa-
ter is supersaturated with calcium carbonate, so or-
ganisms have no trouble removing it to make their
skeletons. They often use cations other than calcium,
none of which fits the lattice perfectly. Calcium ions
(Ca82) have a radius of 0.99 A; ions of Mge. (0.66 A),
Be2- (0.74 A), and Mn2 (0.80 A) can fit in the cal-
cium sites. But Baz÷ (1.32 A) and Sr?" (1.12 A) are too
large to fit in the calcite lattice. They can substitute
for calcium in the less constricted aragonite lattice,
however. Because magnesium is too small to fit in
the large spaces available in the aragonite lattice,
magnesium rarely replaces calcium in aragonite.

The free substitution of magnesium for calcium
in calcite is common. Indeed, high-Mg (greater than
5% Mg) calcite is often treated as a distinct mineral,
because many organisms (especially calcareous
sponges, imperforate foraminiferans, octocorals,
corallinacean algae, many crustaceans, and echino-
derms) secrete high-Mg calcite (with as much as
15%-25% magnesium replacing calcium) (Table
11.2). Other organisms (most corals, pteropod mol-
lusks, Halimeda calcareous algae, and the pearly
layer on mollusk shells) make their skeletons out of
aragonite. Because aragonite is unstable, however,
fossils of these organisms now consist of calcite that
was transformed from aragonite. in some cases, the
instability of aragonite actually decreases the
chances of fossilization. This is particularly true of
pterupods, tiny planktonic snails with cap- or cone-
shaped shells. Although pteropods are abundant sn
some surface waters, they are seldom preserved in
deep-sea sediment. Their aragonitic shells dissolve
too quickly.

Other organisms effectively resist any substitu-
tions and from the outset form skeletons of only sta-
ble, low-Mg calcite. These animals include articulate
brachiopods, mollusks (except for the pearly nacre-
ous layer), most foraminiferans, and barnacles. Not
surprisingly, these groups are well represented in
the fossil record.

Dolomite, CaMg(CO.), is the third important
carbonate mineral. The structure of dolomite con-
slats of MgCO3 and CaC03 alternating in a rhombo-
hedral arrangement. Ideally, it should be 50-50 mole
percent Ca and Mg, but the average dolomite is
about 56% Ca and 44% Mg. A few large calcium ions
are squeezed into smaller magnesium lattice spaces.

solve easily, they are often porous in the subsurface
and become reservoir rocks for petroleum and nat-
ural gas. Although only about 20% of the hydrocar-
bons in North America occur in carbonates, about
50% of the world's petroleum is recovered from car-
bonate reservoir rocks (most of the Persian Gulf's
immense pools of oil is trapped in limestones). Be-
cause carbonate rocks are important aquifers, there
is much research into how water flows through lime-
stone caverns and fissures. High porosity also makes
limestones excellent host rocks for ore-bearing solu-
tions (such as the Mississippi Valley lead-zinc de-
posits). Cement is crushed limestone mixed with
various clays and other components, and limestone
is one of the most popular building materials in the
world. For example, the Pyramids of Egypt and the

Empire State Building are made of limestone. Istone is widely used in agriculture to neutralin
acid, in metallurgy as a flux for smelting iu.ti
steel, and in other industrial processes that re
an inexpensive base to neutralize acid.

Limestone deposition in the oceans Is par
responsible for Earth's unique atmosphere. Wi1
this process and organic evolution, Earth's al
phere would resemble those of Venus and I
which are composed mostly of carbon dic
Mercvur• Veenus, Earth, and M•rs arc smaiU, (
bodies that lie close to the Sun. Planetar
tronomers and historical geologists believe
these four terrestrial planets originally poss
identical atmospheres of carbon dioxide and'
vapor degassed by volcanic activity from thels

L;
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Table 11.2 Variation in Skeletal Carbonate Mineralogy among Organic Groups

EN CARBON, NATE GEOCHEMISTRY

Calcite
mol %
MgCO3

Taxon Aragonite 0 10 20 30

Calcareous algae
Red x-x
Green x
Coccoliths x

Foraminifers
Benthonic 0 x-x
Planktonic x-x

Sponges 0 x-x

Coelenterates
Stromatoporolds

0  x x?
Milleporoids x
Rugose x
Tabulate' x
Scleractinlan x
Alcyonarian 0 x-x

Bryozoans 0 x-x

Brachlopods xx

Molluscs
Chitons x
Pelecypods x x-x
Gastropods x x-x
Pteropods x
Cephalopods (most) x
Belemnoidse x

Annellds (serpulids) x X-x
Arthropods

Decapods x-x
Ostracods x-x
Barnacles X-x
Trilobites- x

Echinoderms x-x

to convey symbolically the effect of the reac-
[uilibrium constant.

equilibrium constant for a reaction (W)
the product of the reaction product concen-
divided by the product of the reactant con-
ons. For example, the equilibrium constant
the reaction of A + B (the reactants) to pro-
+ D (the products) is:

k, (equilibrium constant) = (C) (D)

I chemical reactions, however, this reaction
ur in the reverse direction (C + D reacting to
+ B), for which a second equilibrium con-
is needed:

k. (equilibrium constant) - (A) (B)
(C) (D)

igh these two reactions occur simultaneously,
ormally proceed at different rates, reflecting
fferent values of the two equilibrium con-
For example, if kI is larger than k2, the reac-
+ B -- C + D will proceed from left to right

icated by the arrow). Conversely, if k is larger
, the reaction A + B 5- C + D proceeds from
o left.
ft overall equilibrium constant, k3, describes
iction A + B -- C + D as well as A + B - C
t is calculated by dividing k by k2. The relative
by which the two reactions proceed simulta-
ly is shown by using arrows of different sizes.
ample, if k. > k 2, then reaction A + B • C +
reeds from left to right.
n example of this is the reaction by which wa-
1ýO) dissociates into cations of hydrogen (H+)
taons of hydroxyl (OH-). The overall reaction
ide up of two distinct reactions that occur
taneously:

0"n H' + OH" Equilibrium constant -5, (Reaction 1)

I + OH--- 0 Equ•lbrium constant - Ai (Reaction 2)
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tional to the concentration of hydrogen and hy-
droxyl. Again, the two reactions occur simultane-
ously but at differing rates. The overall equilibrium
constant for the two simultaneous reactions, k3, is
calculated by dividing k, by , 2. The value of k3 i I x
10-t4. This small value means that very little water
dissociates into hydrogen and hydroxyl ions.

A practical .consequence of this value of k3 is the
standard scale of pH that describes acidic or basic
(alkaline) solutions. The pH of a solution is the nega-
tive log to the base 10 of the hydrogen cation con-
centration. When the concentration of hydrogen
cations equals the concentration of hydroxyl anions,
the solution is described as neutral The pH is 7, and
the hydrogen cations and hydroxyl anions each have
a concentration of I x 10'. Acidic solutions (pH
from I up to 7) have more hydrogen cations than hy-
droxyl anions. Basic solutions (pH from more than 7
up to a maximum of 14) have more hydroxyl anions
than hydrogen cations.

Carbonate Precipitation: Reactions
and their Equilibrium Constants

Table 11.3 lists the four reactions that occur simulta-
neously in seawater to form limestone.

In reaction 1, atmospheric carbon dioxide com-
bines with water to form carbonic acid. This reac-
tion's small equilibrium constant means that very lit-
tle carbonic add is produced when rain falls through
the atmosphere or when atmospheric carbon dioxide
is absorbed into seawater.

In reaction 2, the carbonic acid produced by re-
action I spontaneously dissociates into hydrogen
cations (H*) and bicarbonate anions (HCO 3-). The
equilibrium constant for reaction 2 is much smaller
than that for reaction 1. This means that very few
hydrogen cations are produced.

In reaction 3, the bicarbonate produced by reac-
tion 2 dissociates into more hydrogen cations and

Table 11.3 Carbonate Geochemistry: Reactions
and Equilibrium Constants

1. CO2 (gas) + HI0 (water) on HCO3  k = 10-1'1

2. H 2COi-g- H- + HCO; k - 10-6"i 0

3. HC0O3 H+ + CO3
2  k - 10-10'33

4. Ca"+ + CO3--- CaCO3 (iimesortil A - 10-
(aragonite) and
I 0-8" (calcite)

Note: By convention. relative arrow lenths in each set Of reactions Indicate
in which direction each normally proceeds.

r

Note: x. common; 0. rare
I Not based on modern forms

Source: Scholle. P. A. 1978, Carbonate rock clonsttuents. teotures. cements, and porosities. Mw. Assoc. Petrol. Geol Me. 27: reprinted by I

of AAPG. Tufs., Olad.

Ferrous (•e+) iron also substitutes for the magne-
sium. If enough ferrous iron is present, it forms fer-
roan dolomite or ankerite, with the composition
Ca(MgFe)(C03)2.

CARBONATE GEOCHEMISTRY

To better understand calcium carbonate precipitation,
a brief review of chemical reactions, especially chem-
ical reaction equilibrium constants, is appropriate.

Equilibrium Constants: A Ca
Study of the System

H2 0 = H+ + OH-

Consider the chemical reaction A + B
A -end B are ree to a. the roeactants; C a-r,
the products. An equal sign is used to india
the reaction proceeds with equal speed in bot
tions. This type of chemical reaction is the ex
in nature. Most chemical reactions ,are diL
with unequal-sized arrows pointing in opp0

quilibrium constant k, describes reaction 1, the
niation of water into ions of hydrogen and hy-
1. Equilibrium constant k2 describes reaction 2,
:ombining of hydrogen and hydroxyl anions to
water. The overall reactions should be shown
Sas

H20 * H*+OH-

iorce driving the reaction from left to right, kl, is
ortional to the concentration of H20. The force
ng the reaction from right to left, k., is propor-
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carbonate anions (CO 2
)-. The equilibrium constant

for reaction 3 is even smaller than that for reaction 2.
In reaction 4, dissolved calcium and dissolved

carbonate are combined (with or without the assis-
tance of organisms) to form solid calcium carbonate
(aragonite or calcite).

Ignoring for the moment the equilibrium con-
stants for reactions 1, 2, and 3, LeChatelier's prin-
ciple (adding components to the left side of a reac-
tion will cause the reaction to proceed from left to
right, and vice versa) implies that calcium carbon-
ate formation is favored by conditions that pro-
mote absorption of atmospheric carbon dioxide
into water. But if the equilibrium constants for these
reactions are taken into account, precisely the opposite
is true. Because reaction 2 generates hydrogen
cations at a far greater rate than reaction 3 gener-
ates carbonate anions, any carbonate anions pro-
duced by reaction 3 will be consumed by the far
larger number of hydrogen cations produced by
reaction 2. In other words, adding carbon dioxide to
water actually decreases the concentration of carbonate;
conversely, removing carbon dioxide from water In-
creases the concentration of dissolved carbonate. This
conclusion has far-ranging implications for lime-
stone formation. The precipitation of limestone is pro-
moted by any process that removes carbon dioxide from
water.

CONTROLS ON CARBONATE
DEPOSITION

We can now predict which physical conditions favor
formation of limestone simply by considering which
conditions remove carbon dioxide gas from seawa-
ter. Simple kitchen chemistry helps. Consider a can
of capped soda or beer, for example. What promotes
the escape of gas? Three obvious choices come to
mind: uncap the can to remove the pressure, heat it,
or shake it. Carbon dioxide dissolved in seawater is
analogous to the fizz in soda or beer. Three physical
conditions control how much CO2 can be dissolved:
temperature, pressure (water depth), and degree of
agitation.

1. Temperature. Raising the temperature of seawater
promotes limestone deposition. Modern carbonate
sediment and ancient limnestne frm mnrn ,aM ily
in tropical seas than in polar waters.

2. Pressure. Reducing the pressure (or depth) of sea-
water promotes limestone deposition. Modem car-
bonate sediment and ancient limestone form more
readily in shallow water than in deep water, In set-

tings such as the modem Bahama Banks, the
of temperature and pressure combine to p
carbonate deposition. The upwelling of cold
bottom water onto shallow shelf areas war
water and reduces pressure. Carbon dioxid,
moved and limestone is formed.

3. Degree of agitation. Breaking waves in t
zone mix seawater with air. This agitation pr
limestone formation because additional carbo
ide is absorbed by the atmosphere. For as
modem fringe reefs grow faster in directio
face breaking waves.

Warm temperature, shallow depth, and a,
greatly enhance the likelihood that limestn
form, but four other factors are also import
ganic activity, sediment masking and clogginq
and carbonate compensation depth.

4. Organic activity. Plants and animals eith
cipitate calcium carbonate directly or mod
geochemical environment enough for pred1i
to occur. Animals such as clams, snails, bracix
and zooplankton extract their calcareous sk
from seawater directly. Plants such as phytopl
and algae promote calcium carbonate precil
because they remove carbon dioxide from se
by photosynthesis (combining it with water
duce organic tissue and energy).

S. Sediment masking and clogging. As we A
cuss further in Chapter 14, the kind of sedini
cumulating at any point in time and space*
what isn't happening as much as what is; thi
sedimentary masking effect. Even where cai
sediment is forming, If clay and silt are heir
plied more rapidly, (calcareous) mudrock
than limestone accumulates. Evidently, larg,
mulations of limestone can occur only whet
kinds of sediment are being deposited at
ingly slow rates. In addition, an influx of m
clog the filter-feeding apparatus and gills o1
marine organisms. When this happens, many
tebrates that promote carbonate deposition
survive.

6. Light Because photosynthetic organisms
cially calcareous algae and hermatypic con
quire light for photosynthesis, most large cal
accumulations form in water shallow enoug

Muddy water further inhibits the growth ol
and algae that depend upon clear water fo
cdent light to grow.

7. Carbonate compensation depth (CCD). J
cussed in Chapter 10, the temperature and 1p

ry deep seawater control the areal distribution
icareous ooze on the modem abyssal plains.
Ireous ooze consists of the unconsolidated
I of floating pelagic organisms that thrive in the
[c zone that extends from the water surface to
t 200 m. After organisms die, their shells settle
e seafloor, much as snowflakes fall through the
sphere and accumulate on the ground. Several
rs control the rate at which calcareous ooze ac-
ulates. The rate at which shells are supplied
above is very important and reflects organic

uctivity This rate varies with water tempera-
and is largely a function of latitude, water
h, and the supply of organic nutrients. Equally
irtant is the rate at which shells are destroyed
issolution (see Fig. 10.19). This is controlled by
arbonate compensation depth, as discussed in
pier 10. The CCD is analogous to the permanent
r line in mountains, which is simply the eleva-
above which there is year-round snow cover.
mow line coincides with the precise elevation at
It the total rate of snowfall and the total rate of

melting are in balance. Above the snow line,
snow accumulates annually than melts; below

ore snow melts annually than accumulates. The
I marks the water depth at which slowly falling
ium carbonate sediment dissolves at precisely
same rate as it is supplied from above (see Fig.
)). Calcareous oozes accumulate only above the
I; below it, calcium carbonate dissolves at a
r rate than it is supplied (Fig. 10.21). The depth
ie CCD varies with water temperature. Colder
peratures increase the rate of solution. In mod-
xeans, the depth of the CCD ranges from 4500
ren 5000 m in warm equatorial waters to 3000 m
3oar waters.

LIMESTONE COMPONENTS
AND CLASSIFICATION

most useful schemes for classifying limestone
goize the diverse origin of carbonate rocks and
clastic aspect of their texture. Components are
sally recognizable using thin sections and a
iber of standard reference guides facilitate the
!edure. (For example, see studies published by
Ilie, 1978; Milliman, 1972; and Adams et al.,
1.) Where distinctive clastic components are ab-
t, a general descriptive scale of crystalline grain
can be used (Table 11.4).
One of the most popular classifications was de-
i by R. L Polk (1959,1962). It separates allochem-
and orthochemical components. Allochemical

Table 11.4 Standard Scale for Describing
Crystalline Grain Sizes

Crystal Grain
Terminology Size (mm)*

Extremely coarsely crystalline >4
Very coarsely crystalline 1-4
Coarsely crystalline 0.25-1.0
Medium crystalline 0.062-0.25
Finely crystalline 0.016-0.062
Very finely crystalline 0.004-0.016
Aphanocrystalline or cryptocrystalline <0.004

Source: FoIk. 1962.
- Carbonate rocks in which readily distinulshaule allochemical components
occur are broadly subdMded into major categories on the basis of the
grain diameter of suh components as foles: calcir•dites (carbonate con-
glomerates and brecclas) have dast diameters In excess of I mm; caic-
arenires (carbonate sandstones) have clast diameters from 0.062 to 1.0
nmm, and calcilufltes (carbonate mud) have clast diameters less then 0.062
nM.

(from the Greek altos, "elsewhere' or "from outside")
components (or allochems) are any grains of calcium
carbonate that, after formation, are transported and
deposited as clasts. They are analogous to rock and
mineral fragments in the framework fraction of ter-
rigenous sandstone. There are different types of al-
lochems, including coated grains (such as ooids) and
skeletal fragments (bioclasts). We will discuss their
origin and distinguishing characteristica shortly.

Orthochemical (from the Greek orthos, "straight"
or "true") components (or orthochems) are not trans-
ported and deposited as clasts. Orthochems are found
precisely where they formed or have been moved
only a short distance. There are two kinds of or-
thochems: (1) microcrystalline calcite matrx, or mi-
crite, is fine-grained (finer than 4 microns in diame-
ter) carbonate mud, analogous to matrix in wacke
sandstone; (2) microcrystalline sparry cement, or spar,
is relatively clear interlocking crystals of caldum'car-
bonate, analogous to cement in arenite sandstone.

Figure 11.1A shows the four principal limestone
families: (1) sparry allochemical rocks, (3) microcrys-
talline allochemical rocks; (3) micrite; and (4) bi-
olithite. Sparry allochemical rocks resemble arenites
and consist chiefly of such allochems as skeletal
fragments or ooids glued together by interstitial
sparry cement. Microcrystalline allochemical rocks
are similar to wackes. They consist of such al-
lochems as skeletal fragments or ooids floating in or
intermixed with fine-grained microcrystalline matrix
(micrite). Micrite is analogous to mudrock. It con-
sists principally of microcrystalline calcium carbon-
ate matrix in which are scattered less than 10% al-
lochems. Blolithites are rocks that were cemented
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into limestone while the organisms that•itte them were still alive and growing. These
eef limestone and stromatoltes.

Allochems: Characteristics
and Genesis

,ems are subdivided into (1) skeletal (biogenic)

,nns and (2) nonskeletal grains.

ýletaI Allochems. There are many types of
,leb]. grains. The various kinds present in a lime-
,Fe reflect age and depositional setting. Geologic

is important because a variety of calcium car-
nate-secreting organisms have evolved over the
,l160c past. Depositional setting dictates paleo-
clagy The specific biological community that ex-
, in any given setting is determined by such fac-
a as water depth, water temperature, salinity, and
rhidity. Fossil components in limestone (and in
imentry rocks generally) reflect both age and
positional environment
identifying organic remains is a complex task
t is accomplished by using thin sections (Fig.

2). Thin sections randomly cut three-dimensional
As in two dimensions. With experience and the
ý of published guides, a carbonate petrographer
I dentify specific skeletal remains by size, exter-

I shpe, and internal organization (see, for exam-
Horowitz and Pott, 1971; Scholle, 1978).

;nskeletal Allochems. Four major types of
nkeletal grains are recognized: (1) various coated
ins (ooids; pisoids, and oncoids); (2) peloids; (3)
mped or aggregated grains (lumps, grapestones);
1 (4) limestone clasts (limeclasts); that is, frag-
niý of pre-existing limestone derived from intra-

al and extrabasinal sources. These clasts are
ped up, transported, redeposited and confined
hin limestone strata.

Coated grains. There are several types of coated
lUm carbonate grains. All share a common
erical to subspherical shape, but they vary in size
degree of internal organization (Fig. 11.3). Ooids
0 called ooliths) have a nucleus (often a skeletal
•ment or a small clast of detrital quartz) around
Ich concentric layers of calcium carbonate are
Tpped (Fig. 113A, B). Ooids have diameters of
than 2 mm; most are the size of very fine sand

en 0.2 to 0.5 mm in diameter). Coarser coated
Wns that are identical to ooids in shape and inter-
organization are called pisoids (or pisolites) (Fig.
C). Oncoids (or oncolites) are the same size as
Is or may be much larger, but they are irregularly

shaped (Fig. 11.3D). They contain no obvious nu-
cleus; individual coated laminae vary in thickness
and show irregular overlap.

Modem ooids form in marine settings at shallow
water depths. Although oolds can form in water as
deep as 15 mn, moat form at less than 5 m. Maximum
development occurs at depths less than 2 m. Agita-
tion by waves, tides, and storm currents promotes
the growth of ooids in shoal areas around the
perimeter of the Bahama Platform and in the tidal
channels and deltas of the Persian Gulf. These mod-
em oolds consist of acicular needles of aragonite.
Some show tangential orientation with long axes
subparallel with the ooid laminae. Radial nicrofab-
rice can also form, with aragonite needles fanning
out in all directions from the nucleus, perpendicular
to the laminae. Ancient ooids are composed of cal-
cite rather than aragonite, and fibrous crystals typi-
cally fan out radially from the grain center. Recrys-
tallization and dolomitization often obscure the
original texture and mineralogy.Oolds and pisoids can be biogenic, inorganic, or
both. They apparently grow by simple accretion as
wave, tidal, and storm currents sweep grain nuclei
back and forth in shallow marine seawater supersat-
urated with dissolved calcium and carbonate. This is
comparable to the growth of a snowball as it rolls
across a slope blanketed with freshly deposited
anow. The presence of radial microfabrics in modem
ooids and pisoids, and the lack of any apparent
mechanism for accereting successive discrete layers,
however, makes many carbonate specialists skeptical
about this mode of origin. Also, most modern ooids
contain bits and pieces of organic matter that coat
and permeate the carbonate laminae. This suggests
that organisms play a role, but geologists disagree
about whether the calcium carbonate is precipitated
directly by organisms such as colonial algae, is a by-
product of bacterial activity in organic matter, or oc-
curs inorganically in a chemical milieu altered by
photosynthesis.

The irregular thickness of individual laminae
and their tendency to overlap suggest that oncoids
form under less uniform conditions than do ooids.
Most are produced blogenically; modem examples
have living encrustations of algae, foraminifers, and
corals and form in various settings, including fresh-
water and brackish water reef complexes, shallow
marine tidal flats and platforms, and (rarely) even
deeper water carbonate settings. Many large oncoids
appear to be made of pieces of ripped-up algal mat
that have been rolled around into an irregular ball
2. Peloids. Most peloids are fine-grained (0.1-0.5
nun) sand- to silt-sized clasts of microcrystalline car-
bonate that lack a coherent internal structure (Fig.
11.4A,B). The term implies neither size nor mode of
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Figure 11.3*.

Several types of coated grains and concentrically banded,
particles occur In carbonate rocks. (A) Modern oolitic
carbonate sand, Cat Cay, Bahamas. The dime shows the
scale; most colds are mucd smaller than 2 mm In diameter.,
(Photo by D. R. Prothero.) (B) Ooltlc.limestone with clear
sparry cement showing the Internal structure of oolds in thin
section. This example Is fromthe Cambrian Warrior Formation
of Pennsylvania. 1, Radial-concentric colds with peloldal core
and purely radial center, diameter Is 1.7 mm. 2, Purely radial
oolds. 3, Radial colds with two concentric coatings. Note that

the diameters of the Inner radial parts of the oolds Is similar.
(P. L Heller et al., 1980. J. Sed. Petrology 50:944; by.
permission of the SEPM.) (C) Concentrically banded pisolites
are much larger than oolds and usually form in calcrete soil
horizons. Pisoiites are also known to form in caves, ltakes, and
even in normal marine settings by the same process as oosds.
(Photo by D. R. Prothero.) (D) These Irregular. ovoid, ,
concentrically laminated structures are oncolitet (from the
Lower Cambrian Chambless Umestone, Marble Mountains,.
California; typical diameter Is 1-2 cm.) They form when algal
mats are ripped up and rolled about or encrusted around a:
nucleus. (Photo by D. R. Prothero.) " I , .

Spherullrlc
fascicle

Aragonite
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,hey are found now. Partially consolidated
ids can be ripped up and transported short
a by currents generated by storm waves or
ivity.

both emphasize texture. Both are so widely used, to
the virtual exclusion of other limestone classification
systems, that each warrants further discupsion.
Many geologists use the two schemes interchange-
ably, or side-by-side, so it is worthwhile to know
them well.

rthochems: Characteristics
and Genesis

A

a

C

Figure 11.4

Pellets and pelolcs are a third type of carbonatei
grain. (A) Fecal pellets produced by various spacl
animals (10x magnification.) (Photo by P. E. Claou
of U.S. Geological Survey.) (El Peloldal limestone
sparry calcite cement, from the Jurassic of the Ve
Italy. Length of elongate pelold In the right center
(Photo courtesy OfA. Bosellinl.) (C) Cemented clu
pelolds or oolds are called grapestone. (From R.
1988. Sand, p. 18).

most aggregates are bound together by
organisms. Grain aggregates forming to
Bahama Banks occur in a band that sepu
low-watet well-washed oold shoals f
water lagoonal areas In which micrite ai
micrites are accumulating. Water depth
shallow (typically 3 m or less), and only
tom currents are present. These conditi
the growth of thriving surface mats of
crobes that help to bind grains together.
4. Limestone clasts. Limestone clasts (or
are ripped-up and transported fragmei
existing carbonate derived from extrabasi
trabasinal sources (see Fig. 5.6B). Extrabi
clasts differ in composition, texture,
character from the limey material in whi
cur. Intrabasinal clasts are eroded froir
stratigraphic unit, or even the same i

is calcium carbonate mud that occurs as ma-
allochem-bearing limestone or by itself as
nudrock (calcilutite). It consists of silt and
prments (0.00625 mm or finer) of aragonite (in
, sediment) or calcite (in ancient limestone).
is typically translucent under the microscope
lull brown cast. It is dull and opaque in hand

Par is carbonate cement. Crystals of spar are
illy coarser than micrite. Crystal diameters
fly range from 0.02-0.1 mm, but crystals of
s fine as 0.001 umm (microspar) occur, so spar
sicrite sizes overlap. Under the microscope,

crys.tal clear without the hazy brownish cast
rt. Neomorphlsm-the various diagenetic

sses of recrystallization and replacement, In-
.g changes in mineralogy-is very common in
nste rocks. Yesterday's micrite can become to-
spar, and vice versa.
Icrite is polygenetic and is most commonly
d by the physical disintegration of calcareous
algal masses within which biogenically pro-
needles of aragonitic are disseminated. Mi-

lso forms when allochems such as peloids and
asts disaggregate; it can also be the by-product
hsnlcal abrasion and bioerosion (organic bur-

g and ingestion) of carbonate grains. It is also
ble that some micrite is produced by direct'
cal precipitation, although this is still dis-
. Favorable conditions for this process are
in seawater across broad stretches of the Ba-

Banks.
par forms as a simple, primary, pore-filling ce-
or is generated secondarily by recrystallizating

The Folk Classification. Figure L1.IA shows
Folk's four major limestone types. Sparry allochemi-
cal limestones and mdcritic allochemical limestones
are subdivided on the basis of the kind and propor-
tion of allochema and given composite names. The
name stem indicates whether the interstitial material
is spar or micrite. A prefix Identifies the predomi-
nant allochem, and a suffix indicates allochem size
as either finer (micrite) or coarser (rudite) than 1.0
mm. For example, a limestone with a sparry cement
and ooids and shell fragments would be an oobio-
sparite; one with peloids and intraclasts surrounded
by lime mud would be a intrapelmicrite. Micritic
limestone contains less than 10% allochems; specific
varieties are named based on the predominant al-
lochem. The recrystallized, bioturbated micrite is
called dismicrite. Biolithites are limestones that
were crystallized directly from the activity of reef-
building corals or algae.

Folk (1962) introduced the concept of limestone
textural maturity, which is determined by measuring
the grain-to-matrix ratio (GMR) (Fig. 11.1B). Textural
maturity adds precision to limestone description
and allows energy conditions at the depositional site
to be implied. Stronger or more frequent currents
(contingent in most instances on shallower depth)
abrade away micrite; aliochems become better
sorted and, with continued abrasion, better rounded.

formation. Most pelolds are rounded to subrounded,
but they can be spherical, subspherical, ellipsoidal,
or irregular in shape. Peloids form in shallow ma-
rine low-energy platform carbonate settings such as
the lagoonal areas of the Bahama Banks. They origi-
nate in various ways. Many peloids are fecal pellets
of waste matter generated by such organisms as fish
and shrimp. Others are produced by the micritiza-
tion of other kinds of allochems: ooids, oncolds,
intraclasts (limeclasts), and abraded skeletal grains.

3. Grain aggregates. Grain aggregates form when
such carbonate particles as ooids and peloids adhere
to one another (Fg. 11.40. Most are fine- to
medium-grained sand-sized masses that are given
specific descriptive names' grapestones, lumps, and
botryoidal lumps (llltng, 1954). Though distinctive
in appearance, these masses are not genetically dif-
ferent. Interstitial pores are filled with micrite, but

The Dunham Classification. The one major as-
pect of limestones not reflected in Folks classifica-
tion is whether the sparry calcite is primary cement
or a secondary recrystallization of micrite. In other
words, any limestone with a sparry calcite cement is
a sparite even if it started out as a micrite. Since this
determination is often hard to make, Folk's classifi-
cation is much more descriptive and objective. Some
geologists felt that the classification should also sep-
arate primary from secondary sparry limestones.
The easiest way to do this is to incorporate grain
support into the classification. Limestones in which
all the grains touch others (grain-supported) were
originally porous and were later cemented. This is
primary sparry cement. Limestones with grains
floating in spar (not grain supported) were probably
originally composed of grains floating in micrite that
has been recrystallized. This is secondary spar, a re-
placement after micrite. These features are important
in the Dunham classification scheme (Fig. 11.5A).

nestone Classifications of Folk
and Dunham Compared

kunham (1962) proposed a second classification
* that is used as much as Polk's (1959, 1962)
w- Both classifications distinguish allochems,
c or micrite, and sparry calcite cement, and
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Deposltional Texture Recogloblhbls Depositonal Ton"
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Contains rud bound together during
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Fig. 1l.5B). Those with a matrix-supported tex-
are called floattsnne. Those with a grain-

ported texture coamer than 2 mm are called rtid-
it. Boundstoneas are further subdivided into

aestone, bindstone, and baffiestone.

LIMESTONE DIAGENESIS

ýecause calcium carbonate is so soluble, diagenesis
rocurs more readily in limestones than in terrige-
tons siliciclastic rocks. In fact, diagenesis can take
,lace at surface conditions through changes in the
,ore water chemistry. This is how beachrock is
crmed, as mentioned in Chapter 7. Almost any car-
-onate material that has been subjected to even
noderate burial has undergone significant diagene-
,i, and in many cases the limestone is so recrystal-
ized that its original texture is unrecognizable.
rhus, nearly every study of ancient limestones in-
olves the interpretation of both the diagenetic his-

osy and the original depositional texture. When
netamorphism recrystallizes a limestone completely,
t become a marble. B

Diagenetic Textures T //4
B

Figure 11.5

Classification scheme for limestones proposed by Dunham (1962.) (A) An outline of
the six original lmestone varieties In Dunham's 1962 classification. (After Dunham,
1962, Amer Assoc. Petrol. Ceol. Mem. 1: i17; reproduced by permission of the
American Assodation of Petroleum Geologists, Tulsa. Olda.) (B) Modification of the
Dunham clesslflcation by Embry and lKovan (1972), adding five additional categories
for reef rocks (three of these were boundstonet In Dunham's original scheme.) (Altar
Embry and Kloven. 1972, Ceol. Rundschau 61:676; reprinted by permission.)

The Dunham classification emphasizes lime- is basically mi
stone texture, especially grain (allochem) packing is grain-suppt
and the ratio of grains to matrix. Allochem type is Ically have t
ignored. Five types of limestones are identified: Grainstone cc
mudstone, wackestone, packstone, grainstone, and support one a
boundstone. All except boundstone accumulate as ponents have
clastic carbonates; individual components are not as reef rocks)
bound together during deposition. Folks biolithi

Mudstone, wackstone, and packstone contain bonate, refers
mud, which Dunham defined as any silt- or clay-size depositional
grains, regardless of composition. Mudstone and Embry an
wackestone are mud-supported. They are limestones original Dunb
in which allochems are scattered through a rock that limestones the

Diagenetic processes such as cementation occur as
commonly in sandstones as they do in limestones,
nut other processes, such as dissolution and replace-
nent, are much more common in carbonate rocks.

Dissolution produces pore space by dissolving
rre-existing minerals. This process is particularly
important in carbonate rocks because it often creates
idditional porosity that might serve as a hydrocar-
ron trap. Consequently, the petroleum industry has
spent much time and effort on carbonate diagenesis
rsearch in recent years. Although high-Mg calcite
Ind aragonite are stable in seawater, they are easily
dissolved in other waters; high-Mg calcite is even
nore soluble than aragonite. For this reason, very
ittle high-Mg calcite or aragonite survives in the
pre-Cenozoic record, except in cases of unusual
preservation.

Dissolution can leave a variety of distinctive and
nteresting textures in a limestone. Often it produces
eoids where aragonitic or high-Mg calcitic fossils
were selectively dissolved but the low-Mg calcitic
natrix persisted. This produces secondary porosity
In contrast to primary porosity, the original void
;pace between grains in a clean, well-sorted sand).Ielective dissolution may etch out the centers of
ooids, for example, and leave concentrically banded
inds (Fig. 11.6A). Selective dissolution is particu-

It,

C
icrite. Packstone contains less mud t
orted. Grain-supported limestones ty
iheir allochems In tangential conta
intains no mud, and allochem grat
nother. Limestones in which the coi
been bound together from origin (sus
are called boundstones (equivalent
tes). A sixth category, crystalline a
to any limestone in which the origir

exture is unrecognizable.
Cd Iovan (1972) further modified

am classification to provide niches f
at contain allochems coarser than 2 1r

Figure 11.6

Dlagenesis can be detected by its effects on the textures or
limestone components. (A) The cores of these Pleistocene
colds from the Miami Limestone, Coral Gables, Florida, have
been dissolved away, leaving secondary porosity. In some, the
laminae have been selectively dissolved; In others, most of the
oo~d interior has been completely dissolved. Theseo nulds are
about 0.2 mm in diameter. (Photo courtesy of H. S. Chafetz.)
(5) A stylolitic seam in a limestone shoming the lagged
boundary of dissolution highlighted by a residue of dark
minerals. (Photo by D. R. Prothero.) (C) The volume of
limestone dissolved along a stylolite can be estimated by the
amount of material missing In an offset carbonate grain or
seam or by the missing cross section of a circular crinold stem.

111



ta, liormtizect but the framework skeletal grainsremain as calcite, then dissolution leaves a mass of
dolomite with voids shaped like fossils.

Particularly distinctive are the dissolution fea-
tures known as stylolites (Fig. 11.6B). These struc-
tures are Jagged, irregular seams dividing the lime-
stone into two parts that interpenetrate. Each side of
the seam has toothlike projections that fit into the
cavities of the opposite side. These interpenetrating
tooth-and-socket structures are highlighted by a
residue of insoluble opaque minerals (such as
hematite) or organic matter, which shows that much
limestone has been dissolved to leave so muchresidue behind,

Stylolites are formed by pressure solution. When
limestones undergo pressure during burial, they first
dissolve rather than deform. The direction of pres-
sure is usually perpendicular to the plane of the sty-
lolites. In some cases, the amount of dissolution can
also be estimated. For example, if a carbonate grain
of known shape is crossed and partially dissolved by

Vl.uLe 0"ipartice beforedissolution can be estimated. Studof stylolites show that, typically, about 25% of t
original rock is missing, and in some cases, as mu
as 90% of the original limestone has been dissol,
away.

Cementation occurs when carbonate is precL
tated into a pre-exdsting void space. It is one of
most common diagenetic processes, because &n
stones are easily dissolved and reprecipitated. In
bonate rocks, the cements often have distinct
habits and may reveal a sequence of cementi
events. For example, the first generation of ceni
lining the voids often forms needlelike crystals
radiate away from the rim of the void and towl
the center; these are known as drusy cement (I
11.7). Other cements show larger, irregular, equ
patches and mosaics of sparry calcite known
blocky cement. This cement often fills the remain
void space as a second generation of cement foil
ing a first generation of drusy cement. In other ll
stones, cements form overgrowth$ around frai

pore waters were in a delicate balance between thedissolution of one mineral and the precipitation ofIts successor.
Replacement is recognized when a structure ofknown composition, such as a fossil or ooid, Is

clearly made of a mineral that is not original. Arago-nitic fossils or ooids that are now calcite, and cal-
clum carbonate fossils that are now dolomite, aretwo common examples. As discussed earlie, micriteis originally aragonite but is often replaced by
coarsely sparry calcite (secondary of neosnorphic
spar). In addition to carbonates, other minerals can
replace the bomponents of limestone. The most spec-tacular examples occur when silica in the form of
chaet or chalcedony replaces carbonate. Many cherts
preserve beautifully alici..ed fossils, oolds, peloids,
or even the original calcite cementation texture of
drusy and blocky cement (FIg. 11.8).

Diagenetic Environments

Pigure 11.8."
Saoe imestones can be so perfectly replaced by slits that
the original texture Is almost completely preserved. This Is thefamous State College Oolite from the Cambrian Mines ,Formation, State College. Pennsylvania. Except for somerecrystaelttitlon of the cores of the oolds. the concenric
structure of the oolds (1.0-1.5 mm In diameter). the drusyprimary cement around the rims of tee pores. ard the blockysecondary cement In the centers of Pores are well preserved.
yet this limestone Is completety sllcillfed-no carbonateremains. (Photomicrograph by D. R. Prothero.)i

Because seawater is supersaturated with calcium
carbonate, it takes just a slight change in waterchemistry, or impurities and sites of nucleation, for
marine cementation to occur. A wide variety of envi-
ronmental settings (Fig. 11.9) can produce diagenesis
in carbonate rocks. In the interfidas zone, for example,there is rapid fluctuation of the water chemistry dur-
ing tides. The result is beachrock, which can form ina matter of years under the right conditions. The ce-
ments in beachrock are composed of drusy needlesof aragonite and high-Mg calcite. Apparently,
beachrock is precipitated when seawater evaporates
and loses CO. a reaction that favors carbonate pre-
cipitation, although some beachrocks occur In re-
gions of frequent mixing of fresh and marine wa-
ters, which also produces rapid changes in water
chenmistryCementation also takes place in the shallow subti-
dal region, filling the hollows in and between car-bonate skeletal grains and within reef cavities.
Again, most of the cements are aragonite and high-
Mg calcite, often with a high strontium content; they
typically have a crusty, bladed, or fibrous habitrather than the needlelike appearance of beachrock
cement- In some cases, cements precipitate as coat-ings of micrite lining the cavities of either reef
framework organisms or of detached but untrans-ported shells, Obviously, this type of cementation
must occur very soon after the organism died, but
the exact mechanism by which such cementation oc-
curs is not well understood. The availability of abun-dant sites for nucleation of calcite must be impor-
tant. In the Bahamas, studies have shown that

I

A Drusy cement 8 Blocky cement
work grains, resulting in rim cement. A syntaxialovergrowth consists of a framework grain composed
of a single crystal of calcite (such s atn echinoderm
fragment) that has been overgrown by calcite ce-
ment precipitated in the same optical orientation.
When thin sections of such grains are rotated on the
microscope stage under crossed polars, the core
grain and its overgrowth become extinct (go black)
at the same time.

Repkacerent Involves the simultaneous dissolu-tion of original material and precipitation of a new
mineral while preserving the original form. Many
structures, such as ooids or fossils, can be rplaced
with all the fine details still intact, so there must
have been slow, step-by-step dissolution and Imme-
latr c ýnnatiaoa. Such a process suggests that the

Figure 11.7
Cement types In carbonate rocks. (After Blatt et al., 1980,
Origin of SedlmentOry Rocks, 2nd ed., Fig. 14-5, p. 498; by
permission of Prentice-Hall, Inc.. Englewcod Cliff, N.J.)

C Rim cement
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Figure 11.9

Principal environments of cementat
in carbonate rocks. (After Tucker,.
1981, Sedimentonj Petrlogy, Ant
Introduction. Fig. 4.26, p. 127; by
permission of Blackwell Scientific.
Publishers, Oxford.)

e flow of diagenetic solutions. Yet the diagenesis of
Lestones becomes more intense at greater depths,
n though there is almost no pore space left to
nsport fluids. Somehow, other processes, such as
!ssure solution, must operate at depth to allow di-
,,enis without the extensive flux of pore waters.
oat deep carbonate cements are identified because
,y encase younger features-such as stylolites,
tshed and healed coatings on grains, or dolomite
ystals-that must have formed at depth. Later di-
enetic cements also have distinctive chemical sig-
tures (enriched in Fe and Mn and depleted in Sr
impared to early diagenetic cements), and they are
tlnctive under cathodoluminescence.

DOLOMITE AND
DOLOMITIZATION

Many ancient carbonate rocks consist in whole or in
part of the mineral dolomite, CaMg(CO 3),. Techni-
cally, the name dolostone should be applied to car-
bonate rock made of the mineral dolomite, but sedi-
mentary petologists persist in using the mineral
name for the rock out of force of habit. The context
typically indicates whether the mineral or rock is
meant. Dolomitization is the process by which cal-
cium carbonate rock alters to dolostone. This process
obscures the original texture, which makes classifica-

dissolved CO2 is driven off by heating and turbu-
lence, resulting in carbonate precipitation in areas
that are quiet enough to allow it.

The result of shallow subtidal cementation is a
crusty surface known as a haidground. These sur-
faces are usually cemented most at the sediment-
water interface, and cemenitation decreases within
centimelts of the surface. They occur predominantly
in shallow water, although they can occur as deep as
300 m. Harcigrounds are often found in ancient lime-
stone and are considered evidence of interruptions in
sedimentation, or hiatuses, that may span several
thousand years (based on faunal discontinuities).

The most extensive areas of early carbonate sedi-
mentation, however, occur above sea level, in zones
where fresh meteoric (atmospheric) waters-that is,
rain or runoff groundwater-flow through the pores
of carbonate sediments. This area is known as the
vadose zone, or zone of aeration above the water
table. The phreatic zone, or zone of saturation below
the water table, can also produce cementation. The
most noticeable difference betweest marine and
freshwater cements is that marine cements precipi-
tate high-Mg calcite, whereas meteoric waters can
only precipitate low-Mg calcite.

Some of the most detailed studies of vadose
zone cementation focused on the Pleistocene sedi-
ments of the Caribbean, which were exposed to me-
teoric waters during the drop in sea level that oc-
curred during glacial episodes. For example, Land et
al. (1967) documented five stages of diagenesis in the
limestones of Bermuda. After the primary sediment
is deposited (stage I), a thick fringe of drusy low-Mg
calcite needles forms on the rims of the voids, and
syntaxial overgrowths occur (stage 11). In stage Ill,
the high-Mg calcite is replaced by low-Mg calcite

and aragonite. In stage IV, aragonitic skeletal gm
are dissolved and their voids are filled with low-i
calcite cement (although the internal structure of
fossils is lost). Stage V involves final cementaticT
fill the remaining voids, although these Pleistoo
limestones of Bermuda may still have up to 2
porosity. Rarely do these limestones become
mented to the point that they have only 5% poro
or less, like a typical ancient limestone.

Other studies of meteoric cementation qar
and Choquette, 1984) showed that vadose t
phrestic cementation produce recognizably differ
textures. For example, vadose zone cements cc
monly include micritic envelopes around gran
thin layers of cement In the contact zone betw
grains (meniscus cement), and stalagtitic cein
that hang down into the pores. Phreatic zone
ments, on the other hand, are composed largel)
drusy overgrowths of equal thickness around
rim of the void and secondary blocky cement..
fact that some of the cements clearly indicate wit
way was up may be valuable in beds that have b
deformed and overturned.

All these cases are examples of early diageue
typically occurring at near-surface conditions. L
diagenesis occurs when carbonate sediments h
undergone burial and compaction. In addition
stylolites, compaction can be demonstrated by
ails, ooids, or other grains that have been vlsi
crushed or distorted in dean skeletal limestones.
critic limestones, however, seldom show crushini
skeletal grains, because the micrite can absorb ab
a 50% decrease'in volume without causing distoWl
of the framework grains.

As burial proceeds, however, the porosity of
limestone decreases to nearly zero, which inhi

Figure 11.10

Dolomite can have a distinctive texture
of euhedral rhombohedial crystals In
thin section. (A) Dolomite rhombs have
replaced ooids, preserving a fabric of
ooids as 'ghosts.' The largest rhombs
are 0,3 mm in diameter. (Photo
courtesy of R. C. Murray.) (B) At higher

become much coarser sand more
Irterarown, losing their euhedral
rhombic shape. This example is from
the Devonian Lost Burro Formation,
California. (Photo courtesy of D. H.
Zenger.)

I 4 I
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tion and genetic interpretation difficult. Where origi-
nal textures and components survive, limestone clas-
sification is used and the degree of dolomitizatlon is
noted.

Dolomite is very similar to other carbonate min-
erals, so it Is not always easy to identify In the field.
It is less soluble than calcite and does not readily fizz
in dilute acid. The standard field test is to powder a
bit of the sample, which increases the surface area,
and apply the acid; this causes a weak effervescence.
In the laboratory, chemical stains readily separate
dolomite from other minerals on a polished and
etched surface or in a thin section. The stain known
as Alizarin Red S colors calcite and aragonite deep
red but does not affect dolomite.

Frequently, dolomite changes the texture of a
rock in a noticeable way. For example, dolomnitized
rocks look "sugary," and in many instances dolo-
stones have a golden-brown or tan color (in contrast
to limestones, which are typically gra In addition,
the different solubilitles of dolopternd calcite
mean that dolostones weather diff&ntly. en, the
fossils in a limestone will be undolo ' 'ze, s hat
under chemical weathering and diso-±on,
dolomitized matrix will remain and there 11 be•
voids where calcitic fossils have dissolved awa n
other cases, dolomite selectively replaces the bur-
rows in a micritic limestone, resulting in a mottled
texture.

In thin section, it is difficult to tell rhombohedral
calcite crystals from dolomite rhombs, since both
have a similar crystal habit. The most reliable test Is
to stain the rock with Alizarin Red S before gluing

-the cover slip on the thin section, and this is done
routinely in most petrographic research that in-
volves dolomite. Most carbonate iocks that show ex-
tensive development of rhombohedral crystals,
which often overgrow the original limestone tex-
tures, can be assumed to be dolomite (Fig. 11.10A).
Such crystals grow at temperatures between 50*C
and 100"C. When large mosaics of blocky anhedral
dolomite are found (Fig. 11.10B), they are apparently
replacements of earlier dolostone that formed at
temperatures greater than 100°C (Gregg and Sibley,
1984).

The process of dolormitization has been the sub-
ject of vigorous debate. Virtually all dolostones are
composed of secondary (or replacement) dolomite,
meaning that calcite and aragonite form first but are
later converted to dolomite. This can be proved eas-
ily if relict tefh-eS of !Limestone are still V•ible de-
spite the overprinting of dolomite. In some dolo-
stones, there are no relict fossils, colds, or other
evidence of limestone parent material; there are just
masses of rhombohedral dolomite crystals. Are these

dolostones just very completely replaced limeston
or did the crystals of dolomite grow directly frc
solution with no intervening stage as a calcium c
bonate mineral? In other words, are they truly p
mary dolomite? Modern settings in which recens
formed dolomite occurs are not necessarily sites
primary dolomite. Most sites reported as prim
are actually locales in which the time interval I
tween the formation of calcium carbonate miner
and their conversion to dolomite is exceedin1
short.

Experimental Studies and
Dolomitization Reactions

Our inability to produce primary dolomite in I
laboratory under normal marine conditions sugge
that little if any primary dolomite forms natura
Although seawater is saturated with respect
dolomite and euhedral dolomite crystals have bX
precipitated from seawater artificially, they precl
tate in the laboratory only under unrealistically h
temperatures. This inability to produce dolomite.
perimentally under conditions that mimic modi
seawater apparently reflects the kinetics of crystal
ing the ordered lattice structure of dolomite.
dolomite, cations and anions occupy the eight c
ners of a rhombhohedral unit cell. Precise sequen
of alternative cation sites are systematically oo
pied by calcium and magnesium. To grow such ci

ala takes time. The requirement for ordering slows
•-owth enough that it rarely occurs under natural
,onditions. Because seawater is simultaneously su-
lesaturated with calcium carbonate, aragonite or
2ite (minerals of simpler structure) form instead
aind grab the cations and anions away from any crys-
aliing dolomite. Natural precipitation of calcite
(normal as well as high-Mg) and aragonite may re-
lect the tendency of metabolizing organisms to ex-
xact precisely equal amounts of magnesium and
slcium.

Table 115 lists three reactions that produce
lolomnite. Reaction I Is the direct precipitation of
Jolomite from seawater. Reactions 2 and 3 are two
reactions that convert calcium carbonate to
dolomite. Reaction 2 requires an open system in
which a one-for-one replacement of calcium by mag-
nesium occurs. Reaction 3 does not require calcium
to be removed. The dolomitizing fluid supplies both
carbonate and magnesium.

Insights from Alleged Primary
Dolomite Sites

A number of modern sites in which dolomite forms
have been studied. The dolomite at most of these
sites is secondary rather than primary. It forms al-
most immediately after the precipitation of calcite or
aragonite. Nevertheless, such localities provide clues
about the conditions that favor dolomitization.

Figure 11.11 summarizes several models to ex-
plain dolon-ltization at these sites. All sites have a
physIcal-chemical environment that produces dense
brines with a magnesium-to-calcium ratio higher
than 8, well above the 5.4 ratio of normal seawater.
The brines are produced by evaporating seawater
until Ca-rich, Mg-poor minerals such as gypsum
and anhydrite form. It is this preferential removal of
calcium that changes the Mg-to-Ca ratio.

Figure 11.11A shows one of the best known
amodern dolomite sites, the Coorong coastal plain on
the southeastern coast of Australia. Apparently, pri-
cmary dolomitic micrite forms within ephemeral al-
kaline lakes and lagoons developed in the interdune
fRat areas separating Quaternary beach barrier
sands. During the summer when the region is arid,
the pH in the lakes ranges from 8 to 10, and the Mg-
to-Ca ratio in lake water varies from I to 20. Precipi-
tation of gypsum and anhydrite preferentially re-
moves Ca

2
+ and SO1-. The fluid that remains is the

dolomitizing agent, although high alkalinity and
the presence of nearby Mg-rich groundwater (gen-
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DTable 11.5 Chemical Reactions
that Produce Dolomite

I. Direct (primary) precipitation of dolomite. This reaci
produces crystals of dolomite directly from seawate

Cal* + Mge+ 2(CO)I
2
- -+ CaMg(CO3)I

2. Dolomitization involving replacement of Individual c
cium cations by magnesium cations on a one-for-on
basis. This reaction requires the addition of magnes
to the system and the removal of calcium from the
tern.

Mg
2

÷ + 2[CaCO5 ,-# CaMg(COsl2 + Cal*
3. Dolomitization Involving dolomitizlng fluids that pro'

magnesium cations and carbonate anions. This resc
eliminates the requirement of reaction 2 that calclui
ions be removed from original calcite or aragonite.

CaCOS + Mg+ + (COS1- -+ CaMg(CO)2

i l Freshwater

recharge

Impermeable starat

E

Figure 11.11

Some proposed models for dolomitization. (A) Coorong-
lagoon type, (B) Sabkha evaporation, (C) Seepage reflux.
(D1 Burial compaction. (El Mixing zone. (rucker and Wright,
1990. Carbonate Sedlmentologg, Fig. 8. 1. p. 66; by
permission of Blackwell Scientific Publishers, Oxford.)
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erated during the leaching of subjacent volcanic
rocks) may help. The exact process is uncertain. The
dolomite mineral is actually protodolomite. It has
the approximate chemical composition of dolomite,
but the distinctive ordered crystal structure Is ab-
sent. It is therefore unreasonable to apply this
model widely.

Fluids that can dolomitize calcium carbonate
minerals quickly are generated in hypersaline tidal
and supratidal belts of the Caribbean region and
upon sabkhas (or sebkhas, the Arabic word for salt
flats) developed along the arid coastlines of the Per-
sian Gulf region in the Middle East (Hardie, 1987).
Figure 11.11B shows an example of this setting. Mid-
dle Eastern sabldias have complex plumbing sys-
tems. Storms and abnormally high tides flood
supratidal flats with seawater of normal salinity dur-
ing the winter and spring. During the long, hot, arid
summer, net evaporation leads to the crystallization
of Ca-rich evaporite minerals. Upward evaporative
pumping causes these dolomitizing fluids to react
with aragonitic mud.

On the Bahama Banks, desiccated polygonally
cracked crusts of dolomite mantle the upper surface
of supratidal carbonate mud. The dolomitic crusts
are apparently residues left by the evaporation of
films of seawater that remained perched above the
high tide level following occasional storm floods.
Again, it is thought that the precipitation of gypsum
raises the Mg-to-Ca ratio. The elevated salinity in-
creases the density of the fluid, causing it to move
downward and dolomitize underlying carbonate.

Another somewhat hypothetical mechanism that
invokes hypersaline brines is seepage-reflux dolomi-
tization, shown in Figure 11.11C. The best modem
example of this possible mechanism was thought to
be within a supratidal lake developed along the
coast of Bonaire Island in the Netherland Antilles
(Deffeyes et al., 1965). Seawater of normal salinity
with a normal Mg-to-Ca ratio was believed to be
seeping into the lake where the overall salinity and
Mg-to-Ca ratio had been raised by evaporation. This
was thought to cause the denser, Mg-enriched lake
water to flush downward (the reflux process) and re-
act with carbonate rock Further study of Bonsire
suggests that while the model might be valid, it does
not describe what is going on there accurately. Nev-
ertheless, evaporative reflux is invoked to explain
classic dolostones such as those of the west Texas
Permian (see p. 228).

FiueM' lusrtsbra dolomritization,
a model that explains the many dolostones not inti-
mately associated with evaporites. Burial dolomiti-
zation occurs when buried Mg-rich mudrock is
compacted and dewatered. Expelled fluids rich in

magnesium then invade and dolomitize adja,
limestone. Mudrock does contain a large amounr
magnesium that would be released (along with car
bonate) during clay mineral diagenesis and bur,
metamorphism. But expelled fluids typicallyi
grate vertically, not laterally. Furthermore, r,,
balance equations suggest that compacting eve
tremendous volumes of mudrock would genera
dolostone equal to as little as 1% of the mudroc
volume.

The mixing-zone dolomitization model (Fo]
and Land, 1975) is a second model developed to e
plain ancient dolostones that show no apparent rej
tionship with hypersaline brine and evaporite (Fl
11.11E). In this model, seawater of normal salinl
and an Mg-to-Ca ratio of 5.2 is mixed with fr-
groundwater, producing brackish groundwater re
the coastline. The seawater ostensibly providi
enough additional magnesium to supersaturate. t
brackish groundwater with dolomite. Groundwat
circulation is thought to flush the brackish dolon
tizing groundwater through subjacent limesto,
The validity of this model has been questioned&
geochemical grounds. There are no data indicate
that significant volumes of dolostone form by nil
ing seawater with fresh groundwater. Tly'picaliy, t
salinity of fresh groundwater is low; its Mg-to-Ca r
tio approaches 1.

The Origin of Dolostone: A
Continuing Dilemma

Geochemists continue to develop models I
dolomitization. Dense, Mg-rich fluids capable
dolomitization are easy to produce. The problt
has always been how and when such fluids c
be brought into contact with existing limestone
create regionally extensive belts of dolostone. Del
sitional settings that produce fluids capable.:
dolomitization are volumetrically minuscule. Ma
doloetones show none of the relict textural conI
nents (spar, micrite, allochems) associated with I
sabkha, alkaline lake, and coastal tidal lagoon i
tings that most typically form dolornitizing fluids.

The temporal distribution of limestone a
dolostone adds a curious twist. While about o
fifth of all carbonate rocks are dolostone, the prop
tion of' carbonate rock that is dolostone incres
progressively with age (Daly, 1907; Ronov, 1972).
Cretaceous and -younger carbonate rocks, the 1ik
stone-to-dolostone ratio is 80. 1; in Paleozoic carb
ate rocks, it is 3:1; and in Precambrian carbor

ks, It is 1:3. These data can be used to support ei-
r of two arguments: (1) Depositional settings con-
rve to the formation of dolostone were more
rimon early in Earth's history; or (2) dolostona is
ondary and older limestones have had more time
l.ter to dolostone.
There is also a correlation between dolomite

ondance and periods of high sea level (Givens
I Wilkinson, 1987). Most dolostones occur In
iks formed during greenhouse conditions (warm
,bal temperature, high sea level), but little dolo-
ne is found in rocks deposited during icehouse
iditions (cold global temperature, low sea level).
lomite abundances in deep-sea sediments show
• same general pattern (Lumsden, 1985). The ex-

significance of this crude correlation is not
own. Are there unusual characteristics of the
onet during greenhouse conditions that promote
lomitization? Or is this pattern a result of the
?ater abundance of limestone during high sea 1ev-
and greenhouse conditions, and the scarcity of

jestones during low sea levels and Icehouse
aditions?
Understanding dolomites, especially their ori-

nis an area of active research. Many unsolved
oblems continue to challenge us.
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CONCLUSIONS

lie number of sedimentary geologists who have de-
oted their careers to the examination, description,
lassification, and interpretation of limestone and
lolostone closely matches the number of petrolo-
gists who have specialized in the study of siliticlas-
ic sedimentary rocks. On the basis of the economic
importance of carbonate rocks, this attention is
learly warranted. But even more important is the
ole that these rocks play in deciphering sedimen-
ary environments. The texture and composition of
Imestone and dolostone are unmatched in their abil-
ty to provide reliable insights, both into the physical
and chemical conditions that prevailed during depo-
ition and into the geochemical settings that devel-
Oped long after sedimentation.
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Soil Behavior at the Microscale:
Particle Forces

J. Carlos SantamarinaI

Abstract

Soils are particulate materials. Therefore, the behavior of soils is determined by the
forces particles experience. These include forces due to boundary loads (transmitted
through the skeleton), particle-level forces (gravitational, buoyant, and
hydrodynamic), and contact level forces (capillary, electrical and cementation-
reactive). The relative balance between these forces permits identifying various
domains of soil behavior. Furthermore, the evolution of particle forces helps explain
phenomena related to unsaturation, differences between drained and undrained
strength under various loading modes (including the effect of plasticity), sampling
disturbance, and fines migration during seepage. Generally accepted concepts gain
new clarity when re-interpreted at the level of particle forces.

Introduction

The limitations with continuum theories for the analysis of soil behavior were
recognized early in the twentieth century. Terzaghi wrote "... Coulomb... purposely
ignored the fact that sand consists of individual grains, and ... dealt with the sand as if
it were a homogeneous mass with certain mechanical properties. Coulomb's idea
proved very useful as a working hypothesis for the solution of one special problem of
the earth-pressure theory, but it developed into an obstacle against further progress as
soon as its hypothetical character came to be forgotten by Coulomb's successors. The
way out of the difficulty lies in dropping the old fundamental principles and starting
again firom the elementary fact that sand consists of individual grains" (Terzaghi 1920
- includes references to previous researchers).

The fundamental understanding of soil behavior begins by recognizing the
particulate nature of soils and its immediate implications: the interplay between
particle characteristics (e.g., size, shape, mineralogy), inter-particle arrangement and
interconnected porosity, inherently non-linear non-elastic contact phenomena, and

Professor, School of Civil and Environmental Engineering, Georgia Institute of Technology,
Atlanta, GA 30332. E-mail: carlos@ce.gatech.edu.
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particle forces. While all these parameters are interrelated, the focus of this
manuscript is on particle forces, their relative importance, and the re-interpretation of
soil phenomena relevant to engineering applications with emphasis on processes
studied by Prof. C. Ladd. Finally, the microscale analysis of forces leads to a re-
interpretation of the effective stress principle and previously suggested modifications.

Particle Forces

Particle forces in soils were considered in the seminal paper by Ingles (1962), and
later reviewed in Mitchell (1993) and Santamarina et al. (2001-a). Particle forces are
classified herein in relation to the location of the generation mechanism:
" Forces due to applied boundary stresses: they are transmitted along granular

chains that form within the soil skeleton. Capillary effects at high degree of
saturation prior to air-entry fall under this category.

" Particle-level forces: includes particle weight, buoyancy and hydrodynamic forces.
A particle can experience these forces even in the absence of a soil skeleton.

" Contact-level forces: includes capillary forces at low degree of saturation, electrical
forces, and the cementation-reactive force. The first two can cause strains in the
soil mass even at constant boundary loads. Conversely, the cementation-reactive
force opposes skeletal deformation.

Mass-related magnetic forces (not relevant in most soils) and contact-level
hydrodynamic squirt-flow type forces (that develop during dynamic excitation) are
not considered in this review. The emphasis in this section is on recent developments
in the understanding of particle forces, and includes simple, order-of-magnitude
expressions to estimate these forces for the case of spherical particles.

Skeletal Forces (related to applied boundary stresses)

Early analyses based on spherical particles and regular packings (Deresiewicz 1973),
photoelastic models (Durelli and Wu 1984), and the more recent developments in
numerical micro-mechanics pioneered by Cundall (Cundall and Strack 1979) have
provided unique insight into the distribution and evolution of inter-particle skeletal
forces in soils.

Both normal N and tangential T forces develop at contacts when an effective
stress a' is applied at the boundary2. The normal force N at a contact is related to the
applied state of effective stress a' and the particle diameter d. The first order
approximation N= d2a' is appropriate for a simple cubic packing of equal size spheres.
For a random packing of spheres, the mean normal contact force N is related to the
void ratio e through some empirical or semi-empirical correction functions, rendering
expressions such as (for 0.4<e<l)

N=12d2[dl+e)] (1)

2 For convenience, the more common equivalent continuum concept of "stress" is herein used to refer to

the distributed force applied at the boundary.
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The boundary stress is not supported uniformly by the skeletal forces N and Weibull
or exponential distributions apply (Dantu 1968; Gherbi et al. 1993; Jaeger et al. 1996).
Further insight is gained from photoelastic studies such as those shown in Figure 1:
" Chains of particles form columnar structures that resist the applied boundary stress

(Drescher and de Josselin de Jong 1972; Oda et al. 1985). These chains resemble a
fractal-type structure. The smallest scale of chains is a few particle diameters in
size. Particles that form part of these chains are loaded in the direction of the
applied principal stress.

" Particles that are not part of the main chains play the secondary yet very important
role of preventing the buckling of the main chains. Hence, the main forces acting
on these particles are transverse to the main chains (Radjai et al. 1998 - see Figure
1-a).

" There are many particles that sit within the granular medium and do not carry
skeletal load. These are "movable" particles and, if smaller than the pore throats,
may migrate when proper fluid flow conditions develop in the medium.

* When large pores are present, force chains arch around the pores. These arches
tend to collapse during shear (see Figure 1-b).

" The stability of the columns is related to the direction of particle movement during
loading, so that reversing the direction of loading promotes instability. Load
history dependency is manifested even at small deformations as shown in Figure I c
(Duffy and Mindlin 1957): the stiffiess contributed by the contact shear resistance
would be lost if the loading direction is reversed.

Action
(movement)

Figure 1: Skeletal force distribution - Photoelastic disks. (a) Random packing and
force chains - different force directions along principal chains and in
secondary particles (b) arches around large pores - precarious stability
around pores. (c) Resistance mobilized during loading - contribution of
shear stiffness (Courtesy of J. Valdes, M. Guimaraes, and M. Aloufi).

While the increase in mean stress promotes volume reduction and a higher
coordination number (contacts) between particles, the increase in deviatoric load
causes internal anisotropy in contact distribution. Inter-particle coordination and its
anisotropy restrict the possible axis of rotation eventually leading to rotational arrest
or frustration (Figure 2). In general, the probability for rotational frustration increases
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with increasing coordination, i.e., with decreasing void ratio (the dense system shown
on the right is frustrated for any rotation). Therefore, rotational frustration is
overcome by either frictional slippage at contacts or by fabric changes that lead to
fewer contacts among particles, i.e., decreasing coordination number which is often
associated with local dilation. In fact, the higher interparticle friction, the lower the
extent of frictional slippage at contacts, and the lower the coordination number that
develops during shear (see Thornton 2000). While these concepts are illustrated with
monosize spherical particles, rotational frustration is affected by the relative size
among neighboring particles, by the ability to attain high densities in soils with high
coefficient of uniformity, and by particle shape (sphericity, angularity and roughness).

2D Free 2D Frustrated 3D Frustrated
(high e) (low e) (7ow e)

Figure 2. Rotational frustration. The lower the void ratio, the higher the number of contacts
per particle and the higher the probability of rotational frustration.

These observations gain further relevance in the context of 3D micro-
mechanical simulations of axial compression AC (b=0) and axial extension AE (b=l),
where b=(o 2 -o 3)/(aI-o 3 ). The distribution of contacts and average normal and shear
contact forces in a given direction 0, herein denoted as N(0) and T(0), are depicted in
Figure 3 (Chantawarangul 1993; see also Rothenburg and Bathurst 1989, and
Thornton 2000). The following observations can be made:
* Contact normals during anisotropic loading become preferentially oriented in the

direction of the main principal stress oa, in agreement with observations made
above (see also Oda 1972).

* The main reduction in inter-particle contacts takes place in the direction of the
minor principal stress: 02 and 03 directions in AC, and a3 direction in AE. This
situation allows for more degrees of freedom for particle rotation and for chain
buckling in AC (even when the total coordination number at failure is about the
same in both cases).

" Such volume-average microscale response provides insight into the observed
effective peak friction angle (macroscale - numerical results presented in the lower
frame of Figure 3): higher friction angle is mobilized in AE than in AC.
Furthermore, the lack of particle displacement in the direction of plane strain
hinders rearrangement and causes an even higher peak friction angle in plane
strain loading. The critical state friction angle obtained in numerical simulations
follows a similar trend, but with less pronounced differences.

" Results by Chantawarangul (1993 - not presented here) also show that early
volume contraction before the peak strength, is more pronounced in AE than in
AC tests - relevant to undrained strength.
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At peak deviatoric load
3D Distribution (a) Isotropic (b) Axial (c) Axial
of: confinement Compression b=O Extension b=1

Contact normals

Average Normal
Contact Force
N(0)

Average Shear
Contact Force
T(O)

(magnified x5)

Friction angle .s
2Dý-- ----- *-... ..

I plane strainj

AC b=(G2-CF3)/(Cr1- 13). AE

Figure 3. Numerical simulation: Evolution of inter-particle contacts and average
normal and shear contact forces during axial compression and axial
extension loading. Variation in friction angle with the intermediate stress
a2. Figure compiled from Chantawarangul (1993).

The evolution of anisotropy in contact normals and in contact forces N(O) and T(O)
reflects the soil response to the anisotropic state of stress that is applied at the
boundaries. Ultimately, the shear strength of a soil is the balance between two
competing trends: the reduction in coordination to minimize frictional resistance by
freeing particle rotation, and the increase in coordination following the buckling of
particle chains. Therefore, the shear strength of a soil reflects the restrictions to
particle motion due to either mutual frustration or boundary conditions.
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Gravitational Force: Weight and Buoyancy (Particle-Level)

Newton's fourth law specifies the attraction force between two masses m, and m2 at a
distance r: FG=Gmjm2 /r2, where G=6.673x10"- N-m2/kg2. This force causes tides as
the moon interacts with oceans, and gives rise to the weight of soil grains on the earth
(e.g., m, is the mass of the earth and m2 is the mass of a soil grain); for a spherical
particle of diameter d is,

W = I TG, sy, d' Weight of a sphere (2)
6

where G,, is the specific gravity of the mineral that makes the particle and Yw is the
unit weight of water. The gravitational attraction FG between two grains is much
smaller than the weight of grains (about 1012 times smaller for millimetric particles).

Hydrostatic fluid pressure results from the weight of the fluid above the point
under consideration. When a particle is submerged in water (or any other fluid), the

water pressure is normal to the particle surface. The integral of the fluid pressure
acting on the particle renders the buoyancy force. This force does not change,
regardless of the submerged depth because the difference between the water pressure

acting at the bottom and at the top of the particle remains the same, Au=y,,d (rigid
particles). In Archimedes' words, the buoyant force is equal to the weight of fluid the

particle displaces, regardless of depth. For completeness,

1

U = Vol. -y = I- ty d3  Buoyant force (3)
6

The effective weight of a submerged particle becomes W-U.
A related experiment considers the case of two soil grains press together using a

clamp, and submerged into a pond. The particles experience not only the same
buoyant force but also the same inter-particle contact force due to the clamp at all
depths (Figure 4). Hence, the local pore fluid pressure around a particle does not

alter the effective inter-particle skeletal force.

N N

Figure 4 Hydrostatic fluid pressure, buoyant force U, weight W, and inter-particle
skeletal forces N.
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Hydrodynamic Force (Particle-Level)

The pore fluid moving along the interconnected pore network in the soil exerts
viscous drag forces and forces resulting from velocity gradients (null average in
straight macro-flow). Consider the pore fluid moving with velocity v relative to a
particle of diameter d. The magnitude of the viscous drag force Fdrag is proportional to

the viscosity of the fluid p, as predicted by Stoke's equation (applies to low Reynolds
numbers - Graf 1984; Bear 1972):

Fdag = 3nt pvd (4)

where the viscosity of water at 20'C is tjl1 centiPoise=0.001 N.s/m2. The velocity of
fluid moving through the pores in a soil is related to the hydraulic gradient i, the
hydraulic conductivity k, and the porosity n of the soil, v= ki/n. Combining this
relation with Equation 4 permits estimating the drag force experienced by a
potentially movable particle sitting on a pore wall. Viscous drag also acts on the
particles that form the skeleton, and together with the velocity gradient forces alters
the effective stress acting on the soil (often referred to as the seepage force).

Capillary Force - Mixed Fluid Phase (Boundary to Contact-Level)

A molecule in a fluid experiences van der Waals attraction to neighboring molecules.
As these forces act in all directions, they tend to cancel. However, this is not the case

for water molecules at the surface of the fluid: these molecules feel an effective pull-
in resultant force normal to the fluid surface. At the macroscale, this effect resembles
a membrane that tries to shrink, creating a surface tension T, which characterizes the
interface (T,=0.0727 N/m for water-air at room temperature). Because this membrane
tries to shrink, the fluid inside drops has positive pressure. This pore fluid pressure is
computed using Laplace's equation,

u = T.(I+ 1 (5)

where r, and r2 are the curvature radii of the air-water interface. For a spherical drop,
r1 =r 2 .

On the other hand, water tends to wet and hydrate hydrophilic mineral surfaces.
When a saturated soil mass begins to dry, the gradually shrinking volume of water
pulls the membrane in, while the membrane attempts to cling to the mineral surfaces
around pore throats. Therefore, suction develops inside the pore fluid. The membrane
tension is transmitted onto the skeleton in terms of effective stress, as in a triaxial
specimen surrounded by a thin membrane and subjected to vacuum, hence, the force
acting on particles at this stage develops at the boundary. As desiccation progresses,
air gradually invades the specimen. If the fluid phase remains continuous, the
medium is in the funicular regime. The average interparticle force Fcap=id,2u/4, is
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computed by invoking Equation 5. Radii r, and r2 are related to the diameter dpore of
the largest pore at the air-water interface where the front is currently receding (the
effective value for dpore is about the diameter d of the particles surrounding the pore),

d 2
Fcap = n - Tr, Funicular regime (6)

dpore

At very low moisture content, disconnected fluid remains in the form of menisci at
inter-particle contacts; this is the pendular regime. Figure 5 shows a sequence of
microphotographs that capture the drying of water in the menisci between two
spherical particles. As menisci dry, the negative pressure increases, and the cross
section decreases. The contact-level capillary force computed from Laplace's
equation at very low moisture content is (asymptotic solution for w%-*O; the value of
Fcap is limited by water cavitation),

Fe = td T, Pendular regime (contact-level) (7)

0- drying

Figure 5. Evolution of unsaturation - Pendular regime. The lower spherical glass
bead (d= 2mm) is being held by the meniscus. Top sequence: de-ionized
water. Lower sequence: water has salt in solution, salts eventually
precipitate rendering inter-particle cementation (Gathered with D. Fratta).

Note that capillary forces in clays can be very high even at high degree of saturation,
because dpore is very small (Equation 6; in the presence of soluble salts and double
layers, the total suction combines matric suction and osmotic suction - see Fredlund
and Rahardjo 1993).

As the air-water interface gradually recedes during drying, it displaces first
along the largest pores it encounters, then, the smaller pores are evacuated. Therefore,
the negative pore fluid pressure increases as drying continues, and the evolution of
inter-particle forces reflects the pore size distribution of the soil, as seen at the
receding front. Pore size distribution is related to grain size distribution, thus, the
suction-moisture plot resembles the grain size distribution of the soil (as observed in
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Oberg 1.997). Because of the stiffening effect of suction on soils, there is also a strong
parallelism between the shear wave velocity vs. moisture plot and the grain size
distribution plot (Cho and Santamarina, 2001 - continuously drying tests without
remixing).

Electrical Forces (Contact-Level)

Can uncemented remolded soils exhibit cohesion? This can be tested by preparing a
mud ball, submerging it in water to cancel capillary effects, and observing if the soil
crumbles and reaches the angle of repose. This experiment must be carefully
conducted to avoid seepage forces, entrapped air, diffusion and osmotic effects.
Consider the following simple procedure to avoid these difficulties: a few grams of
soil are mixed with some selected solution inside a test tube (diameter much larger
than the particle size), the system is allowed to homogenize for 24 hr, a vacuum is
applied to extract all the air while shaking the test tube, and the sediment is
consolidated by subjecting the test tube to a high g-field in a centrifuge. Finally, the
top is sealed with wax to avoid entrapping any air, and the tube is inverted. This is a
very simple tension test. Kaolinite specimens prepared following these guidelines
have been kept upside down for more than two years and no detachment has been
observed (Figure 6). Clearly, the electrical attraction between particles is sufficient to
support their buoyant weight.

W

Figure 6. Electrical attraction forces are greater than the particle buoyant weight in
fine soils (experimental details in the text - gathered with Y.H. Wang).

While the study of contact-level electrical forces started more than a century
ago, molecular dynamic simulations and atomic force microscopy studies in the last
20 years have provided unprecedented information. The essence of all phenomena
involved is the interplay between geometric compatibility, thermal agitation and
Coulomb's electrical force. As a result, various repulsion and attraction forces
develop, and the balance between these forces varies with inter-particle distance,
rendering a highly non-linear force-distance relation. A brief review follows.

When the inter-particle distance exceeds -30-40 A, the response is well
described disregarding the molecular nature of water molecules and the atomic nature
of charges. Both, van der Waals. attraction and electrical repulsion must be considered
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(DLVO theory). The van der Waals attraction between two spherical particles of
equal diameter d is (Israelachvili 1992),

AU = Ah d van der Waals attraction (8)
24t2

where t is the separation between particles, and the Hamaker constant for silica-
water-silica is Ah=0.64* 10-2 0J. Repulsion results from thermal agitation and kinetic
effects (also referred to as osmotic pressure or entropic confinement). The repulsion
force between two spherical particles of diameter d is (derived after Israelachvili
1992 - applies to low surface potential and inter-particle distance t>,9)

Rep =32ntRTcod9e Electrical repulsion force (9)

0.0024d V -- e -10otF••

where the gas constant R=8.314 J/(mol.K), T is temperature ['K], c. is the ionic
concentration of the pore fluid [mole/m3 ], and the double layer thickness or Debye-
Huckel length in units of [m] is equal to 9= 9.65.10 9(co)- 5 for monovalent ions. The
second simplified equation applies to monovalent ions, T=2980 K, distance t in [in]
and the force in [N].

At smaller distances, the ionic concentration between the particles exceeds the
pore fluid concentration co, the osmotic pressure becomes independent of c. and it is
only a function of the particle surface charge density. In turn, the effective surface
charge density and the surface potential gradually decrease as particles come closer
together due to ion binding (Delville, 2001). In this range, the electrostatic attraction
force may exceed the van der Waals attraction, particularly when di-valent and tri-
valent ions are present. Di-valent and tri-valent ions such as Ca2÷ and A13+ are most
effective at shielding the electric field generated by the particle (lowering the surface
potential), and if they bind to the particle, they may even render the particle positively
charged. High-valence ions also interact among themselves so their positions are
correlated, causing an additional attraction force between particles. Because of these
effects, the presence of di-valent and tri-valent ions hinders the swelling of clays;
these effects are not taken into consideration in the DLVO theory, therefore, this
theory applies best to mono-valent ions.

When the inter-particle distance is less than -10-20A, the discrete nature of
ions and water molecules must be recognized (the size of a water molecule is --2.8 A).
In this range, the behavior of the particle-fluid-particle system resembles two plates
with marbles in between: the molecular structure tends to be crystal-like ordered,
friction is understood within the framework of thin film lubrication (Bhushan et al.
1995; Landman et al. 1996; Persson 1998), the water-ion system is organized
reflecting the counterions' affinity for water and the density profile oscillates (Skipper
et al. 1991; Delville 1995), inter-particle forces vary cyclically with distance with a
periodicity of about one molecular diameter ("hydration force" - experimental data
first reported in Horn and Israelachvili 1981), swelling progresses by discrete jumps
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("hydration swelling"), and ionic mobility and diffusion are reduced (Skipper-, 2001).
Finally, at very high applied load, mineral to mineral interaction could develop and
interpenetration is opposed by Born repulsion at the atomic level.

This framework explains most colloidal phenomena, including coagulation and
swelling as a function of ionic concentration, as well as the effect of changes in fluid
permittivity (changes in Hamaker constant and ion hydration). Yet, the direct
application of these concepts could be misleading. For example, the sedimentation
volume observed in test tubes does not decrease monotonically with ionic
concentration, but often starts* increasing at high concentration (Figure 7): either the
form of aggregation of individual particles changes (e.g., from face-to-face "domains"
to edge-to-face), or already formed domains flocculate forming open edge-to-face
flocculation (Emerson 1959; Bennett and Hulbert 1986). Similar trends can be found
in mechanical properties such as viscosity vs. concentration (e.g., van Olphen 1991).
The transition concentration depends on clay mineralogy and pH.

increasing pore fluid concentration

Figure 7. Electrical forces and fabric. The increase in ionic concentration above a
characteristic value may render lower density fabrics (response varies
with pH and mineralogy).

Cementation-reactive Force (Contact-Level)

There are many mechanisms leading to cementation. Figure 5 shows the evaporation
of water in the meniscus between two particles and the precipitation of salt, :Forming
crystals that bond the particles together. Some agents lithify the soil around particles
and at contacts, while other processes change the initial physical-chemical structure
(Mitchell 1993; Larsen and Chilingar 1979). Cementation is a natural consequence of
aging and the ensuing diagenetic effects in soils. Most natural soils have some degree
of inter-particle bonding (e.g., an ingenious device and data for London clay are
presented in Bishop and Garga 1969).

Cementation is often accompanied by either shrinkage or swelling, and the
ensuing, changes in inter-particle skeletal forces. However, the most significant
mechanical contribution of cementation is activated when strains are imposed onto
the soil. To facilitate comparing this cementation-reactive force to other forces, the
tensile force required to break the cement at a contact is computed herein. Consider a
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homogeneous layer of cementing material of thickness t deposited all around particles
of diameter d. The diameter of the cement across the contact is determined by the
Pythagorean relation; for small cement thickness, d2cont=4d-t. Then, for a cement with

tensile strength Mten, the maximum tensile force that the contact may withstand is

T= Ttdoten (10)

Even small amounts of cementation may produce significant changes in the behavior
of soils if the confinement is relatively low.

Forces: Relative Relevance and Implications

The relative balance between particle forces gives rise to various regimes and
phenomena in soils that affect geotechnical engineering practice. A few salient
examples follow. Phenomena studied by Prof. C. Ladd or reported in two
comprehensive reviews he co-authored are often invoked (Ladd et al. 1977;
Jamiolkowski et al. 1985; Ladd 1991 Terzaghi Lecture).

Skeletal -vs- Contact-Level Forces

Skeletal, capillary, and van der Waals forces contribute to the normal
compressive contact force (the contribution of particle weight is in the vertical
downwards direction and may be compressive if sitting or tensile if the particle is
hanging). Their relative contributions for different size spherical particles are
depicted in Figure 8 (using previous equations; van der Waals attraction is computed
for an inter-particle separation of 30 A. The skeletal force is shown for o'=10 kPa and

(Y'=1 MPa). These compressive forces mobilize the electrical repulsion forces and
bring particles together until compression and repulsion are balanced. Changing the
pore fluid can alter the inter-particle distance at equilibrium; the upper part of the
figure shows the strain caused by changing the pore fluid from fresh-water to
seawater concentrations (axis on the right - Equation 9 combined with Equations 1
and 8). The following observations can be made:
" Particle weight looses relevance with respect to capillary forces for particles

smaller than d&3mm (Point 1 in the figure), and with respect to van der Waals
attraction for particles smaller than dz30jim (Point 2 in the figure).

" Capillary forces can exceed the contribution of &'=10 kPa confinement for

particles smaller than d•20gxm (Point 3) and the contribution of o'=l MPa for

d<0.2iim (Point 4).
" Judging by the strain level, chemical-mechanical coupling gains relevance for

micron and sub-micron particles: the smaller the particles or the lower the
effective confinement, the greater the effect of changes in pore fluid chemistry.

* Particles are considered "coarse" when skeletal forces due to boundary loads

prevail. This is the case for particles larger than d&20jim (Point 3).
• Particles are "fine" when contact-level capillary and electrical forces gain

relevance. This is the case when particles are smaller than dz 1-0Op.m.
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Figure 8. Skeletal vs. contact-level capillary and electrical forces. The upper part of
the figure shows the strain (axis on right) caused by changing the pore
fluid ionic concentration from fresh-water to seawater conditions. Note
slopes: skeletal 2:1 (Equation 1), weight 3:1 (Equation 2), capillary and
van der Waals 1:1 (Equations 6, 7 and 8).

The contribution of the van der Waals attraction force remains much smaller
than the skeletal force under normal engineering conditions, even for very small
particles. In the absence of cementation (or edge-to-face coordination), the
classification of fine soils as "cohesive soils" is misleading and physically unjustified
(two related views are presented in Santamarina 1997, and in Schofield 1998). Still,
electrical forces determine fabric formation (Figure 7), which in turn affects soil
behavior. A soil that has formed within a high ionic concentration fluid develops a
characteristic fabric; if it is then leached with fresh water while confined, it may
preserve the salient features of its fabric, yet, for a different inter-particle force
condition. Therefore, it is not at its minimum energy configuration (as shown in
Figure 7) and it is unstable. This is the case of sensitive marine clays.

The opposite case is equally important: when the soil fabric is already formed
within a certain pore fluid, leaching a soil with a fluid with higher ionic concentration
and/or valence produces a reduction in the inter-particle repulsion force (Equation 9),
causing: a decrease in volume under a given effective stress condition, an increase in
shear wave velocity, and an increase in hydraulic conductivity. Note that there are
documented exceptions to these trends (an extensive compilation of experimental
studies can be found in Santamarina et al. 2001-b). The response depends on the
history of the test and whether stress or strain-controlled boundary conditions are
imposed. Similar observations also apply to clay swelling (Ladd 1959).

Skeletal Forces -vs- Cementation - Sampling Effects

The stress-strain behavior, the strength and the volume change tendency of soils
can be drastically affected by the degree of cementation (Clough et al. 19811; Lade
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and Overton 1989; Airey and Fahey 1991; Reddy and Saxena 1993; Cuccovillo and
Coop 1997). Two regions can be identified: the "cementation-controlled" region at
low confinement, and the "stress-controlled" region at high confinement. In the
cementation-controlled region, the small-strain shear stiffness can increase by an
order of magnitude, the strength is cementation controlled, the buckling of chains is
hindered (lower initial volume contraction), and the soil tends to brake in blocks
(immediately after breaking, the inter block porosity is null, hence shear tends to
cause high dilation, even if the cemented soil within the blocks has high void ratio).

The relative relevance of cementation and confinement can be identified by
comparing the shear wave velocity in situ Vso with the velocity in a remolded
specimen Vs.remold that is subjected to the same state of stress. In general, one should
suspect cementation if Vs, > Vs-remold (Note: creep and viscous effects also increase
the shear wave velocity; these effects may be altered during sampling as well).

In most cases, natural cementation occurs when the soil is under confinement.
When the soil is sampled, the applied confinement is removed, the center-to-center
distance between particles increases, and the cement at contacts is put into tension. If
the change in contact force AN=Ar'd2 due to the stress reduction Aa' exceeds the
tensile capacity of the cement at contacts (Equation 10), debonding occurs and the
soil is permanently damaged or destructured. The cementation thickness can be
related to the shear modulus of the soil G, by considering a modified Hertzian
formulation (Fernandez and Santamarina, 2001). Then, the following expression can
be derived to predict the magnitude of stress reduction that can cause debonding
Y Idebond:

2

Aa I> cydebond = 1 .9tn J condition for de-bonding (11)(`~)

where cten is the tensile strength of the bonding agent and Gg is the shear modulus of
the mineral that makes the particles. The shear modulus of the soil G. can be
determined from the shear wave velocity Vso measured in situ as Gs=pVo2, where p,
is the mass density of the soil mass. The probability of debonding increases if the
stress reduction Aa' approaches or exceeds the soil capacity Ao'debond. The upper
bound for stress reduction is the in situ state of stress Aa'zao' (details and data in
Ladd and Lambe 1963). While Gg and Uten cannot be readily evaluated, this equation
highlights the importance of the in situ shear wave velocity Vo in determining
whether a soil will experience sampling effects due to stress reduction. Figure 9
summarizes these observations into four regions, and provides a framework for
organizing available data and further studies on sampling effects (sampling

*disturbance is reviewed in Jamiolkowski et al. 1985). Note that it is premature to
predict the potential impact of sampling on the bases of the in-situ shear wave
velocity Vs0 alone.
De-bonding during sampling affects the behavior of both sands and clays, and it can
cause important differences between the soil response measured in the laboratory
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Figure 9. Skeletal forces vs. cementation strength - Sampling and debonding.

and in the field (Tatsuoka and Shibuya 1992; Leroueil, 2001; data by Stokoe
published in Stokoe and Santamarina 2000).

In line with the main emphasis of this manuscript, the preceding analysis was
done in terms of contact forces and stress reduction. Alternatively, the analysis can be
generalized in terms of strains (or particle-level deformation) and compared against
the linear and degradation threshold strain of the soil. Stress reduction is the
prevailing mechanism in block sampling; with other samplers, insertion and removal
of the specimens cause additional stresses, pore pressure changes and volume
changes in the soil that must also be taken into consideration.

Drag Force, Weight and Electrical Forces - Fines Migration

The potential for fines migration during seepage depends on the balance
between the drag force, the weight of the particle and other resisting contact forces.
Figure 10 shows the drag force for different pore flow velocities in comparison with
the sum of the weight and the van der Waals attraction (computed for a possible Rep-
Att minimum at 30 A and at 100 A inter-particle distances). Notice that:
* The migration of particles greater than about 100 jLrm is unlikely (the required

pore flow velocity would render a turbulent regime).
" The migration of particles less than -10 jtm is determined by the electrical forces.

In this case, changing the pore fluid chemistry can alter the force balance. For
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Figure 10. Drag vs. weight and net electrical attraction force.

example, a low concentration front may promote massive particle detachment
allowing for particle migration.
While individual small particles may not be detached, flocks of particles may.

For the conditions considered in the figure, a minimum pore flow velocity v 10-3 m/s
is needed to cause detachment of any particle. Such pore flow velocity can be
attained in sands or in coarse silts at high gradients. Therefore movable particles or
"fines migration" is only relevant in the coarser formations and at high gradients,
such as near a well.

Particles that are dragged may be flushed out of the soil or may form bridges at
pore throats clogging the soil. Flushing and clogging depend on the relative: size of
the pore throats between skeleton-forming particles dlarge, the size of the smaller
migrating particles dsmnil, their ability to form bridges, and the volumetric
concentration of fines in the permeant (Valdes 2002). In general, the required
condition for flushing to occur is dlargddsm1al>15-to-30. These microscale
considerations provide insight into filter criteria. Whether flushing or clogging
develops, the movement of the movable particles renders fluid flow non-linear,
causing pressure jumps and changes in effective stress.

Skeletal Force Distribution: Effective Stress Strength (Friction Angle)

Micromechanical analyses and simulations show the relevance of particle
coordination, rotational frustration and the buckling of chains on the ability of a soil
to mobilize internal shear strength (Figures 1, 2 and 3). Such analyses predict that: (1)
the friction angle is highest in plane strain, then in axial extension, and least in axial
compression, (2) the difference in peak friction between plane strain and AC
increases with inter-particle friction and density due to the enhanced rotational
frustration, and (3) the difference among critical state friction angles determined at
different b-values is smaller than among peak friction values. All these
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micromnechanical-based predictions are matched with experimental data gathered with
sands (Figure 11-a and results in references such as Comforth 1964; Bolton 1986;
Schanz and Vermeer 1996). The evidence for any variation in critical state friction
angle with b is less conclusive, yet minor differences may exist. Differences in
friction angle in AE and AC are observed in clays as well, as shown in Figure 11.

The effect of the intermediate stress is not captured in Coulomb's failure
criterion which predicts equal frictional resistance for all b-values, and it was first
considered in the model by Lade and Duncan (1975).
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from different authors compiled by Ladd et al. 1977 - Compare with
Figure 3. (b) Clays: friction angle measured in AE b=O and AC b=1
loading paths - from Mayne and Holtz (1985 - Most specimens are
normally consolidated under KI( conditions).

Skeletal Force Distribution: Undrained Strength (Dr and PI effects)

Ladd (1967) disclosed differences in undrained shear strength measured in different
loading paths. As the undrained strength is controlled by the generation of pore
pressure, the following microscale mechanisms should be considered:
1. The buckling of particle chains and the consequent transfer of confinement onto

the pore fluid pressure. Buckling vulnerability increases in soils that have been
anisotropically consolidated (Figure 3), and when subsequent loading reverses
the direction of deformation and the lateral stability of columnar chains is altered.
Displacement reversal also faces lower skeleton stiffness (Figure 1c). As
mentioned earlier, a higher tendency to early volume contraction in AE than AC
is observed in micromechanical simulations.

2. Spatial variability in void ratio and the increased instability of chains around
large pores (Figure lb).
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3. Cementation (even slight), long-range electrical forces in small particles, and
menisci at particle contacts in a mixed fluid-phase condition (e.g., soils with oil-
water mixtures) provide contact stability and hinder buckling.

4. Inherent fabric anisotropy and its effects on skeletal stability and compressibility.

It follows from the first observation that AE loading should be more damaging
than AC loading. The supportive experimental evidence is overwhelming, in sands
(Hanzawa 1980, Vaid and Sivathayalan 1996, Yoshimine et al. 1999, Robertson et
al. 2000, Vaid and Sivathayalan, 2000), silts (Zdravkovic and Jardine 1997), and
clays (Bjerrum 1972, Ladd et al. 1977, Mayne and Holtz 1985, Jamiolkowski et al.
1985). Differences between AC and lateral extension LE, or between AE and lateral
compression LC are less conclusive (e.g., Campanella and Vaid 1972; Parry 1960).
Figure 12 shows data for sands and clays.
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ZFigutre 12. (a) Sands: compario between undrained strength in triaxial axial
compression TC, simple shear SS, and triaxial axial extension TE for
various sands as a function of relative density (Yoshimine et al. 19'99). (b)
Clays: Undrined shear strength anisotropy Sui(AE) / Su(AC) as a
function of the plasticity of the clay; most specimens are normally
consolidated under K, conditions. Strength is defined at the maximum
principal stress difference (Mayne and Holtz 1985).

Clearly, the collapse vulnerability of chains increases with decreasing relative
density of sands, as particle coordination decreases (Figure 12-a). A related factor not
captured in this figure is the effect of spatial variability of void ratio: arches around
large pores are most vulnerable during shear (Figure lb), hence, large pores tend to
close first, as experimentally observed in soils (Sridharan et al. 1971; Delage and
Lefebvre 1984). The spatial void ratio variability is related to specimen preparation
methods (Castro 1969; Jang and Frost 1998). Hence, the undrained strength in soils is
not only affected by the mean porosity, but by the pore size distribution as well (soil
response for different specimen preparation methods is reviewed in Ishihara 1996).
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The effect of plasticity in clays, shown in Figure 12-b, deserves special
consideration. The typical role of electrical forces extends from about h=50 to 100 A.
Figure 13 compares a Hertzian-type analysis of the degradation threshold strain ydt

applicable to coarse elastic particles, with an analysis applicable to small rigid
particles where the threshold strain is calculated for a limiting thickness h that keeps
particles "in touch". The corresponding relations are:

Ydt = 1.3( G Coarse grains (12)

Ydt = 1.2h Fine grains (13)
d

where d is the particle diameter, Gg is the shear modulus of the mineral that makes
the grains and a' is the applied effective confining stress.

-** h

Figure 13. Contact forces and contact deformability - Degradation threshold strain.
(a) Large particles: Hertzian deformation. (b) Small particles: electrical
interaction.

The distance h for relevant inter-particle electrical interaction can be related to
the thickness of the double layer a. The value of h is in the range of 20 A to 70 A.
The liquid limit and the plastic index of a soil are proportional to h and 1/d
(Muhunthan 1991) therefore, Equation 13 confirms the link between PI and the
degradation threshold strain observed by Vucetic and Dobry (1991). Then, the higher
the plasticity of the clay, the higher the degradation threshold strain, the less
vulnerable force chains are to buckling, and the lower the undrained strength
anisotropy in axial extension vs. axial compression (Figure 12) The stabilizing effect
of electrical forces can be readily confirmed by saturating soils specimens with non-
polar fluids (S. Bums, personal communication).

Strength anisotropy data reflect the combined consequences of inherent fabric
anisotropy and stress-induced anisotropy. Inherent fabric anisotropy results from
either particle eccentricity and/or the biasing effects of deposition in a gravitational
field. Its effect on undrained strength anisotropy can be explicitly studied by rotating
the direction of the specimen an angle a with respect to the deposition direction (see
data for sands and clays in Ladd et al. 1977; Jamiolkowski et al. 1985; Vaid and
Sivathayalan 2000; for drained response in sand: Vaid and Sayao 1995). To facilitate
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the visualization of depositional anisotropy effects, consider the extreme anisotropic
packing of platy particles illustrated in the sketches on the left side of Figure 14: all
contact normals and normal contact forces are in the vertical direction, all particle
axes and contact shear forces are in the horizontal direction, and all pores are of equal
size and geometry. Clearly, particle slenderness enhances contact and force
anisotropy. The following responses are expected in the mind experiments proposed
in the sketches:
• AC (b=0, cc=0) causes minimum pore pressure generation.
" AE or LC (b=l, a=90) causes high initial pore pressure, followed by the

development of kinematic constraints and possible dilatancy after "phase
transformation".

• Simple shear SS (b>0, or=>0) may not only produce excess pore pressure but also
a failure that is aligned with particle orientation so minimum dilatancy may be
mobilized.

The structure sketched in Figure 14 could form during the slow deposition of
large platy particles, such as mica platelets, so that gravity prevails over electrical
forces. However, particles with slenderness as low as -1.1/1.0 can confer large fabric
anisotropy effects to the soil (Rothenburg 1993). This is the case not only in clays but
also in most sands; data for Fraser River sand is presented in Figure 14 .

a'c=100 kPa
e=0.880

AC: b=0 ct=0 AC

75-

SS: b>O ct>O

AE: b=1 ct=90 AE

" E l S Shear strain i. a

Figure 14. Inherent anisotropy effects on undrained strength. Left: conceptual
models. Right: data for sands from Vaid and Sivathayalan (1996).

3 Note: most numerical micromechanical simulations do not include gravity and depositional
anisotropy (e.g., simulation in Figure 3). Slender particles accentuate the effects of stress induced
anisotropy.
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Spatial and Temporal Scales in Particle Forces

The variation in sedimentation volume with concentration shown in Figure 7
and the distribution of inter-particle skeletal forces forming particle chains shown in
Figure 1 highlight the presence of multiple internal spatial scales in the medium.
These scales add scale-dependent phenomena. For example, the distribution of
skeletal forces (which reflects the interplay between chain buckling and rotational
frustration) causes an uneven displacement field related to the mobilization of normal
and shear forces at particle contacts and the threshold for frictional slippage, Tult=NPt.
Individual particles move together by forming wedges that displace relative to each
other along inter-wedge planes where the deformation localizes; eventually, the
displacement becomes kinematically restricted, columns buckle, wedges break and
new inter-wedge planes form. This behavior can be readily verified by assembling a
2D random packing of coins on a flat surface and enforcing the displacement of one
boundary (Figure 15 - see Drescher and de Josselin de Jong 1972). Note that domains
made of fine particles form conglomerates that can move in wedges as coarse grains;
this observation can facilitate explaining the similarities between fine and coarse
grained soil response, such as in Figure 11.

Vectors indicate the displacement
of disks as the rod shown at the
bottom is pushed into the assembly

Figure 15. Localization at the particle level - Wedges. At the particle level, the
deformation in granular media is inherently uneven. (Test procedure:
pennies on a scanner).

At larger scales, the localization of deformation leads to the development of shear
bands, where the buckling of particle columns tends to concentrate (Oda and Kazama
1998). Therefore, the localization of deformation is an inherent characteristic of
particulate materials, and it has been observed in dense-dilative soils under drained
loading and under undrained loading (if cavitation is reached), loose-contractive soils
under undrained loading, lightly cemented soils, unsaturated soils, soils with platy or
rod-like particles, and heterogeneous soils (e.g., Vardoulakis 1996; Finno et al. 1997;
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Saada et al. 1999; Mokni and Desrues 1998; Cho 2001). The development of global
localization affects the interpretation of laboratory data, including results presented in
Figures 11 and 12: the strain level at the formation of a shear band is a function of b
(Lanier et al.1997, Wang and Lade, 2001), peak strength becomes specimen-size
dependent as a function of soil rigidity and brittleness due to the associated
"progressive failure", the measured global void ratio at large strain deviates from the
critical state void ratio (Desrues et al. 1996), and the interpretation of the critical state
friction angle is affected by the inclination of the shear band.

Particle forces also experience time-effects. The following examples apply to
the different particle forces addressed above:
" Normal and shear skeletal forces - Creep. Two mechanisms are identified: First,

material creep within particles near the contact (Kuhn and Mitchell 1993;
Rothenburg 1993). Second, frictional slip; in this case the time scale at the particle
level is determined by the inertial effects and the stress drop a, t=•4(d 2p/(Y).
Supporting evidence is obtained with acoustic emission measurements.

" Pore fluid pressure - Transient. The most common time dependent effect in soils
is the diffusion of excess pore pressure. While the boundary-level effect is
considered in standard practice (this is the typical case in Terzaghi's
consolidation), pressure differences also develop at the level of pores, for
example, in dual porosity soils. The time scale for the dissipation of these local
gradients or pressure diffusion is related to the internal length scale Lint and the
internal coefficient of consolidation c,-int which depends on the skeletal stiffness
and permeability, t=Lin2/Cv-int.

* Capillary force. When an unsaturated soil is subjected to shear, equilibrium in the
water-air potentials is not regained immediately. When the water phase is
continuous (funicular regime), the time scale is determined by the hydraulic
conductivity of the medium and tends to be short. When the water phase is
discontinuous and remains only at contacts (pendular regime), pressure
homogenization occurs through the vapor pressure and is very slow. Evidence
gathered with shear wave velocity is presented in Cho and Santamarina (2001).

" Electrical forces. Forcing a relative displacement between particles alters the
statistical equilibrium position of counterions around particles, hence, the inter-
particle forces. The time for ionic stabilization can be estimated using the ionic
diffusion coefficient D, as t=d2/D. Time varying changes in electrical conductivity
after remolding a soil specimen was observed by Rinaldi (1998). Additionally,
viscous effects take place during the transient.

" Cementation. Diagenesis is clearly time-dependent and depends on the rate of
chemical reactions and diffusion.

Particle-level time scales and macro-scale time scales in soils can be very different.
The steady-state distribution of forces within a particulate medium presumes that
equilibrium has been reached at all particles. When equilibrium is not attained at a
given particle, the particle displaces and alters the equilibrium of its neighbors.
Therefore, while it would appear that the particle-level time scales listed above tend
to be short in general, their manifestation at the level of the soil can extend for a long
period of time due to the large number of particles that are recursively involved, even
if only the particles along main chains are considered.

22



Time-dependency in particle forces is related to macroscale phenomena
observed in soils such as creep, strain rate effects on strength, secondary
consolidation, thixotropy, aging, pile capacity, and changes in penetration resistance
(Mitchell 1960, Kulhawy and Mayne 1990, Mesri et al. 1990, Schmertmann 1991,
Diaz-Rodriguez and Santamarina 1999).

The coexistence of multiple internal spatial and temporal scales in particle
forces hints to important potential effects when trying to relate laboratory
measurements to field parameters (strength, stiffness, diffusion and conduction
parameters). Thus, parameters obtained in the lab must be carefully interp:reted in
order to select design parameters.

Reassessing Customary Concepts

Many commonly used concepts and accepted soil phenomena gain new clarity when
they are re-interpreted at the level of particle forces. The principle of effective stress
and the phenomenon of hydraulic fracture in soils are briefly addressed next.

Effective Stress and Modified Effective Stress Expressions

The concept of effective stress plays a pivotal role in understanding and
characterizing soil behavior. Several earlier observations are relevant to the concept
of effective stress, in particular:
" The hydrostatic pore pressure around a particle provides buoyancy. The intensity

of the pore pressure around a particle does not affect the skeletal force transmitted
between particles (Figure 4).

" Hydraulic gradients i cause fluid flow. The ensuing drag and velocity gradient
forces act on particles and alter the effective stress transmitted by the skeleton.

* Changes in electrical and pendular capillary forces produce changes in volume,
stiffness and strength, particularly in the finer soils and at low confinement (Figure
8).

Skeletal forces are defined at the boundaries (e.g., membrane in a triaxial specimen or
equipotential lines in seepage) while other forces are determined at the particle or
contact levels. Therefore the impact of these forces on soil behavior is different, and
mixing both types of forces in a single algebraic expression can lead to incorrect
predictions (as observed in Bishop and Blight 1963, for unsaturated soils). For
example, some soils collapse upon wetting even though suction decreases and
expansion should be expected; others experience a decrease in stiffness with an
increase in ionic concentration even though a lower repulsion force is expected.

It follows from this discussion, that the use of modified effective stress
expressions to accommodate suction or electrical repulsion and attraction forces
should be discontinued (modified effective stress expressions are tabulated in
Santamarina et al. 2001-a). Instead, behavior should be re-interpreted taking into
consideration the separate and independent contributions of the skeletal force due to
boundary loads and the other contact-level forces. This has been recognized in
unsaturated media (Fredlund and Morgenstern 1977; Alonso et al. 1990), but it still
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requires further attention in the context of contact-level electrical forces
(developments in constitutive modeling can be found Gajo et al. 2001; Guirnaraes et
al. 2001; Frijns et al. 1997).

Hydraulic Fracture in Soils

Hydraulic fracturing is intentionally or unintentionally produced in soil masses in a
wide range of situations: thermal changes (both in the laboratory and in in situ, such
as in thermal ground improvement techniques - Figure 16-a), as an experimental tool
to determine the state of stress (similar to applications in intact rocks - reviewed in
Ladd et al. 1977), it has been hypothesized as a failure mechanism in the failure of
large dams (including Teton dam - exacerbated by arching and stress redistribution),
it has been used in the context of deformation control (Mair and Hight 1994; Jafari et
al. 2001), it is routinely utilized to increase the hydraulic conductivity (in view of
enhanced oil recovery or even in decontamination strategies), and it occurs during
grouting (even when compaction grouting is intended).

I

Figure 16. Hydraulic fracture in soils. It can take place in both fine grained soils
(electrical attraction greater than particle weight) and in uncemented
coarse grained soils (electrical attraction is irrelevant). (a) Kaolinite
specimen mixed with water at the LL, and subjected to microwave
radiation for fast heating. (b) Grouting in Ottawa sand: the picture shows
the fracture that formed by grouting gypsum after the gypsum hardened
and was retrieved - obtained in cooperation with L. Germanovich.

How can hydraulic fracture take place in soils? Current fracture mechanics
theories apply to media with tensile strength and fracture propagation involves tensile
failure at the tip. Yet, there is virtually no tensile capacity in uncemented soils. For
clarity, consider uncemented dry sands where the adhesion force between particles is
much smaller than the weight of particles (Figure 16-b; refer to Figure 8). The stress
anisotropy in soils cannot exceed the limiting anisotropy determined by friction, say

l/cT3--tan2(45+4/2). Then, it appears that hydraulic fracturing in soils is the result of
yield at the tip (stress path similar to AE), probably combined with other phenomena
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such as hydrodynamic drag and/or cavitation of the pore fluid in the process zone.
From this perspective, the application of standard fracture mechanics theory invoking
the undrained shear strength of the soil as a form of cohesion violates the
fundamental behavior of soils.

Closing remarks

Summary of Main Observations. Discerning soil behavior at the microscale brings
enhanced physical meaning and understanding that can be applied to comprehend
both available results and new measurements. Such insight guides research as well as
the understanding of soil behavior in view of engineering applications. The main
observations follow:
" Soils are particulate materials. Therefore, particle forces determine soil response.

Particle forces are interrelated with particle characteristics (including size and
distribution, slenderness, mineralogy), contact behavior and fabric.

" The behavior of coarse-grained soils is controlled by skeletal forces related to
boundary stresses. On the other hand, the finer the particle and the lower the
effective confinement, the higher the relevance of contact-level electrical and
capillary forces. The transition size from coarse to fine for standard engineering
applications is around d60Ijim.

• Hydrodynamic forces alter the skeletal forces and can displace movable particles.
Either fines migration or clogging renders non-linear fluid flow, and affects the
pore pressure distribution and the effective stress.

* Cementation, even if small, alters stiffness, strength and volume change
tendencies. Two regions can be identified: the low-confinement cementation-
controlled region and the high-confinement stress-controlled region.

" While previously suggested modified effective stress expressions can incorporate
the various contact-level forces, they are physically incorrect and can lead to
inadequate predictions. Therefore, their use should be discontinued.

* The drained strength of a soil reflects the balance between two competing micro-
processes: the decrease in inter-particle coordination to reduce rotational
frustration (in order to minimize friction), and the buckling of chains (that
increases coordination).

* The undrained strength is determined by the (tendency to) volume compressibility
of the skeleton, which depends on the vulnerability of load carrying chains.

" The degradation threshold strain in coarse soils increases with the applied load
and decreases with the stiffness of the particles. In fine grain soils, it increases
with the effective distance of electrical forces and with decreasing particle size,
hence, the higher the plastic index the higher the degradation threshold strain.

" There are multiple internal scales inherent to particle forces in soils (both spatial
and temporal).

* The re-interpretation of common concepts at the level of particle forces, such as
"cohesive soil", "effective stress" and "hydraulic fracture", provides enhanced
insight into soil behavior.
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Current Capabilities. The soil researcher today has exceptional experimental and
numerical tools to study soil behavior, including particle forces. Likewise, today's
geotechnical engineer can use robust, versatile and inexpensive numerical
capabilities, standard testing methods, and a new generation of testing principles and
procedures. These tools must be implemented within the framework of a clear
understanding of soil behavior.

Challenging future. There are abundant fascinating research questions in soil
behavior, including: the implications of omnipresent strain-localization and multiple
internal scales on soil properties and engineering design; the reinterpretation of
friction in light of a large number of new studies (coarse and fine soils) and
harnessing friction through inherent noise-friction interaction; new characterization-
rehabilitation methodologies based on dynamic energy coupling; bio-geo phenomena;
methane hydrates (characterization and production); and subsurface imaging (similar
to medical diagnosis) combined with the determination of engineering design
parameters or within the framework of an advanced observational approach.

Today's availability and easy access to information were unimaginable only 20
years ago. Yet, paradoxically, this great facility to access almost unlimited
information appears to enhance the risk of forgetting knowledge. Indeed, we are
challenged not only to address new fascinating questions, but also to preserve the
great insight and understanding developed by the preceding generations. This should
be our commitment today, as we celebrate Prof. C. Ladd's leading example.
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ABSTRACT

The design and construction of civil engineering structures in karst regions confronts many
problems due to unpredictable location, dimensions and geometry of the karst structure and voids.
Karst terrain is one of the most intricate grounds to be assessed for civil engineering purposes.
Conventional methods of site exploration like desk studies, site reconnaissance, borings, test pits,
geophysical techniques, have their advantages and disadvantages; none of them are 100%
accurate; therefore they should be used in concert, adapted to each project, the available budget
and the undertaken risk. As not two sides are identical in karst, site investigation should be tailored
to each site. Factors that should be considered when designing site investigation in karst are:
maturity of karst landforms, depth of the karst features, overburden thickness, lateral extent of the
karst features, hydrogeology of the area, laoding, etc.

The main problems confronted by engineers designing structures on or in karst terrain are:
difficulties in excavation and grading the ground over pinnacled rockheads; collapse of the roof over
subsurface voids, subsidence of cover soil over sinkhole, difficulties in founding a structure over an
irregular or pinnacled rockhead, loss of water from dam reservoirs, pollution of groundwater, etc. A
number of solutions have been practiced by engineers to solve these problems like: relocating the
structure on a safer site, filling the voids and the fractures with concrete, improving the foundation
ground with grouting and/or geogrids, replacing foundation soil, bridging the voids with rigid mats or
beams, using deep foundations (piling, drilled shafts, etc.), minimizing future sinkhole development
by controlling surface and ground water, etc.

1 SITE INVESTIGATION ON KARST TERRAIN

A Karst terrain consists one of the most difficult ground conditions that have to be evaluated for

civil engineering purpose. Conventional methods like: thorough data review, to obtain as much
information as possible, including topographic and geologic maps, air photos, sinkholes maps,
hydrogeology reports, water well records, and previous test boring information, are useful but not

enough. These sources should be used to provide an indication of existence of caves, sinkholes
and disappearing streams, faulting, rock quality, depth of overburden, and well yields which might

foretell the degree of dissolution or fracturing of the rock. Investigation should be followed by site
reconnaissance, by experienced personnel, to verify and extend the findings of the preliminary
(desk) site evaluation. This stage should also include interviews with persons familiar with the site.
The subsurface investigation program, that follows, should maximize the data obtained with a
reasonable effort and cost, using various exploration techniques such as test boring, test pits, air
track probes, georadar and geophysical surveys (resistivity, microgravity, electromagnetic, seismic
refraction, etc).
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1.1 Reliability of methods
Conventional practices show that the aforementioned methods may be adequate for

investigation in karst sites of classes ki and kil, i.e. for simpler cases. Sites with more mature karst
(classes kill-kV) demand more rigorous ground investigations, managed by a multidisciplinary team
that fully appreciates the complex characteristics of karst. No two karst sites are exactly alike in
topography and geology, and no method is 100% accurate. Each site may require the use of
different combination of investigation methods. A major difficulty in karst is locating subsurface
voids.

Table 1 shows the estimated reliability of the various investigation methods from a sinkhole
investigation project, carried out in karst region in eastern Pennsylvania and northern New Jersey,
USA. In that project 12 site investigation companies took part, applying the 12 most commonly used
site investigation methods. The findings were statistically processed and the results of their
reliability in detecting existing sinkholes and subsurface voids (caves) are presented in Table 1.

Table 1. Estimated reliability of the various site investigation methods for detecting sinkholes and caves in karst
terrain (in Thomas and Roth, 1999)
Method Reliability associated with Reliability associated with

finding existing sinkholes finding subsurface voids
Borings/air track drilling/cone
penetrometer NA (not applicable) Poor to very good
Area reconnaissance Good to very good Poor
Review of existing mapping Fair to good Poor to fair
Review of aerial photographs Fair to very good Poor
Resistivity survey NA Poor to fair
Seismic refraction survey NA Poor
Electromagnetic survey NA Poor to fair
Ground penetrating radar NA Poor to fair
Trenching NA Fair to good
Microgravity survey NA Poor to fair
Video televiewer NA Fair to good
Borehole to borehole tests/
tomography NA Fair to very good

As it is shown in Table I none of the methods employed has a good applicability for detecting
both sinkholes and subsurface voids. Some arte better for the first and some for the second. In the

following paragraph the fore and pro of each method is discussed shortly.

1.2 Brief description of the various methods

1.2.1 Probing (boring, air track drilling, cone penetration, etc.)
The reliability of these methods to locate an existing subsurface void is related directly to the

number of probes made and the size of the void. If each probe is completed to the bedrock surface,
the probability of locating a void in the ground was estimated by Beacher, et all, 1980, (in Thomas
and Roth 1999) to be:

Pr = 1 - (1 - Aa/As)n

where Pr = probability of detection of a void, n = number of probes, uniformly distributed over an
area As, and A. = horizontal cross sectional area of the void itself.

It has been estimated statistically that a density of 2500 probes per hectare is needed to have
90% chance to locate one void 2.5 m in diameter in the ground. For example, in Belgium for the
construction of a viaduct on class kill karst, 31 boreholes had opened for five pier sites finding no
subsurface void; during the excavation for foundation of the piers two caves were located. A second
phase of 308 probes for investigation of the broader area found no more caves (Waltham, et al
1988, in Waltham and Fookes, 2003). This example shows the difficulty of locating voids in the
ground by probing. It also shows that the true ground conditions in karst are discovered only after
foundations are excavated. In general, 3-5 probes beneath every pile foot and column base are
probably the best option in karst classes kl-kill and are essential at pinnacled rockhead in classes

klV-kV karst.
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Depth of probing: The depth of probing is a function of void size and its depth. Waltham and
Fookes 2003 recommended that in karst of classes ki to kill, in their karst classification, caves more
than 5 m wide are unusual, and probing of 3.5 m in depth should be satisfied. Concerning the depth
of probing, inside bedrock beneath pile tips, engineering practice varies considerably from 2 m in

North Carolina karst, up to 5 m in cavernous Florida karst and 4 m, under foundations, in South
Africa (in Waltham and Fookes 2003); some of the boreholes should be inclined up to 15°.

Tunneling: Probing is also necessary during tunnel excavation in karstified limestone:: 3-5

boreholes, 10-12 m deep, should be drilled to the rock, from the face of the tunnel, in advance of
the excavation cycle to check for voids or excess groundwater (Marinos 2001, in Beck et al, 20011).

1.2.2 Review of existing maps and aerial photographs
Review of existing maps (topographic, geologic, sinkhole inventory, hydrogeology maps, and

aerial photographs), provide a fair to good means to detect surface karst features like sinkholes;
however their use for locating subsurface voids are quite limited and need much experience from

the user.

1.2.3 Field reconnaissance
Visual inspection of the site, on the ground or from the air, is a good practice in locating existing

sinkholes and previously filled sinkholes. Heavy vegetation may limit the effectiveness of the
method. It cannot be used to locate existing subsurface voids which have no surface features.

1.2.4 Geophysical methods
Geophysical methods (resistivity, seismic refraction, microgravity, magnetic, GPR, etc.) on karst

have not produced consistently reliable results, so far. However technology is advancing and there

are geophysical methods that can produce useful results in certain situations. For example,
resistivity surveys have shown to perform better in detecting subsurface voids than electromagnetic
surveys, if abrupt changes in topography and man made subsurface objects are present. However
their reliability is fair to poor in areas with highly irregular soil-bedrock surfaces. In general, the

reliability of resistivity surveys is fair to good for rockhead profiling in classes kI-kIll, in Waltham and
Fookes 2003 classification, but its reliability in pinnacled rockheads of classes klV-kV is poor.

Resistivity tomography combined with microgravity can be used to identify rockhead and
distinguish buried sinkholes from caves, but it is still quite expensive. Microgravity can recognize
missing mass within the ground and produce good data with increasing sophistication of their
analysis. For example, Fourier analysis of microgravity data from a grid with spacing of 2 rr can

locate caves up to one meter across at specific depths (in Waltham and Fookes 2003). Wider grids

cover larger areas and can distinguish low density fills in buried sinkholes, but the analysis is still
quite cumbersome.

Seismic methods (refraction, reflection, etc), measure the velocity of compression waves,
traveling through the ground. Wave velocity decreases in more fissured and more cavernous

ground and thus can be correlated with engineering classification of rock mass. In the future, they
may be used to characterize karst classes. So far, seismic methods are most effective in locating
boundaries between strata and the interface of soil-rockhead. The methods seldom can locate,
even large, cavities In the overburden from the ground surface, because the shock waves through
the cover soil travel faster than through the cavities. However, the use of cross-hole seismic

methods is possible to locate subsurface voids. In this case, data can be analyzed by comIjuter
using tomography to construct two and three dimensional representations of the anomalies. The
technique is usually restricted to critical location at the site, due to the high expense of the closely

spaced boreholes, the multible shocks needed, and the volume of data to be processed by the
computer (Sower, 1996, p.110).

Ground penetrating radar (GPR) emits high-frequency electromagnetic waves traveling through
the ground and producing high resolution profiles of subsurface strata. Due to high attenuation of
the electromagnetic energy, as it penetrates the ground, its use is limited to shallow depths (<5m).

Specifically, the depth of penetration and resolution quality is decreasing as the percentage o1 clay
increases in the soil. Static Penetration Test (SPT) has been used sometimes to detect potential

sinkhole failure with limited success.
In conclusion geophysical surveys are good for reducing the investigation cost by identifying

drilling sites but all geophysical anomalies require verification by drilling.
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1.2.5 Trenching
Test pits or trenches are highly reliable for local studies at shallow depths, but they are

impractical for greater depths (>5m) or below water table; they are expensive for large areas, as
well.

2 DESIGN OF ENGINEERING STRUCTURES' FOUNDATIONS ON KARST TERRAIN

Once the subsurface exploration has been completed and the earthwork and design parameters
of the structure determined, a risk assessment of the site should be made as an integral part of the

design of the structure. This should include an overall qualitative assessment of the probability (low,
moderate, high) of future subsidence occurrence in the site. The client should also be informed
about the risk of his property from future subsidence (Hu, et al 2001, Destephen and Wargo 1992).
The design professionals must be prepared to provide foundation alternatives so as to reduce or
eliminate risk. These alternatives, in general, are: regular shallow spread footings with or without
soil improvement, rigid mats and grade beams, and deep foundations (piles and piers).

2.1 Foundations over karst rockhead

In karst class kl and kll, the rockhead is usually sound, except for some unpredictable isollated
fissures and shallow caves. They, usually, create only minor problems to foundations of structures.
Regular spread footings are, principally, sufficient for foundation of ordinary buildings. Installation of
piles. may be required in some parts of a site and reinforced (grated) beams can be designed to
span small new voids (Fisher and Canace, 1989, Destephen and Wargo, 1992, Beck and Herring
2001, Waltham and Fookes 2003, Wagener 1985, etc.).

In class kill karst, rigit rafts and/or grade beams may bridge cavities in the ground (Sowers
1996, Beck, et al., 2001, 1999, 1997, 1995, 1989, 1986, Green, et al, 1995). Mats or preparatory
grouting are preferred in Florida, USA, over new sinkholes. Heavy geogrid can be used, as well, to
reinforce the soil over voids and reduce the impact of any future catastrophic void collapse.
Grouting may be employed to fill fractures and small voids in rockhead, before founding on spread
footings within the soil profile; this may be more economical than piling to rockhead.

Compaction grouting through boreholes has been used, as well, in Pennsylvania, USA, for soil
improvement (Reith, et al 1999). Grade beams are sometimes applied to bridge any smali soil
subsidence that could occur with time. These beams are often extended beyond the structure's
ends to prevent settlement from subsidence at the building comer (Destephen, et al 1992).

In pinnacled rockheads of karst classes klV and kV deep foundations are used, ending on
sound rock. Drilled shafts (caissons) are preferred to piles because piles (both driven and auger
cast) may be doglegged (deflected) on pinnacles or deviate on sloped rock and it is difficult to
discern their actual bearing capacity (Figure 1). Each pile or shaft tip is probed by 2-3 boreholes to

ensure lack of voids beneath its end; some of the boreholes must be inclined (splayed) to 150 from
the vertical to examine the ground surrounding the pile tip. As a guide for planning, the mean final

length of end bearing piles should be about 30% greater of the mean rockhead depth, into the
sound bedrock (see Sowers 1996, Waltham and Fookes 2003, p. 114).

tona

Figure 1. Various types of foundations in karst
terrain. (after Desteihen and Warmo 1992)
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Although drilled shaft or pile foundations can be designed with virtually no risk of subsidence
problems, they are generally very expensive and prohibited for relatively small buildings. Some of

the expense will be for reinforced (grade) beams, if the floor slab is structurally supported to span
between sound pinnacle tops. The most cost-effective bored piles or shafts are the belled dilled

shafts in which the load can be carried by an expanded bearing area formed by a belling tool. This
minimizes the shaft diameter, reducing concrete volume. Unfortunately drilled shafts or piles cannot
always be successfully belled in karst areas due to perched groundwater, soft overburden soil

prone to caving or sloping bedrock (Destephen and Wargo 1992).
Rockhead pinnacles, some 50 m high, encountered in some tropical karsts, consist a nightmare

for founding heavy structures that demand foundations on bedrock. Each pile location requires its
own ground investigation and design considerations.

Gypsum has low strength, thus it cannot support high loads of rockhead pinnacles nor heavily
loaded end bearing piles.

Roads and light structures pose not much difficulty in founding on soil over a deeply pinnacled
rockhead of class KIV-KV.

2.2 Foundations over caves

2.2.1 Generalities.
Subsurface voids in karst are unpredictable. Every site in such terrain has to be assessed

individually in the context ot its geology and geomorphology. The design of engineering structures
in karst with caves must respond to the local conditions. Local maps and records may indicate
typical and maximum possible cave size; local people may also know the larger caves in the area.
The maximum size of a cave defines the minimum thickness of sound rock cover needed and the

possible depth of probing (Figure 1). The more mature the karst, the larger its caves. There are of
course, exceptions to this rule. Fortunately, the karst processes are very slow, compared to
effective life of human structures (50-100 years). Therefore if there is not immediate collapse of a
void during construction or loading, the danger of future collapse is limited. For example in Slovenia
karst voids discoveries and collapses are common during road construction, but subsequent
collapses under road operation are very rare (Sebela, et a[ 1999, Jennings, 1966).

Caves 10 m across are typically found in karst class klV but can occur in less mature karst of
class kill or even in class kll, as well. In more mature karst (class kV) larger caves are quite

common. Many large caves at shallow depths, have entrances open to ground surface and can be
visited and assessed by direct observation (e.g. Piges cave in Drama, Alistrati cave in Serres,

Diross cave in Mani, and many others in Greece and elsewhere).

2.2.2 Methods of foundations design on caves
If caves are critical to planned foundations they are filled with concrete or bridged with graded

beams or slabs. Considerable loss of ground may occur during grouting a cave at shallow depth
due to flowage into neighboring karst voids or water flow inside the cave; this will increase the
foundation cost. To avoid this situation, perimeter grout curtains with thicker grout can be used.
Relocation of footings or of the whole structure, when possible, may be proved to be more
economical in some cases.

Drilled piles or shafts should be preformed or cast in geotextile sleeves and founded on solid
rock at the cave bottom. The cost of such piles may be greater than filling the cave with grout when
it is small enough; this is due to inability of dewatering, additional boring needed, depth to rock
where troughs occur and rock excavation performed, owning to unsuitable bearing surfaces such
as sloping rock, mud seams, voids and weathered zone.

Grout filling in gypsum caves is inappropriate because the greater dissolution rates of gypsum
allows the excavation of a new cavity around the concrete plug, within the life time of an overlying
engineered structure (Figure 2).

2.3 Foundation over sinkholes
A number of viable foundation support solutions exists that help to confront the problem of

placing structures over soil with sinkholes and karst voids. The two most commonly used methods
are excavation and back filling of the sinkhole, and load transfer to sound rock by bridging or piling.
The simplest but not necessarily the most economical solution is to excavate the sinkhole soil to
rock and backfill it with a sand and gravel mix and cement grout. If the cavity at the bottom of the
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sinkhole, is large, the throat can be blocked (choked) with a graded rock fill which can be sealed
with thick grout and/or layers of impermeable soil fill (clay). The area is then returned to grade with
a compacted, impervious material and sealed with geomembrane to prevent future water infiltration.
The other solution is the installation of drilled piles or shafts to sound rock strata, as described
before (figure 1, 3).

Figure 2. When blocking a big
karstic underground water conduit
by tunneling or concrete, water
may open a new pipe around the
block. This is more common
practice in gypsum. (after Milanivic.
2000, in Marinos 2001.

In order to prevent the sinkhole collapse, the key factor is the proper control of water flow at the
ground surface and through soil. Downwards percolation of water should be minimized or

eliminated, if possible. Sources of potentially dangerous water flows include water from parking and
roadway areas, roof down-spouts, catch basins, flow along utility lines, backfills, cultivated areas
and irrigated gardens, runoff from impervious surfaces, etc. (Fisher and Canace 1989, Destephen
and Wargo 1992, Sowers 1996, Waltham and Fookes 2003, Kannan 1999, Beck et al 1999, ch. 4).
Control of water abstraction and lowering the water tables in the area is also critical, especially
where the water table is close above rockhead; the water table should always be kept above
rockhead.

(a)

(d)

(c _ ,,,•u, ..T,

Figure 3. Foundations over sinkholes (a) Excavation and filling with graded materials plus graded beam and
drainage, in a highway pavement in Tennessee, USA (Stephenson et al 1997), ((b) Excavation and filling with
graded drain material (In Beck et a[ 1997, p180) (d) Structural plug of the sinkhole throat (Ripp and Baker 1997,
in Beck et a11997, p296) and (c) Bridging with a graded beam (Sowers 1996)
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A good example is Florida's Disney World which stands on 20-30 m of soil over soft, karstified
limestone of class kill, with many sinkholes. They managed to avoid sinkhole subsidence by closely
monitoring pumping from water wells and keeping the water table more or less at constant

elevation. The pumping is switched off where local water table decline is detected (in Waltham and

Fookes 2003). Dewatering by quarrying or tunneling should be banned in karst areas (Marinos
2001, in Beck et al, 2001).

Other measures for remediation and prevention of sinkhole failures are grout sealing at
rockhead fissures. This may be applied to karst class kll and kill, but it is problematic in class klV

and kV with large pinnacles. In the last case "cap grouting" may be required with cement slurries,

after plugging open fissures below.
Compaction grouting, using a low slump grout (slump <25mm) under pressure, to displace and

consolidate soft zones, can be used above groundwater table. The grout forms within the soil a
solid block that bridges over fissures and pinnacles. As grout flows in uncontrollable way its

placement may not be so effective. Grout columns are sometimes used to improve soil conditions
at soil-rock contact (Figure 1,3). Pressure grouting is not recommended "to fill all voids" since the

flow and the losses of the grout are uncontrollable.
Deep dynamic compaction for densifying soil, by dropping big weights from a height, is

controversial. The method may reduce the permeability of the soil and collapse soil-rock cavity
roofs, but if it fails to do so, it may increase the potential of future void roof collapse (Destephen et

al 1992).
In karst of class kll-klV, sinkhole hazard can be reduced by laying geogrid into the soil

combined with proper drainage control (Villard, et al 2000).

3 TUNNELING IN KARST

Tunneling in karstic environment is confronted with two main problems: inundation by ground

water and collapse of karstic voids with inrush of mud and water into the excavation. The first
problem is faced by lowering groundwater either through controlled drainage inside the tunnel or

dewatering the ground by pumping at the ground surface, and grouting and reducing the rock mass

permeability. Dewatering may have adverse effects, like: development of sinkholes, settlement at
the ground surface due to soil consolidation, depletion of groundwater reservoirs which in turn may

affect agriculture in the broader area, sea water intrusion at coastal zone, contamination of ground
water, etc. Grouting, on the other hand is difficult in large voids and under high water head (Fig.1,

2).
In mines, dewatering is usually managed by massive pumping through deep wells to maintain

huge cone of depression around each well, for, as long as the mine is under operation.
Confronting a karstic void during tunneling is really a challenge: it can be overcome by bridging

or filling the void, if empty, by stabilizing with grouting its soft filling material, and tunneling through it

afterwards, or by controlling mud and groundwater inrush by fore-boring, etc., before the tunnel

face approaches the void (Marinos 2001, in Beck, et al, 2001).

- - -- _

11.5

(a) (b)

Figure 4. Stress and displacements in the rock surrounding a cavity, (a) Homogenous rock with thin cover-.rock,
and (b) Stratified hard rock (Sowers 1996)

1938



4 PLANNING TO REDUCE RISK IN KARST SITES DEVELOPMENT

The most economical approach in developing a site, underlain by karstified carbonate rock is to
define the problem sites by site investigation and to plan location, size, and type of significant
constructions out of the problem areas of the site. That means, if the aerial extent of the problem
sites are known, it may be possible to place the most important structures in the safest part(s) of
the construction site and leave the problem areas for non critical facilities such as golf courses,
hiking trails, parking lots, parks, roadways, grass fields, etc.

Other means to minimize risk of structures over karst are (Fisher and Canace, 1989, Destejhen
and Warge 1992, Beck et al, 2001, 1999, 1995, etc.):

- To avoid (unlined) detention basins/ponds in the area, unless one wishes to use such
basins for ground water recharge. This however is risky, since it will increase water head
and flow rate and may be pollution, in the soil and rock.

- To design measures to maintain ground water level consistent with that prior to
development

- .To avoid ground grading, when possible, but if done it should reflect surface drainage
away from the structures.
To avoid placing utilities adjacent or beneath shallow foundations. If this is necessary place
them in concrete duct bank.
To provide water-tight storm drains and tie roof-drains directly into them.
To seal pavement curbs and catch basins. Do not allow concentrated flows in unpaved or
unlined ditches or swales (ponds).
To use always lined retention basins and keep them away from the construction, if
possible.
To provide professional observation and inspection of site investigation, earthwork and
foundation construction, so as to examine subsurface material and recommend changes in
the initial design, aiming to reduce risk.

5 CONCLUSIONS

From the previous discussion it comes out that:
- Karst terrain is very complex to be grouped in classes and a difficult ground for

construction of structures either on the ground surface or underground. It is a real
challenge that can turn to a nightmare for engineers if the proper measures are not taken.

- Conventional methods of site investigation can be applied only to young karst with simple
structure; for more mature karst none of these methods is 100% accurate. It demands
more rigorous ground investigation by a multidisciplinary team that fully appreciates the
complex characteristics of karst. Especially the location of underground voids is very
difficult. No two karst sites are exactly alike in topography in geology and in structure.

- Risk assessment of the site should precede any design and the probability of future
subsidence should be estimated.

- The design of engineering works on karst terrain, have to be adapted to the maturity of the
karst.

- Various foundation alternatives such as spread footings on cover soil, with or without soil
improvement, rigid mats and graded beams; deep foundations (piles or drilled piers);
control of surface and ground waters and sinkhole development, etc., are practiced in
karst. The kind of foundation applied is unique for each karst site and depends upon the
maturity and the structure of the karst and the predicted foundation loading.

- The most dangerous sites for subsidence are those engaged to foundations over
sinkholes. The controlling factors are: water percolating through the cover soil and
overloading.
The principal measures to be taken for avoiding subsidence are:

o To control of surface and ground water in the karst region.
o To avoid the ground overloading, and
o To place significant constructions out of the problem areas of the site.
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In tunneling, problem areas can be located by fore-boring from the face of the tunnel.
In conclusions karst is a difficult ground for engineers and needs proper understanding for good

engineering practice.

Figure 5. Examples of sinkholes collapse. (a) Sinkhole under repair in Camaiore, Toscany, Italy, 1995, diameter

30 m, depth 13 m; thikness of cover soil more than 100 m. (in Beck et al, 2001 ,cover photo), (b) Sinkholes on

the bottom of May Dam's lake, they drained the lakeTurkey (Ertunc, 2004), (c) Sinkhole collapse in Florida,

USA, more than 130 m deep, ,(Fuleiham et al, 1997) (in Beck and Stephenson 1997, cover photo), (d) arid (f)

Sinkhole collapse over Dodoni tunnel, Epeiros, Greece, (Marinos 2001), (e) Cave and spring of Piges A~ggiti

river in marble, Drama, Greece. Behind the entrance there is a collapsed sinkhole.

Figure 6 (a) and(b) Pinnacled karst terrain in tropics
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