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2. Finite Element Modeling for Acoustics

W. Desmet*, D. Vandepitte†

2.1 Introduction

The finite element method is the most commonly used numerical prediction technique for solving engineering problems, which consist of finding the distribution of one (or several) field variable(s) in a continuum domain, governed by an appropriate (set of) partial differential equation(s) and boundary conditions.

The finite element method (see e.g. [2.52], [2.8] and [2.35]) is based on two concepts:

* transformation of the original problem into an equivalent integral formulation (weighted residual or variational),
* approximation of the field variable distributions and the geometry of the continuum domain in terms of a set of shape functions, which are locally defined within small subdomains ('finite elements') of the continuum domain.

Through the application of the element concept, the original problem of determining field variable distributions in a continuum domain is approximately transformed into a problem of determining the field variables at some discrete (nodal) positions within each element. This transformation results in a set of
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algebraic equations, for which numerical solution procedures are readily available.

The use of the finite element method for acoustics was initiated by [2.30] and it has been applied in a concerted manner from the seventies onwards (see e.g., [2.20], [2.21], [2.44], [2.40]). This chapter describes the use of the finite element method for solving time-harmonic acoustic problems. Based on the mathematical definition of an interior acoustic problem (section 2), the basic principles of the finite element method are discussed in section 3. In order to ensure the convergence of an acoustic finite element model, the proposed solution approximation must meet some necessary and sufficient convergence conditions, as outlined in section 4. The next section discusses the main properties of an (acoustic) finite element model. Section 6 addresses the direct and the modal approach for solving acoustic finite element models. Sections 7 and 8 discuss the extension of the finite element method for solving exterior acoustic problems and coupled vibro-acoustic problems. In the last section, several properties are illustrated through a simple, one-dimensional example.

2.2 Problem definition

The steady-state acoustic pressure \( p \) at any location \( (x,y,z) \) in a bounded fluid domain \( V \), enclosed by a boundary surface \( \Omega \), due to a time-harmonic external source distribution \( \tilde{q} \) at frequency \( \omega = 2\pi f \), is governed by the second-order Helmholtz equation

\[
\nabla^2 p(x,y,z) + k^2 p(x,y,z) = -j \rho_0 \omega \tilde{q}(x,y,z)
\]

(2.1)

where \( k = \omega / c = 2\pi f / c \) is the acoustic wavenumber, \( c \) is the speed of sound and \( \rho_0 \) is the ambient fluid mass density.

In order to uniquely define the pressure field in domain \( V \), one boundary condition must be specified at each position on the closed boundary surface \( \Omega = \Omega_p \cup \Omega_v \cup \Omega_Z \):

- imposed pressure:

\[
p = \bar{p} \quad \text{on } \Omega_p \quad (2.2)
\]

- imposed normal velocity:

\[
v_n = \frac{j}{\rho_0 \omega} \frac{\partial p}{\partial n} = \bar{v}_n \quad \text{on } \Omega_v \quad (2.3)
\]

- imposed normal impedance:

\[
p = \bar{z} v_n = \frac{\bar{v}_n}{A} = \frac{j \bar{Z} \partial p}{\rho_0 \omega \partial n} = \frac{j}{\rho_0 \omega A} \frac{\partial p}{\partial n} \quad \text{on } \Omega_Z \quad (2.4)
\]
2.3 Basic principles

The use of the finite element method for solving the above-defined interior acoustic problem, is based on the transformation of the problem into an equivalent weighted residual formulation (section 2.3.1). An approximation is introduced by expressing the pressure field in terms of a set of prescribed shape functions, which are locally defined within small subdomains ('finite elements') of the bounded fluid domain (section 2.3.2). In this way, the original problem of determining the pressure field at any position in the fluid domain may be approximately transformed into a problem of determining the pressure at some discrete positions in the fluid domain. This transformation results in a set of algebraic equations ('finite element model') (section 2.3.3).

2.3.1 Weighted residual formulation of the Helmholtz equation

The weighted residual concept provides an equivalent integral formulation of the Helmholtz Eq. (2.1). The concept defines a steady-state acoustic pressure field in a bounded fluid domain \( V \) as a pressure field, for which the integral equation

\[
\int_{\Omega} \left( \nabla^2 \vec{p} + k^2 \vec{p} + j \rho_0 \omega \vec{q} \right) \cdot dV = 0
\]

(2.5)

is satisfied for any weighting function \( \vec{p} \), that is bounded and uniquely defined within volume \( V \) and on its boundary surface \( \Omega \).

The weighted residual formulation (2.5) may be reformulated as

\[
\int_{\Omega} \left[ \nabla \left( \frac{\partial \vec{p}}{\partial \mathbf{x}} \right) + \frac{\partial}{\partial \mathbf{x}} \left( \nabla \cdot \vec{p} \right) + \frac{\partial}{\partial \mathbf{y}} \left( \frac{\partial \vec{p}}{\partial \mathbf{y}} \right) + \frac{\partial}{\partial \mathbf{z}} \left( \frac{\partial \vec{p}}{\partial \mathbf{z}} \right) \right] \cdot dV = \int_{\Omega} \left[ \nabla \left( \frac{\partial \vec{p}}{\partial \mathbf{x}} \right) + \frac{\partial}{\partial \mathbf{y}} \left( \nabla \cdot \vec{p} \right) + \frac{\partial}{\partial \mathbf{z}} \left( \frac{\partial \vec{p}}{\partial \mathbf{z}} \right) \right] \cdot dV
\]

(2.6)

or

\[
\int_{\Omega} \left( \nabla \cdot \vec{p} \right) \cdot dV = \int_{\Omega} \left( -\frac{1}{c^2} \vec{p} \right) \cdot dV
\]

(2.7)

According to the divergence theorem, the integral of the normal component of a vector field \( \vec{\Phi} \), taken over a closed surface \( \Omega \), is equal to the integral of the divergence of the vector field, taken over the volume \( V \), enclosed by the surface \( \Omega \).

\[
\int_{V} \left( \nabla \cdot \vec{\Phi} \right) \cdot dV = \int_{\Omega} \vec{\Phi} \cdot \vec{n} \cdot d\Omega
\]

(2.8)

where \( \vec{n} \) is the unit normal vector with positive orientation away from the volume \( V \).

Application of this theorem to the last integral term in Eq. (2.7) yields

\[
\int_{V} \left[ \nabla \left( \frac{\partial \vec{p}}{\partial \mathbf{x}} \right) + \frac{\partial}{\partial \mathbf{y}} \left( \nabla \cdot \vec{p} \right) + \frac{\partial}{\partial \mathbf{z}} \left( \frac{\partial \vec{p}}{\partial \mathbf{z}} \right) \right] \cdot dV = \int_{\Omega} \left( \nabla \cdot \vec{p} \right) \cdot \vec{n} \cdot d\Omega
\]

(2.9)
Substitution of Eq. (2.9) into Eq. (2.7) yields the 'weak form' of the weighted residual formulation of the Helmholtz equation,

$$\int_V (\nabla \tilde{p} \cdot \nabla p) \, dV - \frac{1}{\epsilon^2} \tilde{p} \, dV \left[ (\rho \partial_\Omega \rho \tilde{p}) \, dV \right] - \int_\Omega f(\rho \partial_\Omega \rho \tilde{p}) \, dV = \int_\Omega f(\partial_\Omega p) \, dV$$

(2.10)

2.3.2 Field variable approximations

In the finite element method, the fluid domain \( V \) is discretized into a number of small subdomains \( V_e \) ('finite elements') and a number of nodes, say \( n_e \), are defined at some particular locations in each element. Within each element, the distribution of the field variable, i.e. the pressure \( p \), is approximated as an expansion \( \hat{p} \) in terms of a number, say \( n_p \), of prescribed shape functions \( N^e_i \), which are only defined within the considered element domain \( V_e \),

$$p(x, y, z) \approx \hat{p}(x, y, z) = \sum_{i=1}^{n_p} N^e_i (x, y, z) \, a_i \quad (x, y, z) \in V_e$$

(2.11)

For the commonly used linear tetrahedral and linear hexahedral fluid elements, the nodes are defined at each corner point of their element volumes and the number of element shape functions is equal to the number of nodes \( (n_p = n_e) \). Each shape function \( N^e_i \) is defined, such that it has a value of unity at node \( i \) of the element and that it is zero at all other element nodes. In this way, each contribution \( a_i \) in the pressure expansion (2.11) represents the pressure approximation \( \hat{p}_i \) at node \( i \) of the element,

$$\hat{p}(x, y, z) = \sum_{i=1}^{n_p} N^e_i (x, y, z) \, \hat{p}_i \quad (x, y, z) \in V_e$$

(2.12)

Based on the element shape functions \( N^e_i \), which are locally defined in one element \( V_e \), some global shape functions \( N_i \) may be constructed, which are defined in the entire fluid domain \( V \). In each element domain \( V_e \) to which node \( i \) belongs, the global shape function \( N_i \) is identical to the corresponding element shape function \( N^e_i \), while it is zero in all other element domains. In this way, a global pressure expansion may be defined as

$$\hat{p}(x, y, z) = \sum_{i=1}^{n_f} N_i (x, y, z) \, \hat{p}_i = [N] \{\hat{p}_i\} \quad (x, y, z) \in V$$

(2.13)

where \( n_f \) is the total number of nodes in the discretization, \([N]\) is a \((1 \times n_f)\) vector of global shape functions and \( \{\hat{p}_i\} \) is a \((n_f \times 1)\) vector of unknown nodal pressure values. The corresponding pressure gradient approximation becomes then
\[
\bar{\bar{\nabla}} p \approx \bar{\bar{\nabla}} p = \begin{bmatrix}
\frac{\partial \bar{\bar{\nabla}}}{\partial x} \\
\frac{\partial \bar{\bar{\nabla}}}{\partial y} \\
\frac{\partial \bar{\bar{\nabla}}}{\partial z}
\end{bmatrix} = [\partial] [N] \{ \hat{p}_i \} = [B] \{ \hat{p}_i \}
\] (2.14)

where \([\partial]\) is a \(3x1\) vector of gradient operators and \([B]\) is a \((3 \times nf)\) matrix of gradient components of the global shape functions.

The concepts of element discretization and shape function definition are illustrated in Fig. 2.1 for a two-dimensional fluid volume, which is discretized into linear rectangular fluid elements.

**Fig. 2.1:** (a) FE discretization of a two-dimensional volume, (b) element shape functions, (c) global shape function

### 2.3.3 Finite element model for uncoupled acoustic problems

The determination of the unknown nodal pressure values \(\hat{p}_i\) in the expansions (2.13) and (2.14) is based on the weak form (2.10) of the weighted residual formulation of the Helmholtz equation.

In the most commonly used Galerkin weighted residual approach, the weighting function \(\tilde{p}\) and its gradient vector in Eq. (2.10) are expanded in terms of the same set of shape functions as used for the pressure and pressure gradient expansions, i.e.

\[
\tilde{p}(x,y,z) = \sum_{i=1}^{nf} N_i(x,y,z) \hat{p}_i = [N] \{ \hat{p}_i \} \quad (x,y,z) \in V
\] (2.15)

\[
\bar{\bar{\nabla}} \tilde{p} = [\partial] [N] \{ \hat{p}_i \} = [B] \{ \hat{p}_i \}
\] (2.16)
The substitution of the expansions (2.13)-(2.16) into the various integral terms of the weak form (2.10) of the weighted residual formulation enables the definition of an acoustic stiffness matrix (section 2.3.3.1), an acoustic mass matrix (section 2.3.3.2), acoustic excitation vectors (section 2.3.3.3) and an acoustic damping matrix (section 2.3.3.4). The combination of these components yields an acoustic finite element model (section 2.3.3.5), which can be solved for the unknown nodal pressure values \( \hat{p}_i \).

### 2.3.3.1 Acoustic stiffness matrix

For the first integral term in the left-hand side of Eq. (2.10), the substitutions yield

\[
\int \nabla \hat{p} : \nabla \hat{p} \, dv = \int \left( \left( [B] \{ \hat{p}_i \} \right)^T \left( [B] \{ \hat{p}_j \} \right) \right) \, dv
\]

\[
= \{ \hat{p}_i \}^T \left( \int \left( [B]^T [B] \right) \, dv \right) \{ \hat{p}_i \} = \{ \hat{p}_i \}^T \{ K \} \{ \hat{p}_i \},
\]

where \( f, f^T \) denotes the transpose of a matrix and \( \{ K \} \) is a \( (n \times n) \) matrix.

To preserve the analogy with a structural finite element model, the matrix \( \{ K \} \) is called the acoustic 'stiffness' matrix, although it represents an inverse mass or mobility matrix, relating the pressure to an acceleration.

The matrix element \( K_{ij} \) on row \( i \) and column \( j \) of this matrix is

\[
K_{ij} = \int \left( \frac{\partial N_i}{\partial x} \frac{\partial N_j}{\partial x} + \frac{\partial N_i}{\partial y} \frac{\partial N_j}{\partial y} + \frac{\partial N_i}{\partial z} \frac{\partial N_j}{\partial z} \right) \, dv
\]

(2.18)

Recall that the global shape functions \( N_i \) and \( N_j \) (and their spatial derivatives) have only non-zero values in the domains of those elements, to which, respectively, node \( i \) and node \( j \) belong. As a result, the volume integration in Eq. (2.18) may be confined to the integration over the domains of those elements, to which both node \( i \) and node \( j \) belong. Since the latter integration may be regarded as a sum of integrations over each of the common element domains and since the global shape functions in each of these element domains are identical to the corresponding element shape functions, matrix element \( K_{ij} \) may be expressed as

\[
K_{ij} = \sum_{e=1}^{m_{ij}} \int \left( \frac{\partial N_i^e}{\partial x} \frac{\partial N_j^e}{\partial x} + \frac{\partial N_i^e}{\partial y} \frac{\partial N_j^e}{\partial y} + \frac{\partial N_i^e}{\partial z} \frac{\partial N_j^e}{\partial z} \right) \, dv
\]

(2.19)

where \( m_{ij} \) is the number of elements, to which both node \( i \) and node \( j \) belong.

Since each node belongs to common elements with only a few, adjacent nodes, only a few matrix elements \( K_{ij} \) are non-zero. This results in a sparsely populated stiffness matrix \( \{ K \} \).

Due to this advantageous matrix property, the practical calculation of the stiffness matrix can be performed in a very efficient way. By confining the volume integration in Eq. (2.17) to one element domain, one may write

\[
\int \nabla \hat{p} : \nabla \hat{p} \, dv = \int \left( \left( [B]^e \{ \hat{p}_i^e \} \right)^T \left( [B]^e \{ \hat{p}_j^e \} \right) \right) \, dv
\]

\[
= \{ \hat{p}_i^e \}^T \left( \int \left( [B]^e \right)^T \{ \hat{p}_j^e \} \right) \, dv \}
\]

\[
= \{ \hat{p}_i^e \}^T \left( \int \left( [B]^e \right)^T \{ \hat{p}_j^e \} \right) \, dv \}
\]

(2.20)
where \( [N^e] \) is a \((1 \times n_p)\) vector of element shape functions and \( \{ \hat{p}^e_i \} \) is a \((n_p \times 1)\) vector of unknown nodal pressure values of the considered element. The matrix elements in the associated \((n_p \times n_p)\) element stiffness matrix \([K^e]\) are

\[
K^e_{ij} = \int_{V_e} \left( \frac{\partial N_i^e}{\partial x} \frac{\partial N_j^e}{\partial x} + \frac{\partial N_i^e}{\partial y} \frac{\partial N_j^e}{\partial y} + \frac{\partial N_i^e}{\partial z} \frac{\partial N_j^e}{\partial z} \right) \, dV
\]

(2.21)

Note that, since all element shape functions have non-zero values in their element domain \( V_e \), each element stiffness matrix is now fully populated.

The calculation of the global stiffness matrix \([K]\) may now be performed in a two-step procedure. In the first step, all element stiffness matrices are calculated. In the second step, each non-zero element \( K_{ij} \) of the global stiffness matrix is obtained, according to Eq. (2.19), from a simple addition of the corresponding entries Eq. (2.21) in the appropriate element stiffness matrices. With an appropriate numbering of the nodes in the FE discretization, the non-zero entries in the stiffness matrix appear in a narrow band around the matrix diagonal, yielding a sparsely populated, banded stiffness matrix.

2.3.3.2 Acoustic mass matrix

In a completely similar way, the second integral term in the left-hand side of Eq. (2.10) may be expressed as

\[
-\omega^2 \int_V \left( \frac{1}{c^2} \vec{p} \cdot \vec{p} \right) \, dV = -\omega^2 \{ \hat{p}_i \}^T \left\{ \frac{1}{c^2} [N]^T [N] \right\} \{ \hat{p}_i \}
\]

\[
= -\omega^2 \{ \hat{p}_i \}^T [M] \{ \hat{p}_i \},
\]

where \([M]\) is a \((n_p \times n_p)\) matrix.

Again, to preserve the analogy with a structural finite element model, the matrix \([M]\) is called the acoustic 'mass' matrix, although it represents a compressibility matrix, relating the pressure to a displacement.

As for the global stiffness matrix, the practical calculation of this sparsely populated, banded global mass matrix is based on an assemblage of the element mass matrices, according to

\[
M_{ij} = \int_V \left( \frac{1}{c^2} \vec{N}_i \cdot \vec{N}_j \right) \, dV = \sum_{e=1}^{m_e} \int_{V_e} \left( \frac{1}{c^2} N_i^e N_j^e \right) \, dV
\]

(2.23)

2.3.3.3 Acoustic excitation vectors

The first integral term in the right hand side of Eq. (2.10) may be expressed as

\[
\int_V \left( j \rho_0 \omega \vec{q} \right) \, dV = \{ \hat{p}_i \}^T \left( \int_V \left( j \rho_0 \omega [N]^T \vec{q} \right) \, dV \right) = \{ \hat{p}_i \}^T \{ Q_i \}
\]

(2.24)

where \( \{ Q_i \} \) is a \((n_p \times 1)\) acoustic source vector.

When the distribution \( \vec{q} \) of external acoustic sources is confined, for instance, to an acoustic point source of strength \( \vec{q}_i \), located at node \( i \), the source distribution \( \vec{q} \) is

\[
\vec{q}(x, y, z) = \vec{q}_i \delta(x_i, y_i, z_i)
\]

(2.25)
where $\delta$ is a Dirac delta function at node $i$. The subsequent source vector becomes then

$$\{Q_i\} = j\rho_0 c \left[ \int \left[ \bar{q}_i [N]^T \delta \right] d\Omega \right]$$  \hspace{1cm} (2.26)

Provided that node $i$ is not located on the boundary surface of $V$, all components of the $(n \times 1)$ source vector are zero, except the component on row $i$, which equals $j\rho_0 c \bar{q}_i$.

The second integral term in the right hand side of Eq. (2.10) allows the introduction of the boundary conditions. Since the integration over the boundary surface $\Omega$ may be regarded as a sum of the integrations over the subsurfaces $\Omega_\nu$, $\Omega_\sigma$, and $\Omega_\rho$, and since the normal velocity and normal impedance boundary conditions (2.3) and (2.4) must be satisfied on, respectively, $\Omega_\nu$ and $\Omega_\sigma$, the second integral term in the right hand side of Eq. (2.10) may be expressed as

$$- \frac{1}{\Omega_\nu} \int (j\rho_0 c \bar{p} \bar{v}_n) d\Omega - \frac{1}{\Omega_\sigma} \int (j\rho_0 c \bar{p} \bar{n}) d\Omega - \frac{1}{\Omega_\rho} \int (j\rho_0 c \bar{p} \bar{d}) d\Omega$$  \hspace{1cm} (2.27)

The substitution of expansion (2.15) into the first term of Eq. (2.27) yields

$$- \frac{1}{\Omega_\nu} \int (j\rho_0 c \bar{p} \bar{v}_n) d\Omega = \{\bar{p}_i\}^T \left[ \int (-j\rho_0 c [N]^T \bar{v}_n) d\Omega \right] = \{\bar{p}_i\}^T \{V_{\pi i}\}$$ \hspace{1cm} (2.28)

The component on row $i$ of the $(n \times 1)$ input velocity vector $\{V_{\pi i}\}$ is thus

$$V_{\pi i} = \frac{1}{\Omega_\nu} \int (-j\rho_0 c N_i \bar{v}_n) d\Omega$$ \hspace{1cm} (2.29)

The boundary surface of an element is the union of all its faces. The boundary surface of a linear tetrahedral or a linear hexahedral fluid element, for instance, is the union of, respectively, four and six faces. For these compatible elements, the value of a global shape function $N_i$ at a certain element face is only non-zero, if node $i$ is located on the considered element face. As a consequence, the value of a global shape function $N_i$ at the boundary surface $\Omega_\nu$ and the subsequent vector component $V_{\pi i}$ are only non-zero for those nodes that are located on the boundary surface $\Omega_\nu$.

Hence, the practical calculation of the input velocity vector is based on its component expression

$$V_{\pi i} = -j\rho_0 c \sum_{e=1}^{m_{\nu}} \sum_{f=1}^{f^e_{\nu}} \int (N_e^f \bar{v}_n) d\Omega$$ \hspace{1cm} (2.30)

where $m_{\nu}$ is the number of elements, for which node $i$ is located on their $f^e_{\nu}$ element faces $\Omega^e_{\nu}$, that are part of the boundary surface $\Omega_\nu$.

The prescribed normal velocity at a certain location in an element face is often specified by a shape function expansion, comparable to the pressure expansion (2.13),

$$\bar{v}_n(x,y,z) = \{n\}^T \left[ N^f \right] \{\bar{v}_e^f\} \quad (x,y,z) \in \Omega^e_{\nu}$$ \hspace{1cm} (2.31)
where the (3x1) vector \( \{ n \} \) consists of the x-, y- and z-components of the unit vector, normal to the considered element face. The matrix

\[
\begin{bmatrix}
N^e_i \\
0 \\
0
\end{bmatrix}
\]

\( i = 1 \ldots N_e \)

is a (3x3n_e) matrix, which contains the pressure shape functions of the \( n_e \) nodes, located on the considered element face. In each of these nodes, the x-, y- and z-component of the fluid velocity is specified, yielding the (3nx1) vector

\[
\begin{bmatrix}
\vec{v}_x \\
\vec{v}_y \\
\vec{v}_z
\end{bmatrix}
\]

\( n = 1 \ldots n_v \)

The substitution of expansion (2.15) into the second term of Eq. (2.27) yields

\[
\int_{\Omega_p} [\rho_0 \vec{p} \vec{v}] \cdot d\Omega = \{ \vec{p} \}^T \left[ \int_{\Omega_p} [\rho_0 \vec{p} \vec{N}] \cdot d\Omega \right] \{ \vec{v} \}
\]

\( \Omega_p \)

Due to the particular shapes of the global shape functions \( N_i \), the component on row \( i \) of the (nx1) input pressure vector \( \{ p_i \} \)

\[
\int_{\Omega_p} \left( -j \rho_0 \omega \vec{N}_i \cdot \vec{v} \right) \cdot d\Omega = \{ p_i \}.
\]

is only non-zero, if node \( i \) is located on the boundary surface \( \Omega_p \). Since the latter expression doesn't allow the introduction of the prescribed pressure boundary condition (2.2), this boundary condition enters the finite element model in a different way, as will be discussed in section 2.3.3.5.

### 2.3.3.4 Acoustic damping matrix

The third term in Eq. (2.27) may be expressed as

\[
\int_{\Omega_z} \left( J_\omega \rho_0 \vec{A} \right) \cdot d\Omega = -j \omega \{ \vec{p} \}^T \left[ \int_{\Omega_z} \left( \rho_0 \vec{A} \vec{N}^T \cdot \vec{N} \right) \cdot d\Omega \right] \{ \vec{p} \}
\]

\( \Omega_z \)

where \( [C] \) is the \( (n \times n) \) acoustic damping matrix, induced by the impedance boundary conditions.

The matrix element \( C_{ij} \) on row \( i \) and column \( j \) of this matrix is

\[
C_{ij} = \int_{\Omega_z} \left( \rho_0 \vec{A} \vec{N}_i \cdot \vec{N}_j \right) \cdot d\Omega
\]

\( \Omega_z \)

As it is the case for the stiffness and mass matrix, the damping matrix is sparsely populated, since matrix element \( C_{ij} \) is only non-zero, if node \( i \) and node \( j \) are located on at least one common element face that is part of the boundary surface \( \Omega_z \).

The practical calculation of the non-zero matrix elements is therefore based on the expression

\[
C_{ij} = \sum_{f=1}^{m_{ij}} \int_{\Omega_z} \left( \rho_0 \vec{A} \vec{N}_i^f \cdot \vec{N}_j^f \right) \cdot d\Omega
\]

\( \Omega_z \)
where \( m_{nzi} \) is the number of element faces \( \Omega^f \), on which both node \( i \) and node \( j \) are located and that are part of the boundary surface \( \Omega_z \). The specification of the prescribed normal admittance is usually restricted to a constant value per element face in \( \Omega_z \).

### 2.3.3.5 Acoustic finite element model

By substituting expressions (2.17), (2.22), (2.24), (2.28), (2.34) and (2.36) into Eq. (2.10), the weak form of the weighted residual formulation of the Helmholtz equation, including the boundary conditions (2.3) and (2.4), becomes

\[
\{ \tilde{p}_i \}^T \left( [K] + j\omega[C] - \omega^2[M] \right) \{ \tilde{p}_i \} = \{ \tilde{p}_i \}^T \{ \{ V_i \} + \{ V_m \} \} \quad (2.39)
\]

Since the weighted residual formulation should hold for any expansion of the weighting function, i.e. for any set of shape function contributions \( \{ \tilde{p}_i \} \) (see Eq. (2.15)), a set of \( n_f \) equations in the \( n_f \) unknown nodal pressure approximations \( \tilde{p}_i \) is obtained,

\[
\left( [K] + j\omega[C] - \omega^2[M] \right) \{ \tilde{p}_i \} = \{ V_i \} + \{ V_m \} + \{ P_i \} \quad (2.40)
\]

Row \( i \) in this matrix equation expresses the weighted residual formulation, in which the global shape function \( N_i \), associated with node \( i \), is used as weighting function \( \tilde{p} \).

The prescribed pressure boundary condition (2.2) is not yet included in matrix Eq. (2.40). This is usually done by directly assigning the prescribed pressure value at each node location on the boundary surface \( \Omega_P \) to its corresponding nodal unknown \( \tilde{p}_i \).

When this assignment is done for the \( n_P \) nodes on \( \Omega_P \), only \( n_a = n_f - n_P \) pressure approximations \( \tilde{p}_i \) are still unknown. This means that \( n_P \) equations should be eliminated in matrix Eq. (2.40) to have a well-determined set of equations.

This is usually done by eliminating each row in Eq. (2.40), that expresses the weighted residual formulation, in which the global shape function of a node on the boundary surface \( \Omega_P \) is used as weighting function. The elimination of these equations, which orthogonalize the error on the pressure predictions in the region near the boundary surface \( \Omega_P \) with respect to the shape functions in this region, is motivated by the fact that this prediction error is smaller than the errors in the other regions of the fluid domain, since the exact pressure values at the nodes of the boundary surface \( \Omega_P \) are a priori assigned.

By eliminating the appropriate rows in Eq. (2.40) and by shifting all terms in the left hand side of Eq. (2.40), which contain the a priori assigned nodal pressure values, to the right hand side vector, the resulting finite element model for an uncoupled acoustic problem is obtained,

\[
\left( [K_a] + j\omega[C_a] - \omega^2[M_a] \right) \{ P_i \} = \{ F_{ai} \} \quad (2.41)
\]

where the \( (n_a \times 1) \) vector \( \{ P_i \} \) contains the remaining unknown nodal pressure approximations and where the acoustic stiffness, damping and mass matrices \( [K_a] \), \( [C_a] \) and \( [M_a] \) are now \( (n_a \times n_a) \) matrices.

Since the non-zero components of \( \{ P_i \} \) occur only in the eliminated equations of Eq. (2.40), the \( (n_a \times 1) \) acoustic force vector \( \{ F_{ai} \} \) contains the stiffness,
damping and mass-terms in the a priori assigned nodal pressures and the contributions from the acoustic source vector (2.24) and the input velocity vector (2.28).

2.4 Convergence and parametric mapping

2.4.1 Convergence

The prediction accuracy, obtained from a finite element model, depends mainly on the number of elements and on the nature of the prescribed shape functions. In this framework, it is important that the accuracy systematically improves as the number of elements increases, so that the proposed solution expansion eventually converges towards the exact solution. To ensure this convergence, some conditions must be satisfied by the shape functions and the weighting functions.

A necessary condition for the solution expansion (2.13) to be convergent is the condition of completeness.

The unknown nodal pressure degrees of freedom result from the matrix Eq. (2.41), in which the coefficients are defined in integral forms. All terms in the integration functions, which originate from the weighted residual formulation (2.10), comprise the pressure field \( p \), the weighting function \( \bar{p} \) and/or their first-order spatial derivatives (gradient vectors).

In the exact solution, the pressure field and its gradient vector components - and hence each of the integration terms in Eq. (2.10) - reach constant values within any infinitesimally small region in the fluid domain. Therefore, a necessary convergence condition upon the element shape functions is that the approximating pressure expansion (2.13) and the pressure gradient expansion (2.14) can also reach constant values within each element.

A second convergence consideration concerns the element compatibility. In order to be able to evaluate the various integrals in the weighted residual formulation (2.10), shape functions (and weighting functions), which would result in terms in the integrals becoming infinite, must be avoided. To achieve this, the acoustic elements should be compatible in that the first-order pressure derivatives, being the highest-order derivatives in the weighted residual formulation (2.10), exist for the proposed pressure expansion (2.13) within each element and that this pressure expansion is continuous along the interelement boundaries. Acoustic elements, that yield a pressure expansion, which is continuous along the interelement boundaries, but whose first-order derivatives are discontinuous along the interelement boundaries, are denoted as elements with \( C^0 \)-continuity.

For a finite element discretization that consists of conforming elements, i.e. elements that satisfy both the completeness and compatibility conditions, the solution expansion converges monotonically to the exact solution. For a finite element discretization that consists of nonconforming elements, i.e. elements that
satisfy the completeness condition but not the compatibility condition, its - not necessarily monotonic - convergence can still be ensured, provided that the discretization passes a 'patch test', which is basically a completeness test on an assemblage of incompatible elements.

Since the differentiation and integration of a polynomial function are very easy, the construction of a finite element model becomes simple and straightforward, if the element shape functions are obtained from a set of polynomial functions. For this type of finite element discretizations, some specific requirements may be derived from the above mentioned convergence considerations. As mentioned before, the highest-order spatial derivatives of the pressure \( p \) and the weighting function \( \beta_i \) in the weighted residual formulation (2.10) are of first order. Hence, the convergence of an acoustic finite element discretization is ensured, if the expansions (2.13) and (2.15) for, respectively, \( p \) and \( \beta_i \) consist of polynomial shape functions, which are complete up to at least the first order within each element and if they are continuous along the interelement boundaries (\( C^0 \)-continuity).

Commonly used elements in acoustic finite element modeling are linear rectangular and linear triangular elements for two-dimensional problems and linear rectangular prism and linear tetrahedral elements for three-dimensional problems (see Fig. 2.2).

The pressure shape functions for these elements are defined as follows:

- **linear rectangular element** (Fig. 2.2 (a))
  \[
  N_i^e = \frac{1}{4} (1 + \xi_i \xi_j)(1 + \eta_i \eta_j) \quad (i = 1, 4) \tag{2.42}
  \]

- **linear triangular element** (Fig. 2.2 (b))
  \[
  N_i^e = L_i \quad (i = 1, 3) \tag{2.43}
  \]

where the normalized area co-ordinate system \((\xi_L, \xi_0, \xi_3)\) is related to the global Cartesian co-ordinate system \((x, y)\):

\[
\begin{bmatrix}
L_1 \\
L_2 \\
L_3
\end{bmatrix} = \frac{1}{2A} \begin{bmatrix}
b_1 & c_1 & a_1 \\
b_2 & c_2 & a_2 \\
b_3 & c_3 & a_3
\end{bmatrix} \begin{bmatrix}
x \\
y \\
l
\end{bmatrix} \tag{2.44}
\]

where

\[
A = \frac{1}{2} \det \begin{bmatrix}
1 & x_1 & y_1 \\
1 & x_2 & y_2 \\
1 & x_3 & y_3
\end{bmatrix} \tag{2.45}
\]

\[
a_1 = x_2 y_3 - x_3 y_2, \quad b_1 = y_2 - y_3, \quad c_1 = x_3 - x_2
\]

The other parameters are obtained from cyclic rotation of the indices.

- **linear rectangular prism element** (Fig. 2.2 (c))
  \[
  N_i^e = \frac{1}{8} (1 + \xi_i \xi_j)(1 + \eta_i \eta_j)(1 + \zeta_i \zeta_j) \quad (i = 1, 8) \tag{2.46}
  \]

- **linear tetrahedral element** (Fig. 2.2 (d))
  \[
  N_i^e = L_i \quad (i = 1, 4) \tag{2.47}
  \]
where the normalized volume co-ordinate system \((L_1, L_2, L_3, L_4)\) is related to the
global Cartesian co-ordinate system \((x, y, z)\) in a similar way as the relations (2.44)
and (2.45) for the normalized area co-ordinate system.

![Image of linear rectangular (a), linear triangular (b), linear rectangular prism (c) and linear tetrahedral (d) elements](image)

**Fig. 2.2: linear rectangular (a), linear triangular (b), linear rectangular prism (c) and linear tetrahedral (d) elements**

The convergence of a finite element discretization with these element types is
ensured. All these elements satisfy the necessary completeness condition, since
the polynomial shape functions comprise at least all terms up to the first order.
The efficiency of triangular and tetrahedral elements may be noticed in this
respect, since their number of nodes equals the minimum number, required for a
complete first-order polynomial expansion.

All elements satisfy also the \(C^0\)-continuity condition, since the pressure in
each element boundary is completely defined by the pressure degrees of freedom
of the nodes in that boundary. For the linear rectangular element (see Fig. 2.2
(a)), for instance, the pressure approximation is

\[
p \approx N_1^r p_1 + N_2^r p_2 + N_3^r p_3 + N_4^r p_4
\]

\[
\approx \left( \frac{p_1 + p_2 + p_3 + p_4}{4} \right) + \left( \frac{p_3 + p_4 - p_1 - p_2}{4} \right) \xi + \left( \frac{p_2 + p_1 - p_3 - p_4}{4} \right) \eta
\]

\[
+ \left( \frac{p_1 + p_3 - p_2 - p_4}{4} \right) \xi \eta
\]

(2.48)

The pressure approximation along the boundary between nodes 3 and 4 (i.e.
\(\xi = 1, \eta \in [-1,1]\)) has a linear shape,

\[
p(1, \eta) = \left( \frac{p_3 + p_4}{2} \right) + \left( \frac{p_3 - p_4}{2} \right) \eta
\]

(2.49)

which is uniquely defined by the pressure values at nodes 3 and 4. Since in the
adjacent rectangular element the pressure along this boundary has also a linear
shape, which is uniquely defined by the common nodes 3 and 4, the pressure continuity along this boundary is ensured.

2.4.2 Parametric mapping

To obtain a convergent discretization with elements, having polynomial element shape functions, the faces of the element boundary surfaces must usually be located in 'planes', having a constant value for one of the Cartesian co-ordinates or one of the normalized area or volume co-ordinates. As a result, a convergent discretization with polynomial shape functions is usually confined to rectangular and triangular elements for two-dimensional problems and rectangular prism and tetrahedral elements for three-dimensional problems, as discussed in the previous section.

For most acoustic problems, however, the fluid domain has a geometrically complex shape, which cannot be discretized exactly into an assemblage of these geometrically simple elements. Consequently, a finite element discretization for such problems induces not only an approximation error on the acoustic pressure predictions, but also on the geometrical description. To keep the geometrical discretization error within acceptable levels, a discretization is often constructed using the concept of parametric mapping, which enables the use of elements with more complex, distorted geometries.

The above mentioned geometrically simple elements, denoted as 'parent' elements, constitute the starting point of the mapping concept. In these parent elements, for which convergence is ensured, the pressure field is described in terms of polynomial shape functions, which are defined in a local element co-ordinate system (Cartesian, normalized area or normalized volume co-ordinate system). By distorting such a parent element, together with its local element co-ordinate system, an element with a distorted geometry and a local, now curvilinear, element co-ordinate system is obtained.

In a similar way as for the pressure approximation, the geometry of the distorted element, i.e. the relationship between the global Cartesian and the local curvilinear co-ordinates of each point in the distorted element domain, is described as an expansion of some prescribed shape functions. For some points in the element*, their desired global co-ordinates are specified. By defining each shape function as a (polynomial) function in the local co-ordinate system with a value of unity at one of the specified points and zero at the others, each shape function contribution in the geometrical expansion corresponds with the desired global Cartesian co-ordinates of one of the specified points.

Elements with the same shape functions, describing their geometry and their pressure distributions, are commonly used and denoted as isoparametric acoustic elements. Provided that some limitations on the amount of distortion are not violated, the parametric mapping concept yields a one-to-one correspondence between the global Cartesian and the local curvilinear co-ordinate systems. An important feature of this type of isoparametric mapping is that the convergence properties of the parent discretization are usually preserved in the mapped discretization.

Linear quadrilateral and linear hexahedral elements, for instance, are commonly used acoustic finite elements, which are obtained from an isoparametric mapping of, respectively, the linear rectangular and the linear rectangular prism elements. The geometry of these isoparametric elements, i.e.

* the specified points usually coincide with (some of) the nodes of the element and their number equals the number of prescribed shape functions
the relation between the global Cartesian co-ordinates \( (x,y,z) \) of each point in the
element and the corresponding local co-ordinates \( (\xi,\eta,\zeta) \), is expressed as

\[
\begin{align*}
x(\xi,\eta,\zeta) &= \sum_{i=1}^{n_e} N_i^e(\xi,\eta,\zeta) x_i = [N^e(\xi,\eta,\zeta)] [x_i] \\
y(\xi,\eta,\zeta) &= \sum_{i=1}^{n_e} N_i^e(\xi,\eta,\zeta) y_i = [N^e(\xi,\eta,\zeta)] [y_i] \\
z(\xi,\eta,\zeta) &= \sum_{i=1}^{n_e} N_i^e(\xi,\eta,\zeta) z_i = [N^e(\xi,\eta,\zeta)] [z_i]
\end{align*}
\]

(2.50)

where \( N_i^e \) are the parent element shape functions (see Eq. (2.42) and (2.46)) and
where \( x_i, y_i, z_i \) are the desired global Cartesian co-ordinates of the element nodes.

Fig. 2.3 illustrates this concept for the isoparametric mapping of a linear
rectangular parent element onto a linear quadrilateral element.

![Diagram of isoparametric mapping](image)

**Fig. 2.3: isoparametric linear quadrilateral element**

Based on the co-ordinate transformation of type (2.50), the integration
functions in the weighted residual formulation (2.10) may be transformed from
the global Cartesian to the local curvilinear co-ordinates. Due to the simple
genometry of the parent elements, the integration limits of the resulting integrals,
which could be complicated when defined in the global Cartesian co-ordinates,
become constant in the local co-ordinates. Therefore, the co-ordinate
transformation is a useful tool for the practical calculation of the finite element
model (2.41).

According to the rules of partial differentiation, the spatial derivatives with
respect to the local element co-ordinates \( \xi, \eta \) and \( \zeta \) may be expressed in terms of
those with respect to the global Cartesian co-ordinates \( x, y \) and \( z \),

\[
\frac{\partial N_i^e}{\partial \xi} = \begin{bmatrix} \frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi} \\ \frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\ \frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta} \end{bmatrix} \begin{bmatrix} \frac{\partial N_i^e}{\partial x} \\ \frac{\partial N_i^e}{\partial y} \\ \frac{\partial N_i^e}{\partial z} \end{bmatrix} = [J(\xi, \eta, \zeta)] \begin{bmatrix} \frac{\partial N_i^e}{\partial \xi} \\ \frac{\partial N_i^e}{\partial \eta} \\ \frac{\partial N_i^e}{\partial \zeta} \end{bmatrix}
\]

(2.51)

Each element in the Jacobian matrix \([J]\) is a function in the local element co-
ordinates \( \xi, \eta \) and \( \zeta \), which is obtained from the mapping relationship (2.50).
Based on the expressions (2.50) and (2.51), the integration variables in the
integrals, which determine the components of the force vector and the stiffness,
mass and damping matrix of the finite element model (2.41), may be transformed
from the global Cartesian to the local element co-ordinates. This co-ordinate
transformation yields, for instance, for an element stiffness matrix, as defined in (2.20),

\[
[K^e] = \int \left( \left[ \frac{\partial}{\partial x}[N^e] \right]^T \left[ \frac{\partial}{\partial \xi}[N^e] \right] \right)_{x,y,z} \, dx \, dy \, dz
\]

\[
= \int \int \int \left( \left[ \frac{\partial}{\partial \xi}[N^e] \right]^T \left[ \frac{\partial}{\partial \xi}[N^e] \right] \right)_{\xi,\eta,\zeta} \, det(J) \, d\xi \, d\eta \, d\zeta.
\] (2.52)

in which the components of vector \([\vartheta]\), which are the partial differential operators with respect to the global co-ordinates \(x, y, z\), are expressed in terms of the partial differential operators with respect to the local element co-ordinates \(\xi, \eta\) and \(\zeta\), using the inverse of the Jacobian matrix (see (2.51)).

### 2.5 Properties

Several advantageous properties of the stiffness, mass and damping matrices of an acoustic finite element model (2.41) may be derived from their element expressions.

- As already mentioned before, the matrices are **sparsely populated** due to the local character of the shape functions. Moreover, with an appropriate numbering of the nodes in the discretization, which is automatically generated in commercial FE programs, the matrices may have a **banded** structure, i.e., the non-zero matrix elements may be arranged in a narrow band around the matrix diagonal.

- Since the indices \(i\) and \(j\) in the element expressions (2.18), (2.23) and (2.37) may be interchanged, the matrices are **symmetrical**. This property is beneficial, not only for the required memory resources, since only half of the matrices must be stored, but also for the computational costs, since efficient symmetric matrix solvers can be used for solving the finite element model.

- Since the shape functions are independent of frequency, the elements of the stiffness and mass matrices are **frequency independent**. This allows the use of standard eigenvalue solvers for the calculation of the undamped natural frequencies and mode shapes of structural and acoustic systems (cf. section 2.6.2.).

- Although the frequency doesn't occur in an explicit way in (2.37), the elements of the damping matrix are usually frequency dependent, due to the frequency dependence of the prescribed normal impedance (or admittance).

- Since all element shape functions have real values, the elements of the stiffness and mass matrices are **real**, while the elements of the damping matrix are usually complex, since the prescribed normal impedance (or admittance) is usually a complex function.

- The **numerical calculation** of the matrix coefficients is very **easy** and straightforward. The involved numerical integrations are usually performed with a simple Gauss quadrature rule with only a few integration points per element (see e.g. [2.52]).
The finite element method can easily handle problems with inhomogeneous acoustic domains, in that the fluid properties in the various element domains can be different.

The modeling concepts, especially the use of (low-order) polynomial shape functions in the parent element definition, induce also some disadvantageous properties of the finite element method.

The dynamic response of an acoustic system results from a complex mechanism of wave propagation in the fluid domain. The resulting spatial variation of the oscillatory dynamic response is mainly determined by the spatial distribution of the external source excitation and its frequency contents. The latter is caused by the fact that the acoustic wavelength $\lambda$ depends on the frequency $\omega$, i.e. $\lambda = \frac{2\pi c}{\omega} = \frac{c}{f}$.

Since the (low-order) polynomial functions, used for the description of the pressure field, can only represent a restricted spatial variation, a large number of elements is required to accurately represent the oscillatory wave nature of the acoustic response.

To obtain an acceptable level of prediction accuracy, a general rule of thumb states that at least 10 elements per acoustic wavelength are required (see e.g. [2.49]). Hence, according to this rule of thumb, the number of elements should increase as the frequency increases, since the acoustic wavelength decreases as the frequency increases. Therefore, the larger the fluid domain and the higher the excitation frequency, the larger becomes the model size.

As a result, the application of the finite element method for real-life engineering problems usually involves large model sizes and requires a large amount of memory and computational efforts for constructing and solving the model.

As a result, the applicability of the finite element method is practically restricted to a limited frequency range. Above a certain frequency limit, which depends on the nature of the problem and on the available computer resources, these prediction methods would require a prohibitively large amount of computational effort and memory resources to get an acceptable level of accuracy.

The prediction accuracy for derived secondary field variables is smaller than for primary field variables. Predictions of dynamic quantities such as fluid velocities or acoustic intensities are obtained by deriving the prediction results of the primary field variables, i.e. the acoustic pressure. Since the latter are usually expressed in terms of polynomial expansions, which are complete up to a certain order, the derived variables are expressed in terms of polynomial expansions, which are only complete up to a lower order. As a result, these lower-order polynomial expansions represent a smaller spatial variation of the derived secondary variables than the expansions of the corresponding primary variables.

In a linear hexahedral fluid element, for example, the pressure is expressed in terms of a polynomial expansion, which is complete up to the first order, while the fluid velocity vector, which is proportional to the spatial gradient of the pressure, is no longer expressed in terms of a complete linear expansion. However, there is no physical justification for the subsequent smaller spatial variation of the fluid velocity predictions, since the pressure and fluid velocity of an acoustic wave have the same spatial variation. Consequently, the prediction accuracy of the fluid velocity is smaller than the accuracy of the pressure for a given finite element discretization. Moreover, for low-order polynomial expansions of the primary field variables, the subsequent expansions for the derived secondary variables become often discontinuous at the interelement boundaries. This is the case, for example, for the fluid velocity in linear hexahedral fluid elements.
• Since the element domains in a finite element discretization have a finite volume and since only models of finite size are amenable to numerical solution algorithms, the finite element method is, in principle, restricted to acoustic problems, which are defined in bounded fluid domains. However, there are several ways to extend the modeling concepts of the finite element method to the use for solving acoustic problems with unbounded fluid domains, as discussed in section 2.7.

2.6 Solution methods

2.6.1 Direct solution method

In the direct solution method, the finite element model (2.41) is directly solved at each frequency of interest for the vector of unknown nodal pressures. Back-substitution of the solution vector into the pressure expansion (2.13) yields the finite element approximation for the steady-state acoustic pressure field.

In this respect, it can be noted that, due to the advantageous matrix properties of a finite element model (symmetry, frequency independence, ... (cf. section 2.5)), the main part of the computational efforts is spent on solving the (large) matrix equation (2.41), while the construction of the model, i.e. the calculation of the matrix elements, requires only some minor efforts.

2.6.2 Modal solution method

As already mentioned in section 2.5, the application of the finite element method for real-life engineering problems usually involves large model sizes and requires a large amount of memory and computational efforts. However, the model sizes and subsequent computational efforts may be substantially reduced by using the modal expansion technique.

In this technique, the acoustic pressure field is expanded in terms of (some of) the modes of the considered system. The contributions of the modes to the acoustic response become then the unknowns of the modal model instead of the nodal degrees of freedom in the original model.

Such a modal solution procedure consists mainly of the following steps:

1. calculation of the undamped acoustic modes:

The calculation of the undamped mode shapes of an interior acoustic system, in which the entire boundary surface is assumed to be perfectly rigid, are obtained by discarding the damping matrix \([C_a]\) and the external excitation vector \([F_a]\) in the finite element model (2.41). Since the stiffness and mass matrices \([K_a]\) and \([M_a]\) are independent of frequency, the mode shape predictions are obtained from the following eigenvalue problem,

\[
[K_a] \{\Phi_m\} = \omega_m^2 [M_a] \{\Phi_m\} \quad (m = 1..n_a)
\]

(2.53)

where each \((n_a \times 1)\) eigenvector \(\{\Phi_m\}\) represents a mode shape and where the associated eigenvalue corresponds with the square of the natural frequency \(\omega_m\) of that mode.
Note that, due to the discretization of the acoustic system, which has an infinite number of degrees of freedom and, hence, an infinite number of modes, into a system with \( n \) degrees of freedom, only \( n \) mode shapes are obtained.

2. **Projection onto a modal base**

The nodal degrees of freedom in the \((n_a \times 1)\) vector \( \{ p_i \} \) in the finite element model (2.41) are expressed in terms of a set of \( m_a \leq n_a \) modal vectors, \( \{ \phi_m \} \)

\[
\{ p_i \} = \sum_{m=1}^{m_a} \phi_m \{ \Phi_m \} = [\Phi] \{ \phi_m \}
\]  

(2.54)

where \([\Phi]\) is a \((n_a \times m_a)\) matrix of modal vectors and where \( \{ \phi_m \} \) is a \((m_a \times 1)\) vector of modal participation factors.

3. **Modal model**

By substituting the modal expansion (2.54) into the finite element model (2.41) and by premultiplying both sides of the resulting matrix equation with the transpose of the modal vector matrix, the following modal model is obtained,

\[
\left( [K_a] + j \omega [C_a] - \omega^2 [M_a] \right) \{ \phi_m \} = \{ F_a \}
\]  

(2.55)

where the \((m_a \times 1)\) modal excitation vector is

\[
\{ F_a \} = [\Phi]^T \{ F_{ai} \}
\]  

(2.56)

and where the \((m_a \times m_a)\) modal stiffness, mass and damping matrices are

\[
\]  

(2.57)

Due to the orthogonality of the modal vectors with respect to the mass matrix,

\[
\{ \Phi_{m_1} \}^T [M_a] \{ \Phi_{m_2} \} = 0, \quad \text{if} \ m_1 \neq m_2
\]  

(2.58)

the modal mass and modal stiffness matrices are diagonal matrices. By normalizing the modal vectors, according to

\[
\{ \Phi_{m_1} \}^T [M_a] \{ \Phi_{m_1} \} = 1, \quad (m_1 = 1 \ldots m_a)
\]  

(2.59)

the modal mass matrix becomes the unity matrix,

\[
[M_a] = \begin{bmatrix} 1 & \cdots & 1 \\ \vdots & \ddots & \vdots \\ 1 & \cdots & 1 \end{bmatrix}
\]  

(2.60)

and the diagonal modal stiffness matrix becomes

\[
[K_a] = \begin{bmatrix} \omega^2_1 \\ \vdots \\ \omega^2_{m_a} \end{bmatrix}
\]  

(2.61)

When the finite element model (2.41) has a proportional damping matrix, i.e. a damping matrix, which may be written as a linear combination of the stiffness and mass matrix,
the modal damping matrix is also a diagonal matrix,

\[
[C_d] = \alpha [K_a] + \beta [M_a] \tag{2.62}
\]

\[
[C_d] = \begin{bmatrix}
2\zeta_1 \omega_1 & \cdots & 0 \\
0 & \ddots & \vdots \\
0 & \cdots & 2\zeta_m \omega_m
\end{bmatrix}
\tag{2.63}
\]

with the modal damping ratio's

\[
\zeta_m = \frac{\alpha \omega_m}{2} + \frac{\beta}{2 \omega_m} \tag{2.64}
\]

4. solving the modal model:

The modal model (2.55) is solved at each frequency of interest for the vector \( \{ \phi_m \} \) of unknown modal participation factors. Back-substitution of the solution vector into the pressure expansion (2.13), taking into account the modal projection (2.54), yields the approximation for the steady-state acoustic pressure field,

\[
p(x,y,z) = \sum \left[ N [\Phi] [\phi_m] \right] \tag{2.65}
\]

Although all modes should be used \( (m_n = n_0) \) in the modal expansion (2.54) to get the same accuracy as with the direct solution method, a relatively small truncated set of modes yields already a level of accuracy close to the one of the much larger original model. In this framework, a rule of thumb states that an accurate prediction of the steady-state dynamic behavior in a certain frequency range is obtained by using all modes with natural frequencies, smaller than twice the upper frequency limit of the considered frequency range.

In this way, a significant model size reduction can be obtained \( (m_n < n_0) \), especially in the low-frequency range, where the modal densities are small. In addition to the reduced model size, the matrices in a modal model often become diagonal, due to the orthogonality properties of the modes. As a result, when the steady-state response is needed at a large number of frequencies, the computational effort for constructing the modal base and then solving the reduced modal model at each frequency of interest is usually substantially smaller than for directly solving the original model at each frequency.

2.7 Exterior radiation problems

In principle, the finite element method can only be used for interior acoustic problems, which have a bounded acoustic domain, since the numerical implementation requires a finite number of finite elements. There are several ways, however, to extend the modeling concepts of the finite element method to the use for solving exterior acoustic problems, which have an unbounded acoustic domain.

In this framework, an artificial boundary surface \( \Omega_e \) is introduced at some finite distance from the boundary surface \( \Omega \). Consequently, the original model size reduction would then be obtained.

* since the total number of modes equals the total number of degrees of freedom of the model, no model size reduction would then be obtained.
unbounded fluid domain \( V \) is split into a bounded domain \( V_1 \) between \( \Omega \) and \( \Omega_e \) and an unbounded domain \( V_2 \) between \( \Omega_e \) and \( \Omega_\infty \) (see Fig. 2.4).

![Diagram](image)

**Fig. 2.4: computational domains for exterior problems**

The bounded domain \( V_1 \) is suited for a finite element discretization. To get a well-posed acoustic problem in this domain, an appropriate boundary condition must be specified at the artificial boundary surface \( \Omega_e \). In this way, an exterior problem is dealt with as an approximate interior problem.

For exterior acoustic problems, the Sommerfeld radiation condition must be satisfied at the boundary surface \( \Omega_e \) to ensure that all acoustic waves propagate freely towards infinity and that no reflections occur at this boundary,

\[
\lim_{|r| \to \infty} |r| \left( \frac{\partial p(r)}{\partial |r|} + jk p(r) \right) = 0
\]

(2.66)

Several approaches can be used to approximate this radiation condition.

1. The simplest approach is to use the specific acoustic impedance of freely propagating plane waves as impedance boundary condition for the pressure and normal fluid velocity at the artificial boundary surface \( \Omega_e \) (see e.g. [2.18]),

\[
p(r) = \rho_0 c v_n(r), \quad r \in \Omega_e
\]

(2.67)

For this boundary condition to be (quasi) non-reflective for the acoustic waves in an exterior fluid domain, the distance between the artificial boundary surface \( \Omega_e \) and the boundary surface \( \Omega \) must be very large. As a result, the bounded domain \( V_1 \) is still very large, which yields a very large and computationally expensive finite element model.

2. A more advanced approach consists of using 'damping' elements at the artificial boundary surface of the finite element discretization of domain \( V_1 \) in order to approximately model the absorption of outgoing acoustic waves. This approach was initially proposed by [2.10], [2.11] and has been refined by [2.15], [2.45] and [2.2], [2.3]. A surface with a simple geometrical shape, usually a sphere, is selected as artificial boundary surface \( \Omega_e \). The pressure field in the unbounded domain \( V_2 \) is approximated in terms of an analytical multipolar expansion of outgoing wave functions that satisfy the Sommerfeld radiation condition. The evaluation of this analytical expansion at the artificial boundary surface \( \Omega_e \) yields the pressure values, which are imposed at the boundary nodes of the 'damping' elements, located at the artificial boundary surface in the finite element discretization of domain \( V_1 \). For 'monopolar damping' elements, which are based on a monopolar pressure expansion, the artificial boundary surface
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must be located in the far-field of the exterior pressure at a large distance from
the boundary surface $\Omega$. For 'dipolar damping' elements, the extent of the
domain $V_{i}$ can be quite limited and becomes attractive for finite element
discretization.

3. The Dirichlet-to-Neumann method (DtN method) is based on an exact
formulation of the boundary condition at the artificial boundary surface $\Omega$.
[2.37] proposed an analytical solution for the pressure field in the unbounded
domain $V_{2}$ that satisfies the Sommerfeld radiation condition and an arbitrary
Dirichlet condition (imposed pressure condition) on the artificial boundary
surface. They used this solution to form a relation between the pressure and its
normal gradient at the artificial boundary surface $\Omega_{e}$, which yields the exact
impedance boundary condition. The finite element implementation of this exact
Dirichlet-to-Neumann impedance boundary condition has been discussed by
[2.33], [2.48] and [2.30]. Since this method allows the artificial boundary surface
$\Omega_{e}$ to be located in the near-field of the exterior pressure, only a small domain $V_{i}$
must be discretized, which yields a fairly small finite element model.

4. Instead of using an analytical expression for the pressure field in the unbounded
domain $V_{2}$ and for the derivation of the boundary condition on the artificial
boundary surface $\Omega$, the pressure field in $V_{2}$ can also be approximated
numerically through the use of an infinite element discretization of this
unbounded domain ([2.14], [2.13], [2.1]). Each of the infinite elements in such a
discretization contains a part of the artificial boundary surface $\Omega_{e}$ and is
infinitely extended away from the artificial boundary surface. In this way, the
infinite elements span as a single layer around the conventional finite elements,
used for the pressure field in the domain $V_{i}$. The pressure within the infinite
elements is expressed in terms of shape functions with a built-in amplitude
decay and wave-like variation to model outgoing waves. To overcome the
difficulties which arise with the numerical integrations involved in the
implementation of infinite elements, infinite wave envelope elements ([2.4], [2.5])
and more recently mapped infinite wave envelope elements ([2.6], [2.24], [2.7])
have been developed. They use shape functions similar to those of regular
infinite elements but use the complex conjugates of the shape functions as
weighting functions. This removes all wavellite terms from the element integrals
and simplifies the frequency dependence of the resulting model matrices.

The size of the resulting model, consisting of a finite element model for the
acoustic domain $V_{1}$ and an infinite element model for the acoustic domain $V_{2}$, is
strongly dependent on the location of the artificial boundary surface $\Omega_{e}$ and the
subsequent size of domain $V_{i}$. The size of domain $V_{i}$ is in its turn strongly related
to the shape functions, used in the infinite elements in domain $V_{2}$. The more
accurate these shape functions can represent outwards travelling waves, the
smaller the size of domain $V_{i}$ can be to get an accurate prediction of the coupled
response in exterior vibro-acoustic systems. In this framework, [2.16] has
proposed the use of spheroidal co-ordinate systems for the formulation of the
infinite element shape functions. This permits the required extent of domain $V_{i}$ to
be reduced in the case of slender objects.

2.8 Coupled vibro-acoustic problems

For coupled vibro-acoustic problems, an acoustic and a structural problem must
be solved simultaneously to include the mutual coupling interaction between the
fluid pressure and the structural deformation. The most commonly used
technique for interior coupled problems, which have a bounded acoustic domain,
is a coupled FE/FE model, in which an acoustic FE model is coupled with a structural FE model.

### 2.8.1 Problem definition

In an interior coupled vibro-acoustic system, the fluid is comprised in a bounded acoustic domain $V$, of which the boundary surface $\Omega_a$ contains an elastic structural surface $\Omega_s (\Omega_a=\Omega_s \cup \Omega_p \cup \Omega_v \cup \Omega_Z)$, as shown in Fig. 2.5.

![Fig. 2.5: interior coupled vibro-acoustic system](image)

#### fluid pressure field

As for uncoupled acoustic problems (see section 2.2), the steady-state acoustic pressure in the fluid domain $V$ is governed by the Helmholtz equation

$$\nabla^2 p(x,y,z) + k^2 p(x,y,z) = -j\rho_0 \omega q(x,y,z)$$  \hspace{1cm} (2.68)

For interior coupled vibro-acoustic systems, four different types of acoustic boundary conditions may be specified on the boundary surface $\Omega_a$ of domain $V$.

- **imposed pressure**:
  
  $$p = \bar{p} \quad \text{on } \Omega_p$$  \hspace{1cm} (2.69)

- **imposed normal velocity**:
  
  $$v_n = \frac{j}{\rho_0 \omega} \frac{\partial \phi}{\partial n} = \bar{v}_n \quad \text{on } \Omega_v$$  \hspace{1cm} (2.70)

- **imposed normal impedance**:
  
  $$p = \bar{Z} v_n = \frac{v_n}{A} = \frac{j}{\rho_0 \omega} \frac{\partial \phi}{\partial n} = \frac{j}{\rho_0 \omega A} \frac{\partial \phi}{\partial n} \quad \text{on } \Omega_z$$  \hspace{1cm} (2.71)

- **normal velocity continuity**:
  
  $$v_n = \frac{j}{\rho_0 \omega} \frac{\partial \phi}{\partial n} = j\omega n \quad \text{on } \Omega_s$$  \hspace{1cm} (2.72)

The last boundary condition expresses the vibro-acoustic coupling condition, in that the normal fluid velocity must equal the normal structural velocity along the fluid-structure coupling interface $\Omega_s$.

#### structural displacement field

Although any type of elastic structure could be part of a coupled vibro-acoustic system, the elastic structure is assumed to be a shell-type structure, which has a small thickness dimension, since significant vibro-acoustic coupling effects occur mainly for elastic structures with a small stiffness and mass.

For this type of structures, the displacement field is usually characterized in terms of the displacement components of the shell middle surface, which may be
described in a local co-ordinate system (s1,s2,n), attached to the middle surface (see Fig. 2.6). The co-ordinate directions s1 and s2 are located in the plane of the middle surface, while n represents the direction normal to the middle surface with positive orientation away from the fluid domain.

The corresponding middle surface displacement components ws1, ws2 and wn are governed by the following type of linear dynamic equations:

\[
\begin{bmatrix}
\dot{w}_{s1}(r) \\
\dot{w}_{s2}(r) \\
\dot{w}_n(r)
\end{bmatrix} = \begin{bmatrix}
f_{s1}(r) \\
f_{s2}(r) \\
f_n(r)
\end{bmatrix} + \begin{bmatrix}
f_1(r) \\
0 \\
0
\end{bmatrix}, \quad r \in \Omega_s.
\]

\[\text{Eq. (2.73)}\]

\[\text{Fig. 2.6: shell co-ordinate system}\]

The dynamic Eq. (2.73) describes the different wavetypes in the elastic structure. With \(s\) being the number of wavetypes, the structural displacement field is uniquely defined, if \(s\) boundary conditions are specified at each point of the boundary \(\Gamma_s\) of surface \(\Omega_s\). A general formulation of these boundary conditions is

\[
\begin{bmatrix}
L_{s,b}
\end{bmatrix}
\begin{bmatrix}
w_{s1}(r) \\
w_{s2}(r) \\
w_n(r)
\end{bmatrix} = \begin{bmatrix}
\overline{g}_s(r)
\end{bmatrix}, \quad r \in \Gamma_s.
\]

\[\text{Eq. (2.74)}\]

\[\text{where } L_{s,b} \text{ is a (sx3) matrix of differential operators, governing the appropriate boundary conditions and } \overline{g}_s(r) \text{ is a (sx1) vector of corresponding prescribed functions.}\]

\subsection{2.8.2 Model types}

The coupled FE/FE models can be classified into three major categories, based on the approach used in the problem formulation: the Eulerian, the Lagrangian and the mixed approach.
2.8.2.1 Eulerian model

In an Eulerian formulation, the acoustic response is described by a single scalar function, usually the pressure, while the structural response is described by the displacement vector.

**Acoustic FE model**

As described in section 2.3, the finite element approximation of the steady-state pressure $p$ in the bounded fluid domain $V$ is an expansion $\hat{p}$ in terms of a set of global shape functions $N_i$,

\[
\hat{p}(x,y,z) = \sum_{i=1}^{n_p} N_i(x,y,z) \cdot p_i + \sum_{i=1}^{n_p} N_i(x,y,z) \cdot \bar{p}_i
\]

(2.75)

where $n_p$ is the number of constrained degrees of freedom, i.e. the prescribed pressure values $\bar{p}_i$ at the $n_p$ nodes, which are located on the part $\Omega_p$ of the boundary surface, on which a prescribed pressure boundary condition is imposed. The global shape functions, associated with these constrained degrees of freedom, are comprised in the $(1 \times n_p)$ vector $[N_p]$. The $n_a$ unconstrained degrees of freedom are comprised in the $(1 \times n_a)$ vector $\{p_i\}$ and their associated global shape functions are comprised in the $(1 \times n_a)$ vector $[N_a]$.

The resulting finite element model for the unconstrained degrees of freedom takes the form,

\[
\left( [K_a] + j \omega [C_a] - \omega^2 [M_a] \right) \{p_i\} = \{F_a\}
\]

(2.76)

The $(1 \times n_a)$ vector $\{F_a\}$ contains the terms in the constrained degrees of freedom, the contributions from the external acoustic sources in the fluid domain $V$ and the contributions from the prescribed velocity input, imposed on part $\Omega_v$ of the boundary surface (2.70). The latter contributions are expressed as (see (2.29))

\[
\int_{\Omega_v} [-j \rho_0 \omega [N_a]^T \vec{v}_n] \, d\Omega
\]

(2.77)

where $\vec{v}_n$ is the prescribed normal fluid velocity, with positive orientation away from the fluid domain $V$.

**Structural FE model**

As described e.g. by [2.54], the finite element approximations of the steady-state dynamic displacement components of the middle surface $\Omega_s$ of an elastic shell structure in the $x$-, $y$- and $z$-direction of a global Cartesian coordinate system are

\[
\begin{bmatrix}
\hat{w}_x(x,y,z) \\
\hat{w}_y(x,y,z) \\
\hat{w}_z(x,y,z)
\end{bmatrix} = [N_s] \{w_i\} + \{N_w\} \{\bar{w}_i\}
\]

(2.78)

where the $(3 \times n_w)$ matrix $[N_w]$ comprises the global shape functions, which are associated with the $n_w$ constrained degrees of freedom, i.e. the prescribed translational and rotational displacements $\bar{w}_i$ at nodes, which are located on the part of the shell boundary, on which prescribed translational and/or rotational displacements are imposed. The $n_s$ unconstrained translational and rotational displacement degrees of freedom are comprised in the $(n_s \times 1)$ vector $\{w_i\}$ and their associated global shape functions are comprised in the $(3 \times n_s)$ matrix $[N_s]$. 
The resulting finite element model for the unconstrained degrees of freedom takes the form,

\[
\left( [K_s] + j\omega[C_s] - \omega^2[M_s] \right) \{w_i\} = \{F_s\}
\]  

(2.79)

The (nsxns) matrices \([K_s]\), \([M_s]\) and \([C_s]\) are the structural stiffness, mass and damping matrices. The (nsx1) vector \([F_s]\) contains the terms in the constrained degrees of freedom, the contributions from the prescribed forces and moments, applied on (part of) the shell boundary and the contributions from the external load \(p\), applied normal to the shell surface \(\Omega_s\). The latter contributions are expressed as

\[
\sum_{e=1}^{nse} \left( \int_{\Omega_{se}} \left( [N_s]^T \cdot \{n^e\} \cdot p \right) d\Omega \right)
\]

(2.80)

where \(nse\) is the number of flat plate elements \(\Omega_{se}\) in the shell discretization and where the unit vector, normal to a plate element, is represented in the (3x1) vector \([n^e]\).

**coupling of both models**

The force loading of the acoustic pressure on the elastic shell structure along the fluid-structure coupling interface in an interior coupled vibro-acoustic system may be regarded as an additional normal load. As a result, an additional term of type (2.80), using the acoustic pressure approximation (2.75), must be added to the structural FE model (2.79). When it is assumed that the elastic shell structure is completely comprised in the boundary surface of the fluid domain, the structural FE model (2.79) modifies to

\[
\left( [K_s] + j\omega[C_s] - \omega^2[M_s] \right) \{w_i\} + [K_c] \{\bar{p}_i\} = \{F_{si}\}
\]

(2.81)

The (nsxna) coupling matrix \([K_c]\) is

\[
[K_c] = -\sum_{e=1}^{nse} \left( \int_{\Omega_{se}} \left( [N_s]^T \cdot \{n^e\} \cdot [N_p] \right) d\Omega \right)
\]

(2.82)

and the (nsx1) excitation vector \([F_{si}\]) is

\[
\{F_{si}\} = \{F_s\} + \sum_{e=1}^{nse} \left( \int_{\Omega_{se}} \left( [N_s]^T \cdot \{n^e\} \cdot [N_p] \left( \{\bar{p}_i\} \right) \right) d\Omega \right)
\]

(2.83)

The continuity of the normal shell velocities and the normal fluid velocities at the fluid-structure coupling interface may be regarded as an additional velocity input on the part \(\Omega_s\) of the boundary surface of the acoustic domain. As a result, an additional term of type (2.77), using the shell displacement approximations (2.78), must be added to the acoustic FE model (2.76). This modified acoustic FE model becomes

\[
\left( [K_a] + j\omega[C_a] - \omega^2[M_a] \right) \{\bar{p}_i\} - \omega^2[M_c] \{w_i\} = \{F_{ai}\}
\]

(2.84)

The (naxns) coupling matrix \([M_a]\) is
\[
[M_c] = \sum_{e=1}^{n_{\Omega}} \left( \int_{\Omega_{\text{fe}}} \left( \rho_0 [N_{Da}]^T \cdot [n^e]^T \cdot [N_s] \right) d\Omega \right)
\]

(2.85)

and the \( (n \times 1) \) excitation vector \( \{F_{ai}\} \) is

\[
\{F_{ai}\} = \{F_a\} + \sum_{e=1}^{n_{\Omega}} \left( \int_{\Omega_{\text{fe}}} \rho_0 \omega^2 \left( [N_{Da}]^T \cdot [n^e]^T \cdot [N_w] \cdot [w_i] \right) d\Omega \right)
\]

(2.86)

A comparison between the coupling matrices (2.82) and (2.85) indicates that

\[
[M_c] = -\rho_0 [K_c]^T
\]

(2.87)

Combining the modified structural FE model (2.81) and the modified acoustic FE model (2.84) yields the Eulerian FE/FE model for an interior coupled vibro-acoustic system,

\[
\begin{bmatrix}
K_s & K_c \\
0 & K_a
\end{bmatrix} + j\omega \begin{bmatrix}
C_s & 0 \\
0 & C_a
\end{bmatrix} - \omega^2 \begin{bmatrix}
M_s & 0 \\
0 & -\rho_0 K_c^T M_a
\end{bmatrix} \begin{bmatrix}
w_i \\
p_i
\end{bmatrix} = \begin{bmatrix}
F_{ai} \\
F_{ai}
\end{bmatrix}
\]

(2.88)

The coefficients in the coupled stiffness matrix and coupled mass matrix are still frequency independent but, in contrast with an uncoupled structural or uncoupled acoustic finite element model, these coupled matrices are no longer symmetric. This is due to the fact that the force loading of the fluid on the structure is proportional to the pressure, resulting in a cross-coupling matrix \([K_c]\) in the coupled stiffness matrix, while the force loading of the structure on the fluid is proportional to the acceleration, resulting in a cross-coupling matrix \(\rho_0 K_c^T\) in the coupled mass matrix.

Note that for the practical calculation of this coupled model, it is convenient that the acoustic and structural meshes are matching, i.e. that the nodes of the acoustic and the structural meshes at the fluid-structure coupling interface coincide. If not, the structural nodal displacement degrees of freedom must be related to the acoustic nodal pressure degrees of freedom along the fluid-structure coupling interface through some geometrical transfer matrices, as proposed e.g. by [2.19].

Due to the cross-coupling matrices, the banded, sparsely populated nature of the matrices in an uncoupled finite element model partly vanishes in a coupled finite element model. As a consequence, the efficient equation solvers and eigenvalue solvers for sparse symmetric matrices can no longer be used and have to be replaced by non-symmetric solvers, which are more time expensive. For this reason, the undamped natural frequencies and mode shapes at low frequencies are often calculated by assuming an incompressible fluid \(([M_a] = [0])\), which yields a simpler eigenvalue problem,

\[
\left( \begin{bmatrix} K_s \end{bmatrix} - \omega^2 \left( [M_s] + [\hat{M}] \right) \right) \{w_i\} = \{0\}
\]

(2.89)

where \(\hat{M}\) is referred to as the added mass matrix,

\[
\hat{M} = \rho_0 [K_c] [K_a]^{-1} [K_c]^T
\]

(2.90)
In an alternative Eulerian formulation ([2.27], [2.43]), the fluid is described by the fluid velocity potential \( \phi \), of which the gradient vector equals the fluid velocity vector \( \vec{v} \),

\[
\vec{v} = \frac{j}{\rho_0 \omega} \vec{\nabla} \phi = \vec{\nabla} \phi.
\]

(2.91)

This choice renders the symmetric model,

\[
\begin{bmatrix}
K_s & 0 \\
0 & -\rho_0 K_c
\end{bmatrix} + j \omega \begin{bmatrix}
C_s & -\rho_0 K_c \\
-\rho_0 K_c^T & -\rho_0 C_s
\end{bmatrix} - \omega^2 \begin{bmatrix}
M_s & 0 \\
0 & -\rho_0 M_s
\end{bmatrix} \begin{bmatrix}
\mathbf{w}_i \\
\varphi_i
\end{bmatrix}
\]

(2.92)

For damped systems, this symmetric formulation is obtained without any penalty. For undamped systems \([C_s] = [C_a] = [0]\), the use of the fluid velocity potential yields a symmetric model, which becomes, however, complex due to the introduction of an artificial damping matrix. This is disadvantageous in terms of computational effort since solving a non-symmetric but real model, obtained from an undamped pressure formulation (see (2.88)), requires less arithmetical operations than solving a symmetric but complex model, obtained from a velocity potential formulation (see (2.92)).

2.8.2.2 Lagrangian model

In a Lagrangian formulation, both structural and acoustic responses are described by their displacement vector ([2.28]). Since both the force loading of the structure on the fluid as well as the force loading of the fluid on the structure are proportional to the structural/liquid acceleration, the coupled system matrices in a Lagrangian formulation are symmetric. However, the advantage of symmetry can hardly counterbalance the drawbacks of the formulation.

A first drawback is the substantial increase of the size of the coupled problem, since the fluid displacement has three vector components instead of one scalar value (pressure or fluid velocity potential) for each node of the acoustic mesh.

A second, and more severe, drawback is the existence of spurious rotational modes. Under the assumption of an inviscid fluid, the shear modulus of the fluid is zero and hence, the fluid motion is irrotational. The Lagrangian formulation results from the application of the variational principle to an energy functional. Since the shear modulus of an inviscid fluid is zero, the matrix \( D \), linking the fluid stresses to the fluid strains \( \sigma = D \varepsilon \), is singular. This allows zero-energy rotational deformation modes, which are not excluded from the Lagrangian model since these spurious modes don’t contribute to the energy functional. In order to avoid these physically unfeasible modes, an additional irrotationality constraint of the fluid has to be imposed by a penalty method ([2.32], [2.53], [2.12], [2.42]). This is done by adding an additional rotational energy functional \( J^{(\alpha)} \), weighted by a penalty factor \( \alpha \), to the energy functional,

\[
\alpha J^{(\alpha)}(\vec{u}) = \frac{1}{2} \alpha \int_{V_a} (\vec{\nabla} \times \vec{u})^2 dV_a
\]

(2.93)

where \( V_a \) is the acoustic domain and \( \vec{u} (= \vec{\nabla} / (j \omega)) \) is the fluid displacement vector. The resulting system equations are, in absence of any type of damping,
Based on the coupling conditions at the fluid-structure interface, matrix $[L]$ represents the static condensation of all nodal structural displacement components $u_s$ and nodal fluid displacement components $u_f$ in terms of the displacements $V_i$ at the nodes which do not belong to the fluid-structure interface. $[\tilde{K}_s]$ and $[\tilde{K}_a]$, $[\tilde{M}_s]$, and $[\tilde{M}_a]$ are the structural and acoustic stiffness and mass matrices. Matrix $[\tilde{K}_a]$ results from the irrotationality constraint. $\{\tilde{F}_s\}$ and $\{\tilde{F}_a\}$ are the external nodal structural and acoustic excitation vectors. Only a penalty factor $\alpha = \infty$ ensures an irrotational acoustic response. Since the system equations can only be solved for a finite value of $\alpha$, the response vectors and eigensolutions depend on $\alpha$ and satisfy the irrotationality constraint only in an approximate way.

To remove the deficiency of spurious rotational modes, [2.9] have proposed an advanced Lagrangian formulation, using the displacement, pressure and a 'vorticity moment' as acoustic variables. The two latter variables are associated with element internal variables and are statically condensed out at element level, so that only the nodal fluid displacements occur in the global coupled model.

### 2.8.2.3 Mixed model

In mixed formulations, the structural response is described by its displacement vector and the acoustic response is described by the pressure and the fluid displacement potential $\psi$, whose gradient is proportional to the fluid displacement. The fluid-structure coupling interaction can be introduced as cross-coupling matrices in the coupled mass matrix ([2.39]). A more advantageous mixed formulation introduces the fluid-structure coupling interaction as cross-coupling matrices in the coupled stiffness matrix ([2.41], [2.46]). In absence of any type of damping, the latter formulation is

$$
\begin{bmatrix}
K_s & 0 & -M_c^T \\
0 & 0 & B_a^T \\
-M_c & B_a & -M_a
\end{bmatrix} - \omega^2 \begin{bmatrix}
M_s & 0 & 0 \\
0 & K_a & 0 \\
0 & 0 & 0
\end{bmatrix}\begin{bmatrix}
w_i \\
\psi_i \\
p_i
\end{bmatrix} = \begin{bmatrix}
F_{si} \\
0 \\
F_{ai}
\end{bmatrix}
$$

(2.95)

$[M_c]$ results from the fluid-structure coupling interaction and $[B_a]$ relates the nodal fluid pressures to the nodal fluid displacement potentials.

The system equations are symmetric; no third artificial damping matrix is introduced and no spurious rotational modes are present.

This mixed formulation has, however, two major drawbacks. First of all, the size of the coupled problem is substantially larger, compared to the Eulerian formulation (2.88), since there are two degrees of freedom for each acoustic node. Secondly, special equation and eigenvalue solvers are required, since the coupled stiffness matrix is indefinite and the coupled mass matrix is positive semidefinite.

At present, a comparison of the advantages and drawbacks of the different symmetric formulations with those of the non-symmetric Eulerian pressure formulation (2.88) denotes the latter as the most appropriate prediction.
technique. Therefore, most of the available finite elements programs (e.g. SYSNOISE, MSC/NASTRAN, ANSYS) use the Eulerian pressure formulation for coupled predictions of interior coupled vibro-acoustic systems.

2.8.3 Model size reduction techniques

For the uncoupled structural and uncoupled acoustic problems, encountered in uncoupled vibro-acoustic systems, their model sizes and subsequent computational efforts may be efficiently reduced by using model size reduction techniques, such as the modal expansion technique, the component mode synthesis and the Ritz vector expansion technique. For coupled vibro-acoustic problems, however, the efficiency of these model size reduction techniques is significantly reduced, as discussed below.

2.8.3.1 Modal expansion

In the modal expansion technique, the dynamic field variables are expanded in terms of the modes of the considered system (cf. section 2.6.2.). For element-based models, the contributions of the different modes to the dynamic response become the unknowns of the modal model instead of the nodal degrees of freedom in the original model. Although all modes should be used to get the same accuracy as with the original model, a relatively small truncated set of modes yields already a level of accuracy close to the one of the much larger original model. In this framework, a rule of thumb states that an accurate prediction of the steady-state dynamic behavior in a certain frequency range is obtained by using all modes with natural frequencies, smaller than twice the upper frequency limit of the considered frequency range. Especially in the low-frequency range, where modal densities are small, this yields a significant model size reduction.

In addition to the reduced model size, the matrices in a modal model often become diagonal due to the orthogonality properties of the modes. As a result, when the steady-state response is needed at a large number of frequencies, the computational effort for constructing the modal base and then solving the reduced modal model at each frequency of interest is usually substantially smaller than for directly solving the original model at each frequency.

The modal expansion technique for coupled Eulerian models (2.88) is applied as follows.

The predictions for the undamped mode shapes and natural frequencies of a coupled vibro-acoustic system result from the following right eigenvalue problem,

\[
\begin{bmatrix}
K_s & K_c \\
0 & K_a
\end{bmatrix}
\begin{bmatrix}
\Phi_c
\end{bmatrix} = \omega_c^2
\begin{bmatrix}
M_s & 0 \\
-K_c^T & \frac{1}{\rho_0} M_a
\end{bmatrix}
\begin{bmatrix}
\Phi_c
\end{bmatrix} \quad (c = l..n_s + n_a)
\]

(2.96)

where each \((n_s+n_a)x1\) right eigenvector \(\{\Phi_c\}\) represents a mode shape and where the associated eigenvalue corresponds with the squared value of the natural frequency \(\omega_c\) of that mode.

Since, in contrast with uncoupled acoustic and uncoupled structural FE models, the stiffness and mass matrices in a coupled Eulerian model are no longer symmetric, the above eigenvalue problem is non-symmetric. Hence, the left eigenvectors \(\{\overline{\Phi}_c\}\) of the associated left eigenvalue problem,

\*

since the total number of modes equals the total number of degrees of freedom of the model, no model size reduction would be obtained.
\[
\{\Phi_c\}^T \begin{bmatrix} K_s & K_c \\ 0 & -\frac{1}{\rho_0} K_a \end{bmatrix} = \omega_c^2 \{\Phi_c\}^T \begin{bmatrix} M_s & 0 \\ -K_c & \frac{1}{\rho_0} M_a \end{bmatrix}
\] (2.97)

differ from the right eigenvectors \{\Phi_c\}. However, [2.38] indicated that, due to
the particular matrix relation (2.87), the components, which correspond with the
\(n_a\) acoustic degrees of freedom in each pair of associated left and right
eigenvectors, are identical and that the components, which correspond with the
\(n_s\) structural degrees of freedom in the left eigenvectors, are proportional to
the corresponding right eigenvector components with a factor, equal to the associated
eigenvalue,
\[
\{\Phi_c\} = \{\Phi_{sc}\} = \{\Phi_{ac}\} \quad (c = l., n_s + n_a)
\] (2.98)

The Eulerian model (2.88) may be transformed into a modal model by
expanding the nodal degrees of freedom in terms of a set of \(m \leq n_s + n_a\) modes of
the coupled vibro-acoustic system,
\[
\begin{bmatrix} w_i \\ p_i \end{bmatrix} = \sum_{c=1}^{m} \phi_c \begin{bmatrix} \Phi_{sc} \\ \Phi_{ac} \end{bmatrix} = \left[ \Phi_c \right] \{\phi_c\}
\] (2.99)

where \(\{\Phi_c\}\) is a \((n_s+n_a)xm\) matrix of right eigenvectors and where \(\{\phi_c\}\) is a \((m\times1)\)
vector of modal participation factors.

By substituting the modal expansion (2.99) into the Eulerian model (2.88), in
which all equations of the acoustic part are divided by \(\rho_0\), and by premultiplying
both sides of the resulting matrix equation with the transpose of the \((n_s+n_a)xm\)
matrix of corresponding left eigenvectors, the following modal model is obtained,
\[
\begin{bmatrix} [\bar{K}] + j\omega [\bar{C}] - \omega^2 [\bar{M}] \end{bmatrix} \{\phi_c\} = \{\bar{F}\}
\] (2.100)

where the \((m\times1)\) modal excitation vector is
\[
\{\bar{F}\} = \{\Phi\}^T \begin{bmatrix} F_{si} \\ \frac{1}{\rho_0} F_{ai} \end{bmatrix}
\] (2.101)

and where the \((m\timesxm\) modal stiffness, mass and damping matrices are
\[
\begin{bmatrix} \bar{K} \\ \bar{C} \end{bmatrix} = \{\Phi\}^T \begin{bmatrix} K_s & K_c \\ 0 & -\frac{1}{\rho_0} K_a \end{bmatrix} \{\Phi\} \quad [\bar{M}] = \{\Phi\}^T \begin{bmatrix} M_s & 0 \\ -K_c & \frac{1}{\rho_0} M_a \end{bmatrix} \{\Phi\}
\] (2.102)

Due to the orthogonality of the left and right eigenvectors with respect to
the mass matrix,
\[
\{\Phi_{c_1}\}^T \begin{bmatrix} M_s & 0 \\ -K_c & \frac{1}{\rho_0} M_a \end{bmatrix} \{\Phi_{c_2}\} = 0, \quad \text{if } c_1 \neq c_2,
\] (2.103)
the modal mass and modal stiffness matrices are diagonal matrices. By normalizing the eigenvectors, according to

\[
\{ \Phi_{c_l} \}^T \begin{bmatrix} M_s & 0 \\ -K_c^T & -\frac{1}{\rho_0} M_a \end{bmatrix} \{ \Phi_{c_l} \} = 0, \quad (c_l = 1..m_c),
\]

the modal mass matrix becomes the unity matrix,

\[
\hat{M} = \begin{bmatrix} I \\ \vdots \\ I \end{bmatrix}
\]

and the diagonal modal stiffness matrix becomes

\[
\hat{K} = \begin{bmatrix} \omega_1^2 \\ \vdots \\ \omega_{m_c}^2 \end{bmatrix}
\]

The fact that the left and right eigenvector result from a non-symmetric eigenvalue problem, puts, however, a severe practical limitation on the use of the modal expansion technique for coupled vibro-acoustic problems.

In contrast with the symmetric eigenvalue problems for uncoupled structural and uncoupled acoustic models, the non-symmetric eigenvalue problems for coupled models are much more computationally demanding.

To illustrate this, a rectangular acoustic cavity with a length of 1 m, a width of 0.5 m and a height of 0.15 m is considered. One side of the cavity consists of a flexible, rectangular plate of 1 m x 0.5 m with clamped boundaries, while the five other cavity side walls are perfectly rigid. Three structural discretizations are built with 4-noded rectangular plate elements (CQUAD4), six acoustic discretizations are built with 8-noded rectangular fluid elements (CHEXA8), yielding six discretizations for the coupled system. Tab. 2.1 lists the number of elements in the structural and acoustic discretizations and the resulting numbers \(n_s\), \(n_a\) and \(n_c\) of unconstrained degrees of freedom of the different FE models.

<table>
<thead>
<tr>
<th>structural</th>
<th>acoustic</th>
<th>coupled</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n_x n_y)</td>
<td>(n_s)</td>
<td>(n_x n_y n_z)</td>
</tr>
<tr>
<td>20x12</td>
<td>627</td>
<td>20x12x4</td>
</tr>
<tr>
<td>20x12x8</td>
<td>2457</td>
<td>3084</td>
</tr>
<tr>
<td>40x24</td>
<td>2691</td>
<td>40x24x4</td>
</tr>
<tr>
<td>40x24x8</td>
<td>9225</td>
<td>11916</td>
</tr>
<tr>
<td>60x36</td>
<td>6195</td>
<td>60x36x4</td>
</tr>
<tr>
<td>60x36x8</td>
<td>20313</td>
<td>26508</td>
</tr>
</tbody>
</table>

Tab. 2.1: numbers \(n_s, n_a, n_c\) of unconstrained degrees of freedom (\(n_x, n_y, n_z\): number of elements in the length, width and height of the acoustic cavity)

The first 10 modes of the considered finite elements models have been calculated with the MSC/NASTRAN software on a Hewlett-Packard-C180 workstation (SPECfp95=18.7, SPECint95=11.8). The involved CPU-times are plotted against the corresponding number of unconstrained degrees of freedom in Fig. 2.7.
This figure clearly illustrates that a non-symmetric eigenvalue problem, involved with the mode extraction from coupled Eulerian FE/FE models, requires a substantially larger amount of computational effort than the symmetric eigenvalue problems, involved with the mode extraction from uncoupled structural and uncoupled acoustic FE models. Note also that the difference between the CPU times for the uncoupled structural and uncoupled acoustic models illustrates that the computational effort is not only determined by the model size, but also by the bandwidth of the sparsely populated stiffness and mass matrices.

In this way, the mode extraction becomes a computationally very expensive calculation for many coupled vibro-acoustic problems.

### 2.8.3.2 Component mode synthesis

Due to the problems, involved with the calculation of the modes of a coupled vibro-acoustic system, the component mode synthesis technique provides an alternative approach to get a model size reduction.

In this technique, a system is regarded as an assembly of several components and the dynamic variables of the total system are expanded in terms of the modes of the different system components, which can be calculated in a more efficient way than the modes of the total system. Since the system is divided into several components, some additional constraints must be specified at the interfaces between the components to enable the calculation of the component modes. This has an important influence on the resulting accuracy and efficiency of this model size reduction technique. For a detailed discussion of this technique, the reader is referred to e.g. [2.22] and [2.34].

Coupled vibro-acoustic systems are often decomposed into two components, i.e. the elastic shell structure and the acoustic fluid domain. Several types of interface boundary conditions between the structural and acoustic component may be used to determine the component modes. The most commonly used interface conditions for coupled vibro-acoustic systems are discussed below.

- [2.50] proposed the expansion of the structural nodal degrees of freedom in terms of a set of \( m_s \) modes of the uncoupled structural system, i.e. the modes of the elastic shell structure without acoustic pressure loading along the fluid-structure coupling interface, and expanding the acoustic nodal degrees of freedom in terms of a set of \( m_a \) modes of the uncoupled acoustic system, i.e. the
modes of the fluid domain with the fluid-structure coupling interface assumed to be perfectly rigid.

The application of this type of component mode synthesis technique for a coupled Eulerian model (2.88) is as follows.

The structural expansion becomes

$$\{w_i\} = \sum_{m=1}^{m_s} \phi_{s,m} \{\phi_{su,m}\} = \{\phi_{su}\} \{\phi_s\} \quad (2.107)$$

where each column in the \((n_s x m_s)\) matrix \(\{\phi_{su}\}\) is a modal vector \(\{\phi_{su,m}\}\) of the uncoupled elastic shell structure with natural frequency \(\omega_{s,m}\).

$$[K_s]\{\phi_{su,m}\} = \omega_{s,m}^2 [M_s]\{\phi_{su,m}\} \quad (m = 1..m_s) \quad (2.108)$$

and where \(\{\phi_s\}\) is a \((m_s x 1)\) vector of structural modal participation factors.

The acoustic expansion is

$$\{p_i\} = \sum_{m=1}^{m_a} \phi_{a,m} \{\phi_{au,m}\} = \{\phi_{au}\} \{\phi_a\} \quad (2.109)$$

where each column in the \((n_a x m_a)\) matrix \(\{\phi_{au}\}\) is a modal vector \(\{\phi_{au,m}\}\) of the uncoupled fluid domain with natural frequency \(\omega_{a,m}\).

$$[K_a]\{\phi_{au,m}\} = \omega_{a,m}^2 [M_a]\{\phi_{au,m}\} \quad (m = 1..m_a) \quad (2.110)$$

and where \(\{\phi_a\}\) is a \((m_a x 1)\) vector of acoustic modal participation factors.

By substituting the component mode expansions (2.107) and (2.109), in which the uncoupled structural and acoustic modal vectors are normalized with respect to their corresponding mass matrices, into the Eulerian model (2.88) and by premultiplying the structural and acoustic part of the resulting matrix equation with the transpose of, respectively, the structural and the acoustic modal vector matrix, the following modal model is obtained,

$$\left(\begin{bmatrix} [K] & j\omega [C] - \omega^2 [M]\end{bmatrix}\right) \{\phi_s\} = \{\tilde{F}\} \quad (2.111)$$

The \((m_s+m_a) x 1\) right-hand side vector is

$$\{\tilde{F}\} = \begin{bmatrix} \phi_{su}^T & 0 \\ 0 & \phi_{au}^T \end{bmatrix} \{F_{si}\} \quad (2.112)$$

The \((m_s+m_a) x (m_s+m_a)\) modal stiffness matrix is

$$[\hat{K}] = \begin{bmatrix} A_s & A \\ 0 & A_a \end{bmatrix} \quad (2.113)$$

where the \((m_s x m_s)\) matrix \([A_s]\) and the \((m_a x m_a)\) matrix \([A_a]\) are diagonal matrices,

$$[A_s] = \begin{bmatrix} \omega_{s,1}^2 & 0 \\ 0 & \omega_{s,m_s}^2 \end{bmatrix}, \quad [A_a] = \begin{bmatrix} \omega_{a,1}^2 & 0 \\ 0 & \omega_{a,m_a}^2 \end{bmatrix} \quad (2.114)$$
and where the \((m_\omega \times m_\omega)\) matrix \([A]\) is

\[
[A] = [\Phi_{su}]^T K_c [\Phi_{au}]
\]  

(2.115)

The \(((m_s + m_\omega) \times (m_s + m_\omega))\) modal mass matrix is

\[
[M] = \begin{bmatrix}
I_s & 0 \\
-\rho_0 A^T & I_a
\end{bmatrix}
\]  

(2.116)

where \([I_s]\) and \([I_a]\) are, respectively, the \((m_s \times m_s)\) and \((m_a \times m_a)\) unity matrices.

The \(((m_s + m_\omega) \times (m_s + m_\omega))\) modal damping matrix is

\[
[c] = \begin{bmatrix}
\Phi_{su}^T C_s \Phi_{su} & 0 \\
0 & \Phi_{au}^T C_a \Phi_{au}
\end{bmatrix}
\]  

(2.117)

The application of the component mode synthesis technique, using these uncoupled component modes, for a coupled Eulerian model of type (2.92) is described in e.g. [2.25] and its application for a coupled mixed model (2.95) is described in e.g. [2.31].

In comparison with the modal expansion, discussed in section 2.8.3.1., the calculation of the modal vectors are much less computationally demanding, since the modes of the uncoupled structural and uncoupled acoustic systems result from symmetric eigenvalue problems.

However, the efficiency of this component mode synthesis in reducing the size of the original (Eulerian) model is substantially smaller. This is mainly due to the inefficient way, in which the displacement continuity (2.72) at the fluid-structure coupling interface is approximated by the uncoupled acoustic modes. Since the uncoupled acoustic modes are calculated with rigid wall boundary conditions at the fluid-structure interface, the fluid displacement, normal to this interface, is zero in each mode. In this way, any combination of the uncoupled acoustic modes yields a zero normal fluid displacement and violates the displacement continuity condition. To get an accurate approximation of the near-field pressure effects in the vicinity of the fluid-structure coupling interface, which are usually associated with the displacement continuity, a lot of high-order acoustic modes should be comprised in the uncoupled modal base, which results in a large size of the modal model. Consequently, the benefit of a computationally efficient construction of the modal base is reduced by the smaller model size reduction, obtained with uncoupled component modes.

- To enhance the ability of the acoustic component modes to represent the displacement continuity and the associated near-field effects, [2.51] recently proposed to calculate the acoustic component modes with an impedance boundary condition at the fluid-structure coupling interface. Since the efficiency of this type of component mode synthesis is largely dependent on the applied impedance value, this approach is still subject of on-going research, mainly looking for a systematic procedure to determine a proper impedance value.

- Another way to enhance the accuracy of a component mode synthesis has been described by [2.26], who extended the fixed-interface component mode synthesis technique, developed by [2.23] and [2.47] for large structural problems, to coupled vibro-acoustic problems.

In this approach, the structural displacement is still expanded in terms of a set of uncoupled structural modes. The fluid pressure is expanded in terms of a set of fixed-interface modes and constraint modes. Fixed-interface modes are acoustic modes with zero pressure boundary conditions at the fluid-structure coupling interface. In each of the constraint modes, which are usually determined with a static condensation technique, one of the previously fixed interface degrees
of freedom is released. In this way, each constraint mode represents the static pressure field with a unit pressure at the released interface degree of freedom. [2.36] refined the method by determining the constraint modes with a dynamic calculation procedure. Since a large number of constraint modes are needed to get an acceptable level of accuracy, the resulting reduction of the model size and the computational effort is fairly small, which makes this approach of minor practical use for coupled vibro-acoustic problems.

2.8.3.3 Ritz vector expansion

The Ritz vector expansion technique provides a way to circumvent the problems, associated with the fact that the modes of a system or its components are independent of the external excitations of the system. Especially for local excitations, such as structural point forces and acoustic point sources, the forced responses often peak in the vicinity of the excitation point and attenuate rapidly away from the excitation. In order to accurately represent these local spatial patterns with excitation independent modes, a lot of high-order modes should be taken into account in the modal base of a modal expansion or component mode synthesis model. This has a disadvantageous effect on the model size and subsequent computational effort.

The Ritz vectors constitute an orthogonal set of functions, which not only depend on the dynamic properties of the system but also on the external excitations. [2.17], for instance, proposed the use of Ritz vectors for the expansion of the structural displacement and the fluid pressure in a coupled Eulerian FE/FE model (2.88). In comparison with a modal expansion model, a smaller number of Ritz vectors is needed to get an acceptable level of accuracy, since the Ritz vectors depend also on the external excitations. A Ritz vector expansion is, however, not commonly preferred to a modal expansion, since the benefit of the smaller model size is often nullified by the increased computational effort for calculating an orthogonal set of Ritz vectors.

2.8.4 Limitations of coupled FE/FE models

In comparison with uncoupled vibro-acoustic problems, the practical use of existing numerical prediction tools for coupled vibro-acoustic problems is more limited, since the involved model sizes and the associated computational efforts and memory requirements are larger and since the commonly used model size reduction techniques are less efficient.

larger model sizes
The discussion of the finite element method has already revealed the necessity of using a large number of degrees of freedom to get an acceptable level of accuracy. In comparison with uncoupled vibro-acoustic problems, the involved model sizes and the associated computational efforts and memory requirements are substantially larger for coupled vibro-acoustic problems. This is mainly due to the following reasons.

• In order to incorporate the vibro-acoustic coupling effects, the structural and the acoustic problem must be solved simultaneously, whereas for uncoupled vibro-acoustic systems, the structural and the acoustic problem may be solved in a sequential procedure.

• Coupled models are not only larger, but their numerical solution algorithms have also a smaller computational efficiency. Compared with an uncoupled structural or an uncoupled acoustic finite element model of the same size, solving a coupled Eulerian FE/FE model is computationally less efficient, since such a
coupled model is no longer symmetric and since its bandwidth is substantially larger (see (2.88)).

**Reduced Efficiency of Model Size Reduction Techniques**
For the uncoupled structural and uncoupled acoustic problems, encountered in uncoupled vibro-acoustic systems, their model sizes and subsequent computational efforts may be efficiently reduced by using model size reduction techniques, such as the modal expansion technique, the component mode synthesis and the Ritz vector expansion technique. For coupled vibro-acoustic problems, however, the efficiency of these model size reduction techniques is significantly reduced, as already discussed in section 2.8.3.

**Limited Applicability**
As already mentioned before, the number of elements in a finite element discretization should increase as the frequency increases. An increase of the number of elements yields a larger model size and requires a larger amount of computational effort and memory resources. As a result, the applicability of the finite element and boundary element method is practically restricted to a limited frequency range. Above a certain frequency limit, which depends on the nature of the problem and on the available computer resources, these prediction methods would require a prohibitively large amount of computational effort and memory resources to get an acceptable level of accuracy.

As discussed above, the model sizes and subsequent computational efforts are larger and the efficiency of model size reduction techniques is smaller for coupled vibro-acoustic problems than for uncoupled structural and uncoupled acoustic problems. For these reasons, the practical frequency upper limit for applying element based prediction techniques for coupled problems is substantially smaller than for uncoupled problems.

### 2.9 Examples

In this section, several properties of the finite element method are illustrated through a one-dimensional uncoupled acoustic problem and a one-dimensional coupled vibro-acoustic problem.

#### 2.9.1 Uncoupled Acoustic Problem

**2.9.1.1 Problem Definition**

A tube of length $L_c$ is filled with a fluid with density $\rho_0$ and speed of sound $c$. At one end of the tube, a time-harmonic velocity with amplitude $V$ (displacement amplitude $X$) and frequency $\omega$ is imposed, while the other end of the tube is rigid walled (see Fig. 2.8(a)).

The steady-state pressure response in the fluid is approximated using a finite element discretization, which consists of $n$ two-noded elements of length $L=L_c/n$, yielding a total of $(n+1)$ nodes (see Fig. 2.8(b)).
The exact steady-state pressure in the tube is

$$P_{\text{exact}}(x) = p_0 \cos(\omega x) + \frac{1}{\tan(c/L)} \cos\left(\frac{\omega x}{c}\right)$$

in which the harmonic time dependence $e^{i\omega t}$ is suppressed.

### 2.9.1.2 Direct finite element model

The pressure within each element $i$ between nodes $i$ and $(i+1)$ is approximated in terms of two linear shape functions $(x \in [x_i, x_{i+1}])$,

$$p(x) \approx p_i N_i^e(x) + p_{i+1} N_{i+1}^e(x) = p_i \left(1 - \frac{x-x_i}{L}\right) + p_{i+1} \left(\frac{x-x_i}{L}\right)$$

where $x_i$ is the location of node $i$.

According to Eq. (2.21) and (2.23), the element stiffness and element mass matrices for this discretization become,

$$[K^e] = \begin{bmatrix} 1/L & -1/L \\ -1/L & 1/L \end{bmatrix}, \quad [M^e] = \frac{1}{c^2} \begin{bmatrix} L/3 & L/6 \\ L/6 & L/3 \end{bmatrix}$$

The resulting finite element model becomes

$$\left( [K_a] - \omega^2 [M_a] \right) \begin{bmatrix} p_1 \\ p_2 \\ \vdots \\ p_{n+1} \end{bmatrix} = \begin{bmatrix} -p_0 \omega^2 \lambda \\ 0 \\ \vdots \\ 0 \end{bmatrix}$$

in which the global stiffness and global mass matrices are

$$[K_a] = \begin{bmatrix} 1/L & -1/L \\ -1/L & 2/L & -1/L & \vdots \\ -1/L & 2/L & -1/L \\ \vdots & \ddots & \ddots & \ddots \\ 0 & \cdots & 0 & -1/L \end{bmatrix} [L/2]$$

$$[M_a] = \begin{bmatrix} L/3 & L/6 \\ L/6 & L/3 \end{bmatrix} [L/2]$$
\[
[M_s] = \frac{1}{c^2} \begin{bmatrix}
\frac{L}{3} & \frac{L}{6} & 0 \\
\frac{L}{6} & 2\frac{L}{3} & \frac{L}{6} \\
\frac{L}{6} & 2\frac{L}{3} & \frac{L}{6} \\
0 & \frac{L}{6} & 2\frac{L}{3} \\
0 & \frac{L}{6} & \frac{L}{3}
\end{bmatrix}
\]

(2.123)

Since the pressure expansion (2.119) enables the representation of a complete polynomial function of the first order and since the pressure has a unique value at the interelement boundaries, the convergence of this type of finite element discretization is ensured.

Fig. 2.9 compares the finite element predictions (n=20) with the exact solutions for the case of an air-filled (\(\rho_0=1.225 \text{ kg/m}^3, c=340 \text{ m/s}\)) tube of length \(L=1 \text{ m}\). At the left hand side, a displacement is imposed with amplitude \(X=10^{-3} \text{ m}\). Two excitation frequencies are considered: \(\omega/2\pi=100 \text{ Hz}\) (Fig. 2.9(a,c)) and \(\omega/2\pi=500 \text{ Hz}\) (Fig. 2.9(b,d)).

To indicate the accuracy of a certain finite element approximation, a global measure \(\Delta p\) for the pressure predictions and a global measure \(\Delta v\) for the velocity (and displacement) predictions may be defined as follows:

\[
\Delta p = \frac{1}{L} \int_0^L \left| p - p_{\text{exact}} \right|^2 \, dx,
\]

\[
\Delta v = \frac{1}{L} \int_0^L \left| \frac{\partial p}{\partial x} - p_{\text{exact}} \right|^2 \, dx.
\]

(2.124)

An indication of the convergence rate is obtained by plotting the number of nodes \((n+1)\) of a certain FE discretization against the corresponding accuracy measures \(\Delta p\) and \(\Delta v\). Fig. 2.10 shows the resulting curves for the two considered excitation frequencies.
Fig. 2.9: instantaneous steady-state pressure and displacement
(solid: exact, x-marked: FE (n=20))

Fig. 2.10: pressure (solid) and velocity (dotted) convergence rates

Fig. 2.9 and Fig. 2.10 illustrate some important features of the finite element prediction for solving steady-state dynamic problems.

- The accuracy, obtained from a given finite element discretization, decreases, when the excitation frequency increases.

The dynamic response of an acoustic system results from a complex wave propagation mechanism in the fluid. The wavelength $\lambda$ of a freely propagating
A harmonic wave in a fluid is proportional to the speed of sound $c$ in the fluid and inversely proportional to the frequency $\omega$,

$$\lambda = \frac{2\pi c}{\omega} \quad (2.125)$$

Consequently, the spatial variation of the dynamic response, which is strongly related to the wavelength $\lambda$, increases for increasing frequency. This is clearly illustrated in Fig. 2.9, where the period of the exact pressure oscillations in the tube corresponds with the fact that $L = 0.3\lambda$ at 100 Hz and $L = 1.5\lambda$ at 500 Hz.

Since the pressure distribution is determined by low-order polynomial shape functions, a finite element discretization yields only an approximation with a limited spatial variation. As mentioned before, a rule of thumb states that a discretization should have at least 10 elements per wavelength to keep the discretization error within acceptable limits. Hence, according to (2.125), the accuracy, obtained from a given discretization (i.e. a given number of nodes and elements), decreases with increasing frequency, as illustrated in Fig. 2.10.

- **The accuracy for derived secondary variables is smaller than for primary field variables**

Since the fluid velocity and displacement in a freely propagating harmonic wave have the same spatial period as the pressure, the dynamic pressure and velocity (and displacement) distributions in an acoustic system have similar spatial variations, as may be seen from the exact solutions in Fig. 2.9.

As mentioned before, the fluid velocity and displacement distributions in a finite element approximation are derived secondary variables, in that they are expressed in terms of the first-order derivatives of the pressure shape functions. Since the order of the derived velocity shape functions is smaller than the order of the pressure shape functions, the velocity and displacement approximations have a smaller spatial variation than the pressure approximation. Since this is in contrast with the above mentioned physical reality, the accuracy for the derived secondary variables in a given discretization is smaller than for the primary variables.

In the present example, in which the pressure is approximated as a linear function within each element, the corresponding velocity and displacement predictions are constant within each element and discontinuous at the element boundaries, as shown in Fig. 2.9. The subsequent accuracy of the velocity predictions in a given discretization is smaller than the pressure accuracy, as illustrated by the pressure and velocity convergence rates in Fig. 2.10.

### 2.9.1.3 Modal finite element model

The exact natural frequencies of the modes of the considered acoustic tube, assuming both tube ends to be perfectly rigid, are

$$f_{\text{m,exact}} = \frac{\omega_m}{2\pi} = \frac{(m - 1)c}{2L_x} \quad (m = 1, 2, \ldots) \quad (2.126)$$

The predictions of the modes and their natural frequencies for the finite element model (2.121), which results from a discretization of the tube into $n$ linear elements, are obtained from the eigenvalue problem

$$[K_a][\Phi_m] = \omega_m^2 [M_a][\Phi_m] \quad (m = 1, \ldots, n + l) \quad (2.127)$$

where each $(n+1)\times1$ eigenvector represents a predicted mode shape.
\[
\{\Phi_m\} = \begin{bmatrix}
P_{l,m} \\
\vdots \\
P_{n+1,m}
\end{bmatrix}
\]

and where its associated eigenvalue represents the squared value of the predicted natural frequency.

Tab. 2.2 compares the exact and predicted natural frequencies of the first 10 modes of an air-filled \((\rho_\text{d}=1.225 \text{ kg/m}^3, \sigma=340 \text{ m/s})\) tube of length \(L_e=1 \text{ m}\), which is discretized into \(n=100\) linear elements.

<table>
<thead>
<tr>
<th>exact (126)</th>
<th>FE ((n=100))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 Hz</td>
<td>0.000 Hz</td>
</tr>
<tr>
<td>170 Hz</td>
<td>170.007 Hz</td>
</tr>
<tr>
<td>340 Hz</td>
<td>340.056 Hz</td>
</tr>
<tr>
<td>510 Hz</td>
<td>510.189 Hz</td>
</tr>
<tr>
<td>680 Hz</td>
<td>680.448 Hz</td>
</tr>
<tr>
<td>850 Hz</td>
<td>850.874 Hz</td>
</tr>
<tr>
<td>1020 Hz</td>
<td>1021.511 Hz</td>
</tr>
<tr>
<td>1190 Hz</td>
<td>1192.399 Hz</td>
</tr>
<tr>
<td>1360 Hz</td>
<td>1363.582 Hz</td>
</tr>
<tr>
<td>1530 Hz</td>
<td>1535.101 Hz</td>
</tr>
</tbody>
</table>

**Tab. 2.2: exact and predicted natural frequencies**

This table illustrates the typical feature of a finite element model regarding mode extraction: due to the element discretization, the natural frequencies are systematically overestimated and the absolute and relative overestimations increase for increasing frequency.

By expressing the unknown nodal pressure degrees of freedom in the finite element model (2.121) in terms of a set of \(m_0\) modal vectors, as proposed in Eq. (2.54), the modal model (2.55) for the considered acoustic tube becomes

\[
\begin{bmatrix}
\omega_j^2 & 0 \\
0 & \omega_{m_0}^2 - \omega_j^2
\end{bmatrix}
\begin{bmatrix}
\phi_1 \\
\vdots \\
\phi_{m_0}
\end{bmatrix} =
\begin{bmatrix}
-\rho_0 \omega_j^2 X_{p_1,1} \\
\vdots \\
-\rho_0 \omega_j^2 X_{p_l,m_0}
\end{bmatrix}
\]

where the unknowns are the modal participation factors \(\phi_m\) in the modal expansion (2.54).

The modal model (2.129) was solved for the case of an air-filled \((\rho_\text{d}=1.225 \text{ kg/m}^3, \sigma=340 \text{ m/s})\) tube of length \(L_e=1 \text{ m}\) with an imposed displacement at the left hand side with amplitude \(X=10^{-3} \text{ m}\) and frequency \(\omega/2\pi=500 \text{ Hz}\). The tube discretization consisted of \(n=100\) linear elements. Fig. 2.11 plots the resulting accuracies of the pressure and velocity predictions, indicated by their measures \(\Delta p\) and \(\Delta u\) (see (2.124)), against the number of modes \(m_0\) in the modal model.

This figure clearly indicates the efficiency of the modal expansion technique. The steep decrease of the error curves for small values of \(m_0\) indicates that a modal model with a relatively small number of modes yields an accuracy, close to the accuracy, obtained with a direct solution of the much larger finite element model. Note that the latter accuracy corresponds with a modal solution, in which all modes are taken into account \((m_0=n+1)\).

As mentioned in section 2.6.2, a rule of thumb states that a good accuracy is obtained by using all the modes, whose natural frequencies are smaller than \(2\omega\). According to this rule of thumb and to Tab. 2.2, a modal solution with the first 7
modes should have an accuracy, close to one of the direct solution, for an excitation frequency of 500 Hz. This is indeed confirmed by Fig. 2.11, in which the error measures for this modal model are '+'-marked.

![Graph showing convergence rates](image)

**Fig. 2.11:** pressure (solid) and velocity (dashed) convergence rates at 500 Hz

### 2.9.2 Coupled vibro-acoustic problem

#### 2.9.2.1 Problem definition

A one-dimensional acoustic tube of length $L$ is filled with a fluid with density $\rho_0$ and a speed of sound $c$. One end of the tube is rigid walled, while the other end consists of a piston with an infinitesimal area $dy.dz$ and a mass per unit area $m_s$. The piston is elastically supported with a stiffness per unit area $k_s$ and is excited by a dynamic force $F.dydz$ at frequency $\omega$ (see Fig. 1.12(a)).

![Diagram of coupled problem](image)

**Fig. 2.12:** one-dimensional coupled problem (a) and its acoustic discretization (b)

The exact steady-state pressure response in the fluid and the exact steady-state piston displacement are
\[
\rho_{\text{exact}}(x) = -\frac{\rho_0 c \omega F}{\rho_0 c \omega \cos(\frac{\omega L_x}{c}) + (k_s - m_s \omega^2) \sin(\frac{\omega L_x}{c})} \cos(\frac{\omega x}{c}) \tag{2.130}
\]

\[
w_{\text{exact}} = \frac{F \sin(\frac{\omega L_x}{c})}{\rho_0 c \omega \cos(\frac{\omega L_x}{c}) + (k_s - m_s \omega^2) \sin(\frac{\omega L_x}{c})} \tag{2.131}
\]

in which the harmonic time dependence \(e^{j\omega t}\) is suppressed.

### 2.9.2.2 Model reduction techniques

As in the previous example, the steady-state pressure response in the fluid is approximated using a finite element discretization, which consists of \(n\) linear fluid elements with \((n+1)\) nodal pressure degrees of freedom (see Fig. 2.12(b)). The steady-state piston displacement is the single nodal degree of freedom of the structural FE model. The Eulerian FE/FE model (2.88) of the coupled vibro-acoustic system is

\[
\begin{bmatrix}
    k_s & K_c \cr
    0 & K_a \end{bmatrix} - \omega^2 \begin{bmatrix}
    m_s & 0 \cr
    -\rho_0 K_c^T & M_a \end{bmatrix} \begin{bmatrix}
w \\
p_1 \\
p_2 \\
\vdots \\
p_{n+1} \end{bmatrix} = \begin{bmatrix} F \\
0 \\
0 \\
0 \end{bmatrix} \tag{2.132}
\]

The \((n+1)x(n+1))\ acoustic stiffness and mass matrices \([K_a]\) and \([M_a]\) are given in Eq. (2.122) and (2.123). The \((1x(n+1))\) coupling matrix \([K_c]\) is

\[
[K_c] = \begin{bmatrix}
0 & 0 & \cdots & 0 & -1
\end{bmatrix} \tag{2.133}
\]

The modal expansion technique, discussed in section 2.8.3.1, and the component mode synthesis technique, discussed in section 2.8.3.2, are applied to an Eulerian model (2.132) with \(n=50\) fluid elements for the case of an air-filled \((\rho_0=1.225 \text{ kg/m}^3, c=340 \text{ m/s})\) tube of length \(L_x=1\ m\) with a piston \((m_s=1 \text{ kg/m}^2, k_s=100000 \text{ N/m})\), excited by a force \(F=1 \text{ N/m}^2\) at frequency \(\omega/2\pi=200 \text{ Hz}\).

Fig. 2.13 compares the exact steady-state pressure and displacement with the corresponding prediction results, obtained with, on the one hand, an expansion with \(m_s=5\) modes of the coupled system and, on the other hand, an expansion with the single structural degree of freedom and \(m_a=4\) modes of the uncoupled acoustic system.

This figure clearly illustrates that, in comparison with a modal expansion model of the same size, the accuracy with a component mode synthesis model is significantly smaller, due to the zero fluid displacement in all uncoupled acoustic modes at the fluid-structure coupling interface \((x=1)\).

As a result, the component mode synthesis technique requires a substantially larger modal base to get an accuracy, comparable with the accuracy of the modal expansion technique.

This is illustrated in Fig. 2.14, which plots the accuracy of the pressure and displacement predictions, indicated by their error measures \(\Delta p\) and \(\Delta w\), defined in Eq. (2.124), against the number of modes in a modal expansion and a component mode synthesis model.
Fig. 2.13: instantaneous steady-state pressure (a) and displacement (b) at 200 Hz (solid: exact, x-marked: modal expansion \(m_e=5, n=50\), dashed: component mode synthesis \(m_e=4, n=50\))

Fig. 2.14: pressure (left) and displacement (right) convergence rates for modal expansion (solid) and component mode synthesis (dashed) models
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(8) The information identified in paragraph (2), above, is classified as proprietary because it identifies detailed GE ESBWR design information. GE utilized prior design information and experience from its fleet with significant resource allocation in developing the system over several years at a substantial cost.
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