
TABLE 3-1 

ATTENUATION MODELS UPDATED PER FEEDBACK OF 6/27/814 

*H BASE CASE - GENERIC SOIL 1* FILE ATNFB

*4 D13 3* 
2.600 

4* D13 *4 
2.600 

.0 D * 3 e2 D13 H* 
2.600 

2.6U0 

** D21 * 
3.892 

** D21 *4 
3.892 

*4 D21 
3.892 

*4 D21 *4 
3.892 

** D22 *4 
4.126 

e* D22 *4 
4.126 

* D22 ** 
4.126 

4* D22 4 
4.126 

«* DZ2 ** 
3.343 

** A3-G16 
1 .950 

*4 A3-G41 
2.400

(CAMPBELL, 1982) 
.777 .797 

(CAMPBELL, 1982) 
.777 .797 

(CAMPBELL, 1982) 
.777 .797

(CAMPBELL. 1982) 7 
.777 .797 

(NUTTLI. 1983) X1 
1.313 .576 

(NUTTLI. 1983) X1 
1.313 .576 

(NUTTLI. 1983) X1 
1.313 .576 

(NUTTLI. 1983) X2 
1.313 .576 

(ATKINSON, 1984) 
.673 -. 0015 

(ATKIHSON. 1984) 
.673 -. 0012 

(ATKINSON, 1984) 
.673 -. 0019 

(ATKINSON., 1984) 
.673 -. 0028

(ATKINSON-BOORE 1984)X2 X3 
.673 -. 0018 49.0 

** (TRIFUNAC) X2.XS 
0.0 0.0 .670 

1* (GUP-NUT.MURPHY-O'l) X4 
0.0 .550 .320

16 EQUATION *** A3 - O31 »** X2 
2.980 .0 -. 130 .630 

.0 .0 .0 .0

KI NE&SE 
.012 

.012 
(1 SC 

.012 

X3 & X4 .012 

NESSE 
1.15 

NC 
1.15 

SC 
1.15 

X3, X4 
1.15 

X1 NE&SE 
100.0 

X1 NC 
100.0 

X1 SC 
100.0 

X4 
100.0

0.0 
.898 

0.0 
.898 

0.0 
.898 

0.0 
.898 

0.0 
64.  

0.0 
64.  

0.0 
64.  

0.0 
0.0 

0.0 

0.0 

0.0 

0.0 

0.0 
1.35 

0.0 
-. 00074 

;5.0 
-. 00035 

15.0 
-. 00069 

.0

999.0 
25.  

999.0 
25.  

999.0 
25.  

999.0 
0.0 

999.0 
-. 0027 

999.0 
-. 0022 

999.0 
-. 0035 

999.0 
-. 00281 

999.0 

999.0 

999.0 

999.0 

999.0 -2.77 

999.0 -.780 

999.0 
-s.050 
999.0 
-.740 

.0

&.1 
-. 0027 

8.1 
-. 0022 

8.1 
-. 0035 

8.1 
-. 0028 

9.1 
4.4 

9.1 
4.4 

9.1 
4.4 

9.1 
4.4 

6.1 

6.1 

6.1 

6.1 

7.1 
2.760 

1.1 
0.0 

1.1 0.0 

1.1 

C

1.0 

5.77 

5.77 

5.77 

999.  

70.  

0.0 

0.0 

.0 

.0



. DV22 
-2.950

*•* OS3 *** X2 
1.1?9 .0 -. 00170 

** .0 .0 
*0* Al - 016 ** X? 

S.0 .670 
.0 .0 .0 

*.*. Al - 031 *** X2 
. -. 130 .630 
A .0 .0 

'* Al - 041 *" X2 ..550 .320 
A .0 .0 

** AS - 041 *** X2 
.0 .550 .320 
.0 .0 .0 

*0 A4 - 016 *"* X2 2. .67 
.0.0 

H4 A4 - 031 m* X2 
-. 130 .630 

S.0 .0 
<** A4 - 041 m** X2 .5G .32T8 " .o0 ,0 
H AS - 016 ** X2 

.0 .670 

.0 -.130 .630 

.0 .ft .0 
*-- AS - 041 *** X2 

.0 .550 .320 

.0 .0 .0 
** JS52 *"* X2 

.0 1.200 -1.020 

.0 .0 .0 
*•* 014 **H X2 

I.150 .0 .0 
.0 .0 .0 

*0* 051 *" X2 
1.240 .0 .0 

.0 .0 .0 
*** AS - 022 ** X2 
.0 .0 .5;o 
.0 .0 .0 

*** Al - 022 *** X2 
.0 .0 .510 
.0 .0 .0 

*** A4 - 622 oo. X2 
.0 .0 .510 
.0 .0 .0 

*** AS - 022 *** X2 
.0 .0 510O 
.0 .0 .0 

(ATKINSON.EI.19-23) Xf X3 
1.350 -.0007 25.0 
(ATKINSON.EO.24) XlX4 
1.3s5 .0 100.0

0.0ho 
-. 8ag 

.0 
10.0 

-. 00035 
.0 

-.000353 
10.0 

-.00301 
.0 

- .Oi91 .0 

15.0 

-.0003Z 
.0 

0.0 
-.00230 

.0 
0.0 

.0 

-.00147 

.0 

O.0 

-. 00~16 
.0 

0.0 

-1.240 
.0 

.0 
0.0 

-. 00128 

.0 

.0 

.0 

0.0 
-. 000560 

.0 

0.0 

-1.240 
.0 

0.0 
-. 00200 

.0 
10.0 

-. 00027 
.0 

0.0 
-. 00235 

.0 
15.0 

-. 00056 
.0 

0.0 
1.350 

0.0

999.0 
. p 

999:o0 
-. 840 

.0 
999.0 

-. 79000 
.0 

999.0 
-1.080 

999.0 
-1.053 

.0 999:0 
-. 210 

-. 450 
.0 

999.0 
-. 420 

999.0 
-.83390 

.0 
999.0 

.091 
.0 

999.0 
-. 42 

.0 
999.0 

- .90 

.0 
999.0 
-..455 

.0 
999.0 
-. 950 

.0 
999.0 
-.471 

.0 
999.0 
-. 910 

.0 
999.0 

-1.840.  

999.0

2.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

:.1 
.0 
.0 

1.1 
.00172 

.0 
2.1 

.0 

.0 
1.1 

.0 

.0 
1.1 

.0 

.0 
1.1 

.0 

.0 
1.1 

.0 

.0 
7.1 

-4.501 

6.1



EQUATION *~ AS - OV12 

EATIoN "*» - OV 
.. .0 .0 

EgUATION *4" GVS2 4-* X2 
-24 .950 .0 
.0 .0 .0 

E UATION .4 DV21 * X2 
-S.1A 1.150 -.00122 
-8.29 2.30 -.00122 
3-4 DV21 --. X$, X4 

-. 110 -. 290 I.,So 

0 DV21 H.m XI. NE-SE 
- .110 8-.;90 1.150

43 **. DV21 *** X1.  
-3.110 -8 290 

44 o4 DVZI "* Xl.  
-3.110 -8.290 

45 EQUATION .* A 
.0 .0 

46 E UATION *4I 4 
-. 970 .  

.0 .0 
47 EQUATION ** A 

-. 60 .0 

48 EQUATION **4 A 
- 0 .0 

-2. 20 .0 .0 .0 

50 EQUATION **4 A 
3. 90 .  

51 EQUATIEON *4 A 
-2.440 .0 

.0 .0 
52 EQUATION **H A -1. 9s .0 

53 E UATION **4 A 
-3.208 .0 

55 EOATION 0H* 
-6.0 0 2.0 0 .0 0 

56 EQUATION "4* -6.70 2.300 

-7.86000 2.300 
.0 .0

NCI. S 
1.150 

SC 1.150 

1 - GV12 w 4 
.0 
.0 

1 - OV22 z 
.0 
.0 

1 - OV31 o* 

3 - GV22 *0* 
.0 
.0 

4 - OV12 2 
.0 
.0 

4 - OV22 0H 
.0 
.0 

4 - GV31 -
.170 

.0 
S - GV12 *

.0 

S - OV22 *°* 
.0 

S5 - 3V31 ** 
.170 

.0 
0V51 *** X2 

.0 

.0 
DV12 2 - X2 

:8

X2 
.670 

.0 
X2 

.0 

.0 

2.300 

2.300 

2.300 

2.300 

X2 

.0 
X2 

.920 
.0 

X2 
510 

.0 
X2 

.920 
.0 

X2 
.670 

.0 
X2 

.920 
.0 

X2 
510 

.0 
X2 

.670 
.0 

X2 
.920 

.0 
X2 

.0 

.0 

.0 

.0 

.0

15.0 
-. 00074 

.0 
15.0 

-.00056 
.0 

0.0 
-. 00230 

.0 
0.0 

1.300 
7.100 

0.0 
.0 

0.0 
.0 

0.0 
.0 

0.0 .0 

10.0 
-. 00035 

.0 
10.0 

-.00048 
.0 

10.0 
-. 00027 

.0 
15.0 

-.00101 .0 

0.0 
-.00420 

.0 

-. J0230 

0.0 
-. 00270 

.0 

0.0 
-. J0230 

-.00270 .0 

00.0 -. 00370 
.0 

00.0 
.00200 

.0 
15.0 

.0 

.0 
0.0 

-. 69760 
.0

999.0 
-.780 

.0 
999.0 
-. 600 

.0 
999.0 
-. 765S 

.0 
4.4 

-4.370 
-7.970 
999.0 

-.00122 

999.0 
-. 00074 

999.0 
-. 00060 

999.0 
-.00095 

999.0 
-.840 

.0 
999.0 

-. 1210 
.0 

999.0 
-.640 

.0 
999.0 

-1.140 
.0 

999.0 
-. 210 

.0 
999.0 
-. 350 

.0 
999.0 
-. 160 

.0 
999.0 
-.45" 

.0 
999.0 
-.610 

.0 
999.0 
-.340 

.0 
999.0 

-1.000 
.0 

999.0 
-. 840 

.0

1.1 
.0 
.0 1 .1 
.0 .0 

1.1 
.0 
.0 

3.1 
1.000 
1.000 

9.1 
4.4 

9.1 
4.4 

9.1 4.4 

9.1 4.4 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 1.1 
.0 
.0 

1.1 
.00099 .0

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

999.0 

999.0 

999.0 

999.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.9 J 
.0 

.0 

.0 

.0 

.0 

.960 
.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 .0



57 EQUATION *** GV53 *** 
-5.580r0 1.700 .0 

.0 .0 .0 
58 ** SEP 1. FREQ I ** 
-4.33470 .0 .0 

.0 .0 .0 
59 ** SEP 1. FREQ 2 .  
-3.04800 .0 .0 

.0 .0 .0 
60 ** SEP 1, FREQ 3 
-1.15400 .0 .0 

.0 .0 .0 
61 .* SEP 1, FREQ 4 * 

-.76180 .0 .0 
.0 .0 .0 

62 E* SEP 1. FREO ** 
-. 57730 .0 .0 

.0 .b .0 
63 ** SEP 1. FREQ 6** 
-1.16040 .0 .0 

.0 .0 .0 
64 ** SEP 1, FREO 7 * 
-1.52400 .0 .0 

.0 .0 .0 
65 ** SEP 1. FREQ 8 ** 
-2.34400 .0 .0 

.0 . .0 
66 ** SEP 1. FREQ 9 
-2.70700 .0 .0 

.0 .0 .0 
67 ** SEP 2. FREQ 1 
-1.48500 .0 .0 

.0 .0 .0 
68 ** SEP 2. FRE 2 ** 

-.60780 .0 .0 
.0 .0 .0 

69 ** SEP 2, FREQ 35 * 
.58583 .0 .0 

0 .0 .0 
70 ** SEP 2. FRE° 4 

.59820 .0 .0 
.0 .0 .0 

71 ** SEP 2. FRE£0 5 
.39270 .0 .0 

.0 .0 .0 
72 ** SEP 2. FFEQ 6 ** 

-.94000 .0 .0 
.0 .0 .0 

73 ** SEP 2, FREQ 7 ** 
- 1.320 .0 .0 

.0 .0 .0 
74 ** SEP 2. FREQ 8 ** 
- 2.100 .0 .0 

.0 .0 .0 
75 ** SEP 2, FREO 9 ** 
-2.3800I .0 .0 

. .0 .0 
76 ** ATC. D21 ** FREO 1.  

1.97955 .57600 -. 00281 
-. 57045 1.150 -. 00281

X2
.0 
.0 

X2 
.88600 

.0 
X " 

.81600 
.0 

X2 
.65000 

.0 
X2 

.62000 
.0 

X2 
.56r 

.x 
X2 

.56000 
.0 

X2 
.56000 

.0 
X2 
.550 

.0 
X2 

.550 
.0 

X2 
.74000 

.0 
X2 

.71000 
.0 

.57,00 
.0 

X2 
.57000 

.0 
X2 

.52000 
.0 

X2 
.56000 

.0 
X2 

.57000 
.0 

X2 
.58000 

.0 
X2 

.59000 
.u 

5 HZ. X4 
-. 41700 
-. 41700

0.0 
-.00100 

.0 
15.0 

-. 00410 
.0 

15.0 
-.00380 

.0 
15.0 

-. 00300 
.0 

15.0 
-. 00280 

.0 
15.0 

-. 00260 
.0 

15.0 
-. 00250 

.0 
15.0 

-. 00260 
.0 

15.0 
-.00250 

.0 
15.u 

-. 00250 
.0 

15.0 
-. 00050 

.0 
15.0 

-. 00060 
.0 

15.0 
-. 00070 

.0 
15.0 

-. 00070 
.0 

15.0 
-. 00070 

.0 
15.0 

-. 00070 
.0 

15.0 
-. 00070 

.0 
15.0 

-. 00070 
.0 

15.0 
-. 00070 

.0 
0.0 

1 .33100 
2.100

999.0 
-.756 

.0 
999.0 
.06100 

.0 
999.0 

-. 10000 
.0 

999.0 
-. 34600 

.0 
999.0 

-. 43300 
.0 

999.0 
-. 48700 

.0 
999.0 

-.60500 
.0 

999.0 
-.61200 

.0 
999.0 

-. 56500 
.0 

999.0 
-. 54200 

.0 
999.0 

-. 53600 
.0 

999.0 
-.63700 

.0 
999.0 

-.71900 
.0 

999.0 
-.76200 

.0 
999.0 
-. 740 

.0 
999.0 

-. 77500 
.0 

999.0 
-. 76800 

.0 
999.0 

-. 76100 
.0 

999.0 
-. 76000 

.0 
4.4 

-4.37100 
-7.96800

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 

0 
1 1 
.0 

0 
1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1 1 
.0 
.0 

1.1 
.0 

0 
1.1 

.0 

1.1 
.0 

0 1.1 .0 
.0 

1.1 .0 
.0 1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

3 1 
.0 
.0



7- ** ATC, 2D1 ** FREQ 2 1.0 HZ, X4 0.0 4.4 3.1 
2.09134 .57600 -.06281 -.41700 1.30100 -4.37100 .0 .0 
-.45866 1.150 -. 00281 -.41700 2.100 -7.96800 .0 .0 

78 oo ATC. 021 ** FREQ 3. 2.5 HZ. X4 0.0 4.4 3.1 
2.05212 .57600 -. 00281 -.41700 1.30100 -4.37100 .0 .0 
-.49788 1.150 -. 00281 -.41700 2.100 -7.96800 .0 .0 

79 ** ATC. D21 ** FREO 4, 3.3 HZ. X4 0.0 4.4 3.1 
1.77449 .57600 -.00281 -.41700 1.30100 -4.37100 .0 .0 
-.77551 1.150 -.00281 -.41700 2.100 -7.96800 .0 

80 ** ATC. 021 ** FREQ 5. 5.0 HZ, X4 0.0 4.4 3.1 
1.35898 .57600 -.00281 -.41700 1.30100 -4.3710 .0 .0 
-1.19102 1.150 -.00281 -.41700 2.100 -7.96800 .0 .0 

51 ** ATC, D21 ** FREO 6, 10.0 iZ, X4 0.0 4.4 3.1 
.43263 .57600 -.00281 -.41700 1.30100 -4.37100 .0 .0 

-2.11737 1.150 -.00281 -.41700 2.100 -7.96800 .0 .0 
82 ** ATC. 021 ** FREO 7, 12.5 HZ. X4 0.0 4.4 3.1 

.10861 .57600 -.00281 -.41700 1.30100 -4.37100 .0 .0 
-2.44139 1.150 -.00281 -.41700 2.100 -7.96800 .0 .0 

83 ** ATC. D21 ** FREQ 8, 20.0 HZ. X4 0.0 4.4 3.1 
-. 54483 .57600 -.00281 -.41700 1.30100 -4.37100 .0 .0 
-3.09483 1.150 -.00281 -.41700 2.100 -7.96800 .0 .0 

84 ** ATC, D21 ** F~EQ 9, 25.0 HZ. X4 0.0 4.4 3.1 
-.83745 .57600 -.00281 -.41700 1.30100 -4.37".Z .0 .0 

-3.38745 1.150 -.00281 -.41700 2.100 -7.96800 .0 .0 
85 ** NRC. D21 ** FRE 1 .5 HZ X4 0.0 4.4 3.1 

2.20656 .57600 -.00281 -.41700 1.30100 -4.37100 .0 .0 
-.34344 1.15000 -.00281 -.41700 2.10000 -7.96800 .0 .0 

86 ** NRC. D21 ** FREQ 2, 1.0 HZ.X4 0.0 4.4 3.1 
2.10784 .57600 -.00281 -.4100 1.30100 -4.37100 .0 .0 
-.44216 1.15000 -.00261 -.41700 2.10000 -7.96800 .0 .0 

L? ** NR%. D21 ** FREO 3 2.5 HZ X4 0.0 4.4 3.1 
1.97740 .57600 -.00281 -.41700 1.30100 -4.37100 .0 .0 
-.57260 1.15000 -.00281 -.41700 2.10000 -7.96800 .0 .0 

88 ** NRC D21 ** FRES 4 3.3 HZ X4 0.0 4.4 3.1 
1.66913 .5/600 -.0021 -.41 00 1.30100 -4.37100 .0 .0 
-.88087 1.15000 -.00281 -.41700 2.10000 -7.96800 .0 .0 

89 ** NRC. 021 ** -FREO 5 50 X 0.0 4.4 3.1 
1.20815 .57600 -.0021 -.414 1.30100 -4.37100 .0 .0 
1.34185 1.15000 -.00281 -.4170^ 2.10000 -7.968'.0 .0 .0 

90 ** NRC. D1 ** FREO 6 10.0 NZ .X 0.0 4.4 3.1 
.39139 .57600 -.60281 -.417)0 1.30100 -4.37100 .0 .0 

-2.15861 1.15000 -.00281 -.41700 2.10000 -7.96800 .0 .0 
91 ** NRC, 021 ** FREQ 7 12.5 HZ X4 0.0 4.4 3.1 

.06872 .57600 -.00281 -.41 00 1.30100 -4.37100 .0 .0 
-2.48128 1.15o00 -.00281 -.41700 2.10000 -7.96800 .0 .0 

92 ** NRC, 021 #-* FREQ 8 20.0 HZ X4 0.0 4.4 3.1 
-.6738 .S7600 -.00281 -.41 00 1.30100 -4.37100 .0 .0 

-3.22358 1.15CO -.00281 -.41700 2.10000 -7.96&00 .0 .0 93 ** RC. D21 ** FRE 25.0 Z X4 0.0 4.4 3.1 
-1.01833 .57600 -. 021 -.41 00 1.30100 -4.37100 .0 .0 
-3.56833 1.15000 -.00281 -.41700 2.10000 -7.96800 .0 .0 

94 ** TRIF.-AND.,1977, FREO I X2.XS .0 999.0 10.1 
1.2 .350 -4. 3.2 -.0011 -1.17 3.619 -2.383 

1.0 -5.743 .S 
95 * TRF.-AND. 977. FREI2 X2.X5 .0 999.0 10.1 

1.047 .17 -3 . 3.2 .-.0011 -1.17 3.769 -2.423 
1.0 -5.050 

96 ** TRIP.-AND.1977. FREQ 3 ** X2.X5 .0 999.0 10.1 
1.00L .284 -3.172 3.2 -.0011 -1.17 2.751 -1.209 
2.0 -4.134



97 -** T F.-AND 1977, FRE 

20 -3•,,, -"iT .i34 -5.1 

98 -l TRIF.-AND. 1977, FEE 

1.150 .294 -3 

106 1T.fiC :0.177. FRE; 

9 2. fCiF. -AN.9 1977, FRE! 
1 13 2 -FE " 

IS0t cTf.- AND•t 1F77E FRE 1.278 -31.24.  

I 21.246 

192 " TIC F.-AND..1977. FREq 
1.045 .107 -3.  

15 4 AC. 051 a FREQ 2.  
1 4  -1 .240l 

104 . ATC , 05l e.FREeS , 

11 7C, 051 " FRE S.  
1.04442 1._40 

-2.1151 .0 167 *4 ATC. 051 .H FREE 5.  

. 62598 1.240 
-2.53102 .0 

10 4* ATC. 05G1 H FREE 6.  
-.29737 1.240 

-3.45737 .0 
1019 * ATC, 051 ** FREe 7, 

-. 62139 1.240 
-3.76139 .0 

-4.43453 .0 
111 H* ATC. 051 * FREQ 9, 

-1.56745 1.240 
-4.72745 .0 

112 *H ATC. GS52 * FREEQ 1.  
-44845 .0 1.  

113 4* ATC. 052 4* FREQ 2• 
.3266 •0 1.  

-1.79866 .0 .  
114 ATC, 2 . FREE 3.  
-.3678 .0 1.  

-1.53788 .0 
115 4* ATC. OS2 *OFREE 4.  

.64551 .0 1.  
-2.•1131 .0 

116.04 ATC. 052 4 FREQS 5.  
-1.06102 0 1.  
-2.53102 .0

S4 
199 

Is 7, 

181 

.s 

.0 

.  
.0 
2 

.0 
.I 

.0 

.o 

.0 

.0 

1i 

.0 

.0 20 

20 

20 

.0 

206 

201 

20 

206

4* X2,XS 
3.2 

32 

4 X2. (5 3.2 

. 2 XZSX3.2 

-4 X2.XS 
3.2 

.5 HZ, X2 
i .0 

.0 
.0 HZ, X2 

.0 
.0 

.5 HZ. X2i 
.0 
.0 

*.3 HZ. X2 
.0 

I.0 nz. x 

S.0 
.0 

.5 Z, X2 

.0 S.0o 
1.0 HZ, X2 

.:80 
I .0 
*.0 HZ. X2 

S.0 .0 
.S HZ X2 

* -1.020 

0 .0 

S. ._HZ X2 

0 .0 
S .0HZ x2 

- .020 0 .0

.0 
-. 0011 

.0 
-. 0011 

.0 
-. 0011 

.0 
-. 0011 

.0 
-. 0011 

.0 
-. 0011 

0.0 
-1.240 

.0 
0.0 

-1.240 
.0 

0.0 
-1.240 

.0 
0.0 

-1.240 
.0 

0.0 
-1.240 

.0 
0.0 

-1.240 
.0 

0.0 
-1 .240 

.0 
0.0 

-1.240 
.0 

0.0 
-1.240 

.0 
15.0 

.0 
.0 

15.0 
.0 
.0 

15.0 
.0 
.0 15.0 
.0 
.0 

15.0 
.0 
.0

999.0 
-1.17 

999.0 
-1.17 

999.0 

-1.17 999.0 
-1.17 

999.0 
-1.17 

999.0 
999.0 25.0 

.0 

999.0 
25.0 

.0 
999.0 
25.0 

.0 
999.0 25.0 

.0 
999.0 
25.0 

.0 
999.0 25.0 

.0 
999.0 25.0 

.0 999.0 
25.0 

.0 
999.0 2.0 

.0 
999.0 

.0 

.0 
999.0 

.0 .0 
999.0 

.0 

.0 

999.0 
.0 
.0

10.1 
2.652 

10.1 
2.629 

10.1 
2.568 

10.1 
2.S91 

2.613 

2.1 

.0 

.0 

2.1 

.0 

.0 

2.1 

.0 

.0 

2.1 

.  

.0 

.0 
.0 

2.1 

.0 

.0 

2.1 
.0 
.0 

5.1 
.0 

.0 
2.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0

-1.206 

-1.202 

-1 .162 

-1.155 

-1.161 

-1.170 

:8 
.0 
.0 

.0 .0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 .0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 

.0 .0



117 H* ATC 
-1.95737 
-3.45737 

118 ** ATC.  
-2.31139 
-3.78139 

119 ** ATC, 
-2.96483 
-4.43483 

120 ** ATC, 
-3.25745 
-4.72745 

121 ** ATC.  
-. 44045 

-1.91045 
122 ** ATC.  

-. 5266 
-1./98966 

123 ** ATC, 
-. 36788 

-1.857885 
124 * ATC.  

-. 64551 
-2.11551 

12i ** ATC.  
-1.06102 
-2.53102 

126 ** ATC, 
-1.9757 
-3.45737 

127 ** ATC.  
-2.31139 
-3.78139 

128 ** ATC.  
-2.96485 
-4.43483 

129 ** ATC, 
-:.25745 
-4.72745 

130 ** NRC.  
1.47656 

-1.68344 
13' ** NRC, 

1.37784 
-1.78216 

132 ** RC.  
1.24740 

-1.91260 
133 ** NRC.  

.93913 
-2.22087 

134 ** NRC.  
.47815 

-2.68185 
135 ** NRC.  

-. 33861 
-3.49861 

156 ** NRC, 
-. 66128 

-3.82128

052 * FREG 
.0 

052 ** FREQ 
.0 

052 ** FREQ 
.0 
.0 

052 * FREQ 
.0 
.0 

053 ** FREQ 
1.100 

.0 
O53 ** FREO 

1.100 
.0 

OS3 ** FREQ 
1.100 

.0 
053 ** FREO 

1.100 
.0 

053 ** FREQ 
1.100 

.0 
G53 ** FREO 

1.100 
.0 

5S3 ** FRES 
1.100 

.0 
OS3 ** FREQ 

1.100 
.0 

G53 ** FREO 
1.100 

.0 
051 ** FREQ 

1.240 .0 

051 * FREO 
1.240 .0 

051 ** FREQ 
1.240 

.0 051 ** FREe 
1.240 

.0 
OS1 ** FREe 

1.240 
.0 

051 ** FREG 
1.240 

.0 
051 ** FRES 

1.240 
.0

6, 10.0 
1.200 

.0 
7. 12.5 
1.200 

.0 
8. 20.0 
1.200 

.0 
9, 25.0 
1.200 

.0 
1. .5 

.0 

.0 
2. 1.0 

.0 

.0 
S. 2.5 

.0 

.0 
4, 3.3S 

.0 

.0 
5. 5.0 

.0 

6. 10.0 
.0 
.0 

7. 12.5 

.0 
8, 20.0 

.0 

.0 
9. 25.0 

.0 

.0 
1. .5S 

.0 

.0 
2. 1.0 

.0 

.0 
S. 2.5 

.0 

.0 
4. 3.3 

.0 

.0 

.0 

.0 
6. 10.0 

.0 

.0 
7. 12.5 

.0 

.0

HZ. X2 
-1.020 

.0 
HZ X2 
-1.020 

.0 
HZ X2 
-. 020 

.0 
HZ X2 
-. 020 

.0 
HZ X2 
-.60170 

.0 
HZ X2 
-. 60170 

6oi70 
.0 

HZ X2 
-.60170 

.0 
HZ X2 
-.60170 

.0 
HZ X2 
-. 60170 .0 
HZ. X2 -.0170 

.0 
HZ. X2 
-.00170 

.0 
HZ X2 
.60170 

.0 
HZ X2 

0170 
.0 

HZ. X2 
.0 
.0 

HZ. X2 
.0 
.0 

HZ, X2 
.0 
.0 

HZ. X2 
.0 .0 

NZ. X2 
.0 
.0 

HZ. X2 
.0 
.0 

HZ. XZ 
.0 
.0

15.0 
.0 
.0 

15.0 
.0 
.0 

15.0 
.0 
.0 

15.0 
.0 
.0 

0.0 
-. 880 

.0 
0.0 

-. 880 
.0 

0.0 
-. 880 

.0 
0.0 

-. 880 
.0 

0.0 
-.880 

.0 
0.0 

-.880 
.0 

0.0 
-.880 

.0 
0.0 

-.880 
.0 

0.0 
-.880 

.0 
0.0 

-1.240 
.0 

0.0 
-1.240 

.0 
0.0 

-1.240 
.0 

0.0 
-1.240 

.0 
0.0 

-1.240 
.0 

0.0 
-1.240 

.0 
0.0 

-1.240 
.0

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
25.0 

.0 
999.0 

25.0 
.0 

999.0 
25.0 

.0 
999.0 

25.0 
.0 

999.0 
25.0 

.0 
999.0 

25.0 
.0 

999.0 
25.0 

.0

5.1 
.0 
.0 

5.1 
.0 
.0 

S.1 
.0 
.0 

5.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0



157 * MRCN, 

-4i •4 158 
158 '* MRC.  
1:8 eIIRI· 

-1.74835 

159 00 NEC., 

-1 J.i9 
2.21544 

1.683 44 

-.75011 
-1. 22107 

1450 N RC.  

147 H NIRC 

149 ** MtC.  

-2.6818i 
144 ow N 

-1.91 61 
-. 49861 

145 0* NC*, 

146 0* RC.  

147 ** NRC.  
-3.43833 
-4.90839 

148 ** M ,.  
- .2144 -1.68344 

149 MRC,.  

-1.821 

-. 44160 
-1.91 260 

151 ** MRC.  
-. 75887 

-2.2 087 
152 ** NWC, 

-1. :2185 -2.68185 
155 ** MRC.  
-. 02861 -1.49861 

154 0* NRC.  

1S6 S6 NRC.

O51 - FREQ 
1.240 

. 0 
0GS ** FREO 

1.240 

OS2 * FREO 

.0 

.0 

GS2 * FRES 
.0 
.0 

052 *0 FREE 

GS2 - FRES .0 
.0 

GS2 * FREE .0 
.0 
.0 .0 

.0 

GS052 FREG 
.0 
.0 

052 0 FRES 

05S - FREe 
1.100 

OS3 *o FREG 
1.100 

.0 
055 ** FREe 

1.100 
.0 

SS ** FREe 

1.100 
.0a 

55 *0 FREE 
1.100 

055 ** FRES 
1.100 

.0 
53 *0 FREO 
1.100 

.0 
055 "* FRES 

1.100 
.0 

053 *0 FREE 
1.100 

.0

8. 20.0 
.0 

9. 2S.O 

.0 

1.200 
1. .5O 

.0 
2. 1.0 

1.200 .0 

S.0 

. 0 
5. 5.0 
1.200 

6. 10.0 1 .200 

.0 

7. 12.5S 
1.200 

.0 

20.0 
1.200 

.0 
9. 25.0 
1.200 

.0 

1. .  

.0 

.0 

2. 1.0 
.0 

.0 

7. 2..S 

.0 
.0 

4, 5.O5 

.0 
5. 5.0 

.0 

.0 
5. 10.0 

.0 

.0 
7, 12.5 

.0 

.0 
a. 20.0 

.0 

.0 
9. 25.0 

.0 

.0

HZ, X2 
.0 

.0 

HZ. X2 - .0 
.0 

HZ X2 

-1.020 
.0 

HZ X2 
-1.020 

.0 
HZ X2 -1.020 

.o 

HZ X2 -1.020 

- .020 
.0 

HZ X2 
-. 0201 

.0 
HZ X2 

-1.020 

.0 
0.02 HZ X2 

-1.020 
.0 

HZ x' 
.6 

HZ X2 

-.60170 

.0 
HZ X2 

.60170 
.0 

HZ X2 
.60170 

.0 
NZ X2 .60170 

.0 
NZ X2 .60170 

.0 
NZ X2 

.60170 
.0 

.0

0.0 
-1.240 

.0 
0.0 

-1.240 
.0 

.i0 

15.0 .0 
.0 

15.0 
s.0 

.0 
15.0 

I .0 .0 

.0 
S.0 

15.0 

.0O 

.0 

15.0 
.0 
.0 

1.0 
.0 

.0 

15.0 

- .880 
-.880 
.0 

0.0 -.880 

.0 0.0 
-. 880 

.0 
0.0 

- .880 
.0 0.0 

.880 
.0 

0.0 
-. 0 

.0 

.0 

.0 

.0 
0.0 
.80

999.0 
25.0 

.0 
999.0 
25.0 

.0 
999:.0 

.0 

.0999 
999.0 

.0 

.0 
999.0 

.0 

.0 
999.0 

.0 .0 

999.0 
.0 .0 

999.0 
.0 
.0 

999.0 .0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
I.  

999.0 
.0 

.0 
999.0 

.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

999.0 
.0 
.0 

.0 
0 

999.0 
.0 
.0 

.0

2.1 
.0 
.0 

2.1 
.0 
.0 

5.1 
.0 
.0 

5.1 

.0 
S.1 

.0 

.0 
5.1 

.0 

.0 
S.1 

.0 

.0 
5.1 

.0 

.0 
5.1 

.0 

.0 
5.1 

.0 

.0 
5.1 

.0 

.0 
2.1 

.0 

.0 
2.1 

.0 

.0 
2.1 

.0 

.0 
2.1 

.0 

.0 
2.1 

.0 

.0 
2.1 

.0 

.0 
2.1 

.0 

.0 
2.1 

.0 

.0 
2.1 

.0 
.0



157 ** M.  

-6.219221 
2.07354 

159 *W NK.  

-'^.r 
160 ** MNK.  

-6.219621 
• 87962 

161 ** M.  
-6.21922 

.46410 
162 *0 MMK.  

-62.1922 
-. 34737 

1635 ** MK.  
-6.21 922 

164 ** Mm , 
-6.21922 
-1.40807 

165 ** NNK.  

-1.74954 
166 ** NWK.  

169 ** NNK.  
-. 4232 - .5103s 

171 *0 MWK.  
-i:42322 

171 ** NK.  

-2:6 873 
172 ** MNK.  

^..42322 
-2.4t574 175 *0 NMK.  
_5:8 4JX 

174 ** MK.  
_. 42322 

17S 0 NWK,.  
-4.87922 
1.07669 

176 ** MK.  
-4U.7922 

.8S 4

SI : 1 **o 

O51-SGV1 * 
2.300 
1.240 
2.300 
1 .241; 

051 -GV1 
2.300 
1. 241 

051-GOVS1 * 
2.300 
1.240 

051-GV 1 * 

1 .$OO41 i 
2. 0* 

2.1 00 
1. 40 

051 - V51 * 
2.300 1.240 

052- V52 

.0 
052-GV52 * 

.950 

S.0 
052-0V52 * 

.0 

.0 
052-GV52 * 

- 8.  
052-GV52 

.950 Csz-»2sz 
.9Se 

652-OV52 * 

052-•|2 * 

1.100 
G53-0GV5J * 

1.700 
1.109

FREO 

.0:o 
FREI 

.0 

FREI 
.0 

FRE 

FREG 

.0 

FREO 

FREI 

:.  

FREI 

.0 

d.0 

FE 

1.200 FREI 
1.208 

.00 FREI 

1 .zio 

1.200 
FREO 

lFRE 1.200 FRE 

FREO 

.0 FREO 
:0

1. X2 

.0 X 

.0 

.0 
3. X2 

.0 
.0 

4. X2 

5, X2 
.0 
.0 6. X2 

.0 

7, X2 .0 

a, X2 
.0 
.0 

9, X2 
.0 
.0 

1. x2 
.0 

-1.020 
2. X2 

.0 
-1.020 

.3 X2 
.0 

-1.020 
4. X2 

.0 
-1.020 

S. X2 
.0 

-1.020 
6. X2 

.0 
-1.020 

7. X2 

-.02 

-. X2 
-1.020 

, X2 
.0 -1.020 

7, X2 
-. 00170 

2. X2 
.0 -. 02170

15.0 
.0 -1.240 

-1.240 
15.0 

.0 
-1.240 

15.0 
1S.0 

-'1140 

.0 

.0 
-1.240 

15.0 

-1.240 
15.0 

.0 
-1.240 

.0 

-1.240 

0.0 

-. 00230 

.0 
-1.240 

0.0 

-. 00230 .0 
0.0 

-.00230 

.0 

0.0 
-.00230 

.0 
0.0 

-. 00230 
.0 

0.0 

-. 00230 
.0 

0.0 
-. 00230 

.0 
0.0 

-. 00230 
.0 

0.0 
-. 00230 

.0 
0.0 

-. 00230 
.0 

0.0 
-. 00100 

-. 880 
0.0 

-. 001006

2000.0 
-1.000 

25.0 
2000.0 
-1.000 

25.0 
2000.0 
-1.000 

25.0 2000.0 
-1.000 

25.0 2000.0 
-1.000 

25.0 
2000.0 
-1.000 

25.0 
2000.0 
-1.000 

2000.0 
-1.000 

25.0 2000.0 
-1.000 

2S.0 
2000.0 

-. 765 

.0 

2000.0 -. 765 

.0 2000.0 

-. 765 .0 
2000.0 -. 765 

.0 2000.0 
-. 765 

.0 

2000.0 -. 765 
.0 

2000.0 
-. 765 

.0 2000.0 -. 76S 

.0 
2000.0 

-. 765 
.0 

2000.0 
-. 7S6 

.0 

.0

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

5.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0

1.1 

.0 .0 
1.1 

.0 .0 
1.1 

.0 

.0 .1 

.0 

.0 
1.1 

.0 

.0 
1.1 

.o 

.0 i.  

.0 

.0 .1 

.0 

.0 

.1 

.0 

.0 1.1 

.0 

.0 
1.1 

.0 

.0 1.1 

.0 

.0 
1.1 

.0 

.0 
1.1 

.0 

.0 
1.1 

.0 .0 1.1 

.0 

.0 

.0 

1.1 
.0 
.0 

1.1 

.0 

1.1 .0 

.0 .0



177 0 MNK.  

-.:5lff! 
.78 * MK.  

*4.87912 

: 4 S9ii 179 ** MMK.  
-4.87922 
-1 .2259 

18,2 * mm.  
04 8791 

-2 :17tt 
185 * MMK.  

-4.8 792 

:.499 

-2.609 

186 ** MNKm 

184 ** MMK, 

-2.609 

197 - MWK.  -Z.609 1 .889 
187 es MMK, 

1.612 
188 ** MMK 

- .609 
1.196 

189 0* NK.  

190 ** IMK.  
-2.609 

.043 
191 * MK, 

-2.609 
-. •676 

192 * NMK, 
-2.f09 
-1.018 

195 * MMK,.  
-2.609 
3-1499 

194 * MMK.  
-2.609 
2.806 

19S 0* mK,.  
-2 .609 

196 *0* MNmK.  
-2.609 
1.612

055:V-s * 
1.100 
55O-VS3 *1.700 

1.100 0 5 5-Y 1 5 * 
1:.100 

OSS:1-OV3 * 1.100 

1.700 
1 .100 

,SS-ovS3 *0 

1.100 
1 .100 1.700 
1.100 

D21/DVZ1 - I 

.227 
D21/DV21 * 

-7.789 
-.690 

D21/DV21 * I 
7.279 

-i.789 
-1.383 

D21/DV21 * I 

-7.789 

0i3,.j2 S•1 

-2.1 4 

-7.789 

-3.,97 
DZ1/DV21 * I 

-7.789 
021/DV 1 * I 

DII/ll H I 

-7.71 9 

D21/DV 1 ** I 

-7.789 

-. 967

FREO 

FREI .0 

FREI 

.0 

FREI 

FRE 

.0 
FREO 

.0 

FREO 

FRE0 1 

1 .50 
. 76 

FREQ 2 
1 .150 

ISo 
-nI 7l.  

.76 

1 . S0 . S 

FREO 64 

1.150 1 .I50 
.576 

FREGO , 

1.150 

. S76 

FREO 4.  

FREI I 

1.150 
.S76 
.s76 

.S16 
MREG 84, 
115 li 

.576

3, X2 

.0 
-. 00170 

,. X2 

7. X2 
.0 

-. 00170 

8. X2 

.0 
-. 00170 

. X2 
.0 

-. 00170 
X3, X4 

2.300 
1 .I 

X3.X4 

1.1s 
X3SX4 

2.300 
1.15 

X3.X4 
2.300 
1.15 

XS.X4 
2.300 

1 .IS 
X3.X4 

2.300 
1.15S 

X3.X4 
2.300 

1 .S 
XS3.X4 

2.300 
1.15 

X3.X4 
2.300 

1.15 2.300 
1.15S X1.ME-SE 

2.300 1.15 

2. 00 
1 IS 

X1.NE-SE 
2.300 
1.15

0.0 
-. 00100 

-. 880 
0.0 

-. 00100 
-.880 

0.0 
-.00100 

-. 880 
0.0 

-.00100 
-.880 

0.0 
-. 00100 

-.880 
0.0 

-. 00100 
-.880 

0.0 
-. 00100 

-. 880 
0.0 
.0 

0.0 
0.0 
.0 

0.0 
0.0 
.0 

0.0 
0.0 
.0 

0.0 
0.0 

.0 
0.0 

0.0 

.0 

0.0 
0.0 

.0 
0.0 

0.0 
.0 

0.0 
0.0 
.0 

0.0 
0.0 
.0 

64.  
0.0 
.0 

64.  
0.0 
.0 

64.  
0.0 
.0 

64.

200 

.  2000.0 
.0 

2000.0 
-.756 

.0 
2000.0 

-.756 
.0 

2000.0 
-. 75S 

.0 
2000.0 

2000.  -. 7001 

-.0028 
2000.  

-.00122 
-. 0028 
2000.  

-.00122 
-. 0028 
2000.  

-.00122 
-. 0028 
2000.  

-.00122 
-. 0028 
2000.  

-.00122 
-. 0028 
2000.  

-.00122 
-.0028 
2000.  

-.00122 
-. 0028 
2000.  

-.00122 
-. 0027 
2000.  

-.00074 
-.0027 
2000.  

-.00074 
-.0027 
2000.  

-.00074 -. 0027 
2000.  -. 00074 

-.0027 

-. 0027

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 
.0 
.0 

2.1 :.  
2.1 

.0 

.0 
2.1 

.0 

.0 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

1.1 
.0 
.0 

9.1 
2000.  

999.  
9.1 

2000.  
999.  

9.1 
2000.  

999.  
9.1 

2000.  
999.  

9.1 
2000.  
999.  

9.1 
2000.  
999.  

9.1 
2000.  
999.  

9.1 
2000.  
999.  

9.1 
2000.  
999.  

9.1 
2000.  
5.77 

9.1 
2000.  
5.77 

9.1 
2000.  
5.77 

9.1 
2000.  
5.77



197 

IW 

1985 

200 

201 

202 

20S 

204 

207 

208 

209 

210 

211 

212 

21 S 

214 

215 

216

2.:J 
-*MMK 

-:U 

He M't, 

-:.it.  

-2: 

3: 

S. .  

-f:t:I 
-: Ml 

- -x.  

-2-609 .45 

1:l 
**0 .  

2.194

-t: 

321 

-2.1 4 

99 

- t 

ul I :1 * 

921 .  

-7. 19 

-7.  

-21 

-7 

-2.1 4 

#2 d 
: 6 I 821 1 
-7. 9 

9 ~ 
821/6 

-2. 4

a .  

I.  

1. .  

P.a 
1.  

g-pt C - FRE , 

' : I 

- FRE 

1.  
1.  

I .  

1.1: 

so FRk 1, 

1.

X1,ME-l 
X i. l 

Xl. ' 

2.-s 

xr.I ' 

x*Sfi 

2.3 i 

Xl .Ul" 
X1.E" 

"*S ft XI'a"C 

"i.ftl 

xl l 

Mse 

X1 .iC 
Sit 

P. M' 

Xl. 1 

"*5?t 

2.*ee 1.1$ 
X1.3C 

2.*ee

t4.  S4.  

t4i 

4.  

64.  

6.6 

.0 

s4.  

'** 

f'.  
e'e 
ts?**

-.III 
- >i .  

-.  

.0 0 -.i

9.1 

4:: 
9.1 
4.4 4.4 

i:t 
t:t 

9.1 

4.4 

9.1 

2:3 
4.1 

9.1 
:4.  9.1 

:4.4 
9.1 

4.4 

:.4 
9.1 

4.4 

4.4 

9.1 

4.4 
4.4 
9.1 

4.4 
4.4 
9.1 

4.4 
4.4 
9.1 4.4 

9.1 

4.4 
4.4 9.1 

4.4 

4.4 

9.1 

4.4 
4.4 

9.1 

4.4 
4.4

.tft 

S.oSt 

l *'t» 
9.1 

9.1 

9.1 

9.1 

2000.  

S.771 

9.1 

9.1 

9.1 

't26i 
9.1 

2309



217 *0 WK.  
-2.609 

.0453 
218 00 MMK.  

-2.609 
- .676 

219 0 i UKI, 
-2.609 
-1.018 

22 0 * K.  
S2.449 

221 oo MK.  
-2.449 

.e 40 
222 MMK., 

225 0 MN.  
-2.449 

1 .846 
224 H MiK.  

-2.449 

225 H MK, 
-2.449 

.619 
226 * MMK, 

-2.449 
.277 

227 ** MNK, 
-2.449 

-. 442 
228 * MMK.  

-2.449 
$.784 

229 00 MNK.  
-2.449 

2560 MWK.  -2.449 
•.0400 

251 ** NW,.  
-2.4' 
2.125 

232 ** UNK.  
-2.449 
1.846 

253 MMWK, 
-2.449 
1.430 

234 ** MMK.  
-2.449 

.619 
23S ** MNNK.  

-2.449 
.277 

256 *o MIMK 
-2.449 

-. 442

D21 21 
-7.789 -2.556 

-S.255 D21/DV 1 
-7.789 
-3.S97 

.673 

.67 

I'22 4DV22 

1.350 

.673 
D21/DV22 

1.S50 .675 

D22/DV22 
1.350 .673 

D22/DV22 
1 .S0S 

.673 

1. 01 

D22/DV22 

1.35O 
I.SSO 

.673 D22/DV22 
1.5 0 

.673 
D22/DV22 1..SSO 

.673 
D22/DV22 

1.3S0 .673 
D22/DV22 

D22/DV22 
1 .3SS 

.673 D22/DV22 
1.3 0 

.673 
D22/DV22 

D22/DV22 
1.3S0 
.673

* FREO 7.  1.1 9 .57• 
** FREG 8, 

* FREQ 9.  
1 .I0 

** FRE 1.  

-.00 * FREOS.  

. 1 
-. ees 1 s 

** FREQ .  
.0 

-. 001 
* FREQ ., 

.0 

-. 001 

H FlREG 1.  
.0 

-. 0015 
*0 FREO , 

-. 0015 

* FREQ 9, 

.6 

-. 0015 
- FREO 8., 

-. 0012 
- FREO 2.  

SFREQ .,I 
. * 

-. 0012 

H FREO ,.  -.oo SFREO 4.  

.0 
-. 0012 

*- FREG ,.  
-. 0012 
SFRE 6, 

* FREQ 7.  
.0 -. 0012 

* FREO 8.  
.06 

-. 0012

X1 .ISc 2.300 1,MSC 

1 .1 

106.6 
X. NE-SE 

100.0 

160.0 
X11" -I 51 
X1 .NE-SE 

100.0 

1 6.0 
X1.NI-SE 

1i 0.1 

X1,NE-SE 

100.0 

100.0 
X1.NE-SE 

100.0 

X1,NE-SE 
100.0 
100.0 

X1.ME-SE 

100.0 
100.0 

X1.ME-SE 

100.0 
100.0 
100.0 

100.0 Xl IMC 

100.0 

100.0 
100.0 

XI .NC 100.0 
100.0 100.0 X1.NC 

100.0 
100.0 

XI1NC 

100.0 
100.0 
100.0 

100.0

.f 64.  
0.0 

oo .0 64.  

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 
0.0 
0.6 

0.0 

0.0

2000.  
-.0009.  
-.003S 
2000.  

-.00091 

-.003 

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  
2000.  

2000.  

2000.  

2000.

9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
9.1 
4.4 
4.4 
6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1

9.1 
2000 

5.7 

9.1 
2000 

.217 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 
6.1 
6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1



237 

2z3 

239 

240 

241 

242 

24S 

244 

245 

246 

247 

248 

249 

250 

251 

252 

253 

254 

255 

256

0H WK.  

- .449 

.733 

-2. 449 
3.040 

-2.449 

1.846 

-2.449 
1.430 

** MMNK.  
-2.449 

.619 

-2.449 
.277 

-2.449 
* NHK, 

-. 784 

2.450 
** INK.  
-3.341 

** MWKJ -5.541 
-2.425 

1.340 
** NN.I4 
-3.341 
1.063 

** UNK, 
-3.341 

.647 
** MNK, 
-3. 341 

-. 164 

-S.341 
-. 506 

-3.341 
-1.225 

-S.341 ** K.-1.567 

-2.609 
2.207

1.350 

.673 
022/DV22 1.350 

.673 D22/DV22 1.350 

.673 
D22/DV22 1.350 

.673 

D22/DV22 1.350 
.675 

D22/DV22 1.350 
.673 

D22/DV22 
1.350 .673 

D22/DV22 
1.350 .673 

D22/DV22 
1.350 .673 

D22/DV22 1.350 

.673 D22/DV22 
1.350 
.673 DZZ/DV22 

1.350 
.673 DZZ/DV22 

1.350 
.675 

D22/DV22 
1.350 

.673 
D22/DV22 

1.350 
.673 

D22/DV22 
1.350 

.673 
D21/DV22 1.3S0 

.673 
D2/DV22 

1.350 
.673 

91 3/DV21 
-7.789 

.777

*o FREe 9.  
.0 

-. 0012 
4* FREQ 1.  

.0 

.O0 
-. 0019 

-* FREO S.  
.0 

-. 0019 
*o FREQ 4, 

.0 
-. 0019 

H FREQ 5.  
.0 

-. 0019 
H FREQ 6.  

.0 
-. 0019 

H FREQ 7.  
.0 

-. 0019 
* FREQ 8.  

.0 
-. 0019 

* FREQ 9.  
.0 

-. 0019 
H FREQ 1.  

-. 0007 
-. 0018 

* FREQ 2.  
-. 0007 
-. 0018 

* FREQ 3.  
-. 0007 
-.0018 

* FREQ 4.  
-. 0007 
-. 0018 

* FREQ 5.  
-.0007 
-. 0018 

* FREQ 6.  
-. 0007 
-. 0018 

* FREQ 7.  
-. 0007 
-. 0018 

-* FRE 8,.  
-. 0007 
-. 0018 

* FREO 9.  
-.0007 
-. 0018 

-* FREE 1.  
1.150 
.797

X1 .NC 
100.0 
100.0 

X. SC 
100.0 
100.0 

X1 .SC 
100.0 
100.0 

XI ,SC 
100.0 
100.0 

XI.SC 
100.0 
100.0 

Xl .SC 
100.0 
100.0 

X1, SC 
100.0 
100.0 

Xl .SC 
100.0 
100.0 

X1 SC 
100.0 
100.0 

Xl SC 
100.0 
100.0 

X3 
25.0 
49.0 

X3 
25.0 
49.0 

X3 
25.0 
49.0 

X3 
25.0 
49.0 

X3 
25.0 
49.0 

X3 
25.0 
49.0 

X3 
25.0 
49.0 

X3 
25.0 
49.0 

X3 
25.0 
49.0 

X3 
2.300 

.012

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 

0.0 
1.350 
1.350 

0.0 
1.350 
1.350 

0.0 
1.550 
1.350 

0.0 
1.350 
1.350 

0.0 
1.350 
1.350 

0.0 
1.350 
1.350 

0.0 
1.350 
1.350 

0.0 
1.350 
1.350 

0.0 
1.350 
1.350 

.0 
.898

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  

2000.  
-1.840 
-2.770 
2000.  

-1.840 
-2.770 
2000.  

-1.840 
-2.770 
2000.  

-1.840 
-2.770 
2000.  

-1.840 
-2.770 

2000.  
-1.840 
-2.770 

2000.  
-1.840 
-2.770 

2000.  
-1.840 
-2.770 

2000.  
-1.840 
-2.770 

2000.  
-. 00122 

0.0

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

7.1 
-4.000 
2.367 

7.1 
-4.000 

1 .674 
7.1 

-4.000 
.757 
7.1 

-4.000 
.480 
7.1 

-4.000 
.064 

7.1 
-4.000 

-. 747 
7.1 

-4.000 
-1.089 

7.1 
-4.000 
-1.808 

7.1 
-4.000 
-2.150 

8.1 
4.4 

-. 0028

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

6.1 

7.1 
70.  
70.  
7.1 
70.  
70.  
7.1 
70.  
70.  
7.1 
70.  
70.  
7.1 
70.  
70.  
7.1 
70.  
70.  
7.1 
70.  
70.  
7.1 
70.  
70.  
7.1 
70.  
70.  
9.1 
2000.  

1.0



257 *1* . -* E . xs 8 

9 - 1. .12 4 .  
f 5.1 . .7 . 12 .Ifisa 0.* -2. i 

25* ** 2:WK .so 9.1 

-2.it -7. ,: 2.3. x- -.. 2i 4, 2000.  
Z2 *: " 2:1?! .8,1 .I. , o1 

259** - »1 2Lie FRi . MS e. 2090 "S.T 1 X.1 

2.I 7. If 1. 2. -. 012 4 4 2600.  
26 ** Fa . 0 .08 1.  261 * M I * FR . 200. 9.1 

-2. - . 2:1.300 . -. 00122 4 4 2000.  
.9 . .012 .891 0.0 -. 0028 1.0 

2I MK, S FREl I MS .X 2000 . 8.1 9.1 -2.609 -7 1. 5 2.:O1 .0 -. 00 22 4.4 2000.  
-3.9 . 9 .012 .898 0.0 -. 0028 1.0 

264 - MMK. 9r 1 s FRE , XS .0l 20100 8.T 9.1 

:: .7 7 .77 .1 .88 0.00 -. 0028 1.0



TABLE 5.2

FUNCTIONS FOR PREDICTION MODELS 

MODEL A (MODEL INDEX *1) 

LOO(ACC) - Al + AZ*043 *A3OML1 # A4410 + A5eR * A6*LOG(R)* 

If AH~fEL1 (XM.XI.R.ALRATTN.L) 

IMOIE~ATTN(l4L) * XM*(ATTN( 2,L)+ATTN(3+L)) + XIOATINC4*L) + 
* LAITTN('+L) + ATTN(6+L)*ALR + ATTN(7*L)oXPIR + ATTN(84L) 

MODEL 5 (MODEL INDEX u2) 

LOO(ACC) + I 233.DLG * 54*R + B5.LO0(26+R) * 37*MB*R* 

UNT1 1V (Axi.ft.ATTN.L) 

lull ATTN( *h), *ATTN(2*L )*ATTN(3W4)*XM + A~V4, )*R+ 
*TN( *L)* L 0 AT N(6+L)+k) +* O A* TN7*L)* TM ML)XN 

MODEL D (MODEL INDEX a 4) 

00 AI) C*MNII DAT JL4*LO0(R*SS*R)EXP(CSI*MS+C)) 

ST. I ; 4,1N(l) Ri*ATN .T *M*AT(. * 

# 60T 14L .LGR*ATN(5 *L ).)*R*EXP(AT N 5 L)*XM+ATTN(7*L))) 

C
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MODEL E (MODEL INDEX 5 

Al L,(Xqý5 ? :Af4* ?(R) 
FU J ON (O)AX R.1) .L) 

a ATiN(L+1) * ATTN(L*3).XM * ATTN(L#4)*ALR 

MODEL F (MODEL INDEX a 6) 
ACC).F1. *"j * F3*SQRT( R*RF4) - SOLbO(R*R4F4) 

T M. ATTNAft . L) ~ LO(·~I NTDL 
ATTN(I*L) + ATTN(2#L)*XM 

R*R * ATTN(4+iU 
OI a ODIL 4 AtTN(3*L)*SQRT(NN2) - .SOALOORN2) 

MODEL 0 (MODEL INDEX a 7) 

D C) a01 * 02MD * .S*LO0(C0%ftNB+0d)/(ReR.O4)) 

AL1LP.? 1 ) a 07 *14 0l5Z).) * .SOALOQ(T1/1H24 

10 ~ ~ ~ *1 *HN(:iR.;a 2 ,hza'??j 
4T 

MODE H MOEIDxn * 8)nr~~ 

ON OMAT 111 

TT XH X" 4 AD£ N(6*L) 

ONA .01 

Of olkT71440 *OAT'W(L*2)*XM 4 .5*ALOOtT1/RN2 

Ell TURN A ( 4 (~n) SO .4 6 L 0 ( N2)) 

MODEL N (MODEL INDEX a 8) 

LOOCACC) * nr * ntOL O n (SORT c R*Rr N 6)4N4*EXP(Nnr OXN) 

t 1:11) n_61t 

26 N Nh e ~ : S , ,W I

B-is



so P 7AITN(L.jj .OTj 0. ) 11 w RT (R*R * ATTN(L.6) 
XMODEL cAT L+i ) T , *M ATT(L A (R+ 

A (L,4)EP(AT( N(L)*TM)) . 1AhL7)N 
INEIURN 

MODEL I (MODEL ). DEX a 9) 

OO(ACC) + IR f*XM - 1.3LOG((R*f,14) * EXP(ISOXM+16))

PNITIJI X. DEJ, Xn rrttTn, h 
/1 4/1 /-~4.71.-7.968/o D /-1.73o.456/ 

(I (WATTN(L+)) 
.QT. 2) 

I.E LS) 4 

(X ?iw:i?( ) XH 10. ((XN*D(2)*D(1))*2) 

x~lr RSI CSORT (RH) 

9 U 07 AUIWha5OFWY'pt IAL+ - .417*ALOO(XL) * 

JITURN
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TABLE 5.3 

TRIFUNAC-ANDERSON S SPECTRAL MODEL 

SUBROUTINE TRIFUN (XI,R,ALR.VL.ATTMDCORSITEP) 

t t"~ Yn W3~ lb'IIJLIkXAIP T' f jKS fjjgj 11$21 Tmt 

ffSCU"'2 11 TAVIROASTRIMAIITV 1YA RSAlD OUSO WifiTCO SM63 

FALCAtT THE i 4fifO St! ATTN(2)*XI - AttN(3) - (CORSITE/2-302S9)) 

X() *;I ATTN(6)) 

1TN( 11) .T.o.) P a P*P il, Tý
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EXPERT 1 'S PGA MOOELS FOR REGIONS 1&2

KEY: 

Plot Model 
Number Number 

(Table 8.1 

1 1 
2 5 
3 9

no 9- Nq 0 0

DISTANCEC-tI 

FiqL.re B.1

8-21



EXPERT 1 'S PGA MODELS FOR REGION 3

KEY: 

Plot Model 
Number Numbei 

(Tabli 

1 2 
2 6 
3 10

o 0 o 
V-

DISTANCE-4W

Figure 8.2

100 L 
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EXPERT 1'S PGA MODELS FOR REGION 4

KEY: 

Plot Model 
Number Number 

(Table B1)

P*4

DISTANCE-tMI 

Figure B.3

-123

0 
10



EXPERT 2'S PGA MODELS FOR REGION 1

KEY:

Plot Model 
Number Number 

(Table

9-(Y "

DISTANCE-4C

Figure 8.4

Sa-4
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10 

3 
10

0 
10



EXPERT 2'S PGA MODELS FOR REGION 2

KEY: 

Plot Model 
Number Number 

(Table B1)

0 0 0 o 9-

DISTANCCE-4 

Figure B.5
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EXPERT 2'S PGA MOOELS FOR REGION 3

KEY:

Plot Model 
Number Number 

(Table

U

C CD C

D I STANCC-

Fiqure B.6
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EXPERT 2'S PGA MODELS FOR REGION 4

KEY:
4 

10 

3 
10 

M=6.5 

2 
10 

1 
101 M=4.5 

0 
10 

OO O

Plot Model 
Number Number 

(Table B1)

D ISTA 4CE-I

rigure B.7
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EXPERT 3'S PGA MODELS FOR ALL REGIONS

KEY: 

Plot Model 
Number Number 

(Table B

WI 
0 0 9

DISTANCE-40W 

Figure B.8
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EXPERT 4'S PGA MODELS FOR ALL REGIONS

KEY: 

Plot Model 
Number Number 

(Table B1) 

1 21 
2 4 
3 8 
4 12

0 0- N W 0, 0m '. 0

DISTANCE-4 

Figure 8.9
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EXPERT 5'S PGA MODEL FOR ALL REGIONS

KEY: 

Plot Model 
Number Number 

(Table E 

1 14

00 - N 0 0 0

0 I STANCE-Kid

Figure B.10

B-30



EXPERT I 'S SPECTRAL MODELS FOR ALL REGIONS

M=4.5 & 6.5

N P i V in B W inww, w rl" 

To PERIOD (SE[)°o

IN F) 'Y Vi ~

Plot Model 
Number Number 

(Table BI

1 
2 

(region

193 
220 

1 & 2)

1 1 
2 
(Region 3) 

1 
2 
(Region 4)
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APPENDIfl C

Seismic Hazard Analysis Calculations 

C.1 Introduction 

Seismic hazard at a site is usually quantified through seismic hazard curves 
for the peak values of ground motion parameters, e.g. peak Fr *und 
acceleration, at the 3ite. The seismic hazard curve is a description of the 
probability during a given period of time, e.g., per year, that one or more 
earthquakes occur which result in the peak, over the duration of the 
earthquake, value of the ground motion parameter at the site exceeding the 
value a, given as a function of a. Figure C.1 illustrates a typical haz.rd 
curve for the peak ground acceleration (PGA) at a site shown on a logarithm 
scale, where the commonly used notation A > a refers to the event that one or 
more earthquakes occur resulting In the PGA at the site exceeding a 
(cm/sec2 ). It should be noted that the event A > a is equivalent to the event 
that the maximum, over all earthquakes affecting the site, PGA is greater 
than a.  

Evaluation of the seismic hazard curve at a site typically involves four 
steps: 

o Identification of seismic sources.  
o Specification of the seismifity for each source.  
o Specification of an attenuation/ground motion model.  
o Evaluation of the hazard curve or hazard spectrum.  

For the Eastern United States (EUS) seismicity project steps 1 through 3 were 
implemented by the formation of two panels: 

o A panel of experts familiar with geological and seismological 
characteristics throughout the EUS.  

0 A panel of experts familiar with the development of: 
(1) attenuation/ground motion models used to relate ground motion 
parameters at a site to characteristics of an earthquake at the 
source; and (2) methods for modeling the effects of local soil 
conditions on ground motion at the site.  

Opinions about the appropriate parameters and models were elicited from 

members of the two panels in the following form: 

o Seismic Sources 

Seismic sources were identified by eliciting maps which partition 
the EUS into zones (area, line or point sources) representing 
regions of uniform seismicity in terms of occurrence rate and range 
and distribution of magnitude.
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For eac.h .one, seismioity information was elicited from the experts 
in terms o; the: 

S Occurrence rate of earthquakes with magnitude ab6ie a minimum 
level, Mo - 3.75 MbLg or IV NMI.  

S Upper aagnltude cutoff, MU , representing the largest magnitude 
expected to occur within a zone.  

S Distribution of magnitudes represented by a magnitude
recurrence relation.  

o Attenuation/Ground Motion Model 

Weights, representing the panelists' confidence in the applicability 
of a model, for a catalogue of attenuation/ground motion models were 
elicited.  

o Local Site Effect 

Weights, representing the panelists' confidence in the applicability 
of a method, for a colleotion of methods to adjust ground motion due 
to the effects of local site conditions were elicited.  

Discussions about the elicitatlon, oompilation and interpretation of the 
experts' opinions are given ln'other sections of this report. This appendix 
will concentrate on the methodology used to evaluate the seismic hazard curve 
(and spectra) at a site.  

C.2 Philosophy of tie Evaluation Methodology .  

Evaluation of the seismic hazard curve at a site is based on a probabilistic 
approach using the experts' opinions about seismioity and ground motion to 
specify Sodels for the random events influencing the seismto hazard at a 
site. The method assumes that events, such as the occurrence of earthquakes 
within a zone, affecting ground motion at a site are subject to inherent 
physical variation and hence are properly treated as random events, Thus, the 
maximum value of a ground motion parameter experienced at a site over a period 
of time is a random quantity or variable. The hazard curve gives the 
probability of one or more earthquakes occurring resulting in the maximum 
value exceeding the value a. It is assumed to represent the likelihood, based 
on the inherent variation in the physical world, that the physical conditions 
will exist that lead to the maximum value of the ground motion parameter 
exceeding a. That is, the occurrence of an earthquake is assumed to be a 
random event and, if an earthquake does occur, the magnitude sf the event and 
attenuation of ground motion from source to site are all subject to inherent 
variability. Thus, the ground motion at a site is variable and any ground
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motion parameter As properly considered a random variable. The seismic hazard 
curve is a description of the probability distribution of the maximum value of 
the ground motion parameter.  

The probabilistic approach is based on modeling the physical variation by 
probability distributions and using these distributions to evaluate the 
probabilities of interest, i.e". the seismic hazard curve. However, 
characteristics of the distrlb6ations describing nat~ure are unknown, thus the 
opinions of the experts are elicited to estimate these characteristics. Thus, 
the methodology producesan estimate of the seismic hazard curve which is 
based on the opinions provided by the experts on the two panels.  

The evaluation method also recognizes thac expert opinions about seismological 
properties and ground motion models are based on limited knowledge about the 
physicaaLphenomena affecting these parameters, hence expert opinions are 
subject to uncertainty. The uncertainties associated with the experts' 
opinions do not contribute to the level of seismic hazard but do influence the 
effectiveness of the evaluation process in estimating the hazard. The 
experts' uncertainties are incorporated irto the hazard analyses by developing 
a set of bounds for the hazard curve. The level of uncertainty is quantified 
by modeling the experts' uncertainties by probability distribution. A 
second source of uncertainty associated with a probabilistic analysis is the 
choice of probabilistic models used to model physical phenomena. These 
mathematical models are only approximations to the real world. The choice of 
models is a matter of judgement by the analyst and, like experts' opinions 
about seismicity and ground motion, are based on limited knowledge of the 
physical world. Uncertainties associated with the choice of mathematical 
models is more difficult to assess. Also, a comparison between different 
models can only be made if the evaluation of seismic hazard using competing 
models is actually done. This is not always possible. Thus, this type of 
uncertainty is not an integral part of the evaluation of hazard. However, 
sensitivity analyses have been conducted which describe the effect on the 
hazard estimates of some of the modeling assumptions.  

The method for evaluating the seismic hazard curve at a site involves a two
stage estimation process: 

o A single hazard curve, referred to as the 'best estimate' hazard 
curve, Is evaluated using the experts' best estimate evaluations of 
seismic sources, seismicity and attenuation/ground motion models.  

o The uncertainty in estimating the seismic hazard due to the 
uncertainties associated with the experts' opinions is quantified by 
evaluating bounds for the seismic hazard which reflect the experts' 
uncertainties. This analysis is called an 'uncertainty analysis'.  

In addition to refleoting the uncertainty of a single pair (i.e., seismicity 
and attenuation experts) of experts, the uncertainty analysis, when the hazard 
estimates are combined over several experts, will also reflect the variation 
in opinions among eoperta. As part of the uncertainty analysis, In addition
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to the uncertainty bounds for the hazard curves, a "mean" hazard curve can 

also be produced. The arithmetic mean and geometric mean are options. These 

hazard curves a'"--potential estimates of the hazard at a site if one wants to 

describe the hazard by a single curve. Thus, they are alternatives to the 

"best estimate" hazard curve. However, it must be realized that the "mean" 

hazard curve is not produced from a single set of seismic and ground motion 

parameters as is the best estimate curve. Rather, like the uncertainty 

bounds, it is the locus of points representing the mean value of P(A>a) at 

each value of a. The mean is taken with respect to the distribution of P(A>a) 

at each a due to the experts' uncertainty distributions.  

Because the elicitation process involves several experts, at times it will be 

necessary to combine the information derived from several experts to evaluate 

a hazard curve which reflects the combined opinions of the several experts.  

The method developed for combining over experts is based on a self evaluation 

by the experts of their level of expertise with regard to seismological issues 

and attenuation/ground motion modeling respectively. For the seismicity 

panelists the self-evaluation was done for four regions, NE, SE, NC, SC, In 

the EUS. Thes3 fou' self weights were combined into a single weight which was 

used when combining over seismicity experts. The method of combining over 

experts, essentially a weighted average, assumes that the self weights reflect 

not only the experts' level of overall knowledge about seismological issues 

(or attenuation/ground motion modeling) but also reflects the experts' 

abilities to translate this knowledge into responses about characteristics of 

probability distributions. Thus, the method assumes that the self weights are 

a quantification of an individual's judgment of the utility of their opinions 

for estimating the seismic hazard. The weights for combining the self weights 

for the four regions are the probabilities that the largest value at the site 

of the ground motion parameter comes from each region. These probabilities, 
at the site, will vary for different sites.  

Although self weights were used for the present analysis, the same methods 

could be used with weights derived from other sources such as weights from 

peers or weights developed by the analyst or any user of the methodology. The 

important criterion is that the weights should reflect some judgment of the 

utility of an experts' opinions for estimating the seismic hazard. That is, 

the weights should be a judgment of how well the estimated hazards, based on 

the experts' opinions, can be expected to describe the real seismic hazard.  

C.3 Mathematical Background and Assumptions 

C.3.1 Seismic Hazard Curve 

Seismic hazard at a site is quantified by the values of a ground motion 

parameter, at the site, which is exceeded with a given probability in a 

specified number of years. The mathematical development of hazard relations 

will be based on peak ground acceleration (PGA) although identical relations 

hold for peak ground velocity (PGV) and spectral acceleration or velocity as 

well.



The parameter of interest is the probability that the PGA at the site will 
exceed a given value, a, at least once within the specified time period, t 
years. This probability, expressed as a function of a and denoted P(A > a), 
is called the seismic hazard curve at the site. As noted earlier, the hazard 
curve is the tail of the complement of the cumulative distribution function 
for the random variable (i.e., the maximum PGA at the site, over all 
earthquakes affecting the site).  

Typically, the region affecting ground motion at a site consists of a number 
of seismic source zones. The seismic hazard at the site is a combination of 
the hazard from all relevant sources. In addition, the value of the ground 
motion parameter, e.g. peak ground acceleration, will depend on both the 
distance of the source from the site as well as the magnitude of the 
earthquake at Its source.  

The following assumptions about the occurrence of earthquakes throughout the 
EUS form the basis for the probability calculations used to evaluate the 
hazard curve at a site: 

o For each zone, it is assumed that earthquakes could occur randomly 
over time and uniformly at random within the zone.  

o All earthquakes arq assumed to be point ýiurces, thus the fact that 
earthquakes are created by thok ropture of tectonic faults of finite 
length is neglected.  

o The occurrence of earthquakes is assumed to be independent between 
zones.  

o The occurrence rate of earthquakes within a zone is considered to be 
constant; Its value is based on the seismic and tectonic oonditionm 
that presently exist within the zone.  

We further assume that: 

o The expected number of earthquakes of magnitude m or greater, A(m), 
occurring within a zone can be described by the magnitude-recurrence 
relation 

log A(m) - H(m) HO _ m < M U 

The functional form of H(m) is based on information elicited from 
the experts.  

o Given the magnitude of an earthquake at its source and the distance 
of the site from the source, It is assumed that the physical 
variation In the PGA at the site is described by some probability 
distribution, For other than the Trifunac model of spectra (model 
094 in Table B-1) the distribution was a lognormal distribution.
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The hazard analysis is based on considering the effect above the minimum 
magnitude Mo . Under the assumption that earthquakes occur at random over 
time, the number Nt(m) of earthquakes with magnitude greater than M, m> Mo , 
occurring within a zone in a time period of t years is a Poisson random 

variable with parameter A(m). Thus, the probability of exactly n earthquakes 
with magnitudes greater than m in t years is 

PENt(m).n] - [tA(m)]n e-tA(m)/n! n-O, 1,... (C.1) 

The occurrence rate A(m) can be expressed as AoP(m>mlM>No) where Ao is the 
expected member of earthquakes of magnitude greater than the minimum Mo and 
P(M>mIM>Mo ) is the probability, given an earthquake, that the magnitude 
exceeds m conditional on the magnitude exceeding Mo. Two models for the 
occurrence rate ACM) based on alternative views of the conditional 
distribution of magnitude given an earthquake were used. These are discussed 
in See. C.3.2.  

Using the assumption that earthquakes are point sources which occur at random 
uniformly throughout a zone, if Nt(rm) is the number of earthquakes in t 
years of magnitude greater than m occurring at points in the zone which are 
r(km) to r+dr(km) from the site, then Nt(r,m) is a Poisson random variable 
with parameter 

A(m) fR(r)dr (C.2) 

where fR(r) is the density function for the distribution of the distance from 
the site to the points within the zone and A(m) now denotes the occurrence 
rate per unit area per year. The distribution fR(r) is the proportion of a 
given zone located within specific ranges of distance from the site (see 
See. 2).  

Given an earthquake of magnitude greater than m at a distance (r,r~dr) from 
the site the ground motion parameter, e.g. PGA, at the site depends on the 
attenuation of the source energy between the source and the site. We assume 
this to be a random process. Specifically, we assume the PGA at the site is a 
lognormal random variable such that the mean of the logarithm of POA is given 
by the attenuation/ground motion model which depends on m and r. This 
assumption was also made for spectra, except for Trifunao'a model which is 
Itself a distribution function. We denote the conditional probability of PGA 
exceeding the value a by P(A > alm,r).  

Let Nt(a) denote the random variable, the number of earthquakes occurring in a 
zone In t year* such that the PGA at the site is greater than a. The 
probability that one or more earthquakes occur in t years resulting in the PGA 
at the site exceeding a, denoted P(At > a), Is given by



P(At > a) - P(Nt(a) > 1)

Considering the range of magnitudes (HM, MU), where flU is the upper magnitude 
cutoff, and all distances r>0, Nt(a) is a Poisson random variable with 
parameter (Aat), where 

HU 
Aa o 0o f J P(A > alm,r)fR(r)dr dFP(mJaMo.U) (C.4) 

Mo r>o 

and FM(NIMo, MU) denotes the distribution function of the distribution of 
magnitudes given an earthquake, conditional on minimum magnitude Ho and upper 
magnitude cutoff MU .  

In our analysis we approximated the integral numerically by subdividing both 
the distance and magnitude range into subintervals. Distances out to 1250 km 
were considered and subdivided into 18 subintervals. Details of the partition 
are given in Section 2.3. Let I(rk) denote the proportion of the zone at 
distances in the kth subinterval, i.e.  

(r k) r in R(r)dr (C.5) r In 
k-th subinterval 

Similarly, magnitudes were partitioned into subintervals of length 0.25 
(Mblg) or 0.5 (MI). Let mj, the midpoint of the jth magnitude subinterval, 
be the representative value for the Jth subinterval, and let 

A( J) *- o  dM(nlMoU) (C.6) 
mj-A 

SA(m - 6) - A(mj * 6) 

* the expected number of earthquakes per year per unit area with 
magnitudes in the jth subinterval (mj - t, mj * 6) 

Then, the parameter Aat for the Poisaon distribution of Nt(a) is 

J K 
At & t 1 A(mj) I w(rk)P(A >almj,rk) (C.7) 

jU1 k-1 

Therefore, for a given source zone q, the probability that the maximum POA at 
the site, in a time period of length t, due to earthquakes occurring in zone q 
exceeds a is
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Pq(At > a) - Pq(Nt(a) a 1) 

J K 
S1 - exp[-t I Aq (B) I q(rk)P(A > am r,,k)] (C.8) 

j.1 k-1 

where Aq(*) and Hq(*) are dependent on the zone.  

Finally, under the assumption that events between zones are Independent, the 
seismic hazard In t years at a site can be evaluated by 

P(At > a) * 1 - lq (I - P (At > a)] 

J K 
- 1 - lexp[-t I Aq(mj) I 1 (rk)P(A > alms,rk)]1  (C.9) 

Ju1 k-1 

In the analysis the range of accelerations a Is also disoretized, thus the 
hazard is actually evaluated at a finite number (10) of accelerations, ail 
1-1, ... 1-10.  

C.3.2 Magnitude-Recurrence Models 

The hazard at a site, as described by the hazard curve, depends on the 
occurrence rate A(m) of earthquakes of magnitudes m or greater. The 
occurrence rate varies with m and depends on the occurrence rate A0 of 
earthquakes of magnitudes greater than the minimum NM and the distribution of 
earthquake magnitudes FM(aM o, MU). The dependence of A(m), the occurrence 
rate or expected number of earthquakes per unit time per unit area, on m is 
called the magnitude-recurrence relationship. Two primary models for the 
magnitude-recurrence relationship were used in the hazard analysis for this 
project.  

A oommon model for approximating the distribution of earthquake magnitudes, 
given an earthquake, is the exponential model. IfA o is the expected number of 
earthquakes of magnitudes MH or greater and if FM(amMo), the distribution of 
magnitudes given an earthquake conditional on magnitude M > No , is 
exponential, the expected number of earthquakes of magnitude a or greater Is 

A(m) - 0 e-8O("H )  a>Mo  (C.10) 

* 1oe6No e
"B 

or 

log 10 A(m) - log 10 ao * BMo log10e - Sm log10e (6.11)



which has the form

log 10A(m) - a + b m (C.12) 

with 

b * -6 < 0 

a - log10 A0 - b Mo 

This model assumes that magnitude can be arbitrarily large. Physically, this 
Is not possible. Since the principle contributors to the hazard at a site are 
large magnitudes, the assumption of arbitrarily large magnitude is 
unacceptable. Thus, an upper magniltude cutoff, i.e. largest possible 
magnitude, is assumed. This was one of the parameters elicited from the 
seismility panel.  

To aooomodate the limiting magnitude, some adjustment must be made in the 
magnitude-reourrence model in Equation C.11. Two adjustments were considered: 

1. LLNL Model 

The basic philosophy in the LLNL model is that the linear model, 
Eq. (C.12), 

logi0 A (m) * a + bm (C.13) 

Is applicable for some range (MLB, NUB) of magnitudes, subject to the two 
obvious restrictions 

o A(MN ) Ao , i.e., log10 A(Mo) = log1 0 A0 

0 A(M.) - 0, i.e., lOg0oA(M.) -

Under this philosophy the linear model in Eq. (C.13) must be adjusted to 
satisfy the restriotions in the intervals (NM, M LB) and (MUB, MU). An 
adjusted me '"1 is shown in Fig. C.2.

C-10



log10 J(m)

Adjusted

Given by 
the expert

Mo MLB E M B

MagnittJe

Fl|. C.2. LLNL adjusted magrntude-reourreio o model.

C-11



The adjustments to the exponential model, based on the LLNL philosophy, in the 

two regions are respectively;

o (No, 

*

MLj): quadratic polynomial subject to 

A(Mo) - o 
logl0A(MLB) - a * b MLB 
derivative of A(m) is continuous at a - MLB

o (HUB, MU): model 

A(m) - aesO (-M-U) 2 

subject to 
S logo1 A(Mue) - a * bHUB 
S derivative of A(m) is continuous at U * MUB 

Further details on the use of the LLNL model in the hazard analysis are given 

in Section C.5.2.  

2. Truncated Exponential Mooel 

A second method for adjusting the exponential magnitude-reourrence model 

in Eq. C.12 is based on assuming the distribution of magnitudes, 
conditional on Mo < m < MU, to be a truncated exponential distribution.  

That is,

(C.14)
-B(B-Mo)1 . e-8(Mu-)] 

P(M > em"j, Mu) - - e- *B(U' -o ) ]M 

The adjusted magnitude-recurrence model is 

log10A(m) - l 10g,10 * B Molog10e - 8 a log10

+ lo0o10( - e ]1 - 106 1 0 (1 - (U-0 ]

which is of the form

log,1 A (a) - a * bm * G(m)

where

C-12

(C.15)

(C.16)



a - log,0 A0 o BM0 1050loe

b - - 10og,00 
-(MM -e(Mu - B) 

G(m) - -106101 - -B(Mu°] logo -1(• - ) 

suoh that 

G(Mo ) - 0 

A piot of the truncated exponential model is shown in Fig. C.3.  

Details of the use of this model in the hazard analysis Is given In 

Seo. C.5.2.  

Although the seismiclty panelists were given the ohooice of any 2odel for the 

magnitude-recurrence relationship, all but one expert chose the linear 

model. These experts were then asked to choose between the two alternative 

adjustments. One expert chose a piecewtse linear model. In this case 

separate adjustments were made, If necessary, in the Intervals (No . N'L) and 
("Us,"u).  

C.3.3 Uniform Hazard Spectrum 

The notion of a uniform hazard spectrum (UHS) is discussed In detail in ([I], 

Section 5.0). However, we summarize some of the mathematioal aspects relevant 

to the evaluation methodology. A uniform hazard spectrum 1is developed such 

that for each frequency the spectral amplitude has the same probability of 

being exceeded in t years.  

Based on the method outlined in the previous section, the hazard curve, i.e.  

the probability that the maximum PGA per year (in t years) exceeds the value a 

or the probability of exceedenoe, is assessed independently for each 

frequency. Assuming that the occurrence of earthquakes is a Poisson process, 

for each fiequenoy, f (assuming t * I year), 

P(Af > a) * 1 - e'ha (C.17) 

where XA is the expected number of events per year such that the peak spectral 

acceleration at the site exceeds a. Therefore, the time between events such 

that Af ) a, denoted T(Af > a), has expected value
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RPr(a) - c[T(Ar > a)] - A' (C.18) 

which is the return period of events such that Ar > a at the site. Therefore 
the relation between the return period and the probability of exceedence is 

RP•(a) - (-inl - P(A, > a)]}'

-1 - [P(A > a) 1  , (C.19) 

for long return periods.  

A typical plot of the return period, on the log scale, versus a is shown in 
Fig. C.4 for two frequencies. For a return period of interest, e.g., 10,000 
years, the spectral PGA's corresponding to the return period are used as the 
spectral amplitudes for the different frequencies fr, fi. ... (9 frequencies 
were included in the analysis).  

C,3.4 Weights for Seismicity Experts 

Both seimiiolty and attenuation/ground motion model information were elicited 
from several experts. Thus, seismic hazard curves could be eetimated using 
information from any pair of experts--a setiaic expert and a ground aotion 
model expert. In addition, it may be appropriate to coobine the opinions of 
the experts. This could be done at two points In the evaluation process 

o A consensus could be reached on a single set (or a finite 
collection) of values for the seismicity parameters as well as 
agreement on the 'best' attenuation/gromnd motion mbdel or set of 
models.  

o The opinions of the individual experts, i.e. a selaelo and ground 
motion expert pair, could be used to evaluat* a seisami hazard ourve 
and then the resulting hazard ourves could be omebined to for-a 
combined hazard curve which represents, in esoe fashion, the 
opinions of all the experts.  

We feel it is important to retain the diversity of opinions that might-have 
existed between the experts, thus hazard curves were evalutted for evePy pair, 
i.e. aeisltytt-ground motion pair, of experts and these were subequently 
oombined to evaluate an 'average' hazard curve.  

The aethod for- oabtning the individual results is based on a-weighted averate 
of the individual hazard curves or uncertainty distributtons -The Weights for 
the attenuation model experts are the narlitzed6 valueg of the self-weights 
the experts provided. The weighte for the seistmaoty experts war theM•elvee a 
weighted average of the tour regional self-weights provided by the expeWta.
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Although the following development is not 'entirely consistent with the general 
philosophy of the overall evaluation process, it does provide a convenient 
basis for combining the regional self-weights for the seismicity experts into 
a single 'self-weight'.  

Let s index the sth seismic expert, s-1, . . ., S and let w index the wth 
region of the EUS, w - 1, 2, 3, 4. Also let Wyw denote the self-weight of 
expert s in the wth region. Let 

A - Max (A ; q - 1 ... N ) 
q in wt 
region 

be the maximum PGA at the site due to earthquakes originating in the wth 
region. Based on the best estimate information from the sth expert, his 
assessment of the cumulative distribution function for Aw is 

0 sw(a) - [1 - P (Aq > a)] (C.20) 
q in wth 
region 

where Psw(-) is the estimated probability based on the best estimate of the 
seismic parameters provided by the sth expert.  

One way of interpreting 0sw(*) is to consider it to be the expert's assessment 
of the value of Aw, the maximum PGA at the site due to earthquakes in the wth 
region. In this context, one might also consider the expert's self weight 
Wsw as an expression of his utility for gsw(*) as a predictor of Aw.  

For the hazard analysis the parameter of interest is 

A - Max (A : w - 1, .... 4) 
w 

the maximum PGA at the site. Given the assessment gsw(*) for Aw , the ath 
expert's assessment of A is 

Os(a) - n 0w(a) 
w 

-* n (1 - P (A > a)) (8.21) 
w q in wth 

region 

Then, the expected utility for 0 (a) as a predictor of A Is 

Wa W WP(A - A ) (C.22) 
W
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where P(A - Aw) is the probability that the maximum PGA at the site results 
from an earthquake originating in the wth region. The normalized value uf W3 
is the weight assigned to the 3th selsmiaciy expert where P(A - Aw ) is 
estimated fro, the expert's best estimate Pqw(At > a) of the distribution of 
the maximu PGA at a site due to earthquakes iriginating in the wth region.  

The experts were not asked to give their opinions about the value of A nor 
were they asked about their utility for their opinions, thus, this development 
of W5 does not model precisely the elicitation conducted in this project.  
However, it does provide a rational method for combining the self weights in 
the I4 regions into a single weight for each seismicity ,xpert. In addition, 

it does have somo appealing features: 

o weights vary between sites 

o the weight will be "high" if the self weight is highest in the 
regions with the highest probability of producing the maximum PGA at 
the site.  

o the weight will be "low" if the self weight is highest in the 
regions with the lowest probability of producing the maximum PGA at 
the site.  

C. Summary of Elicitation Results - Inputs for the Evaluation Process 

Detailed discussions of the elicitation, compilation and interpretation of the 
experts' opinions are presented in previous sections of the report. HKwever, 
to ý.rovide continuity in the presentation of the probabilistic calculations it 
is necessary to summarize the elicited opinions as they are used as inputs 
into the estimation of the seismic hazard at a site.  

C.4.1 Seismic Source Indentiflcation 

Each seismloilty expert was asked to identify seismic sources throughout the 
EUS, expressed in terms of a complete zonation of the region. Identification 
of zones throughout the EUS was eliioted in two forms: 

o A 'best estimate' map, representing, in the expert's opinion, the 
moat appropriate zonation of the EUS.  

o Alternative zonatlona representing the expert's uncertainty about 
the sonation, produced by 

expressing a 'level of confidence' or degree of belief that a 
zone should be Identified as a source separate from the 
surrounding area
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suggesting alternative configurations for individual zones or 
clusters of zones along with a measure of degree of belief for 
each configuration.  

Using the program module COMAP the collection of all possible maps along with 
the degree of belief (probability) for each map could be produced. Actually, 
a maximum of 30 maps, with the highest probabilities, were inputs into the 
analysis.  

C.4.2 Seismicity Parameters 

For each zone identified on the maps for a seismlcity expert estimates of the 
following seismicity parameters and models were elicited 

o the upper magnitude cutoff, MU - largest magnitude expected to occur 
under current geologic and tectonic conditions 

o the occurrence rate A0 of earthquakes with magnitude greater than a 
minimum Mo(3.75mbl or IV MMI) - Ao is the expected number of events 
per year with magnftude greater than Mo 

o the magnitude recurrence model, 

loglo A(m) - H(m) 

which relates the expected number of events per year with magnitudes 
greater than m, A(m), to the level m.  

Information elicited about these parameters, used as inputs into the analyses, 
were 

o Upper magnitude cutoff, MU 

" Best estimate, M 

S Bounds (MUL, MUU) which represent the expert's level of 
confidence in the resources he relied on to estimate MU. The 
range MUL, M1 JUU was treated as absolute bounds for MU . Thus we 
assumed that MU, in the opinion of the expert, will not exceed 
MUUj. Conversely, we assume it is the experts opinion that MU 
will exceed MUL.  

o Ooourrence rate, Ao 
A 

S Bes'. estimate, A 

* Boun<"t (AOL, IoU) which represent the expert's 'confidence' in 
the rewources used to estimate Ao. We treated AoL as the value 
of whic,' the expert is 97.5S confident, based on the available 
resouroej, is the lowest value of Ao. Conversely, XoU is the
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value which the expert is 97.5% confident is the largest value 
of o10.  

o Magnitude (intensity) recurrence relation 

A mathematical model for the magnitude recurrence relation, 
H(m), i.e. for the relationship between the logarithm of the 
expected number of earthquakes with magnitude greater or equal 
to m and the magnitude m. All but one expert chose a linear 
model 

H(m) - a + hm (C.23) 

The exceptic .al model was a piecewlse linear model 

P= a  + b m ( LB1 , 
MUB1 ) 

H(m) 

a +*b m (M 14 
2  2 (LB2' UB2 

The range of magnitudes (MLB, MUB), M S NLB < HUB S M, over 
which the model is applicable.  

A choice between the two alternative adjustments, (1) LLNL or 
(2) Truncated ey.onential, to the linear model to accomodate a 
finite maximum earthquake magnitude.  

S Best estimates and bounds for each of the parameters. I.e., 
a's, b's, in the model. The bounds for the coefficients were 
interpreted in the same way as the bounds for A .  

0 

SA choice between 3 levels of correlation: 
- zero correlation, i.e. independence 
- 'moderate' negative correlation 
- 'perfect', i.e., -1.0, correlation 

between the estimates of the coefficients a, b (see Vol. 2, 

Questionnaire 5 for more details).  

C.4.3 Attenuation/Ground Motion Models 

Elicltatlon of opinions about attenuation/ground motion models was based on 
providing the experts with a catalogue of models for each of the ground motion 
parameters, PGA, peak ground velocity (PGV), and spectral acceleration and 
velocity. Seven classes of PGA and PGV models were Identified, five of which 
were Intensity based models and two classes which were empirically derived 
models relating the ground motion parameter directly to the source 
characteristics.
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The experts were asked to express their opinions in the following form. For 

each of the four regions NE, SE, NC, SC and the two magnitude scales IbLg and 

"tI.  

o The 'best estimate' model - the attenuation/ground motion model 

which, in their opinion, bi.st models the expected ground motion at a 

site in terms of the source parameters, e.g. m, r.  

o A subset of up to seven (six for spectra) models with associated 
levels of confidence; these models represent--.heir uncertainty in 

predicting the expected ground motion at a site given the source 

magnitude and the scurce-to-site distance.  

Part of the hazard analysis is based on the assumption that, given an 

earthquake of magnitude m at a distance r(km) from the site, the ground motion 

parameter at the site is variable. We assumed that the variation is 

approximated by a truncated distribution due to ground motion saturation. For 

all but the Trifunac spectra model (Model 094 of Table "-1) the ground motion 

model describes the mean of the distribution as a function of m and r.  

In addition, the following were elicited: 

o The best estimate and bounds for the coefficient of variation 
(standard deviation of the logarithm of the ground motion parameter) 

excep, for the Trifunac model.  

o A chohce between 4 models of saturation (described in Vol. 2, 

Questionnaire 6).  

I: an absolute maximum acceleration, independent of m and r 

II: maximum acceleration as a function of m and r; described by a 

fixed number of standard deviations from the mean 

III: an envelope of I and II 

TV: no saturation 

The information elicited was best estimates of 

I: an absolute maximum acceleration, a, 

II: number, n, of standard deviations 

III: both an a1 and an n.  

The uncertainty between the ground motion models was summarized by considering 

the collection of models, with the corresponding confidences (probabilities) 
analogous to the treatment of the zonation maps. The bounds for the 

coefficient of variation was interpreted in the same way as the bounds for the 
seismicity parameters.
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C A Correction for Local Site Effects

Most Of the ground motion models in the catalogue of models considered for the 
hazard analysis are based on data derived from sites with different types of 
soil, e.g. hard rock, shallow soil, deep soil. However, it is known that the 
local soil conditions can have a significant effect on the values of the 
ground motion parameters for a given earthquake magnitude and distance. Thus, 
it is appropriate to consider adjustments to the ground motion models to 
account for the local site effects. Two types of corrections, which are 
described In detail in Sec. 3 and Vol. 2 Questionnaire 6, were considered in 
the hazard analysis. Therefore, the experts were asked to choose between 
three methods for handling the effects Of local site conditions: 

o no correction to the basic ground motion model 

0 a simple correction, I.e. only two types Of sites--rock, soil 

o a categorical correction, i.e., a more extensive catagorization of 
site soil types 

C.5 Evaluation Methodology 

C.5.1 Introduction 

If the parameters Of the probability models, e.g. expected values, A(m), and 
coefficients of the attenuation models, were all known, evaluation of the 
seismic hazard curve is straightforward and would follow the mathematical 
methods outlined in Section C.3. However, these parameters are not known so 
they must be estimated. Values Of these parameters were elicited from 
experts, thus estimation of the hazard curve at a site is based on subjective 
Judgements. Because opinions can only be based on limited knowledge of the 
physical factors affecting seismicity and attenuation of ground motion, there 
are uncertainties associated with these opinions. Therefore, the methods used 
to estimate a hazard curve should recognize the uncertainties associated with 
the values of the parameters based on expert opinions. The uncertainties 
associated with subjective assessments Of physical phenomena are recognized in 
the procedure used to estimate the hazard at a site. The procedure involves a 
two-step estimation process: 

o Evaluation of a 'best estimate' hazard curve, i.e., evaluation of a 
hazard curve based~on 1he experts' best estimates of the model 
parameters, e9g#, mug A0.  

0 Evaluation of a set of curves derived from the uncertainty In 
P(At > a), for each a, attributable to the uncertainties in the 
estimates of the model parameters, I.e., quantification of the 
'confidence', I.e., degree of belief or le. '1 of knowledge, about 
the model parameters, expressed by the eXper Ls.
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The evaluation process also recognizes that there is a potential difference in 

the level of expertise between the members of each of the panels. Thus, 

whenever estimates are combined over experts, the combined estimate is based 

on weighting the estimates of the individual experts.  

A summary graphical description of the overall estimation process is given in 

Fig. C.5. Although the description is given in terms of estimating a hazard 

curve, comparable calculations are performed for spectral velocities which in 

turn are used to estimate the uniform hazard spectrum.

C.5.2 Best Estimate Calculations

The method for evaluating the "best estimate" hazard curve is a straight

forward application of the equations in Section C.3. The best estimates, as 

provided by each expert, are used as the parameters of the models and 

distributions needed to estimate the hazard curve at a site.  

The flow chart of the seismic hazard calculations In Fig. C.5 is followed in 

describing the best estimate analysis: 

Inputs 

o Per seismicity expert, 3

o Self weights for the four regions: Wsw: w - 1,2,3,.4

0 Best estimate map consisting of 
- Zone index, q 
- 6wq - Identifier of regional location of qth zone 
- ({fq(rk); K - 1, ... K) - distribution of distances from 

site of points in qth zone 
- Best estimate occurrence rate Xoq for each zone 
- Best estimate of upper magnitude cutoff MUq for each zone 
- Best estimate model caerfioients and range for magnitude

recurrence model, (aq, bq; MLBq, MUBq) 
- choice between LLNL and truncated exponential models for 

adjusting the magnitude recurrence model 

o Per attenuation expert, u 
- Self weights, WAu 
- "Beat Estimate" attenuation model, 8u(m, r) 
- Best estimate of random variation for ground motion 

parameter, aRu 
- Choice of model for ground motion saturation 
- Choice of method for correcting for local site effects 

Calculation of Probability Parameters 

o Conditional penosbility of PGA given magnitude m and range r, 
P(A > aim, ,)--derived from a truncated lognormal distribution with

C-23



START 

IDENTIFY I 
SEISMICITY EXPERT(s)

OUTPUT 
RESULTS FOR 

sth SEISMICITY 
EXPERT 

CREATE FILE 
OF RESULTS FOR 

COMB 

ITERATE OVER 
a - 1, . . . S 

CALL COMB 
o Read in inputs 
o Combine BE hazard curves over all experts 
o Compute bounds tar P(A ) a) for all values 

of a combined over all experts 

OUTPUTS 
o Combined BE hazard curves 
o 15th, 50th and 85th percentile curves 
o Optional; mean hazard curve 

Fig. C.5. Summary flow chart of the seismic hazard calculations.
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CALL ALEAS 
o Read in inputs 
o Calculate necessary probability parameters 
o Evaluate best estimate (BE) hazard curve for 

each ground motion expert 
o Evaluate BE hazard curve combined over 

ground motion experts 
o Evaluate weight Ws for seismicity expert 
o Evaluate contribution Ys3 from qth zone 
o Do uncertainty analysis for each ground 

motion expert 
o Compute bounds for P(A > a) for all a for 

each ground motion expert 
o Compute bounds for P(A > a) combined over all 

ground motion experts
1



parameters for all models other than Trifunac's model of spectra 
(Model #94 in Table B-1) 

(U(m, r) - GU(m, r) 

3 * 
u - Ru 

o Expected number of events with magnitude mj(j - 1, ... J), A~q(mj) 

To assess Asq(mj) for all j - 1, ... , J it is necessary to have the 
occurrence rate Asq(i) identified for all m in (Mn, MUq) where 

MUq is the best estimate of the upper magnitude cutoff in the qth 
zone.  

1. If LLNL model selected: 

* I f MLBq - "o' UBq "Uq ' 

then 

(a b M 
A (M ) - 0 q q 

A a (a + b MUq 
A(m) Asq(m J - A) if 10 q 0 

where A is one-half the width of a magnitude segment 
created in the discretization of the magnitude axis.  

* I f Mo < LBq or IUBq <Uq 

for Mo 5 m S MLBq, Asq(m) is based on a quadratic 
polynomial model subject to 

Aq (Mo q 

a (a * b M,...) 
Aq (M ) 10 

the derivative of A q(m) Is oontinuous at m a MLBq 

* for MUBq S m 5 MUq, Agq(m) is based on the model 

Asq(m) - aeBa(m - Uq)2
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subject to 

(aq * Mu,) 
sq(MBq) - 10 bUB 

the derivation of Agq(m) is continuous at m - MUBq 

A graphical illustration of the adjusted occurence rate A(m), 
assuming a linear magnitude reourrence relation 

log 10 A(m) - a + bm 

is given in Pig. C.6.  

2. If truncated exponential model selected: 

* If MLBq - Mo, for o < m < ( Uq, 

logAAsq(m) - a + bm - log 10[1 - e-(MUq - Mo ] 

+ lo 1 0 [1 - e-B(MUq - )] 

where 

B - -b(log1 0e)

* I f Mo < MLB8 

for MHo  a S MLBq, Asq(m) is based on a quadratic 
polynomial model subject to 

Asq(Mo) " Aoq 

As (a b L MLBq 
s q (M LB 

the derivative of Agq(a) is continuous at a* MLB for 

SLBq a "MUqq A 

lo A - q(MU - ML 
1o8 1 0 aq * * b - lo 1 11 * q 

+ log1 0 (1 - *-(Muq -
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Magnitude

Adjustament of the magnitude-reourrenoe relation.
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where

0 - -b(log1 0e) - 1 

Given the adjusted occurrence rate function Asq(m), the expected number of 
earthquakes in the qth zone with magnitude in the jth segment (mj - 6, 
mj +-A), based on the sth expert's seismicity parameters for the qth zone, is

Asq(j) - Aq(aj - ) - Asq(j A) 

Best Estimate Hazard Calculations

For each seismicity expert, a 

o Best estimate hazard at the site due to events in the qth zone

Puq(At > a) -expI-t J 
ji-

K 
iq(m ) I 

k-1
Ssq(rk) Pu (A >a I mj, rk)

for a - a1 , a2 , ... , a, 

o Best estimate hazard at the site due to events over all zones in the 
best estimate map

Ps(At >a)-
J 

1 - n expl-t I 
q j-1 A (m

K 
I Wsq(rk ) 

kc-
P(A > a I mj, rk)

for a - a1 , a2 , ... , aI 

o Best estimate hazard at the site due to events in the qth zone, 
combined over ground motion experts

P (A > a) sq t I W .P uq(A > a) / ! WA 
u u

o Best estimate hazard at the site due to events over all zones in the 
best estimate map, combined over ground motion experts
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Ss(At > a) - I I WAuPsu(At > a)} / I WAu 
U u 

We have used the terminology "beet estimate" to identify these hazard 
curves. In reality these ourves are the hazard curves at a site based on 

specific values, the experts' best estimates, for the Inputs. Given the 

uncertainties associated with the inputs the best estimate hazard curve is 

unlikely to coincide with some estimate of the hazard curve in the classical 

statistical sense, such as mean, median, mode, or maximum likelihood.  

Other Calculations 

o Two other calculations, in addition to the best estimate hazard 
curves, are: 

0 Per cent of hazard at a site attributable to the qth zone 

(a) - s(At > a) 3> (a) 

s Ps(At > a) 

* Weight for 3th seismicity expert 

A discussion of the background for evaluating a single weight 

for each seismicity expert is given in Section C.3.4#. The 

weight for the sth seismicity expert, W., is the weighted 
average of the self weights in the four regions, i.e.  

w3- 7 W3WP(A" AAw) 
W,,I 

where P (A ; A ) is the estimate, based on the sth expert's best estimate where 
inputs, of the probability that the maximum PGA at the site is due to an 

earthquake originating in a zone in the wth region, which is the normalized 
value of 

(A - A )HP1 (A S a )1 P (A)a 
B P (A, S a)[Ps(Aw ai,1) P(Aw ai)]lI > a1 ) 

S w' a I w'tow aw3wa 

where 

;P (Aw S ael 1 ) a 1
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for all w, and

6 
P (A S a) * H [ (A S a)] wq , a - al, .... a8; w - 1, ....  

q 
1 if the qth zone Is in the wth region 

wq 0 otherwise 

Note that Ps(Aw S a) is the probability that the maximum PGA at the site due 
to earthquakes from the wth region is no greater than a.  

Although the best estimate calculations have been presented in terms of the 
PGA, analogous calculations are applicable for the PGV and spectral 
accelerations or velocities. If a uniform hazard spectrum is the desired 
output, a best estimate hazard or probability of exceedance curve is evaluated 
for several (9) frequencies or periods. Then the spectral amplitude for t'e 
uniform hazard spectrum is evaluated as follows: 

o For return period RP, let al be the acceleration such that for 
frequency f, 

In P(Af> a,)> In RP-> In P(Af > ai+1 ) 

Based on a linear interpolation of the probability of exoeedance 
curve, the spectral amplitude at f is 

a 

aRP() - exp fin a - P(A > a) In[ A -1 
[in P(A > a )( 

f 1+1 

If In RP" 1 > In P(Af > ai), the spectral amplitude at f is evaluated by a 
quadratic extrapolation of In P(Af > a).  

Finally, after the best estimate calculations are completed for all selsmloity 
experts, the best estimate curves are combined over all seismicity experts to 
produce the combined best estimate hazard curve. Following the philosophy 
that the weights are a measure of the level of expertise of the experts, the 
combined best estimate hazard curve is 

P(At > a) - I w P (At > a))/ I 

WW Au P(A t > a) / I WWAu 
8 U A U
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C.5.3 Uncertainty Analysis 

In addition to their best estimate of the parameters used to evaluate the 

seismic hazard at a site, the experts also provided a ieasure of their 
confidence In the data, available Information, and any other resouroes used to 

formulate their opinions. Quantification of confidence In the basis for the 

experts' opinions took several forms depending on the parameter: 

o Uncertainty in identifying reismIo sources (zones) 

A collection of alternative maps with associated "confidence" or 

degree of Nelief reflecting 

* Confidence that a zone is seismically distinct from the 

surrounding region.  

" Confidence in alternative boundary shapes for a zone or cluster 

of zones.  

The collection of maps for each seismioity expert was treated as a 

finite population, the probability associated with each map being 
the confidence assigned it by the expert.  

o Uncertainty In seismicity parameters 

" For the occurrence rate 1o, the bounds were treated as the 

2.5th and 97.5th percentiles of a triangular distribution with 
mode equal to the best estimate of the parameter.  

" For the upper magnitude cutoff, the bounds were treated as the 
range of * triangular distribution with mode equal to the best 
estimate MU .  

For the coefficients in the magnitude recurrence model, three 

models for the estimates (a, b) of the coefficients were 
uonsideredi 

1. (a, b) are independent 

2. (a, b) are 'moderately' negatively correlated 

3. (a, b) are perfectly negatively correlated 

For 1. and 2. the bounds were treated as the 2.5th and 97.5th 
percentiles of a triangular distribution and the mode of the 
distribution of a is equal to the beet estimate i. In
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1. 1he mode or the distribution of b is the best estimate 
b 

2. the distribution of b is conditional on a; 
specifically if a - ao , the mode of the distribution 
of b, given a - a0  is 

A ; +*NU as 
bao " MUB 

under the restrictions that 

bL (the lower bound for b), if bao < aoL 

bU (the upper bound for b), if bao > bu 

For 3. the bounds for a were treated as the 2.5th aad 97.5th 
percentiles of a triangular distribution with mode a; the 
distribution of b, given a, Is degenerate, i.e., if a - a 

(as - aL) - bip* bao 
•m 

where biU  s the upper bound for b, aL is the lower bound for a, 
and 

= aU- -L 
bU - bL 

o Uncertainty in attenuation models 

As for the zonation maps, the collection of attenuation models with 
their associated confidences (probabilities) were treated as a 
discrete probability distribution.  

o Uncertainty in random variation In PGA 

The uncertainty in oR was treated the same as Ao.  

The purpose of the unoertainty analysis is to produce a set of curves which 
reflect the variability in estimates of hazard at a site due to the 
uncertainties associated with the experts' opinions. The curves so produced 
describe the possible range of hazard, i.e., the range of values of P(A > a) 
for each a, at the site along with a measure of the experts' "confidence" in 
the values within the range. That is, for each pair of experts (seismicity
ground motion pair) It quantifies the variation In the estimates of hazard due 
to the uncertainties In the opinions of the individual experts. When combined
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over several experts, the variation in thb hazard also reflects the variation 
in opinions about the input parameters between experts.  

Propagation of the uncertainties in the inputs through the evaluation process 
is based on simulation methods. That is, each input parameter is treated as a 
random variable with the appropriate continuous or discrete probability 
distribution, e.g., Ao is treated as a triangular random variable and the maps 
and ground motion models have discrete distributions.  

For each pair of experts (seismicity-ground motion pair) a random sample of 
each of the parameters, maps and ground motion models is selected from the 
appropriate distributions. Then, 

o Given a set of inputs, the hazard, Psu(At > ajinputs), 
a - a 1 , ... aj, is evaluated based on the inputs.  

o The sample PsuL(At > a), I - 1, ... L represents a sample from the 
"uncertainty" distribution for P(At > a) for each a - a1 , ... aj.  

o For each ai, the empirical cumulative distribution function (CDF) is 
used to estimate the distribution for P(At > ai). This is 
illustrated in Fig. C.7. An approximation to the continuous CDF is 
also Included in the illustration. Qsu(') is an estimate of the 
uncertainty CDF for P(A > a 1 ) given the uncertainties expressed by 
the (s, u)th pair of experts.  

o Using the percentiles, e.g., 15th, 50th, 85th, from Qsu(*) for each 
al, I - 1,...I, a series of curves, reflecting the variation in 
hazard due to the uncertainties expressed by the (s, u)th pair of 
experts, can be produced.  

o Optional 'point' estimates of the hazard cur've are based on 

the arithmetic mean estimate, for each a 

L 
P u(At > a) - I Psut(At > a)I/L 

the geometric mean estimate, for each a, 

L L 
P u(A > a) . 31 Pu(At > a) 1 / 

To combine the uncertainty results over several experts, we estimate the 
uncertainty CDF for P(A > a) which reflects the uncertainties of individual 
experts as well as the variation in opinions between experts. QSu(-) is an 
estimate of this CDF if there were only the two experts. Using the weights 
WAu, WS as a measure of the level of expertise of the experts, the uncertainty
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L I1/< 

L-1/1+L 

Qsu P(At>a) )P)

Fig. C.7.

Empirical CDF

Illustration of the empirical CDF for P(At > a).

Psu ILI
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CDF for P(A > a) Is estimated by taking a weighted average of the Qsu(.)'s.  
That is, for each p 

QJP(A > a) S p - [ 3 WsWAuQsuIP(A > a) S p]/j I WsWAu 

3 U S u 

This is illustrated in Fig. C.8 for three pairs of experts.  

For each value a individually, the Qsu(') for that value a is an estimate of 

the uncertainty associated with estimating P(A > a). The combined CDF, Q(.) 
reflects a level of uncertainty consistent with the weights associated with 
the experts.  

The combined CDF's for P(A > a), for a - a,, ... , a1 , are used to determine 
bounds for P(A > a) for each a1 . For example, the 15th percentile P.15(a) is 
the value of p such that 

Q{P(A > a) S pi - 0.15 

Similarly for the 85th percentile.  

The 15th and 85th curves, which reflect the potential variation In the hazard 
curve at a site, are the loci of the points P. 1 5 (ai) and P.85(ai), I - 1, 
... L.  

One must be careful in interpreting the bounds as hazard curves which 
correspond to a specific set of input parameters. The bounds are analogous to 
the bounds which are used to define Uniform Hazard Spectra (UHS). The UHS Is 
the locus of points each corresponding to the same probability of exceedance 
and does not represent a distinct spectrum since the inherent physical 
correlation between the values at different frequencies has been lost in the 
calculations. However, it can be interpreted as an envelope of all possible 
spectra. Similarly the 85th and 15th percentile hazard curves do not 
represent the hazard curve corresponding to a specific set of input 
parameters. Rather they are the loci of probabilities such that the 
"Probability" (due to the uncertainty of the experts in their inputs) that 
P(A > a) is less than the bound is .15 (.85) respectively for each a. It can 
be interpreted as an envelope of all possible hazard curves. It is not 
correct to interpret the 85th percentile curve as a hazard curve which will 
not be exceeded by 85 percent of the hazard curves produced by the uncertain 
parameters. It is true, however, that for a fixed value a the value 
P.85(A > a), taken from the 85th percentile curve at a, Is an estimate of the 
value of P(A > a) which has "degree of belief" or "confidence" 0.85 that it 
will not be exceeded, where the "confidence" is a weighted average of the 
levels of confidence of the Individual experts.  

To combine the optional point estimates of the hazard over all experts, the 
appropriate weights are applied. Specifically,
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Fig. C.8. Illustration of uncertainty distribution for P(A > a) for fixed a.
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o The arithmetic mean estimate, for each a,

P (At > a) - { 1 
s u
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o The geometric mean estimate, for each a,
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The estimated hazard curves are an envelope of the individual estimates over 
all accelerations.  
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