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ABSTRACT

The U.S. Nuclear Regulatory Commission (NRC) promulgated Revision 2 of Regulatory Guide 1.99, 
“Radiation Embrittlement of Reactor Vessel Materials” [RG199R2], in May 1988.  That guide 
details methods that the NRC staff considers acceptable for licensees to use in estimating 
the effects of radiation on the Charpy V-notch (CVN) impact energy (CVE) of the ferritic steels 
used in constructing the beltline region of a nuclear reactor pressure vessel (RPV).  Radiation damage 
reduces the ability of these materials to carry load without failure.  Consequently, any assessment 
of the operating safety of the RPV structure must account for the effects of radiation damage.  
However, since 1988, the NRC and the nuclear industry have made considerable advances 
in both the physical understanding of radiation damage processes and the empirical quantification of 
the effects these processes have on the mechanical properties of RPV steels.  This report 
summarizes these advances in the state of knowledge and amalgamates them into a technical basis 
for an up-to-date version of RG 1.99. 
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FOREWORD 

The U.S. Nuclear Regulatory Commission (NRC) promulgated Revision 2 of Regulatory Guide 1.99, 
“Radiation Embrittlement of Reactor Vessel Materials” [RG199R2], in May 1988.  That guide 
details methods that the NRC staff considers acceptable for licensees to use in estimating 
the effects of radiation on the Charpy V-notch (CVN) impact energy (CVE) of the ferritic steels 
used in constructing the beltline region of a nuclear reactor pressure vessel (RPV).  Radiation damage 
reduces the ability of these materials to carry load without failure.  Consequently, any assessment 
of the operating safety of the RPV structure must account for the effects of radiation damage.  
By law, power reactor licensees are required to account for the effects of radiation damage 
in the following four situations: 

(1) when assessing the ability of the RPV structure to resist fracture during postulated 
accident scenarios, such as pressurized thermal shock (PTS) [10CFR5061] 

(2) when assessing the ability of the RPV structure to resist fracture during routine heatup, 
cooldown, and hydrotest conditions [10CFR50G] 

(3) when determining which material samples need to be included in a surveillance program 
for the RPV beltline [10CFR50H] 

(4) when assessing the ability of the RPV structure to continue safe operation in the presence 
of a flaw detected during either pre- or in-service inspection [ASME IWB3500, 
ASME IWB3600] 

Since 1988, the NRC and the nuclear industry have made considerable advances in both 
the physical understanding of radiation damage processes and the empirical quantification 
of the effects these processes have on the mechanical properties of RPV steels.  This report 
summarizes these advances in the state of knowledge and amalgamates them into a technical basis 
for an up-to-date version of RG 1.99. 

      _______________________________ 
      Brian W. Sheron, Director 
      Office of Nuclear Regulatory Research 

U.S. Nuclear Regulatory Commission 
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EXECUTIVE SUMMARY 

Background 

The U.S. Nuclear Regulatory Commission (NRC) promulgated Revision 2 of Regulatory Guide 1.99, 
“Radiation Embrittlement of Reactor Vessel Materials” [RG199R2], in May 1988.  That guide 
details methods that the NRC staff considers acceptable for licensees to use in estimating 
the effects of radiation on the Charpy V-notch (CVN) impact energy (CVE) of the ferritic steels 
used in constructing the beltline region of a nuclear reactor pressure vessel (RPV).  Radiation damage 
reduces the ability of these materials to carry load without failure.  Consequently, any assessment 
of the operating safety of the RPV structure must account for the effects of radiation damage.  
By law, power reactor licensees are required to account for the effects of radiation damage 
in the following four situations: 

(1) when assessing the ability of the RPV structure to resist fracture during postulated 
accident scenarios, such as pressurized thermal shock (PTS) [10CFR5061] 

(2) when assessing the ability of the RPV structure to resist fracture during routine hea-up, 
cooldown, and hydrotest conditions [10CFR50G] 

(3) when determining what material samples need to be included in a surveillance program 
for the RPV beltline [10CFR50H] 

(4) when assessing the ability of the RPV structure to continue safe operation in the presence 
of a flaw detected during either pre- or in-service inspection [ASME IWB-3500, 
ASME IWB-3600] 

Motivation and Scope of Study 

Since 1988, the NRC and the nuclear industry have made considerable advances in both 
the physical understanding of radiation damage processes and the empirical quantification 
of the effects these processes have on the mechanical properties of RPV steels.  The objective 
of this report is to summarize these advances in the state of knowledge and amalgamate them 
into a technical basis for an up-to-date version of RG 1.99.  Specifically, this report provides 
the basis of the staff’s recommendations on the following matters: 

 a formula that can be used to estimate the value of the transition temperature shift 

at the 30 ft-lb CVE level ( T30) based on the composition of the steel of interest 
and the conditions under which it has been exposed to neutron irradiation 

 a formula that can be used to estimate the value of the upper-shelf energy drop ( USE)  
based on the composition of the steel of interest and the conditions under which it has been 
exposed to neutron irradiation  

 the inadvisability of using material- and plant-specific surveillance data to influence or 

adjust T30 and USE estimates for individual plant assessments 

 the margins that should be assigned to the T30 and USE estimates to account for 
uncertainties 

 how the T30 and USE estimates should be adjusted to account for the effects 
of neutron attenuation through the thick wall of the RPV 
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Investigative Approach 

Based on the physical insights and literature data summarized herein, the NRC staff identified 

a candidate fitting function for T30.  This function was fit to the U.S. light-water reactor (US-LWR) 
surveillance database using a least-squares approach.  The staff then assessed the resultant 
best fit to evaluate its ability to predict data that were not used in developing the fit.  Specifically, 
the staff used the following databases in this assessment: 

(1) RADAMO Database:  a database of test reactor irradiations performed 
on 14 commercial alloys with a focus on high fluences [Chaouadi 05a] 

(2) IVAR Database:  a database of test reactor irradiations performed on a wide array 
of both laboratory and commercial alloys with a controlled study of flux 
(see Appendix B to this report) 

(3) JNES Databases:  a database of both surveillance and test reactor irradiations 
performed by the Japan Nuclear Energy Safety Organization [JNES 07] 

(4) French Database:  a database of surveillance data from power reactors 
operated in France [Brillaud 92] 

This assessment led to (1) a better understanding of the applicability limits of the best fit equation, 
(2) a modification of the best fit equation so that it applies to a larger range of conditions, 
and (3) the identification of certain steps that need to be taken to improve the predictive capability 
of the best fit equation for future conditions. 

Major Technical Findings 

Within the central range of composition and exposure conditions of the US-LWR surveillance database, 

the recommended model for T30 [RM-6(2), as described in Section 9.4.1 of this report] predicts 
very well the embrittlement trends in all other databases examined in this study.  However, 
when RM-6(2) is used to make either predictions at the peripheries of its calibration dataset 
or predictions that extrapolate from its calibrated range, its ability to represent embrittlement trends 
degrades in some cases.  In particular, RM-6(2) cannot reliably predict embrittlement trends 
for the following conditions: 

(1) At high fluences:  As fluence increases beyond 3x1019 n/cm2, the predictive accuracy 
of RM-6(2) rapidly degrades, with the model systematically under-estimating the magnitude 
of embrittlement at these high fluences.   This problem stems from the lack of a significant 

quantity of data above 3x1019 n/cm2 in the US-LWR calibration database, which appears 
to cause a systematic under-estimation of the matrix damage (MD) hardening rate 
coupled with a systematic over-estimation of the peak magnitude of copper-rich precipitate 
(CRP) hardening.  Because matrix damage dominates embrittlement after CRP 
saturation, the net effect of these two errors is the systematic under-estimation at high 
fluences that was observed.  While it is clear that RM-6(2) under-predicts embrittlement at 
fluences above 3x1019 n/cm2, the apparent cause of this under-prediction advanced herein 
must be regarded as provisional, as it is based only on mechanical property data from the 
RADAMO and JNES test reactor databases.  Microstructural examination of the alloys 
irradiated at high fluences using, for example, atom probe and small angle neutron 
scattering (SANS) techniques, is needed to determine which embrittlement mechanisms 
are active at high fluences. 
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(2) At high and low nickel contents:  The bulk of the US-LWR surveillance data has 
between 0.5 and 1.0 wt-% Ni, so it is not surprising that RM-6(2) makes accurate predictions 

within this range of nickel content.  However, at low nickel content (below 0.2 wt-%) 

and high nickel content (above 1.5 wt-%), respectively RM-6(2) systematically over-predicts 
or under-predicts embrittlement.  Evidence supporting this finding is available in the RADAMO, 
JNES, and French surveillance databases. 

(3) As flux decreases from 8x1011 n/cm2/sec:  Decreasing fluxes lead to a slight increase 
in the degree by which RM-6(2) under-predicts embrittlement.  The slight effect of flux 
on the fluence at which CRP saturates (which appears in the controlled IVAR irradiations) 
cannot be resolved from any other database because of the strong correlations between 
flux and fluence in all other databases. 

(4) At high copper content:  Although RM-6(2) has a maximum copper content (Cumax) term 
of 0.32 wt-%, this term is not a statistically essential feature of the model because 
the surveillance database has very limited data for high copper content.  Nonetheless, 

information in the IVAR database demonstrates that above a copper content of 0.38 wt-%, 
RM-6(2) systematically over-estimates the magnitude of embrittlement. 

These inadequacies of RM-6(2) are attributable to limitations in the US-LWR surveillance database 
that was used to calibrate the model.  Thus, these limitations are shared by any similarly derived 
model (e.g., the model developed in Appendix A to this report, or the model described in [Eason 
98]).  Of these four inadequacies, the first presents the greatest practical concern because 

fluences above 3x1019 n/cm2 have already occurred in operating pressurized-water reactors 
(PWRs), and will occur in approximately half of the PWRs in the currently operating fleet by the 
end of their original operating licenses.  Additionally, reactors that may be constructed in the 

near future are likely to have peak fluences as high as 1x1020 n/cm2 after 60–80 years 
of operation.  Therefore, this report includes recommendations on treatment of high fluence situations.  
The latter three inadequacies present less practical concern because they are much smaller 

in magnitude, result in systematic over- (rather than under-) predictions of T30, and/or do not apply 
to the materials commonly encountered in power reactor service. 

Recommendations

Based on the analyses presented herein, the NRC staff recommends the following formulae 
and procedures for adoption in Revision 3 of Regulatory Guide 1.99. 

T30 Trend Curve for Fluences At or Below 2x1019 n/cm2

Eq. 4-21 (repeated) )(30)(3030 CRPMD TTT
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In this equation, the values of Cu, Ni, and phosphorous (P) are expressed in weight percent (wt-%), 
temperatures are expressed in degrees Fahrenheit (°F), fluence is expressed in n/cm2 (E>1MeV), 
and flux is determined by dividing fluence by the time the reactor has been in operation 
(with time expressed in seconds).  Thus, the uncertainty (standard deviation) of the RM-6(2) 

prediction of T30 is 19 °F for materials having less than the minimum copper content 
(Cumin=0.048 wt-%) and is 25 °F for materials having more copper than Cumin.

Application of this model is expected to produce predictions within the stated uncertainties, 
provided that the conditions of the application meet all of the following criteria: 

(1) Fluence is less than 3x1019 n/cm2.
(2) Nickel is less than 1.25 wt-%. 
(3) Nickel exceeds 0.25 wt-%. 
(4) Copper is less than 0.38 wt-%. 

If either of the first two criteria is not met, this model will most likely under-predict T30.

Conversely, the model will most likely over-predict T30 if either of the second two criteria is not met.  
Additionally, if the first criterion is met, the model described below as Eq. 4-22 should be used. 

T30 Trend Curve for Fluences Above 4x1019 n/cm2

Eq. 4-22 (repeated) 
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The product form-dependent constants convert the change in yield strength ( YS) values 

(with units of MPa), into T30 values (with units of °F). 
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Matrix damage does not begin until an incubation fluence ( o=1x1019 n/cm2) has been achieved.  

Below o, YS(MD) is zero, and above o, YS(MD) is defined as follows: 

oMD NiT
kT

YS 01.0exp13.63880
345.0

exp1250exp585)(

where T is expressed in Kelvin, Ni is expressed in weight percent, and all fluences (both and o)
are divided by 1x1019 n/cm2 before being used in this equation. 

The magnitude of the copper-rich precipitate term is as follows: 

)()( PEAKCRPCRPYS

where

If Cu  Cumin,  then  0)(PEAKCRP

If Cu > Cumin,  then  min)( 7.2exp1215 CuCuPEAKCRP

Cumin = 0.03 wt-%. 

This relationship is simplified, insofar as this relationship for YSCRP reflects only the peak CRP 
hardening, rather than the evolution with fluence that is needed to achieve peak hardening.  
This simplification is possible because this formula will only be used at fluences above 2x1019 n/cm2;
which far exceed that needed to achieve peak hardening (see Figure 4-48). 

Damage by phosphorus-rich precipitates is zero for alloys having less than 0.012 wt-% phosphorus.  
For higher-phosphorus alloys, the magnitude of the phosphorus-rich precipitate term is as follows: 

012.0705.44470)( PTYS PRP

In this equation, T is expressed in Kelvin.  It should be noted that, while suggested in [Chaouadi 05b], 
this relationship was not recommended for use because it is empirical and based on only two 
data sets.  Nonetheless, our assessment of the RADAMO trend curve suggests that it is better 
to include this term than to omit it.  This equation should only be used within its calibrated 
temperature range of 265–300 °C (509–572 °F).  Additionally, it should not be applied to 
phosphorus levels that exceed 0.03 wt-%. 

In Eq. 4-22, the uncertainty (standard deviation) with which T30 is predicted is 33 °F.  
Application of this model is expected to produce predictions within this uncertainty bound, 
provided that the conditions of the application meet all of the following criteria: 

(1) Phosphorus is less than 0.03 wt-%. 
(2) Copper is less than 0.5 wt-%. 
(3) Nickel exceeds 0.25 wt-%. 
(4) Nickel is less than 1.25 wt-%. 
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If any of the first three criteria is not met, this model will most likely over-predict T30.

Conversely, this model will most likely under-predict T30 if last criterion is not met.  However, 
none of these restrictions is expected to create a practical impediment to application of this model 
to currently operating materials, because these compositions are not typical of the RPV materials 
that are currently in service.  Nonetheless, it should be noted that this model should be used 
only when fluence exceeds 2x1019 n/cm2.

T30 Trend Curve for Fluences Between 2 x1019 n/cm2 and 4x1019 n/cm2

For fluences between 2 x1019 n/cm2 and 4x1019 n/cm2, the T30 estimates of Eq. 4-21 and 4-22 
are combined according to the following weighting formula: 

Eq. 4-23 (repeated) 
RADAMORM TWTWT 30

)2(6

3030 1

where

2
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W
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RMT and
RADAMOT30  represent the values of T30 estimated using Eq. 4-21 and 4-22, 

respectively.

USE Equation

Eq. 5-1 (repeated) 3018.0 TUSE

where T30 is as predicted by Eqs. 4-21 to 4-23 and is expressed in degrees Fahrenheit (°F) 

and USE is expressed in foot-pounds.  The uncertainty (standard deviation) in Eq. 5-1 is 13 ft-
lbs.

Treatment of Surveillance Data

The complexity of the irradiation damage process makes it is impossible to obtain a reliable 
quantitative projection of the future embrittlement behavior of a particular material in a particular 
RPV based on small data sets.  Surveillance programs conducted under the requirements of 
Appendix H to Title 10, Part 50, of the Code of Federal Regulations (10 CFR Part 50) 
result in the observation of far too few mechanical property changes to provide either reliable 

calibrations or adjustments of the recommended T30 or USE values.  In fact, nearly 80% 
of the reactor beltline materials that have been monitored under Appendix H have four or fewer
surveillance observations, and no currently monitored material has greater than eight observations.  
Thus, the quantity of surveillance data available for a particular material is small in an absolute sense, 
and it is also small relative to the complexity of the embrittlement trend equations.  For example, 

the recommended T30 model (Eq. 4-15) includes seven independent variables and 18 parameters 
for which the numerical values were determined by fitting.  Although it is possible on theoretical 
grounds to justify holding two of these parameters constant, this comparison suggests that, 
for the great majority of the materials in the surveillance database, a material-specific adjustment 

of either the T30 or USE relationships would be under-determined (i.e., the number of unknown 
fitting parameters would exceed the number of experimental observations) by a factor of 
approximately four.  As a result, plant-specific surveillance data (in the quantities currently available) 
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cannot be expected to provide an accurate plant-specific adjustment of the generic T30

or USE relationships.  Additionally, statistical justification for margin reduction is highly unlikely 
given the limited quantities of surveillance data that are now available. 

In replacing the Revision 2 procedures for treatment of surveillance data, Revision 3 will require 
licensees to assess their plants using material-specific information on composition and exposure 

variables as inputs to the recommended T30 and USE relationships.  Also, as a defense-in-depth 

measure, collection of mechanical property change observations (i.e. T30, USE, and YS data) 
as part of 10 CFR Part 50 Appendix H surveillance programs should continue to be required.  
These data provide advance indication of embrittlement mechanisms that have been (heretofore) 
unforeseen or unobserved, or have been observed only anecdotally.  These data also provide 
the NRC staff with information that allows periodic assessment of (1) whether any plant-specific 
materials deviate from fleet-wide trends, and (2) whether the generic equations representing 
the overall trends need to be changed in view of the surveillance information.  Section 9.5 discusses 
future plans to treat surveillance data beyond the recommendations of Revision 3 of Regulatory 
Guide 1.99. 

Margins

Eq. 7-1 (repeated) 
30)154(3030 TeqTT

Eq. 7-2 (repeated) USEeqUSEUSE )15(

In Eq. 7-1 and 7-2, the 30T  and USE  values indicate quantities that have been adjusted 

to account for the effects of uncertainty in a manner consistent with their intended application.  

In both equations,  is defined as follows: 

=0 if the estimate of T30 or USE is needed as part of a probabilistic calculation 

where the analysis explicitly accounts for sources of uncertainty in T30 or USE

=0 if the estimate of T30 or USE is needed for comparison to a prescribed limit 
that was arrived at based on a risk-informed probabilistic evaluation that accounted for 

the sources of uncertainty in T30 or USE

=2 if the estimate of T30 or USE is needed for comparison to a prescribed limit 
that was arrived at deterministically 

The value of 
30T in Eq. 7-1 is 19 °F for alloys having a copper content below Cumin of 0.048 wt-

% and.  For alloys having a copper content above Cumin the value of 
30T is 25 °F.  If fluence 

exceeds 3x1019 n/cm2, the value of 
30T in Eq. 7-1 is 33 °F, irrespective of copper content.  The 

value of USE in Eq. 8-2 is 13 ft-lbs. 
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Attenuation

The attenuation guidance in Revision 3 of Regulatory Guide 1.99 will remain the same as that 
provided in Revision 2, as follows: 

Eq. 8-1 (repeated) zz ID 24.0exp

where z is the distance from the inner diameter of the RPV (in inches) and fluence is expressed 
in n/cm2 (E>1MeV). 

Plans for Future Refinements in this Technical Area 

The NRC envisions a two-pronged approach to continue to build on the advances to date, 
and to reconcile some of the inadequacies identified herein.  Toward that end, the agency 
will undertake (or participate in) specifically focused research investigations to address 
inadequacies in the current equations.  Additionally, the agency will initiate an ongoing 
data trending activity.  The following sections detail the NRC’s planned activities. 

Planned Research Activities

The NRC is planning focused research and/or collaborative projects to address those 
technical inadequacies noted herein that have the greatest technical impact: 

 High fluence:  The NRC needs to better understand the under-prediction of the fit 

of the T30 model fit to the US-LWR surveillance data at fluences above 3x1019 n/cm2,

so that the agency can adopt a single T30 model for all fluences.  This will allow 
confident projection of irradiation damage during the extended period of operating life 
(for existing reactors), as well as for new reactors.  The agency also needs an assessment 
of the embrittlement mechanisms operating at these high fluences to allow the confident 
development of improved equations.  Toward that end, the NRC’s Office of Nuclear 
Regulatory Research (RES) is currently sponsoring research being conducted 
at the Belgian Nuclear Research Centre (SCK/CEN) and the Oak Ridge National Laboratory 
in the United States, which will include both mechanical property characterization 

(i.e., T30, To, USE, and YS data) and microstructural characterization (i.e., SANS, 
atom probe) of five RPV materials (three welds and two plates) having high copper content.  
These materials were exposed to fluences as high as 1x1020 n/cm2; Appendix F is a report 
detailing work performed to date.  Additional studies may be required to expand the scope 
of the investigation to low-copper materials, among other things. 

 Nickel:  While the inadequacy of RM-6(2) when applied to both high- and low-nickel materials 
is clear, the practical impact of these inaccuracies on new reactor materials is not.  
Therefore, the NRC will survey the planned materials of construction for Generation III+ 
reactors [e.g., the U.S. Evolutionary Power Reactor (US-EPR) or the 1,000-MWe AP1000 
Advanced Passive Reactor] to determine whether the vendors plan to use high- or low-
nickel materials.  The outcome of this survey will inform the decision regarding the need 
to perform additional focused research related to nickel effects. 

 Flux:  As revealed by the IVAR database, flux has a slight effect that cannot be properly 
reflected in surveillance-calibrated models because of the strong correlation between 
the fluence and flux of surveillance materials.  Although the magnitude of this effect 
is small, the development of physically sound and empirically informed flux models 
is fundamental to both properly designing surveillance programs and understanding 
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how accelerated test reactor irradiations inform surveillance-based trend curves.  
Therefore, the NRC will undertake a project that is specifically focused on developing 
validating a physically based flux model. 

 Attenuation:  As stated in Chapter 8, very limited data are available to inform 
the attenuation formula.  Therefore, the NRC is co-sponsoring a collaborative project, 
being conducted at the Nuclear Research Institute at ež in the Czech Republic, 
which features an extensive experimental quantification of attenuation effects 
using different RPV alloys.  Current progress on this project is summarized in [Server ??].  
In addition, the agency will pursue investigations of the practical implementation 
of approaches based on displacements per atom (dpa), as an alternative to fluence. 

 Fracture toughness:  Information on fracture toughness is needed as input to any 
structural integrity procedure; however, to date, only CVN information (which is not a 
measurement of fracture toughness) has been available in adequate quantities to permit 
the development of trend equations that express the effects of irradiation on mechanical 
properties.  As a result, the NRC will undertake the development of trend curves based 
on fracture toughness using currently available data and, perhaps, newly generated 
data.  Information from the flux studies (discussed above) is expected to support this 
effort, given that this information will provide physically appropriate rules to scale 
between test and power reactor irradiations.  Additionally, continuation of recent work, 
which identified heretofore unrecognized commonalities between CVE and KJc transition 
characterizations [EricksonKirk 07], is expected to be helpful. 

The NRC will undertake all of these activities as subtasks to an umbrella project focused on 
developing a fourth revision of Regulatory Guide 1.99 within 5 years.  As part of that effort, 
the agency will pursue collaboration with the international research community whenever possible. 

Ongoing Data Trending Activity

In nearly three decades since the NRC promulgated Revision 2 of Regulatory Guide 1.99, 

the agency has intermittently undertaken data trending activities, primarily focused on T30,
which have invariably been viewed as activities having defined endpoints, rather than ongoing 
activities aimed at keeping estimation strategies current with the state of knowledge.  By contrast, 
in the future, the NRC plans to replace this approach, as well as the occasional use of very limited 
quantities of surveillance data to adjust generic trends in a plant-specific way, by a systematic effort 
to continually evaluate new data (from both surveillance and research programs) as they 
become available.  The agency will launch this effort as a staff activity, but will endeavor 
to organize and coordinate the work through a newly formed task group dedicated to this purpose, 
under the auspices of the American Society for Testing and Materials (ASTM) Subcommittee E10.02.  
Examining small sets of data within the context of larger databases and physical understanding 
gained from focused research programs offers the following advantages over current approaches, 
such as those advocated by Revision 2 of Regulatory Guide 1.99, which confer undue merit 
and significance to extremely limited data sets: 

 Having a broader, physically based, framework within which to view new data permits 
more reliable discrimination of outliers from emergent trends. 

 Insights gained from emergent trends can be rapidly communicated and applied 
to the entire reactor fleet in an evenhanded way. 
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 Undertaking a continuous effort ensures that embrittlement trends are kept up to date 
with the most recent research results, and the research being conducted is focused 
on the issues most important to the operating fleet. 

 Broad maintenance and coordination of both research and surveillance databases, 
among various countries, operators, regulators, and research groups, offers the maximum 
benefit and leverage available from their respective investments of money and time. 
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1 SCOPE, OBJECTIVE, AND STRUCTURE OF THIS REPORT

The U.S. Nuclear Regulatory Commission (NRC) promulgated Revision 2 of Regulatory Guide 1.99, 
“Radiation Embrittlement of Reactor Vessel Materials” [RG199R2], in May 1988.  That guide 
details methods that the NRC staff considers acceptable for licensees to use in estimating 
the effects of radiation on the Charpy V-notch (CVN) impact energy (CVE) of the ferritic steels 
used in constructing the beltline region of a nuclear reactor pressure vessel (RPV).  Radiation damage 
reduces the ability of these materials to carry load without failure.  Consequently, any assessment 
of the operating safety of the RPV structure must account for the effects of radiation damage.  
By law, power reactor licensees are required to account for the effects of radiation damage 
in the following four situations: 

(1) when assessing the ability of the RPV structure to resist fracture during postulated 
accident scenarios, such as pressurized thermal shock (PTS) [10CFR5061] 

(2) when assessing the ability of the RPV structure to resist fracture during routine heatup, 
cooldown, and hydrotest conditions [10CFR50G] 

(3) when determining which material samples need to be included in a surveillance program 
for the RPV beltline [10CFR50H] 

(4) when assessing the ability of the RPV structure to continue safe operation in the presence 
of a flaw detected during either pre- or in-service inspection [ASME IWB-3500, 
ASME IWB-3600] 

Chapter 2 summarizes the provisions of Revision 2 of RG 1.99, assesses the accuracy of its 
predictions relative to currently available surveillance data, and discusses the motivations for 
its revision.  Like Revision 2, Revision 3 of RG 1.99 will quantify radiation damage effects 
using the following two metrics of radiation embrittlement, which are illustrated in Figure 1.1: 

(1) The transition temperature shift at the 30 ft-lb CVE level ( T30) defines the increase 
in the Charpy 30 ft-lb transition temperature produced by radiation embrittlement. 

(2) The upper-shelf energy drop ( USE) defines the reduction in the CVE on the upper shelf 
produced by radiation embrittlement. 

These two metrics can be correlated to the effects of radiation damage on the actual measurements 
of fracture toughness that are the inputs needed to assess structural integrity.  Nonetheless, 

T30 and USE are not direct measurements of fracture toughness.  Additionally, although 
advancements in the field of fracture mechanics now make it possible to measure fracture toughness 
using mechanical test samples as small as those placed in nuclear surveillance capsules, 
there is, as yet, inadequate data and insufficient experience with this approach to allow Revision 3 
of RG 1.99 to make use of direct fracture toughness measurements.  Thus, Chapter 3 of this report 
describes the background of the CVN test and its correlation with fracture toughness values. 
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Figure 1.1.  Effect of radiation damage on the CVN transition characterization of ferritic steels 
(from Chapter 1 of Appendix A to this report). 

Since the NRC promulgated Revision 2 of the Regulatory Guide 1.99 in 1988, the agency 
and the nuclear industry have made considerable advances in both the physical understanding 
of the radiation damage processes and the empirical quantification of the effects these processes 
have on the mechanical properties of RPV steels.  The objective of this report is to summarize 
these advances in the state of knowledge and amalgamate them into a technical basis 
for an up-to-date version of RG 1.99.  Specifically, this report provides the basis of the staff’s 
recommendations regarding the following matters: 

Chapter 4 describes a formula that can be used to estimate the value of T30

based on the composition of the steel of interest and the conditions under which 
it has been exposed to neutron irradiation. 

Chapter 5 describes a formula that can be used to estimate the value of USE
based on the composition of the steel of interest and the conditions under which 
it has been exposed to neutron irradiation.  

Chapter 6 describes why material- and plant-specific surveillance data should be not 

influence the T30 and USE estimates that are needed for individual plant assessments.  
This is a change from the provisions of RG 1.99R2, which permits limited material- 

and plant-specific data to influence the general T30 and USE equations. 

Chapter 7 describes the margins that should be assigned to the T30 and USE estimates 

to account for uncertainties.  These margins differ, depending on whether the T30

or USE estimates are needed for comparison to a deterministically or probabilistically 
derived limiting value. 

Chapter 8 describes how the T30 and USE estimates should be adjusted to account 
for the effects of neutron attenuation through the thick wall of the RPV. 



ACCEPTED - rg1.99 report Thursday August 23 2007 - completed 1 Oct 2007.doc NRR AND EXPERT PANEL REVIEW COPY

1-3

The recommendations presented in these chapters are informed by data taken from 
the technical literature (see Chapter 10), as well as data contained in two recently completed 
work products prepared by NRC contractors, which are attached as appendices to this report: 

Appendix A is a report by Eason, Odette, Nanstad, and Yamamoto, entitled 
“A Physically Based Correlation of Irradiation-Induced Transition Temperature Shifts 
for RPV Steels.”  That report contains an extensive amount of preliminary work 

on the development of a T30 trend curve, and was one of the key documents 
that informed the development of Chapter 4 of this report.  In addition, Chapter 2 
of that report contains a review of the physical mechanisms of irradiation damage 
in RPV steels, while its Appendix C summarizes the U.S. light-water reactor (US-LWR) 
surveillance database. 

Appendix B is a report by Odette, Yamamoto, Klingensmith, Gragg, and Lucas, 
entitled “The UCSB Irradiation Variables Facility Database on Irradiation Induced 
Yield and Ultimate Tensile Stress Changes in the Reactor Pressure Vessel Steels.”  
That report describes an extensive experimental effort conducted for the NRC 
at the University of California at Santa Barbara to measure the effects of irradiation damage 
on the yield strength of RPV steels and similar ferritic alloys.  Toward that end, the report 
contains complete documentation of all yield strength shift measurements made as part of 
the Irradiation VARiables database (IVAR) study.  The trends seen, and not seen, 
in the IVAR data represent another key source of information for the recommendations 
presented in Chapter 4 of this report. 
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2 REVISION 2 OF REGULATORY GUIDE 1.99 

This chapter summarizes the provisions of Revision 2 of Regulatory Guide 1.99, assesses 
the accuracy of its predictions relative to available data, and discusses the motivations for 
its revision. 

2.1 Provisions of Revision 2 of Regulatory Guide 1.99 

Revision 2 of Regulatory Guide 1.99 provides guidance regarding the following four matters: 

(1) An embrittlement trend curve (ETC):  a formula used to estimate the value of T30

based on the composition of the steel of interest and the conditions under which 
it has been exposed to neutron irradiation 

(2) An upper-shelf energy drop (USED) equation:  a formula used to estimate the value 

of USE based on the composition of the steel of interest and the conditions under which 
it has been exposed to neutron irradiation 

(3) Use of surveillance data:  procedures for how material- and plant- specific surveillance data 

should be used to influence T30 and USE estimates, and which margins should be assigned 
depending on whether surveillance data are used 

(4) Attenuation:  how the T30 and USE estimates should be adjusted to account for the effects 
of neutron attenuation through the thick wall of the RPV 

The following four subsections summarize this guidance. 

2.1.1 Embrittlement Trend Curve ( T30 Equation)

Revision 2 of Regulatory Guide 1.99 includes the following ETC [Randall 87], which correlates 

the shift in the 30 ft-lb CVE transition temperature ( T30) produced by radiation damage 
with exposure, composition, and categorical variables: 

Eq. 2-1
)log1.028.0(

30 )( ffCFT

where

CF is a “chemistry factor” that characterizes the radiation sensitivity of the steel.
CF depends on copper content, nickel content, and product form.  Revision 2 
of Regulatory Guide 1.99 includes tables of CF values. 

f is the fast neutron fluence in neutrons per cm2 (E>1Mev) divided by 1019.  The 
value of f is defined for the material and operational duration of interest. 

[Randall 87] describes how Eq. 2-1 represents a compromise between two ETCs published by 
Odette and Guthrie [Odette 84, Guthrie 84] and how Eq. 2-1 was calibrated to the surveillance 
database of 177 shift values that were available at the time. 
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2.1.2 Upper-Shelf Energy Drop ( USE)

The USED equation is a relationship that determines the degree by which the upper-shelf energy 
is reduced by the effects of neutron irradiation.  As shown in Figure 2-1, the USED equation 
depends on fluence, copper, and product form.  Revision 2 of Regulatory Guide 1.99 includes 
only a graphical depiction of this relationship. 

Figure 2-1.  Graphical relation for upper-shelf energy drop from Revison 2 of Regulatory Guide 1.99. 

2.1.3 Use of Surveillance Data, and Margins

The “Discussion” section in Revision 2 of Regulatory Guide 1.99 sets forth the criteria by which 

T30 data from surveillance programs are judged to be “credible.”  (Although the guide does not 

set forth similar specific credibility criteria for USE data, it does imply that the credibility of those 
data should also be checked.)  “Credible” surveillance data may then be used to adjust 

the generic relationship (described in the guide) between T30 and fluence, copper content (Cu), 
nickel content (Ni), and product form.  The following paragraphs summarize, in a step-by-step manner, 
the provisions of the “Discussion” section and Regulatory Position 2 in Revision 2 of Regulatory 
Guide 1.99 (including any ambiguities that may exist in the guide): 

Step 1. Credibility Check:  To establish that the T30 data are “credible” for a particular heat, 
all of the following requirements must be met.  (Note that to be allowed to check 

these requirements at all, two or more T30 measurements must be available.) 

a. The following credibility conditions assess how well the surveillance material 
and capsule irradiation conditions represent the material and irradiation conditions 
of the RPV: 

i. The heat in question must be judged to have the largest adjusted reference 

temperature (i.e., RTNDT(u) + T30) of all of the beltline materials.  This heat 
is called the “controlling” material. 
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ii. The irradiation temperature of the Charpy specimens must be within ±25 °F 
of the vessel temperature at the interface between the cladding and base metal. 

iii. The surveillance data for the correlation monitor material in the capsule 
must fall within the scatter band of other data for that material. 

b. The following credibility conditions require that the uncertainty in the Charpy data 
must be below certain limiting values: 

i. Scatter in the variation of CVE with temperature should be sufficiently small 
in both the irradiated and unirradiated conditions that the T30 transition temperature 
can be “unambiguously” determined from the data. 

ii. When the surveillance data are fit using the procedure in Step 3, the scatter 

in the T30 measurements about the best-fit curve must be less than 28 °F 
for welds and 17 °F for base metal.  If the fluence range exceeds 2 orders 
of magnitude, the maximum permissible scatter increases to 56 °F for welds 
and 34 °F for base metal. 

Step 2. Decision:  If the data are “credible” based on the criteria in Step 1, a heat-specific 

adjustment to the generic T30 embrittlement trend is developed, as described 
in Steps 3–6 (below) and Regulatory Position 2 in Revision 2 of Regulatory Guide 1.99.  
If the data are not credible, the following equation is adopted to express generic 
embrittlement trends: 

Eq. 2-2
1910

10
log10.028.0

19)299.1(30
10

t

R

t
CFT

Here, “CF” is a chemistry factor.  The value of CF depends on copper content, 
nickel content, and product form, as described in Regulatory Position 1 in Revision 2 
of Regulatory Guide 1.99. 

Step 3. T30 Adjustment:  This step ensures that the T30 measurements from surveillance 
best represent the material in the RPV.  If there is evidence that the copper or nickel 
content of the surveillance weld (no mention is made of base metals) differs from that 
of the vessel weld, the following adjustment should be made to each of the measured 

T30 values: 

Eq. 2-3
SURV

VESSEL
MEASADJ

CF

CF
TT )(30)(30

Here, CFVESSEL and CFSURV represent the chemistry factors for the vessel material 
and the surveillance material, respectively.  Revision 2 of Regulatory Guide 1.99 
provides tables of CF values that depend upon copper content, nickel content, 
and product form. 

Step 4. Estimate Best Fit to T30 vs. Fluence for the Surveillance Data:  This step 
determines the best fit chemistry factor using the following formulae.  This procedure 

minimizes the sum of squared residuals between the T30(ADJ) values that have been 
determined from the surveillance data and an ETC of the form assumed 
in Regulatory Position 1 in Revision 2 of Regulatory Guide 1.99. 
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Eq. 2-4
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Eq. 2-5
1910

10
log10.028.0

1910

it

i
i

t
FF

Here, n is the number of T30 measurements available from surveillance, and t is fluence, 

which has units of n/cm2.  The best-fit relationship between T30 and fluence, 
based on the surveillance measurements, can then be expressed as follows: 

Eq. 2-6
1910

10
log10.028.0

19)(30
10

t

FITFIT

t
CFT

Step 5. Use of T30 vs. Fluence Determined from the Surveillance Data:  The T30 values
determined in Step 4 are then compared with those predicted using Regulatory Position 1.1 

in Revision 2 of Regulatory Guide 1.99 (i.e., T30(1.99R2) values from Step 2).  

The following rules govern which of these two candidate T30 values are used: 

IF T30(FIT) > T30(1.99R2) THEN T30(FIT) must be used. 

IF T30(FIT) < T30(1.99R2) THEN either T30(FIT) or T30(1.99R2) may be used. 

Step 6. Assigning Margins:  The term  quantifies the uncertainty in the T30 value.  

If T30(FIT) is used,  is 14 °F for welds and 8.5 °F for base metal.  

Conversely, if T30(1.99R2)  is used,  is 28 °F for welds and 17 °F for base metal. 

2.1.4 Attenuation

The attenuation function describes how fluence attenuates through the wall of a thick reactor vessel.  
Revision 2 of Regulatory Guide 1.99 adopts the following function: 

Eq. 2-7 ztzt 24.0exp

where z is the distance from the inner diameter of the RPV.  Eq. 2-7 conservatively assumes 
that fluence attenuates like displacements per atom (dpa) (i.e., more slowly than it actually does) 
[Randall 87]. 

2.2 Accuracy of Revision 2 of Regulatory Guide 1.99 

The current availability of a surveillance database for T30 containing 936 T30 observations
(see Appendix C to Appendix A) provides an ideal opportunity to assess the predictive accuracy 
of Eq. 2-1 from Revision 2 of Regulatory Guide 1.99.  Figure 2-2 illustrates that the predictions 

of Eq. 2-1 over-estimate the effect of radiation on T30 by, on average, approximately 8% for the 
survellience data that are now available.  Figure 2-2 also shows that when a margin term of 1- 

or 2-  is included in the estimated value of T30, as Revision 2 of Regulatory Guide 1.99 
mandates for credible and non-credible surveillance data (respectively), the degree of over-
prediction increases to 21 and 31% (respectively). 
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Note: This prediction contains a 0x Margin term
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Figure 2-2.  Comparison of T30 values predicted by Regulatory Guide 1.99 Revision 2 
with the currently available surveillance database. 
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The surveillance database also provides considerable information (859 values) on USE.
However, because the upper-shelf energy drop equation in Revision 2 of Regulatory Guide 1.99 

is available only graphically (see Figure 2-1), comparison of predictions to measured USE values 
is cumbersome and, therefore, is not performed here. 

[English 02] provides a comprehensive assessment of the attenuation model (Eq. 2-7) set forth 
in Revision 2 of Regulatory Guide 1.99.  That assessment demonstrates that Eq. 2-7 generally 
under-predicts the degree of attenuation relative to that shown in the data.  English concluded 
that while the attenuation model in Revision 2 of Regulatory Guide 1.99 is appropriately regarded 
as conservative, no better alternative model exists at the current time. 

2.3 Motivation for Revision of the Regulatory Guidance in Revision 2 

Since the NRC promulgated Revision 2 of Regulatory Guide 1.99 in 1988, the state of knowledge 
has advanced substantially with regard to the physical mechanisms responsible for irradiation damage 
of the ferritic steels and welds used to construct the beltline of RPVs.  The amount of data 
available to calibrate the equations used in the guide to estimate the effect of irradiation damage 
on the mechanical properties of RPV steel is also much greater than it was two decades ago.  
These advances in theoretical and empirical knowledge provide an opportunity to update the equations 
and procedures used in the guide and, in so doing, address the following issues: 

 Comparison of existing surveillance data from U.S. pressurized-water reactors (PWRs) 
to the predictions in Revision 2 of Regulatory Guide 1.99 demonstrates that existing equations 
over-predict the degree of irradiation damage by 8% on average (see Figure 2-2).  
As the NRC migrates toward a risk-informed regulatory framework, it is important to remove 
this type of implicit conservatism from the equations and procedures that are used to assess 
plant safety and operability. 

 The estimation equations used in Revision 2 of Regulatory Guide 1.99 are based on 
curve-fits to the surveillance data that were available in the mid 1980s.  As such, 
those equations include features that are now understood to be physically incorrect.  For 
example, the current fluence function predicts peak damage at a fluence of 

2x1020n/cm2 (see Figure 2-3), after 
which irradiation damage is predicted to 
decrease with increasing fluence.  
Furthermore, the existing equations do not 
differentiate between matrix damage and 
damage that occurs because irradiation 
causes copper and copper-rich second 
phases to precipitate from the ferrite 
matrix.  This distinction is important to 
achieve accurate predictions of states that 
have not yet been observed (e.g., higher 
fluences) because matrix damage, 
for fluences of practical interest in LWR 
operations, increases in proportion to 
the square-root of fluence, while damage 

caused by precipitation saturates at fluences 
between approximately 1 and 3x1019n/cm2

[Chaouadi 05a].  Additionally, the equations 
used in Revision 2 of Regulatory Guide 1.99 did not account for the known effect 
of temperature on irradiation damage [Williams 86, Williams 87, Debarberis 05b]. 
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Figure 2-3.  Fluence function from 
Revision 2 of Regulatory Guide 1.99.
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 Revision 2 of Regulatory Guide 1.99 permits the use of a minimum of two credible 
surveillance measurements to (1) modify the predictions of the generic embrittlement equations, 
and (2) reduce the margin term by a factor of two.  The current technical understanding 
demonstrates that radiation damage mechanics is a complex process driven by (at least) 
two competing embrittlement mechanisms, the dominance of which depends on the particular 
regime (i.e., fluence, flux, temperature) in which exposure to neutron irradiation occurs.  
This complexity is evidenced by the embrittlement trend curve equation recommended 
in Chapter 4 of this report, which depends on seven independent variables and includes 
18 fit parameters.  By contrast, in the existing surveillance database for domestic LWRs, 
nearly 80% of the monitored materials have four or fewer measurements of transition 
temperature shift.  Given this limited quantity of surveillance data available on specific heats 
and the complexity of the prediction equations, it is necessary to modify the treatment 
of surveillance data recommended in Revision 2 of Regulatory Guide 1.99. 

 Revision 2 of Regulatory Guide 1.99 recommends the use of a margin term to account 
for uncertainties.  This provision was appropriate when the NRC promulgated Revision 2 
because the structural integrity assessment procedures of the day were, nearly without 
exception, deterministic in nature.  However, the NRC is in the process of risk-informing 
many of its regulatory products.  In situations where regulatory limits have been established 
based on risk-informed probabilistic calculations that have accounted for the uncertainties 
that are important to embrittlement processes, the use of an additional margin term 
would represent an inappropriate double-counting of uncertainties.  Therefore, as described 
in Chapter 7 of this report, the need for a margin term depends upon the application 
for which the estimate of embrittlement is needed. 

This report addresses all of these motivating factors in a way that leads to either more accurate 
predictions or the use of procedures that are consistent with the current state of knowledge.  
However, the recommendations of this report do not address the following issues: 

 As detailed in Chapter 3, the metrics that Revision 2 of Regulatory Guide 1.99 uses 
to measure radiation damage are based on changes to the CVE transition curve 
caused by radiation damage.  However, CVE metrics cannot be used directly 
in structural integrity calculations because they do not measure fracture toughness; 
rather, they can only be correlated to true fracture toughness values such as those 
measured by the American Society for Testing and Materials (ASTM) Standard Test Method 
E1921-02, “Determination of the Reference Temperature, To, for Ferritic Steels 
in the Transition Range” [ASTM E1921].  While these correlations can be incorporated 
into probabilistic assessments of structural integrity, the use of correlations introduces 
uncertainties that can implicitly limit operational ability.  Additionally, recent advances 
in fracture toughness characterization methods make the use of correlative approaches 
unnecessary [EricksonKirk 06a].  Moreover, ASTM E185-02, “Standard Practice for Design 
of Surveillance Programs for Light-Water Moderated Nuclear Power Reactor Vessels,” 
recommends the placement of fracture toughness specimens into surveillance capsules 
[ASTM E185].  While these advances make it possible to measure fracture toughness 
using mechanical test samples as small as those placed in nuclear surveillance capsules, 
there is, as yet, inadequate data and insufficient experience with this approach to allow 
Revision 3 of Regulatory Guide 1.99 to make use of direct fracture toughness measurements. 
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 The equations recommended for use in Revision 3 are physically based and empirically 
calibrated.  Thus, while the functional forms for the prediction equations were selected 
based on a physical understanding of the irradiation damage process, the numerical 
coefficients in the equations do not derive directly from physically expected/predicted trends; 
rather, they are merely the result of curve-fits to data.  The resultant equations, therefore, 
cannot reliably predict trends that the calibration database does not exhibit.  Also, scatter 
can obscure trends in the database to the point that those trends cannot be observed.  

For these reasons, the T30 equation in Chapter 4 omits or does not properly reflect 
some known trends.  (Specific trends that are not reflected in the recommended 

T30 equation are discussed in Chapter 4.) 

The staff anticipates that as the state of knowledge advances and additional data become available, 
it will be possible to address these issues in a future revision of Regulatory Guide 1.99. 
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3 THE CVN TEST AND CORRELATION OF CVN 
WITH FRACTURE TOUGHNESS TRANSITION TEMPERATURES

3.1 Characterization of Transition Temperature Using the CVN Specimen 

The Charpy-V notch (CVN) specimen, illustrated in Figure 3-1, was first proposed at the beginning 
of the 20th century as a simple quality assurance (QA) test for use in steelmaking [Charpy 01].  
The specimen contains a V-groove notch of finite root-radius cut to a depth equal to 20% of the 
specimen thickness.  The CVN specimen is tested in a pendulum impact machine that 
measures the amount of energy needed to cause total failure of the specimen [ASTM E23].  
Because of its small size and the ease with which it can be tested, use of the CVE specimen 
has grown beyond its initial application as a QA tool.  Of particular interest here, in the 1940s 
and 1950s, the investigation of the catastrophic cleavage failures experienced by the Liberty Ships 
during World War II led to two significant findings: 

(1) When tested at various temperatures, CVN specimens made from ferritic steels 
undergo a transition in their energy absorption behavior that is qualitatively similar 
to that experienced by fracture toughness (see Figure 3-2)†.

(2) Index temperatures drawn from this transition curve (e.g., the temperature at which 
the mean absorbed energy equaled 15 ft-lbs) could be successfully correlated with 
the fracture performance of full-scale structures [Pellini 76]. 

Given the small size and blunt notch of the CVN specimen, these correlations with structural 
performance tended to depend on both the alloy and particulars of the structural design and loading.  
Nonetheless, by the mid-1950s, the CVN test was well-established as a useful tool for structural 
performance assessment. 

3.2 Correlations Between CVE Transition Temperatures and Fracture Toughness 
Transition Temperatures

In the 1960s, various investigators studied the temperature dependence of the then-new 
fracture toughness metric KIc for the heavy section ferritic steels and welds that were being used 
to fabricate the then-new nuclear RPVs.  These studies soon led to the realization that, 
in the transition temperature regime, the temperature dependence of KIc (see Figure 3.3) 
was qualitatively similar to that of the Charpy V-notch energy (CVE).  This similarity set the scene 
for the incorporation of the CVN test into two different standards, as described in the following 
paragraphs.  These decisions made the CVN test a critical element of the overall engineering 
framework used to ensure the structural integrity of nuclear RPVs throughout their operating lifetimes, 
a position the CVN test still occupies today. 

                                                
†
  The form of the CVN energy transition curve is qualitatively similar to that of fracture toughness; 

however, this similarity was not known to the investigators of the Liberty Ship losses because 
modern concepts of fracture toughness had not yet been advanced by G.R. Irwin and others. 
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Figure 3-1. Charpy V-notch impact test specimen. 
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Figure 3-2. Charpy V-notch energy transition curve. 

In 1961, the American Society for Testing and Materials (ASTM) published a document, 
designated as ASTM E185-61T and entitled “Standard Practice for Design of Surveillance Programs 
for Light-Water Moderated Nuclear Power Reactor Vessels” [ASTM E185].  That standard 
recommended that capsules of surveillance specimens should be bolted to the inner diameter 
(ID) of an operating reactor.  These capsules were to be removed from the reactor at certain times 
during the reactor’s operating lifetime.  The specimens within the capsules, which included samples 
of the materials used in the RPV beltline that were thought to be most susceptible to radiation damage, 
were then tested to quantify the effects of radiation on the properties of steels from which the vessel 
was constructed.  The limited size of the water gap between the core and the vessel ID 
made the CVN specimen ideal for use in such surveillance programs. 
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By 1972, sufficient testing had been performed using both CVN and KIc specimens for the American 
Society of Mechanical Engineers (ASME) to recommend the use of a CVE transition temperature, 
along with a transition temperature defined by testing a “nil-ductility temperature” (NDT) specimen 
(see Figure 3-4 and Figure 3-5) [ASTM E208], to locate the KIc curve on the temperature axis 
for nuclear-grade ferritic steels and weldments [WRC 175].  The formula for the curve in Figure 3.3 
is as follows: 

Eq. 3-1 10002.0exp806.22.33
NDTIc

RTTK

where

RTNDT is defined in accordance with ASME NB2331, as 60,
50/35

TTMAXRT
NDTNDT

.

TNDT is the NDT determined by testing specimens in accordance with ASTM E208. 

T35/50  is the transition temperature at which CVN specimens tested in accordance with ASTM E23 
exhibit lateral expansion of at least 0.035-in. (0.89-mm) and absorbed energy of at least 
50 ft-lbs (68J). 

In Eq. 3-1, RTNDT serves as an “index temperature” (i.e., a single value that characterizes 
the combined effects of alloying heat treatment, radiation, etc. on fracture toughness).‡

Since the 1970s, numerous investigators have studied the relationship between CVN 
and cleavage fracture toughness transition temperatures.  (cleavage fracture toughness is now 
quantified using KJc and the Master Curve index temperature To, as described in [ASTM 
E1921]).  As illustrated in Figure 3-6, which is but one of many possible example results, these 
investigations invariably reveal that simple linear relationships exist between CVN and fracture 
toughness transition temperatures.  These relationships link the fracture toughness data needed 
to perform a structural integrity assessment (see Figure 3.3) to the “trend curves” that relate 
CVN transition temperatures to composition and exposure variables.  Chapter 4 of this report 
describes trend curves in further detail. 

                                                
‡ While RTNDT is an index temperature that has customarily been used along with the ASME KIc curve, 

RTNDT is not a fracture toughness index temperature.  As specified by ASME NB-2331 
(and as represented in Eq. 3-1), RTNDT is defined based on non-fracture toughness tests 
that can only be correlated with fracture toughness. 
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Figure 3.3.  The empirical data used to establish the ASME KIc curve [Williams 04]. 
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Figure 3-4.  Nil-ductility temperature test specimen. 
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Figure 3-5.  Definition of the NDT temperature. 
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Figure 3-6.  Examples of correlations between the shift in the fracture toughness transition 
temperature To as a result of radiation damage (vertical axis) and the shift in the CVE transition 

temperature at 41J absorbed energy (T41J) attributable to radiation damage (horizontal axis) 
[Sokolov 00]. 
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4 PREDICTION OF TRANSITION TEMPERATURE SHIFT ( T30)

This chapter concerns development an embrittlement trend curve (i.e., a relationship between 

T30 and various composition, exposure, and categorical variables) that the NRC proposes 
for use in Revision 3 of Regulatory Guide 1.99.  While similar in overall mathematical form, 
the trend curve developed in this chapter differs in some specific details from that developed 
in Appendix A to this report.  These differences are attributable to differences in objective.  
The objective of the effort described Appendix A was to develop a trend curve that best fit 
the available surveillance database with the minimum possible error.  In doing so, the investigators 
ensured that certain subsets of data were fit well by the ETC model.  Conversely, the objective 
of the effort described in this chapter was to fit the overall database using as simple a model 
as possible.  Consequently, there was less focus here (compared to the Appendix A effort) 
on fitting specific data subsets.  Another consideration in developing the fit in this chapter 
was simplicity of regulatory implementation. 

We begin in Section 4.1 with a review of the irradiation damage mechanisms that are expected 
in RPV steels.  This review motivates the development of a fitting function, which is used 
in Section 4.2 along with the US-LWR surveillance database to develop candidate ETCs.  
These candidate trend curves are compared with other data (not contained in the US-LWR 
surveillance database) in Section 4.3.  These comparisons motivate the selection 
of the recommended model, development of a model applicable at high fluences (see Section 
4.4), and the restrictions placed on the use of these models, which are discussed in Section 4.5.   

4.1 Expected Irradiation Damage Mechanisms 

This section does not provide a comprehensive review of irradiation damage mechanisms; 
that topic is covered extensively by other authors (see, for example, Chapter 2 of Appendix A 
to this report, as well as [Chaouadi 01 and Chaouadi 05a]).  Instead, the goal of this section 
is to summarize the physical and empirical evidence that has motivated our selection 
of a functional form to use in fitting the US-LWR surveillance database.  Toward that end, 
this section is organized as follows: 

 Section 4.1.1 summarizes the trends that may be expected to occur as a result of matrix 
damage (MD) and/or occur predominantly in steels having a low copper content. 

 Section 4.1.2 summarizes the trends that may be expected to occur as a result of 
precipitation hardening (predominantly of copper or of second phases rich in copper) 
in steels having a higher copper content. 

 Section 4.1.3 discusses the effects of initial properties on the ETC, and summarizes 
candidate rules for superposition of the separate hardening effects of matrix damage 
and copper-rich precipitation. 

 Section 4.1.4 amalgamates the insights of the three preceding sections into a candidate 
fitting function for the US-LWR surveillance database. 

 Section 4.1.5 discusses the implications of finding (or not finding) these physically anticipated 
trends in the empirical information contained within the US-LWR surveillance database. 
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This investigation does not address the non-hardening embrittlement, also referred to as “grain-
boundary embrittlement,” that is expected and commonly observed in the high-impurity-content steels 
used to construct the early VVER reactors [IAEA 1442].  The greater cleanliness associated with 
western RPV alloys such as ASTM Grades A302B, A302B Modified, A533B, A508 (with phosphorous 
of generally less than 0.02 wt-%, with a specified maximum of 0.025 wt-%) makes grain-boundary 
embrittlement unexpected, and indeed unobserved, for U.S. RPV steels. 

In addition to drawing insights from the published literature, this section makes use of the IVAR 
database (see Appendix B) in motivating the functional form of (and terms selected in) the candidate 
fitting function.  To facilitate the use of the IVAR data, each alloy and exposure condition 
in the IVAR database was fit using the following function, the form of which was motivated 
by the work of Debarberis et al. [Debarberis 05a]: 

Eq. 4-1 
SAT

ys BA exp1

where

ys is the measured increase in yield strength attributable to irradiation (in MPa), 

 is the neutron fluence greater than 1 MeV (in n/cm2),
A is a fit coefficient quantifying the hardening caused by matrix damage 

(in
2// cmnMPa ),

B is a fit coefficient quantifying the maximum possible hardening attributable to 
precipitation of copper and copper-alloyed second phases (in MPa), and 

SAT is a fit coefficient quantifying the fluence at which 66% of the precipitation hardening 
has occurred (in n/cm2).

This function was only fit to irradiations performed at 290 °C.  While the IVAR study included 
exposures at both higher and lower temperatures, not enough observations were made 
at temperatures other than 290 °C to support the fitting of this equation.  Least-squares fitting 
was performed using the solver function in Microsoft (MS) Excel®, and each fit was visually checked 

for reasonableness.  Table 4.1 summarizes the values of the A, B, and SAT coefficients 
for the various alloys in the IVAR database. 

4.1.1 Matrix Damage (Low-Copper) Mechanisms

Matrix hardening occurs when the defect clusters that are produced by neutron collisions 
act as barriers to dislocation motion.  In addition to these nano-voids (or vacancy clusters), 
micro-features that include solute atoms have also been associated with matrix damage.  
Solutes can act either together with vacancies as dislocation barriers, or alone as second-phase 
“complexes” or “atmospheres” that remain after the vacancies have fully dissolved. 

4.1.1.1 Fluence 

[Seeger 58] demonstrated that, for the fluence range of interest in LWRs, the amount of hardening, 
as measured by the increase in yield strength varies (primarily) in proportion with the square-root 
of the number density of the obstacles to dislocation motion.  Because fluence is a measure 
of the number of high-energy neutrons that pass through a unit area of material, it follows from 
Seeger’s finding that matrix hardening should increase in proportion with the square-root 
of the neutron fluence.  This theoretical expectation has been confirmed by experimental studies 
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[Chaouadi 05a]; indeed it forms the basis for our fitting of the IVAR database (see Section 4.1).  
Section 4.2.3 evaluates Seeger’s prediction relative to the US-LWR database. 

Despite its theoretical foundation and empirical success in predicting LWR irradiation, 

the Seeger  model cannot be considered complete because it predicts that RPV steel could 
be hardened without bound, which is certainly not the case.  Thus, the effect of MD should 
saturate above some fluence value.  Indeed, data presented by Chaouadi (see Figure 4-1) 
demonstrate that MD will saturate, but only at fluences far above those that can be achieved in 
current and advanced LWRs [Chaouadi 05a].  This information demonstrates the adequacy of 

the Seeger  model in representing fluence effects on MD for LWR conditions. 

Figure 4-1.  Data showing that matrix damage does saturate, but at fluences far above 
those that can be encountered in LWR service [Chaouadi 05a]. 

4.1.1.2 Temperature 

Temperature is expected to influence the amount of damage that irradiation imparts to a material.  
As temperature increases, the defects caused by irradiation can move more easily, thereby 
decreasing their hardening capacity because they are more prone to being annealed away.  
The effects of temperature on irradiation damage have long been recognized.  Indeed, 
Revision 2 of Regulatory Guide 1.99 states that the capsule temperature must be close to 

the beltline temperature (within 25 F, or 14 C) because the ETC described in the guide does 
not explicitly account for temperature effects.  Recent work by Chaouadi and by Debarberis 
provides an evaluation of temperature effects on MD over a wide range of temperatures (see 
Figure 4-2) [Chaouadi 05a, Debarberis 05b].  As noted by Chaouadi, both theoretical 
considerations and the available data indicate that the effect of temperature on radiation 
damage is non-linear.  Nonetheless, over the limited range of temperatures typically 
encountered in U.S. LWR operation (usually 274–296 °C, or 525–565 °F), the effect of 
temperature can be well approximate using a linear function. 
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4.1.1.3 Flux 

In 2002, an international symposium was held to review and summarize the then-current 
state of knowledge regarding dose-rate effects on RPV steel embrittlement [Soneda 02].  
Prior to that symposium, the consensus technical view was that flux effects did not occur 
in low-copper steels.  Jones and Bolton, for example, noted that “in the absence of precipitation 
effects, no influence of dose rate on irradiation hardening has been detected” [Jones 96].  
Those researchers showed data indicating that MD hardening is unaffected by dose rate 
over the range of 10-13 to 10-6 dpa/s.  Indeed, the findings of the symposium supported this view, 
as illustrated by the following statement in the symposium proceedings [Soneda 02]: 

Data from low-Cu C-Mn and MnMoNi steels support dose rate independence, 
provided that the: 

 Dose rate is below that for unstable matrix damage (UMD) formation.  
(UMD are additional defect clusters produced at high dose rate that… 
recover during irradiation.  If follows that the UMD contribution to embrittlement 
will increase with increasing dose rate.) 

 Level of bulk Cu is less than 0.1 wt-%.  (In certain cases, the threshold Cu level 
may be higher, e.g., at lower irradiation temperatures, or if copper is precipitated 
out in second phases during fabrication). 

 Irradiation temperature is between 150 and 300 °C. 

Dose rate dependence will be introduced once significant amounts of UMD forms.  
UMD is produced in high dose rate material test reactor (MTR) irradiations.  
The threshold dose rate [above which dose rate dependence will be observed]
is approximately 10

12
 n/cm

2
/s for E>1MeV at 290 °C. 

However, recent evidence available from the IVAR database suggests that there may be a mild 
flux effect on MD.  Figure 4-3 shows the variation of the A coefficient (matrix damage) from eq. 
4-1 with flux for low-copper steels.  (The plot has also been restricted in terms of nickel, 
manganese, and phosphorus to values that are typical of LWRs.)  These data suggest that, over 
the flux range examined in IVAR, decreases in flux may increase the MD embrittlement rate by 
approximately a factor of two.  Chapter 6 in Appendix A also notes the potential for flux effects 
on MD using the IVAR database. 
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Figure 4-3.  Possible flux effect on the MD coefficient for low-copper IVAR data with irradiation at 290 °C.
§

                                                
§
  Throughout the remainder of this section, plots of IVAR data (e.g. see Figure 4-3) are provided.  The 

alloys plotted are restricted to having compositions similar to the majority of those in the US-LWR 



ACCEPTED - rg1.99 report Thursday August 23 2007 - completed 1 Oct 2007.doc NRR AND EXPERT PANEL REVIEW COPY

4-12

4.1.1.4 Nickel 

As is the case with many aspects of matrix damage, direct experimental evidence of nickel effects 
(for example, by atom probe observations) is lacking.  Nonetheless, there is ample empirical evidence 
of nickel effects in controlled irradiation studies where yield strength increase or transition temperature 
shift is measured.  Both Debarberis and Chaouadi report such information [Debarberis 05c, 
Chaouadi 05a].  Figure 4-4 shows Chaouadi’s data for four different commercially available 
low-copper steels; the effect of increased nickel on increased matrix damage rate is clear.  
Chaouadi’s evidence of nickel effects is consistent with that exhibited by the IVAR data, 
as shown in Figure 4-5. 

Figure 4-4.  Nickel effect on the increase in yield strength attributable to irradiation for low-copper 
alloys (0.05 to 0.08 wt-%) in the RADAMO database [Chaouadi 05a]. 
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Figure 4-5.  Nickel effect on the MD coefficient for low-copper alloys in the IVAR database, 
with irradiation at 290 °C.

                                                                                                                               
database (i.e., Ni between 0.5 and 1.0 wt-%, Mn between 1.0 and 1.7 wt-%, and P less than 0.025 wt-
%.
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4.1.1.5 Phosphorus 

When large amounts of phosphorus are available in the steel ( 0.3 wt-% and above), non-hardening 
embrittlement can occur as a result of grain-boundary segregation of the impurity elements.  
However, at the lower phosphorus concentrations typical of western RPV steels (below 0.025 wt-%), 
grain-boundary segregation is not expected and has not been observed.  At these lower 
phosphorus levels, a physical mechanism for the formation of phosphorus-rich precipitates 
(PRP) is well established.  The work of Miller [Miller 90, Miller 92, Miller 00], Beaven [Beaven 89], 
and Solt [Solt 93] all provide physical evidence (e.g., through atom probe studies) of the formation 
of PRPs in low-copper steels.  Fabry’s radiation damage model illustrates these results 
(see Figure 4-6), showing that in low-copper steels, the rate of hardening attributable to phosphorus 
exceeds that characteristic of higher-copper materials by nearly a factor of four [Fabry 95].  
The IVAR data (Figure 4-7) illustrate that the effect of phosphorous is nearly constant 
(or indistinguishable from scatter) for low-copper materials.  To the extent that IVAR is representative 
of the U.S. LWR surveillance data, the information in this figure indicates that it may be difficult 
to numerically establish the existence of a phosphorus effect in low-copper steels. 

Figure 4-6.  Fabry model of phosphorus overlaid on RADAMO data [Chaouadi 05a]. 



ACCEPTED - rg1.99 report Thursday August 23 2007 - completed 1 Oct 2007.doc NRR AND EXPERT PANEL REVIEW COPY

4-14

 A (MD) Coeff  [MPa/(n/cm2)1/2]
X-axis Transform with square root? FALSE

X-axis Phosphorus  [wt. %] 4

Y-axis A (MD) Coeff  [MPa/(n/cm2)1/2] 8

Axis Code Axis Lable Min Max

1 Copper  [wt. %] 0 0.1

2 Nickel  [wt. %] 0.5 1

3 Manganese  [wt. %] 1 1.7

4 Phosphorus  [wt. %] 0 0.025

5 Silicon  [wt. %] 0 1000

6 Temperature  [C] 290 291

7 Flux  [n/cm
2
/sec]

8 A (MD) Coeff  [MPa/(n/cm
2
)
1/2

]

9 B (CRP) Coeff  [MPa]

10 SAT [n/cm
2
]

Flux range to plot

Number of shift values fit 3

Phosphorus  [wt. %]

ALL

0.00E+00

5.00E-09

1.00E-08

1.50E-08

2.00E-08

2.50E-08

3.00E-08

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009

High

Medium

Low

Figure 4-7.  No perceptible phosphorus effect on the MD coefficient for low-copper IVAR data 
with irradiation at 290 °C. 

4.1.1.6 Other Composition Variables 

For completeness, Figure 4-8 shows the effect of copper, manganese, and silicon content 
on the matrix damage magnitude in low-copper steels.  While no effect of either copper 
or manganese is evident, these data suggest a possible effect of silicon on matrix damage. 

4.1.1.7 Product Form 

Virtually all T30 embrittlement trend curves in use imply that the magnitude of embrittlement, 

as measured by T30, varies depending on the product form (i.e., steels of identical composition 
exposed to identical irradiation exposure conditions are predicted to experience different amounts 

of T30 depending on whether the steel is a weld, plate, or forging).  However, when one examines 
the yield-strength increase behavior attributable to irradiation, such as that reported in RADAMO 
for low-copper materials (see Figure 4-9), there is no apparent effect of product form.  
The categorical descriptor “product form” indicates the thermo-mechanical process experienced 
by a particular sample of steel before it was exposed to neutron irradiation.  These different 
processes could, in principle, lead to different initial dislocation densities, and such differences in 
hardening prior to irradiation would produce physically expected differences in the radiation 
hardening behavior.  However, RPV-grade welds, plates, and forgings are all procured to 
specifications that place controls on the permissible range of initial yield strength.  Thus, 
differences in dislocation density attributable to product form seem unlikely to explain the 

observed product form effect in T30 data within the population of construction-grade RPV steels 
in the current reactor fleet. 

In a recent analysis of a large population of CVE transition curves, EricksonKirk reported 
that the product form effects appear to either disappear, or be significantly mitigated, if the CVE 
transition curve is fit using only an exponential curve restricted to the transition regime, 
instead of using the conventional hyperbolic tangent (tanh) fitting approach [EricksonKirk 07].  
This finding suggests that the so-called product form effect may be a non-physical artifact 
of the linkage between upper-shelf and transition behavior that occurs when tanh fitting is used. 
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Figure 4-8.  Low-copper IVAR data, with irradiation at 290 °C, showing that both copper 
and manganese have no discernable effect on the matrix damage (A) coefficient.  

The IVAR data indicate that silicon content has some effect on A. 
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Figure 4-9.  No effect of product form on irradiation hardening for the low-copper materials 
in the RADAMO database, based on data from [Chaouadi 05a]. 

4.1.2 Copper-Rich Precipitation (High Copper) Mechanisms

Of the many alloying elements used in RPV-grade construction steels, copper is primarily responsible 
for precipitation hardening.  Radiation enhances the diffusion and precipitation rates 
of supersaturated copper initially held in solid solution in the ferrite matrix.  This process forms 
copper-rich precipitates (CRPs) that inhibit dislocation motion, thereby hardening the material.  
In contrast to MD hardening, CRP hardening has been recognized since the early days 
of RPV construction when, sadly, spools of weld wire were coated with copper to inhibit corrosion.  
Early construction plates and forgings also had higher copper contents than later construction 
because of the use of scrap (which included auto bodies with intact electrical systems) 
in the steel-making process. 

Early recognition of the rapid and significant potential of radiation-enhanced precipitation processes 
to embrittle RPV steels motivated nearly 30 years of research aimed at understanding 
the physical mechanisms of this type of damage, as evidenced by review articles on this topic 
(see Chapter 2 of Appendix A, as well as [Chaouadi 05b]) and the discussions in the following 
subsections. 
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4.1.2.1 Fluence and Copper 

As previously noted, radiation dramatically enhances the diffusion rate of copper and copper-
alloyed second phase particles above the rates that can be expected based on temperature alone.  
Hardening by copper precipitation rises to a peak value and is then unaffected by subsequent 
radiation exposure because no copper remains in solid solution to precipitate out and cause 
further damage.  This peak hardening is typically reported to occur in the fluence range 
of 1–2x1019 n/cm2 (E>1MeV).  The magnitude of the peak hardening depends on the amount 
of copper initially held in solid solution.  Work by Fisher [Fisher 85, Fisher 87] demonstrates 
that the peak hardening magnitude scales in proportion to the square-root of the copper content 

( Cu), in agreement with the model of Russell and Brown for thermally driven precipitation processes 
[Russell 72].  Information presented by Chaouadi (see Figure 4-10) suggests that the relation 

between peak hardening and Cu may not be exactly linear [Chaouadi 05a, Chaouadi 05b].  

Figure 4-11 shows Chaouadi’s relation between peak hardening and Cu overlaid on the peak 
hardening (B) coefficients calculated from the IVAR database.  While the agreement is good, this 
comparison also suggests that it may be difficult to discern the non-linearity suggested by 
Chaouadi in the presence of data scatter.  Data from IVAR shown in Figure 4-12 indicate that 
while the peak hardening magnitude depends strongly on copper content, copper content 
has little effect on the fluence at which peak hardening magnitude is achieved. 

Figure 4-10.  Relationship between peak CRP hardening and Cu proposed in [Chaouadi 05b]. 
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Figure 4-11.  Relationship between peak CRP hardening and Cu proposed in [Chaouadi 05b] 
overlaid on the IVAR data for high-copper steels. 
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Figure 4-12.  Relationship between the saturation fluence for CRP hardening 
and the copper content based on IVAR irradiations. 

As is evident from the curve in Figure 4-10, the relationship between peak CRP hardening and Cu
has both lower and upper asymptotes.  The upper asymptote occurs because, irrespective of 
the bulk amount of copper in the alloy, only a limited amount of copper can be held in solid solution 
in the ferrite matrix.  The bulk copper above this solubility limit precipitates from the ferrite matrix 
at the final heat treatment temperature and, therefore, is not available for subsequent precipitation 
during irradiation. The solubility limit of copper in ferrite at the final heat treat temperature 
thereby establishes the amount of copper that can form into CRPs during irradiation.  Post-weld 
heat treatment (PWHT) performed before the RPV is placed into service also precipitates copper, 
thereby removing some of it from solid solution and eliminating its ability to cause damage 
during irradiation.  For typical RPV conditions, the maximum amount of copper that can remain 
in solution is approximately 0.3 wt-% [Odette 86, Odette 88]; however, McElroy and Lowe reported 
a lower value of 0.23 wt-% for Linde 80 welds [McElroy 96]. 
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Empirical evidence strongly suggests that there is a minimum copper content required for CRP 
formation to occur.  A range of minimum copper values have been suggested and used 
in trend curve modeling, as follows: 

 [Chaouadi 05b]    Cumin = 0.03 wt-% 

 [Debarberis 05a]    Cumin = 0.05 wt-% 

 [IAEA 1442]     Cumin = 0.04 and 0.05 wt-% 

 Appendix A, Chapters 4 and 7  Cumin = 0.072 wt-% 

 Appendix A, Chapter 6   Cumin = 0.063 and 0.073 wt-% 

 [Williams 86]     Cumin = 0.15 wt-% 

Cumin values between 0.03 and 0.15 wt-% produce x-intercept values in Figure 4-11 between 
0.17 and 0.39.  Thus, when calibrating Cumin using an empirical database containing a range 
of compositions, any value within this range can be regarded as plausible.  Physical arguments 
support the existence of a minimum copper content required for CRP formation to occur.  
Server suggested that a certain volume fraction of clustered Cu may be required before 
additional hardening is observed, while Fisher observed that small amounts of copper can be 
tied up as insoluble second-phase particles (e.g., the sulfides that form during casting and welding 
processes), making this copper unavailable for CRP formation [Server 01, Fisher 83]. 

4.1.2.2 Temperature 

Empirical evidence for the effects of radiation damage on mechanical properties at various 
temperatures suggests that the effect of temperature on CRP hardening is either nonexistent 
or too small to distinguish from data scatter [Williams 86, Williams 87, Wirth 99].  Nonetheless, 
in Section 2.3.4 of Appenidx A to this report, Odette showed that, based on controlled IVAR irradiations, 
CRP temperature effects can be measured and, indeed, rationalized based on SANS data.  
Using data from a model alloy (Cu=0.4%, Ni=0.8%, Mn=1.4%), Odette showed that as 
irradiation temperature increases, both the volume fraction and the number density of precipitates 
decreases, while the size of precipitates increases.  The integrated effect of these temperature-

induced changes to the character of the CRPs is a reduction of 33% in the peak hardening capacity 
(B) of the alloy as the irradiation temperature increases from 270 to 290 °C. 

4.1.2.3 Flux 

In Section 2.3.1 of Appendix A to this report, Odette extensively discussed the effect of flux 

on CRP hardening.  A flux of 1010 n/cm2/s is seen to be an approximate dividing line between 
a regime (at lower fluxes) where flux does not influence the radiation-enhanced diffusion rate 
versus (at higher fluxes) a regime where the radiation-enhanced diffusion rate is influenced by flux.  
While the US-LWR surveillance database spans the dividing line, with boiling-water reactors 
(BWRs) generally being exposed at lower fluxes and PWRs being exposed at higher fluxes, 
the IVAR experiments focused on the flux-dependent regime.  Using data from a model alloy 
(Cu=0.4%, Ni=1.25%, Mn=1.4%), Odette showed that as flux decreases from 9x1011 to 1x1011 n/cm2/s,
both the volume fraction and size of precipitates increases.  The integrated effect of these flux-

induced changes is said to increase the saturation fluence for needed for CRP hardening ( SAT),
but leaves the peak CRP hardening potential (B) unaffected.  Figure 4-13 and Figure 4-14 examine 

these ideas relative to both the high-Cu IVAR data and those alloys having Cu 0.3 wt-%.

These data reveal that the increase of SAT with flux is modest over this flux range.  Also, the effect 
of increasing flux on the peak CRP hardening potential (B) is either nonexistent, as expected 
from the discussion in Section 2.3.1 of Appendix A, or may in fact slightly reduce the peak 
hardening potential. 
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4.1.2.4 Solute Elements Other than Copper (Ni, Mn, P, and Si) 

The presence of other solute elements in the alloy (e.g., nickel, manganese, phosphorus, 
and silicon) can further enhance its precipitation hardening capacity [Mader 95, Liu 97].  
The effective energy of these atoms is lower in the precipitates than in the matrix, making conditions 
favorable for their precipitation [Odette 98].  Copper-alloyed second phases are both larger 
and more numerous than copper-only precipitates, making them greater impediments 
to dislocation motion and, thereby, enhancers of hardening.  Using the IVAR database 
for high-copper alloys (above 0.1 wt-%) having compositions typical of US-RPV steels, Figure 4-15 
and Figure 4-16 examine the potential effects of nickel, manganese, phosphorus, and silicon 
on the peak CRP hardening potential (B) and saturation fluence (respectively) for CRP hardening 

( SAT).  Only nickel content has a clear effect on both variables. 

4.1.2.5 Product Form 

As previously noted in Section 4.1.1.7, virtually all T30 embrittlement trend curves imply that 

the magnitude of embrittlement, as measured by T30, varies depending on the product form, 
despite the fact that such product form dependencies are not present in yield strength increase data.  
Figure 4-17 indicates that this same observation applies to higher-copper materials 
where irradiation damage by CRP occurs. 
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Figure 4-13.  Relationship between the saturation fluence ( SAT) for CRP hardening and flux 

based on IVAR irradiations for (top) all high-copper alloys and (bottom) only alloys having 0.3 wt-% Cu. 
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Figure 4-14.  Relationship between the peak CRP hardening (B) and flux 

based on IVAR irradiations for (top) all high-copper alloys and (bottom) only alloys having 0.3 wt-% Cu. 
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Figure 4-15.  Relationship between the peak CRP hardening (B) and the content of nickel, 
manganese, phosphorus, and silicon based on IVAR irradiations.  

Of these elements, only nickel has a clear effect on B. 
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Figure 4-16.  Relationship between the saturation fluence ( SAT) for CRP hardening 
and the content of nickel, manganese, phosphorus, and silicon based on IVAR irradiations.  

Of these elements, only nickel has a clear effect on SAT.
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Figure 4-17.  No effect of product form on irradiation hardening for the higher-copper materials 
in the RADAMO database, based on data from [Chaouadi 05a]. 

4.1.3 Superposition Rule

The effects of matrix damage and precipitation of copper and copper-alloyed second phases 
both act to harden the material at the same time.  Consequently, the proper way to combine 
these effects needs to be established so that the total hardening can be estimated.  Section 2.2.2 
of Appendix A to this report discusses superposition rules.  Based on a model that accounts for 
the dislocation bowing angle produced by various obstacle sizes and densities, Section 2.2.2 
of Appendix A concludes that if the hardening effects that are being added arise from defects 
of roughly equal size that produce hardening of roughly equal magnitude, the summed hardening 
should be the square-root of the sum of the squares of the individual hardening contributions.  
Conversely, if the hardening effects that are being added arise from defects of different sizes 
that produce hardening of different magnitudes, the summed hardening should be the simple 
linear sum of the individual hardening contributions.  This model, which is shown (in Section 2.2.2 
of Appendix A) to agree well with laboratory data, suggests that a linear sum approach 
is currently most appropriate for adding the effects of MD and CRP for U.S. LWR alloys 
because the hardening contribution of MD is usually much smaller than that resulting from CRP.  
This conclusion is consistent with Chaouadi’s assessment of the RADAMO data [Chaouadi 05a].  
However, it should be noted that Odette’s model (in Section 2.2.2 of Appendix A) also suggests 
that the most appropriate superposition rule may change in the future as MD continues to accumulate, 
but CRP damage saturates. 
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4.1.4 Candidate Fitting Function

Table 4.2 summarizes the information presented in Sections 4.1.1 and 4.1.2 concerning the effects 

of various exposure, composition, and categorical variables on T30.  The following two subsections 
use these insights to build candidate fitting functions for both a matrix damage and a copper-rich 
precipitate term which, in accordance with the observations in Section 4.1.3, are added linearly, 
as follows: 

Eq. 4-2 )(30)(3030 CRPMD TTT

to estimate the total shift in the Charpy 30 ft-lb transition temperature caused by irradiation damage. 

4.1.4.1 Matrix Damage Term 

The matrix damage term in Eq. 4-2 is expressed as follows: 

Eq. 4-3 FFTFCFPFT MD)(30

where

 the product form (PF) term is: 

Forging

Plate

Weld

PF

 the chemistry factor(CF) is: CuASiAPAMnANiACF 543211

 the temperature factor (TF) is: 

tempE
T

TF
550

 the flux factor ( F) is: 

fluxE
Log

F
7.10

10

 the fluence factor ( F) is: fluenceE
F

Based on the insights from Section 4.1.1, as summarized in Table 4.2, the following expectations 
exist regarding the fitting coefficients: 

 The chemistry factor coefficients for nickel, phosphorous, and silicon (A1, A3, and A4,
respectively) are all positive and significantly greater than zero. 

 The chemistry factor coefficients for manganese and copper (A2 and A5, respectively) 
are probably close to zero.  These terms are retained in the fitting function for purposes 
of generality and to allow for calibration of a manganese or copper effect if such an effect 
is apparent in the surveillance data. 

 The temperature exponent (Etemp) is negative, reflecting greater embrittlement at lower 
temperatures.  The value of 550 °F is used in the denominator of the TF term 
because this is the nominal water temperature in most PWRs, and because it is close to 
the mean temperature of the surveillance database.  Over the temperature range 
of the surveillance database (525–565 °F), a value of Etemp =-4 produces near-perfect 
agreement with the mean trend of the data presented by [Chaouadi 05a], as shown 
in Figure 4-2. 
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 The IVAR data suggest that the magnitude of MD increases slightly as flux is reduced.  
Therefore, the flux exponent (Etemp) should be negative.  The value of 10.7 is used 

in the denominator of the F term because this is the average of the Log10( ) values 
in temperature of the surveillance database. 

 Both theoretical expectation and empirical evidence strongly suggests that the fluence 
exponent (Efluence) should be ½, and this value will be attempted when fitting 
the surveillance database.  Efluence is expressed as a variable in the fitting function 
for purposes of generality. 

4.1.4.2 Copper-Rich Precipitate Term 

The copper-rich precipitate term in Eq. 4-2 is expressed as follows: 

Eq. 4-4 FTFCFPFT CRP)(30

where

 the product form (PF) term is: 

Forging

Plate

Weld

PF

 the chemistry factor(CF) is: 

SiBPBMnBNiCuCuMAXCuMINBNiBCufCF 654minmax32 ,0,1

  where CuE

mb CuBBCuf 11 , subject to 0 f(Cu) BCu(max)

 the temperature factor (TF) is: 

tempE
T

TF
550

 the fluence factor ( F) is: 
SAT

F exp1

SiCPCMnCCuCuC
Log

CNiCCSAT 654min3
10

210
7.10

Based on the insights from Section 4.1.2, as summarized in Table 4.2, the following expectations 
exist regarding the fitting coefficients: 

 The dependence of the chemistry factor on copper is (approximately) as illustrated 
in Figure 4-18, which also illustrates the relationship between the various copper-based 
coefficients in Eq. 4-4.  Values of Cumin have been reported to range from 0.03 to 0.15 wt-% 
(see Section 4.1.2.1).  Values of CuMax are typically around 0.3 wt-% [Odette 86, Odette 88].  
Based on the theoretical model of Fisher, ECu should be ½ [Fisher 85, Fisher 87]. 

 The chemistry factor coefficient for nickel (B2) is positive and significantly greater than zero.  
The copper/nickel interaction coefficient (B3) appears in this equation based on 
the empirical need that arose during the fitting process described in Section 4.2.4. 

 The chemistry factor coefficients for manganese, phosphorus, and silicon (B4, B5, and B6,
respectively) are probably close to zero.  These terms are retained in the fitting function 
for purposes of generality and to allow for calibration of these effects on CRP hardening 
if such effects should be apparent in the surveillance data. 
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 The temperature exponent (Etemp) is negative and may be statistically indistinguishable 
from zero.  As described in Section 4.1.2.2, the technical literature suggests that Etemp

is close to zero; however, in Chapter 6 of Appendix A to this report, Odette provided 
evidence that Etemp may assume a negative value. 

 The saturation fluence (C0), at which 66% of the peak hardening attributable to CRP is 
reached, should be approximately 1x1018 n/cm2.

 The saturation fluence is expected to be increased by both increasing nickel 
and increasing flux; therefore, C1 and C2 are both expected to be positive. 

 The saturation fluence coefficients for manganese, phosphorus, and silicon (C4, C5, and C6,
respectively) are probably close to zero.  These terms are retained in the fitting function 
for purposes of generality and to allow for calibration of these effects on CRP hardening 
if such effects should be apparent in the surveillance data. 

The form of the fluence function selected in Eq. 4-4, which was motivated by the work of [Debarberis 05a], 
is but one of many “appropriate” mathematical functions that rise steeply and then level off 
at an asymptote.  Other mathematical forms that have been used as CRP fluence functions 
include the hyperbolic tangent function (see Chapters 4 and 7 of Appendix A) and the Avrami function 
(see Chapter 2 of Appendix A).  The form of Eq. 4-4 was adopted for this fitting exercise 
based on simplicity; the functionality with fluence in this function is controlled by only one 

fitting parameter ( SAT), whereas the hyperbolic tangent and Avrami functions both have 
two fitting parameters. 
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Figure 4-18.  Dependence of the CRP chemistry factor on copper 
and relationships between fit variables. 
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4.1.5 Physically Anticipated vs. Empirically Calibrated Trends

To this point, Section 4.1 has summarized the embrittlement trends that one can expect to find 
manifest in ferritic steels when subjected to the exposure conditions (i.e., combinations of fluence, 
flux, and temperature) that are characteristic of the beltline region of LWRs.  The next section (Section 
4.2) investigates the existence and magnitude (or lack thereof) of these effects in the US-LWR 
surveillance database.  As the empirical fit is developed and described in Section 4.2, it is important 
to keep the following ideas in mind: 

The absence of a physically anticipated trend from a particular empirical database 
does not prove that the expected trend does not exist, or is not real. For example, 
as stated in Section 4.1, we cannot expect to observe non-hardening (grain-boundary) 
embrittlement in the US-LWR database because the impurity content (phosphorus, 
silicon, tin, antimony, and other tramp elements) of U.S. RPV steels is sufficiently low 
that preferential segregation of these elements to the grain boundaries will not occur 
for the exposure conditions of interest.  Likewise, if we examine a database populated 
entirely by low-copper steels we should not expect to observe embrittlement 
by the precipitation of copper-rich second phases from the ferrite matrix; but such an observation 
would not mean that CRP embrittlement is not real.  Thus, it is important to note 
when physically expected trends that are evident elsewhere cannot be found in the US-LWR 
surveillance database, in order to either (1) establish the applicability limits of the empirical 
calibration to the surveillance data, or (2) modify the calibration to improve its applicability 
to a larger range of service conditions.

The existence of an empirical trend does not provide conclusive proof of its 
physical existence.  Virtually all previously published embrittlement trend curves 
that relate Charpy transition temperature shift to exposure and composition variables 
include “product form” terms (i.e., different leading coefficients depending on whether 
the steel in question is a weld, a plate, or a forging).  Indeed, different coefficients 
are sometimes used depending on the flux type used in weld fabrication (e.g., Linde 80).  
These “product form” effects on Charpy transition temperature suggest that, even with 
all other factors held constant, the pre-irradiation thermo-mechanical treatment of the steel 
affects its sensitivity to damage by neutron irradiation.  (This idea stands in sharp contrast 
to the physical finding that the the initial mechanical properties have a very small effect 
on the embrittlement response [Chaouadi 05a].)  Also, product form effects cannot be found 
in either yield-shift data (see Figure 4-9 and Figure 4-17) or fracture toughness data 
[Kirk 98, Sokolov 00].  These observations suggest that the product form effects 
found in Charpy transition temperature shift trend curves may, in fact, be an artifact 
of the Charpy tanh analysis methodology, as supported by recent work [EricksonKirk 07].  
Another situation that can produce empirical trends where no physical expectation exists, 
or that can obscure physically anticipated trends, occurs when regressor variables 
are strongly correlated, or when they exist only over limited ranges.  For example, 
in the US-LWR database, the only materials that have low Mn (<1 wt-%) are forgings, 
making it difficult to distinguish between a forging “product form” effect and potential 
Mn effects on embrittlement.
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4.2 Fit of a T30 Embrittlement Trend Curve to the US-LWR Surveillance Database 

This section describes the development of an equation to express T30 as a function of exposure, 
composition, and categorical variables.  The numerical parameters in the equation, the form 
of which is based on the physical insights and literature data as discussed in Section 4.1, 
are established by calibrating the functional form established in Section 4.1.4 to the US-LWR 

T30 surveillance database.  This section provides details regarding the fitting procedure (Section 4.2.1), 
the database (Section 4.2.2), and the application of the fitting procedure to the database 
(Sections 4.2.3, 4.2.4, and 4.2.5).  In addition, Section 4.3 presents an assessment of how well 
this fit represents other data available in the literature. 

4.2.1 Fitting Procedure

This investigation employed the following five-step fitting procedure: 

Step 1. Based on physical insights and literature data, a candidate fitting function 
was established as described in Section 4.1. 

Step 2. The MD fitting function from Step 1 (Eq. 4-3) was fit to all records in the US-LWR 
surveillance database having Cu at or below 0.07 wt-%, using the method described 
in the remainder of this section.  The 0.07 split value was adopted because it is near 
the midrange of the values reported in the literature, and because it is close to 
the 0.072 value used by Eason in previous analysis of this database [Eason 98].  
The appropriateness of the 0.07 split value is assessed in Steps 3 and 4 of this procedure. 

Step 3. The CRP fitting function from Step 1 (Eq. 4.4) was fit to all records in the US-LWR 
surveillance database having Cu above 0.07 wt-%, using the method described 
in the remainder of this section.  In performing this fit, the MD function established 

in Step 2 was subtracted from the measured T30 values to estimate the shift 
attributable only to CRP. 

Step 4. The MD and CRP fits determined in Steps 2 and 3 were combined and assessed 
relative to the entire US-LWR surveillance database.  The appropriateness 
of the 0.07 Cu split value to the entire database was also assessed in this step.  
In addition, this step included determining whether it is possible to simplify either 
the MD or CRP fits by removing terms. 

Step 5. The best fit(s) from Step 4 were assessed for their predictive ability relative to data 
that were not used in developing the fit(s).  This assessment may lead to either, 
or both, of the following: 

 better understanding of the applicability limits of the best fit equation 
 modification of the best fit equation so that it applies to a larger range of conditions. 

Once a candidate model is established in each of Steps 2, 3, and 4, a criterion was needed 
to determine which combination of parameters constitutes a “best fit” to the data.  When fitting 
simple models to data, a commonly used fitting strategy is to minimize the sum of squared residuals 
(where a “residual” is the difference between a measurement and the model’s prediction 
for the conditions of the given measurement).  However, previous efforts to fit the US-LWR 
surveillance database revealed that additional and/or alternative criteria are needed because 
the mean-square error is not very sensitive to changes in a model of the complexity needed 
to represent the effects of both MD and CRP hardening [Eason 98, Server 01] (i.e., both good 
and not so good models can have mean-square error values that differ by only fractions 
of a degree Fahrenheit). 
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The goodness-of-fit criterion used in this investigation involved minimizing the T-statistics 

on slopes and intercepts of lines fit to {Y = T30 Fit Error} vs. {X = Regressor Variable}.  (Figure 4-19 
shows a typical plot.)  Slopes and intercepts (and their standard errors) were determined 
by fitting the following equation: 

Eq. 4-5   bmTT Measurededicted )(30)(Pr30

to data such as those illustrated in Figure 4-19 for a particular regressor variable  (e.g. flux, 
fluence, copper, etc.).  The m and b values in Eq. 4-2 were estimated using the MS-Excel®

linest function.  The T-statistic values for m and b were determined as the ratio of the estimated 
value of the parameter to its standard error, both of which are output by linest.  Specifically, 
the T-statistics were defined as follows: 

Eq. 4-6   
)(

)(
mse

m
Tm

)(
)(

bse

b
Tb

Here, “se” denotes the standard error of the parenthetically indicated parameter, while the subscript 
indicates the regressor variable of interest. 
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Figure 4-19.  Calculation of T values for slope and intercept estimates from a residuals plot. 
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To assess the goodness-of-fit to the database as a whole, both total and maximum T values 
(TTOTAL and TMAX, respectively) were calculated for each fit performed to the data, as follows: 

Eq. 4-7   
i

ib

i

imTOTAL TTT )()(

Eq. 4-8   )()( , ibim
i

MAX TTMAXT

In both equations, “i” is an indicator denoting, respectively, all of the following variables:  
fluence, flux, temperature, copper, nickel, phosphorus, manganese, product form, 

and T30(PREDICTED).  Three specific points should be noted regarding Eq. 4-7 and 4-8: 

 Product Form:  The Tm( ) and Tb( ) values were established by defining an indicator 
variable for “X,” where X=1 for forgings, X=2 for welds, and X=3 for plates. 

 Silicon:  The Tm( ) and Tb( ) values for silicon were not included in the TTOTAL and TMAX

values because there were 16 records in the US-LWR database having no reported 
silicon value.  An acceptable fit on silicon was established after an otherwise good fit 

was found by removing these 16 records from the database and computing the Tm( )

and Tb( ) values for silicon. 

T30(PREDICTED): T30(PREDICTED) is not a regressor variable, but rather the predicted result.  

Inclusion of T30(PREDICTED) in the TTOTAL and TMAX metrics was found to result in a better 
overall balance of errors between the different regressor variables than when 

T30(PREDICTED) was omitted from the TTOTAL and TMAX metrics. 

Our fitting approach at Steps 2, 3, and 4 involved minimizing TTOTAL using the solver routine 
in MS-Excel®.  The solver “target” was set to TTOTAL, “minimize” was selected, and “by changing” 
cells were assigned as the variable parameters in the fit being performed.  No constraints were 
placed on any of the variable parameters.  The starting conditions (or guesses) for the variable 
parameters of the models that were submitted to solver were established by trying various parameters, 
or combinations of parameters, and observing which parameters or parameter combinations 
led to the least statistically significant residual trends.  Initial guesses were guided by both the insights 
and data summarized in Section 4.1, and statistical requirements for goodness of fit.  
Once an acceptable combination of parameters was established through this manual process, 
the parameter guesses were submitted to solver to further improve the statistical goodness of fit. 

After running solver to minimize TTOTAL, each candidate fit was classified as follows based on 
the value of TMAX:

Unacceptable: TMAX > 1.97.  This indicates a statistically significant residual trend, at the 5% 
significance level, for at least one of the candidate regressor variables. 

Provisional: 1.97 > TMAX > 1.  These models have no statistically significant residual trends.  

However, several Tm( ) and Tb( ) values can be close to 1.97 in these models, 
and slightly different initial guesses for the parameters can lead to 
unacceptable models.  Also, these models tend to exhibit an uneven 
distribution of errors among the regressor variables.  For example, a 

provisional model may have Tm( ) and Tm(Cu) both above 1.9, while all other Tm( )

and Tb( ) values are below 0.4.  The instability of provisional fits (i.e., the ease 
with which they could be made “unacceptable”) and the heterogeneity of their 
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error distribution among their regressor variables motivated further 
refinement.

Acceptable: TMAX < 1.  These models tend to have a reasonably homogeneous distribution 
of error across the regressor variables.  They also tend to be sufficiently robust 
so that variations in parameter guesses cannot spawn “unacceptable” models. 

The fitting process continued at Steps 2 and 3 (MD and CRP fitting, respectively) until it identified 
acceptable models, after which an effort was made to simplify the model (by removing parameters) 
while having it remain acceptable.  If multiple acceptable models were found, a selection was made 
between them based on considerations of (1) the physical plausibility of the fit parameter values, 
and (2) the statistical stability of the fit.  At Step 4 the acceptable models from Steps 2 and 3 
were combined.  Effort was again made to simplify the combined model (by removing 
parameters) while having it remain acceptable.  The joint criteria of physical plausibility and 
statistical stability again guided the selection of the final combined model. 

4.2.2 The US-LWR T30 Surveillance Database

The database used was the same as that described in Appendix A, which includes all of the CVN 
surveillance (and associated) data collected from U.S. LWRs through 2003: 

 936 T30 data records were used for fitting.  This total included 247 observations 

that were used to fit the MF term (i.e., Cu 0.07 wt-%) and 689 observations that were 
used to fit the CRP term (i.e., Cu >0.07 wt-%).  The total database includes 12 other 

T30 data records, but these were not used because the value of Mn was unknown 
for these records. 

 The data set sizes used in assessing the goodness of the combined fit were 920 for Si, 
and 936 for all other variables. 

 871 USE records were used for fitting (see Chapter 5). 

Figure 4-20 and Figure 4-21 illustrate (respectively) the variation of exposure and composition 
variables contained within the surveillance database.  The distribution of and between 
the various variables is uneven (e.g., the database does not represent all possible combinations 
of copper and nickel between the minimum and maximum observed values).  This unevenness 
complicates fitting because the effects that are physically attributable to one regressor variable 
may be reflected in the database by a different variable because of correlations between two 
(or more) regressor variables.  In addition, this unevenness may make it impossible to observe 
certain physically expected trends using this particular set of empirical data.  Nonetheless, 
this unevenness occurs as a natural consequence of the physical metallurgy of the ferritic steels 
used for pressure vessel construction.  As one might expect, the database contains 
a reasonably uniform distribution of the tramp and non-alloying elements (i.e., copper, 
phosphorus, and silicon) because these undesirable elements are never intentionally added 
to the melt for this class of steels.  However, there is less uniformity in the distribution of nickel 
and manganese because these alloying elements are intentionally added to the melt to improve 
both fracture toughness and strength for this class of steels. 
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Figure 4-20 and Figure 4-21 support the following specific observations: 

 The only data records that have low manganese (<0.75 wt-%) are for forgings.  
By contrast, plates and welds both have higher manganese and scatter over a similar 
range.  For that reason, it may be difficult to differentiate between a manganese effect 
(if one exists) and a product form effect. 

 Only welds exhibit a wide range of nickel content.  By contrast, both forgings and plates 
exhibit nickel values that are much more tightly grouped and exist close to the midpoint 
of the nickel range exhibited by welds. 

 Copper and phosphorus are roughly correlated (i.e., high-copper materials tend to have 
higher phosphorus content, while low-copper materials tend to have lower phosphorus) 
for all three product forms. 

 In this database, flux and fluence are strongly correlated because they are not 
independent variables (i.e., flux is determined by dividing fluence by time).  This may 
complicate or impede the resolution of physically expected flux trends because they are
difficult to distinguish from fluence trends. 

 While the database contains fluences as high as 7x1019 n/cm2, high-fluence data 
are sparse above approximately 2–3x1019 n/cm2.  This scarcity of high-fluence data 
may complicate good calibration of both the CRP saturation level and the magnitude 
of the matrix damage contribution to hardening. 

 While the database contains copper values as high 0.42 wt-%, high-copper data 
are sparse above approximately 0.3 wt-%.  This scarcity of high-copper data 
may complicate good calibration of the CRP copper saturation level. 
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Figure 4-20.  Variation of exposure variables within the surveillance database. 
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4.2.3 Fit of the Matrix Damage Term

This section describes a fit of the MD term, Eq. 4-3, which is repeated below for ease of reference.  

This equation is fit to the 247 records in the US-LWR surveillance database having Cu 0.07 wt-%. 

Eq. 4-3(repeated)   FFTFCFPFT MD)(30

where

Forging

Plate

Weld

PF CuASiAPAMnANiACF 543211

tempE
T

TF
550

fluxE
Log

F
7.10

10
fluenceE

F

Table 4.3 contains the coefficients and statistical assessments of the various models that were 
tried in the fitting process, while Figure 4-22 summarizes the statistical evaluation and classification 
of these fits.  The fit ultimately developed as follows: 

Model 1: Based on the physical insights summarized in Section 4.1.1, the first 
candidate fit had the following features: 

 a product form coefficient that could be different for welds, plates, 
and forgings 

 a chemistry factor that depends only on nickel content 
 a dependence on temperature 
 a dependence on flux 

 a dependence on fluence that is fixed to 

As detailed in Table 4.3, this model has a TMAX of 1.64 (making it provisional 
according to the model classification strategy described in Section 4.2.1); 
this value is controlled by the residual on phosphorus. 

Model 2: Model 1 was modified by allowing the chemistry factor to depend on 
phosphorus, as well as nickel.  As detailed in Table 4.3, this model has 
a TMAX of 0.79, making it an acceptable model. 

Models 3 and 3(2): Despite the strong evidence in the literature for a nickel effect on MD, 
the Model 2 chemistry factor for nickel in Table 4.3 is numerically small 
(0.03).  This may be because the nickel content in the low-copper data 
only goes as high as 1 wt-%, as shown in Figure 4-23.  Because of 
the weak nickel-dependence in the US-LWR low-copper database, 
the nickel term was removed in Model 3 and the model was re-calibrated.  
As detailed in Table 4.3, Model 3(2) has TMAX and TTOTAL values that are 
both less than those of Model 2. 

Model 4: Model 3(2) was modified by allowing the fluence exponent to vary 
from the physically expected value of ½.  The resulting best fit value 
was very close to ½.  While Model 4 is classified as acceptable, it did not 
offer an empirical improvement over Model 3(2). 
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Models 5 and 5(2): Model 3(2) was modified by removing the effect of phosphorus 
from the chemistry factor.  Model 5 was not optimized according to 
the TTOTAL criteria of Eq. 4-7, whereas Model 5(2) was.  Model 5 
is provisional, with the Tm(P) value being the highest and near statistical 
significance at 1.72.  Distribution of the model errors over all of 
the regressor variables using the TTOTAL criteria produced Model 5(2), 
which is unacceptable because it has statistically significant 
residual trends for phosphorus. 

Models 6 and 7: These models both start from Model 3(2) but have (respectively) 
the effects of flux and temperature removed.  After distribution 
of the model errors over all of the regressor variables using the TTOTAL

criteria, both models are seen to be unacceptable, having statistically 
significant residual trends. 
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Figure 4-22.  Statistical evaluation and classification of MD fits. 

Based on this analysis, Model 3(2) was selected as the candidate matrix damage model.  Model 
3(2) has product form, flux, fluence, and temperature effects, as well as an effect of phosphorus.  
The following list summarizes Model 3(2) and provides an assessment of its trends relative to 
expectations:

 The dependence on fluence is fixed at the theoretical exponent of ½, with the empirical 
evidence in the US-LWR database providing strong support for this value. 

 The temperature and flux effects in Model 3(2) are in the correct direction 

(i.e., lower values of flux and temperature are both seen to increases T30).
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 As shown in Figure 4-24, the magnitude of the flux effect (Eflux=-3.46) is in good agreement 
with the IVAR data for low-copper materials.

 Figure 4-25 shows that the temperature effect in the LWR surveillance data is much larger 

than that reported in the literature.  (The literature data support a value of Etemp of -4,
whereas Model 3(2) has a calibrated value of -14.6). 

 Model 3(2) contains a phosphorous effect that, while difficult to see in the experimental 
data of the US-LWR database is nevertheless included in many embrittlement trend 
curves. 

 Model 3(2) does not contain the expected and easily seen (in other empirical data) effect 
of nickel on matrix damage, perhaps due to the limited range of Ni in the low copper US-
LWR database. 
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Figure 4-23.  Variation of nickel content, and its effect on T30, in the low-copper portion 
of the US-LWR surveillance database 
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Figure 4-24.  Comparison of the Model 3(2) flux effect (curves) with the low-copper portion 
of the PVAR database (points).  Comparison made over the flux range 

of the US-LWR surveillance database. 
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RADAMO MD Temperature Factor

US Surveillance MD Temperartue Factor, Etemp = -14.64

Figure 4-25.  Comparison of the Model 3(2) temperature dependence 
(solid curve, shown only over the temperature range of the US-LWR surveillance database) 

with the temperature trend reported for the RADAMO database [Chaouadi 05a]. 
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4.2.4 Fit of the Copper-Rich Precipitate Term

This section describes a fit of the MD term, Eq. 4-4, which is repeated below for ease of reference.  
This equation is fit to the 689 records in the US-LWR surveillance database having Cu >0.07 wt-%. 

Eq. 4-4(repeated)   FTFCFPFT CRP)(30

where

Forging

Plate

Weld

PF

SiBPBMnBNiCuCuMAXCuMINBNiBCufCF 654minmax32 ,0,1

 where CuE

mb CuBBCuf 11 , subject to 0 f(Cu) BCu(max)

tempE
T

TF
550

SAT

F exp1

 where SiCPCMnCCuCuC
Log

CNiCCSAT 654min3
10

210
7.10

Table 4.4 contains the coefficients and statistical assessments of the various models 
that were tried in the fitting process, while Figure 4-26 summarizes the statistical evaluation 
and classification of these fits.  The fit ultimately developed as follows: 

Model 1 to 1(3): Based on the physical insights and other information summarized 
in Section 4.1.2, the first candidate fit had the following features: 

 The product form coefficient could be different for welds, plates, 
and forgings, 

 The chemistry factor depends only on copper, nickel, 
and a copper*nickel product.  (This latter term was motivated 
by insights from preliminary modeling efforts).  The magnitude 

of the chemistry factor scales with Cu up to a maximum value 
that can be fit, but is not imposed in this model. 

 Only steels having a copper content above some minimum value 
(in this model held fixed at 0.07 wt-%.) experience CRP, 
consistent with the MD model developed in Section 4.2.3. 

 The saturation fluence is allowed to depend on both flux and nickel 
content, consistent with the data presented in Figure 4-13 
and Figure 4-16. 

As detailed in Table 4.4, after several different trials with various 
starting guesses, this model remains unacceptable, having a TMAX value 
that always exceeds 1.97. 

Model 2: Model 1(3) was modified by adding a temperature term.  While successful 
in eliminating the statistical significance of the residual trend vs. temperature 
[which was the largest in Model 1(3)], overall this model remains 
unacceptable because the TMAX value always exceeds 1.97. 
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Model 3: Model 2 was modified by eliminating the nickel effect on SAT.
While successful in reducing the significance of the residual trend 
vs. nickel, overall this model remains unacceptable because 
the TMAX value always exceeds 1.97. 

Models 4 to 4(3): Model 3 was modified with the aim of eliminating the statistically significant 
trend vs. copper (the only residual trend that was not acceptable in Model 3) 
by allowing two copper-related coefficients to be fit rather than prescribed 

(Cumin and the copper exponent) and by allowing SAT to vary with 
copper content.  After several different initial guesses, an acceptable model, 
Model 4(3) was achieved with a TMAX value of 0.62. 

Model 5: Model 4(3) was simplified by eliminating the effect of flux on SAT.
Model 5 is acceptable, with a TMAX value of 0.85. 
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Figure 4-26.  Statistical evaluation and classification of CRP fits. 

While Model 5 should have been selected as the baseline CRP model, it was only realized after 
the combined models described in Section 4.2.5 had been developed based on Model 4(3) 
that Model 5 existed.  It may, however, be noted that, like Model 5, the combined model 

recommended in Section 4.2.5 also has no effect of flux on SAT.  It is, therefore, believed that 
this deviation from our modeling protocol did not have a significant effect on the final outcome. 

Model 4(3), which was selected as the candidate CRP model to take forward to the combined 
analysis, has an embrittlement magnitude that depends on product form, copper, and nickel.  
The fluence at which CRP saturation occurs depends on both flux and copper content.  The 
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following list summarizes Model 4(3) and provides an assessment of its trends relative to 
expectations:

 The dependence of CRP embrittlement magnitude on copper and nickel alone 
is as expected based on the information summarized in Sections 4.1.2.1 and 4.1.2.4. 

 While a dependence of embrittlement magnitude on Cu was expected theoretically,
we did not find it possible to enforce this dependence and establish a fit 
without statistically significant prediction residuals vs. copper.  However, the best-fit 
exponent for copper, 0.6, is reasonably close to the expected value of 0.5. 

 The minimum copper value for CRP precipitation was determined to be 0.083 
(by fitting the LWR data).  This value is in the range of values reported 
in the literature (see information summarized in Section 4.1.2.1). 

 It was not necessary to impose a maximum copper value on the f(Cu) function 
to achieve a statistically acceptable fit.  This may be because of the limited number 
of data records that have copper values above the typically reported maximum 

copper value of 0.3 wt-%. 

 Overall, there is reasonable agreement between the magnitude of the CRP term 
in Model 4(3) and the information found in both the IVAR and RADAMO databases 
(see Figure 4-27). 

 The slight dependence of CRP embrittlement magnitude on temperature was foreseen 
based on the IVAR data (see Chapter 2 of Appendix A) but, otherwise, has not been 
reported in the literature. 

 Model 4(3) suggests that the saturation fluence, SAT, depends on copper, is weakly 
dependent on flux, and does not depend on nickel.  This lack of dependence on nickel 
was unexpected based on the literature information summarized in Section 4.1.2.4, 

as was the dependence on copper.  While small flux effects on SAT can be discerned 
for very limited ranges of composition, it is perhaps not surprising that these effects 
cannot be resolved relative to the scatter of the US-LWR database.  The comparison 

of the calibrated SAT range from Models 4(3) and 5 to the IVAR data in Figure 4-28 
suggests that the average calibrated value may be a bit high for the flux and nickel 
ranges of concern to LWR service. 
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Figure 4-27.  Comparison of the predictions of CRP Model 4(3) with the IVAR database 
and with the trend reported by Chaouadi based on the RADAMO data [Chaouadi 05a].  

The IVAR data and the Model 4(3) trends are for normal Ni levels (0.5 to 1.0 wt-%) 

and an irradiation temperature of 550 °F. 
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Figure 4-28.  Comparison of the calibrated range for SAT from CRP Models 4(3) and (5) 
with the IVAR database. 
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4.2.5 Combination of MD and CRP Terms 

The starting point for the combined model is MD Model 3(2) and CRP Model 4(3).  Table 4.5 
contains the coefficients and statistical assessments of the various models that were tried in the 
fitting process, while Figure 4-29 summarizes the statistical evaluation and classification of 
these fits.  The fit ultimately developed as follows: 

Model 1 and 1(2): Model 1 combines MD Model 3(2) and CRP Model 4(3); this combined 
model was optimized using solver to create Model 1(2).  Both of these 
models are acceptable as they have TMAX values below 1.

Model 2 and 2(2): Model 1(2) was simplified by removing the copper effect from SAT.
After one iteration an acceptable version of this model, Model 2(2), was 
achieved.

Model 3 and 3(2): Model 2(2) was simplified by removing the flux effect from SAT.
After one iteration an acceptable version of this model, Model 3(2), was 
achieved.

Model 4: Model 3(2) was simplified by shifting all of the temperature effect 
into the MD term.  The resulting model, Model 4, was classified 
as provisional, but was not used because this approach increases 
the magnitude of the Etemp coefficient in the MD term.  This increase 
moves Etemp further from the value of -4 suggested by the literature data.  
For this reason, Model 4 was not further pursued. 

Other simplifications of the combined Model 3(2) were attempted, including removal (one at a time) 
of both phosphorus and flux from the MD term.  These removals created unacceptable models 
with residuals that were difficult to null out by simple adjustment of a limited number of model 
parameters.  These simplification attempts were, therefore, abandoned. 

Model 3(2) was selected as the best combined model based on this modelling strategy.  Table 4.5 
provides rounded parameters for use in Model 3(2), and demonstrates that Model 3(2) does not 
have any statistically significant residuals with respect to silicon. 



ACCEPTED - rg1.99 report Thursday August 23 2007 - completed 1 Oct 2007.doc NRR AND EXPERT PANEL REVIEW COPY

4-50

0

4

8

12

1
: 

M
D

 &
 C

R
P

 c
o

m
b

in
e
d

1
(2

):
 O

p
ti

m
iz

e
 M

1

2
: 

R
e

m
o

v
e

 C
u

 e
ff

e
c

t 
fr

o
m

F
S

A
T

2
(2

):
 O

p
ti

m
iz

e
 2

3
: 

R
e

m
o

v
e

 f
lu

x
 e

ff
e

c
t 

fr
o

m

F
S

A
T

3
(2

):
 O

p
ti

m
iz

e
 3

4
: 

S
h

if
te

d
 a

ll
 T

e
m

p
e

ra
tu

re

d
e

p
e

n
d

e
n

c
e

 t
o

 M
D

T
T

O
T

A
L

0

1

2

3

T
M

A
X

T-TOTAL

T-MAX

P
R

O
V

A
C

C
E

P
T

A
B

L
E

U
N

A
C

C
E

P
T

A
B

L
E

P
R

O
V

A
C

C
E

P
T

A
B

L
E

U
N

A
C

C
E

P
T

A
B

L
E

Figure 4-29.  Statistical evaluation and classification of combined fits. 
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4.3 Comparison of Combined Model to Other Data 

Based on the information presented in Section 4.2, combined Model 3(2), hereafter referred to 
as CM-3(2) (see Table 4.5), was identified as the best fit to the US-LWR surveillance database.  
This section includes an assessment of how well CM-3(2) represents the trends seen in four 
other databases, two of which have already been discussed in this report: 

(1) RADAMO Database:  As reported by [Chaouadi 05a].  All irradiations were performed 
in a test reactor. 

(2) IVAR Database:  As reported in Appendix B of this report.  All irradiations were 
performed in a test reactor. 

(3) JNES Databases:  This database contains both surveillance and test reactor irradiations.  
These data were supplied to the NRC by the Japan Nuclear Energy Safety Organization 
[JNES 07]. 

(4) French Database:  This database contains surveillance data from power reactors 
operated in France.  These data were reported by Brillaud and Hedin in 1992 [Brillaud 92]. 

Figure 4-30 compares the exposure conditions of these databases with that of the US-LWR 
surveillance database.  While measured fluxes are reported for all of the test reactor 
irradiations, they are not routinely reported for the survellience irradiations where only 
information on fluence is available.  Therefore, the fluxes reported in Figure 4-30 for the 
survellience databases were approximated as the reported value of fluence divided by the 
reported time that the specimens were subjected to irradiation in the power reactor. 

The scope of both the RADAMO and IVAR databases is much more extensive than the JNES 
and French databases.  Consequently, RADAMO and IVAR are used in Section 4.3.1 to assess 
how well CM-3(2) represents conditions beyond its calibration.  Insights arising from this comparison 
suggest possible revisions to CM-3(2).  These revisions are attempted in Section 4.3.2 by again 
fitting the US-LWR surveillance database.  Finally, Section 4.3.3 assesses the revised fit 
developed in Section 4.3.2 by comparing its trends to the data in all four databases listed above. 
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Figure 4-30.  Exposure ranges for various embrittlement databases. 
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All four of these databases quantify the effects of irradiation embrittlement in terms of an increase 
in the room temperature yield strength; only the JNES and French databases also quantify 
irradiation embrittlement in terms of Charpy transition temperature shift.  To enable comparison 

of the yield strength increase information in these databases to the values of T30 predicted 
from CM-3(2), the following conversion was made: 

Eq. 4-9   YST30

In Eq. 4-9, T30 is expressed in °F, while YS is expressed in MPa.  The conversion constant 
is as follows, based on data reported in [Kirk 01]: 

Eq. 4-10   

forgings

plates

welds

for

882.0

08.1

242.1

4.3.1 Initial Assessment 

The method used to compare the predictions of CM-3(2) to the RADAMO and IVAR databases 
was as follows: 

(1) A “data set” is identified as follows: 

(a) In IVAR, a “data set” is composed of a particular alloy exposed at either a high, 
medium, or low flux.  Only irradiations performed at 290 °C were included 
in this assessment.  While the IVAR database includes information on irradiations 

performed at both 270 °C and 310 °C, at these temperatures, YS data are 
available at only two different fluences.  The limited data at 270 °C and 310 °C 
was judged to be an inadequate basis against which to assess CM-3(2). 

(b) In RADAMO, a “data set” is composed of a particular alloy exposed at either 
265 °C or 300 °C.  (The RADAMO study did not include a controlled examination 
of flux effects.) 

(2) The predicted variation of T30 vs. fluence of CM-3(2), with uncertainty bounds, 

is overlaid on the measured values of YS (scaled to T30 using Eq. 4-9 and 4-10) 
vs. fluence. 

(c) For IVAR, the measured YS values represent the average of at least two 
measurements of irradiated yield strength for the alloy/flux combination 
being considered.  Consequently, the ± uncertainty bounds added/subtracted 
to/from the mean prediction of CM-3(2) are estimated as follows: 

Eq. 4-11   
2

97.1)int(30 yuncertaT

The value of  used in Eq. 4-11 is 18.5 °F for materials having Cu 0.083 wt-% 
and 26 °F for higher-copper materials.  (See models MD-3(2) and CRP-4(3) 
in Table 4.3 and Table 4.4, respectively.) 
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(d) For RADAMO, the measured YS values represent individual measurements 
of irradiated yield strength for the alloy/temperature combination being considered.  
Consequently, the ± uncertainty bounds added/subtracted to/from the mean 
prediction of CM-3(2) are estimated as follows: 

Eq. 4-12   97.1)int(30 yuncertaT

The  values used in Eq. 4-12 are identical to those used in Eq. 4-11. 

(e) As illustrated in Figure 4-31, the predictions of CM-3(2) are assessed as being 
high, OK, or low relative to the RADAMO and IVAR data.  Because the aim 
of these comparisons is to assess broad ranges of conditions over which 
the predictions of CM-3(2) are (or are not) in acceptable accord with data, 
judgments were made on a case-by-case basis regarding the classification of, 
for example, situations where only one of several measured data lies outside of 
the uncertainty bounds.  While every effort was made to be consistent, these 
judgments introduced a certain arbitrariness to the comparisons.  For this reason, 
plots showing all of the comparisons can be found in Appendix C to this report, 
allowing individual readers to draw their own conclusions.  For the RADAMO data, 
these comparisons were performed over two fluence ranges, below and above 

=3x1019 n/cm2.  This fluence partition was selected because it corresponds 
approximately to both the highest fluence observed in IVAR and the highest fluence 
for which there is a reasonable amount of data in the US-LWR surveillance database. 

Table 4.6 and Table 4.7 summarize the outcome of the comparisons between the predictions 
of CM-3(2) and, the IVAR and RADAMO databases, respectively.  The plots that form the basis 
of the judgments summarized in these tables appear in Appendix C.  To aid in consolidating 
the large amount of information presented in these tables, the various alloys were first assigned 
into the following copper bins: 

 No CRP:  below 0.07 wt-% copper 

 CRP Increasing:  above 0.07 wt-% copper and up to 0.3 wt-% copper 

 CRP Saturated:  above 0.3 wt-% copper 

Each copper bin was further subdivided into the following three nickel bins: 

 Low:  below 0.2 wt-% nickel 

 Typical:  between 0.5 and 1.0 wt-% nickel; the great majority of the existing US-LWR 
surveillance database would fall into this category 

 High:  above 1.25 wt-% nickel 

Binning the alloys in this way revealed the following situations where the predictions of CM-3(2) 
do not match well with the RADAMO or IVAR data.  The supporting evidence is noted along with 
each observation. 
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Figure 4-31.  Illustration of comparisons between the prediction of CM-3(2) (lines) and IVAR data (points) 
that have been classified as high (top graph), OK (middle graph), and low (bottom graph). 
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Table 4.6.  Assessment of comparisons between IVAR data and CM-3(2) predictions. 

Bin Composition  [wt-%] Assessment 

LWR Fit is ___ Relative to 
data at this Flux Cu Ni 

Alloy 
Product 

Form Cu Ni Mn P Si 

High  Med  Low 

CM1 SMMS 0.01 0.01 1.67 0.003 0.15 OK OK OK 
Low 

CM2 SMMS 0.01 0.01 1.65 0.041 0.16 OK OK OK 

LG SMMS 0 0.74 1.37 0.005 0.22 OK OK OK 

CM23 SMMS 0.01 0.83 1.62 0.002 0.15 OK OK OK 

CM27 SMMS 0.01 0.84 1.6 0.002 0.16 OK OK OK 

CM31 SMMS 0.01 0.86 1.65 0.006 0.17 OK OK OK 

CM8 SMMS 0.01 0.86 0.01 0.004 0.14 OK OK OK 

CM9 SMMS 0.01 0.86 0.85 0.003 0.15 OK OK OK 

CM25 SMMS 0.01 0.87 1.53 0.003 0.17 OK OK OK 

CM26 SMMS 0.01 0.87 1.66 0.006 0.17 OK OK OK 

CM3 SMMS 0.02 0.85 1.6 0.006 0.16 OK OK OK 

CM4 SMMS 0.02 0.86 1.53 0.031 0.16 OK OK OK 

CM5 SMMS 0.02 0.86 1.61 0.05 0.16 OK LOW OK 

CM24 SMMS 0.02 0.87 1.65 0.006 0.15 OK OK OK 

CM10 SMMS 0.02 0.88 1.66 0.008 0.17 OK OK OK 

BW-C Weld 0.06 0.62 1.3 0.009 0.37 LOW LOW LOW 

Typical 

A508 Forging 0.06 0.8 1.3 0.005 0.01 LOW OK OK 

CM7 SMMS 0 1.7 1.55 0.047 0.17 OK OK OK 

CM6 SMMS 0.02 1.68 1.5 0.007 0.17 LOW LOW OK 

N
o

 C
R

P
 

High

RR-WP Weld 0.04 1.65 1.43 0.011 0.5 LOW LOW LOW 

A302B Plate 0.14 0.2 1.2 0.015 0.28 OK OK OK 

CM29 SMMS 0.21 0.02 1.68 0.002 0.14 HIGH HIGH HIGHLow 

CM15 SMMS 0.22 0.02 1.59 0.002 0.15 OK OK OK 

LH SMMS 0.11 0.74 1.39 0.005 0.24 OK OK OK 

CM13 SMMS 0.11 0.83 1.61 0.004 0.16 OK OK OK 

CM14 SMMS 0.11 0.83 1.62 0.04 0.17 OK OK OK 

HSST02 Plate 0.14 0.67 1.55 0.009 0.2 LOW LOW LOW 

JRQ Plate 0.14 0.82 1.4 0.019 0.25 OK OK OK

LI SMMS 0.2 0.74 1.37 0.005 0.24 OK OK LOW 

BW-A Weld 0.21 0.63 1.69 0.014 0.45 OK OK OK 

65W Weld 0.22 0.6 1.45 0.015 0.48 OK OK OK 

CM16 SMMS 0.22 0.82 1.58 0.004 0.25 OK LOW LOW 

CM30 SMMS 0.22 0.85 1.64 0.006 0.16 OK LOW LOW 

62W Weld 0.23 0.6 1.61 0.02 0.59 OK OK LOW 

Midland Weld 0.27 0.57 1.61 0.017 0.62 OK OK LOW 

67W Weld 0.27 0.69 1.44 0.011 0.5 HIGH HIGH HIGH

BW-B Weld 0.28 0.69 1.63 0.018 0.54 OK OK no data 

63W Weld 0.3 0.69 1.65 0.016 0.63 OK OK LOW 

Typical 

73W Weld 0.31 0.6 1.56 0.005 0.45 OK OK LOW 

Palisades Weld 0.2 1.2 1.3 0.01 0.18 OK no data no data 

CM17 SMMS 0.22 1.59 1.54 0.004 0.25 LOW LOW LOW 

C
R

P
 I

n
c

re
a

s
in

g
 

High

RR-WG Weld 0.24 1.71 1.21 0.008 0.6 HIGH OK OK
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Bin Composition  [wt-%] Assessment 

LWR Fit is ___ Relative to 
data at this Flux Cu Ni 

Alloy 
Product 

Form Cu Ni Mn P Si 

High  Med  Low 

LA SMMS 0.4 0 1.37 0.005 0.22 OK OK OK 

CM18 SMMS 0.43 0.02 1.7 0.002 0.15 OK OK OK Low 

LB SMMS 0.4 0.18 1.35 0.005 0.22 OK OK OK 

CM11 SMMS 0.34 0.85 1.64 0.006 0.18 OK LOW LOW 

EPRI-C Weld 0.4 0.6 1.36 0.006 0.51 HIGH OK LOW 

LC SMMS 0.41 0.86 1.44 0.005 0.23 OK OK LOW 

LO SMMS 0.41 0.86 1.44 0.005 0.23 OK OK LOW 

LJ SMMS 0.42 0.81 1.34 0.005 0.13 OK OK OK 

CM21 SMMS 0.42 0.84 0.01 0.002 0.14 HIGH HIGH OK 

CM22 SMMS 0.42 0.84 0.84 0.002 0.14 OK OK OK 

CM28 SMMS 0.42 0.84 1.6 0.002 0.17 OK OK LOW 

CM19 SMMS 0.42 0.85 1.63 0.005 0.16 OK OK LOW 

LK SMMS 0.8 0.81 1.13 0.005 0.13 HIGH HIGH HIGH

Typical 

CM12 SMMS 0.86 0.84 1.65 0.006 0.17 HIGH HIGH HIGH

LD SMMS 0.38 1.25 1.38 0.005 0.23 OK OK LOW 

CM20 SMMS 0.43 1.69 1.63 0.006 0.16 OK OK LOW 

C
R

P
 S

a
tu

ra
te

d
 

High

RR-WV Weld 0.56 1.66 1.36 0.01 0.38 HIGH HIGH OK

Table 4.7.  Assessment of comparisons between RADAMO data and CM-3(2) predictions. 

Bin Composition  [wt-%] Assessment 

LWR Fit is __ 
relative to data 

below =3x10
19

n/cm
2

LWR Fit is __ 
relative to data 

above =3x10
19

n/cm
2

Cu Ni 
Alloy 

Product 
Form Cu Ni Mn P Si 

265 °C 300 °C 265 °C 300 °C 

Low VVER-440B plate 0.08 0.12 0.4 0.012 0.29 OK OK HIGH LOW 

A508-B forging 0.05 0.75 1.43 0.008 0.28 OK OK LOW LOW 

16MND5 forging 0.065 0.69 1.37 0.013 0.04 no data LOW no data LOW Typical 

A508-W weld 0.07 0.83 1.57 0.015 0.22 OK LOW LOW LOW 

VVER-1000B plate 0.05 1.26 0.46 0.008 0.3 OK LOW LOW LOW 

N
o

 C
R

P
 

High
VVER-1000W weld 0.06 1.7 0.73 0.006 0.14 LOW LOW LOW LOW 

Low VVER-440W weld 0.13 0.12 0.97 0.032 0.5 LOW LOW LOW LOW 

20MnMoNi55 forging 0.11 0.8 1.29 0.007 0.2 OK OK LOW LOW 

18MND5-W weld 0.12 1.01 1.3 0.021 0.19 no data HIGH no data LOW 

HSST-03 plate 0.12 0.62 1.36 0.011 0.26 OK OK LOW LOW 

18MND5-BM plate 0.13 0.64 1.55 0.008 0.25 OK OK LOW LOW 

JRQ plate 0.14 0.84 1.42 0.017 0.24 OK OK LOW LOW 

72W weld 0.23 0.6 1.6 0.006 0.44 OK OK LOW LOW C
R

P
 I

n
c

re
a

s
in

g
 

Typical 

73W weld 0.31 0.6 1.56 0.005 0.45 OK OK LOW LOW 
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(1) At fluences below =3x1019 n/cm2, both RADAMO and IVAR data are available 
to assess how well CM-3(2) represents data that is not contained within the US-LWR 
surveillance database.  CM-3(2) predicts both the RADAMO and IVAR data below 

=3x1019 n/cm2 remarkably well; 71% of the entries in Table 4.6 and Table 4.7 are “OK” 

for fluences below =3x1019 n/cm2.  The following situations account for the 29% of the 
alloys for which the prediction of RADAMO or IVAR data using CM-3(2) is not judged to 
be within statistical scatter: 

(a) CM-3(2) has a tendency to over-predict the irradiation hardening of alloys 
that have copper levels in the CRP saturation range (IVAR Alloys EPRI-C, LK, 
CM-12, and RR-WV; IVAR Alloy CM-21 is also over-predicted, but we believe 
this to be because it has no manganese).  The amount of over-prediction 
increases as the copper content increases.  We believe this difference between 
the CM-3(2) predictions and the IVAR alloys occurs because, owing to the limited 
amount of data with Cu >0.3 wt-% in the US-LWR database, a Cumax value 
was not found to be statistically necessary using the fitting procedure adopted 
in this investigation.  

(b) Irrespective of copper level, both the RADAMO and IVAR databases show 
better agreement with the CM-3(2) predictions for alloys having a “typical” 
nickel content (between 0.5 and 1.0 wt-%) than they do for alloys having either 
very high or very low nickel content.  We believe this differences between 
the CM-3(2) predictions and the RADAMO and IVAR data are attributable to 
the previously noted inability to calibrate a nickel effect for MD, owing to 
the limited range of nickel content and fluence exposure in the US-LWR database 
(see discussion in Section 4.2.3). 

(c) Model CM-3(2) does not adequately capture the slight flux effect seen in IVAR.  
This can be seen in Table 4.6 because the agreement of CM-3(2) with the IVAR data 
is better for the high-flux irradiations than it is for either the medium- or low-flux 
irradiations.  If CM-3(2) adequately captured the flux dependence seen in IVAR, 
the agreement of the model to the IVAR data should be roughly equivalent, 
irrespective of flux. 

(d) As previously noted (again see the discussion in Section 4.2.3), the temperature 
dependence of MD in CM-3(2) does not agree well with data in the literature.  
This can be seen in Table 4.7 because the no-CRP RADAMO alloys match 
the predictions of CM-3(2) much better at 300 °C than they do at 265 °C.  
If CM-3(2) adequately captured the temperature dependence seen in RADAMO, 
the agreement of the model to the RADAMO data should be roughly equivalent, 
irrespective of temperature. 

(e) Two IVAR alloys, HSST-02 and 67W, that are (in all respects) well-contained 
within the US-LWR surveillance data ranges are not well predicted by CM-3(2).  
The cause for this difference is unclear; it may relate to an incorrect value 
of the unirradiated yield strength, but a technical case for this explanation 
is not advanced in this report. 

The first three deviations can be attributed to the limited span of the US-LWR data 
combined with too low of a signal-to-noise ratio to permit calibration of a well-recognized 
physical phenomenon.  Potential causes of the fourth deviation are discussed in further detail 
in Section 4.3.2 and, as previously noted, the cause of the fifth deviation is not explored 
herein.
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(2) At fluences above =3x1019 n/cm2, only the RADAMO data are available to make 
an assessment.  In contrast with the good agreement between CM-3(2) predictions 
and RADAMO data at lower fluences, at these high fluences, CM-3(2) under-predicts 
the magnitude of embrittlement for all but one of the RADAMO alloys.  As shown 
in Figure 4-30, RADAMO irradiations were conducted at both higher fluxes and higher 
fluences than are characteristic of the US-LWR database.  However, it appears that 
the cause of the under-prediction revealed in Table 4.7 is an inadequacy of the CM-3(2) 
model with respect to fluence rather than flux.  The following observations support this 
conclusion:

(a) The predictions of CM-3(2) compare much more favorably with the RADAMO data 

below <3x1019 n/cm2 (70% agreement overall).  This finding is consistent with 
comparisons made to IVAR, as previously discussed under Item 1. 

(b) Gérard has published comparisons of Belgian PWR materials exposed in extended 
surveillance programs (these exposures are performed at fluxes characteristic of 
the US-LWR database) to the same materials exposed in the test reactor BR-2 
(this is the same test reactor used for RADAMO, so the fluxes are similar) 
[Gérard 06].  Figure 4-32 shows Gérard’s data; there is no effect of flux that is 

larger than the data scatter to fluences as high as 2x1020 n/cm2.

(c) Alloy 73W was studied in both IVAR and RADAMO.  The top graph in Figure 4-33 

compares the IVAR and RADAMO data for fluences below =3x1019 n/cm2.
Over this fluence range, the slight effect of increasing flux increasing 
the saturation fluence noted previously in the IVAR database (see Figure 4-13) 
is evident; otherwise the data are in good agreement.  However when the graph 

is expanded to fluences above =3x1019 n/cm2 so that the full range 
of the RADAMO data can be seen (middle graph in Figure 4-33), it is clear 
that embrittlement continues to increase as fluence increases; this trend was not 
obvious in the lower-fluence data.  The bottom graph in Figure 4-33 compares 
the RADAMO 73W data exposed at 300 °C with the prediction of CM-3(2); the 
inadequacy of this, or indeed any, model fit solely to the existing US-LWR 
database to predict embrittlement trends at high fluences is obvious. 

We believe that the poor predictive capability of CM-3(2) for fluences above 3x1019 n/cm2

is caused by the lack of significant data in the US-LWR calibration database 
above this fluence. 
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Forgings, surveillance

Forgings, test reactor

(curves fit to surveillance data only)

Curve and 2 bounds fit 
to surveillance data ONLY

Welds, surveillance

Welds, test reactor

(curves fit to surveillance data only)

Welds, surveillance

Welds, test reactor

(curves fit to surveillance data only)

Welds, surveillance

Welds, test reactor

(curves fit to surveillance data only)

Curve and 2 bounds fit 
to surveillance data ONLY

Figure 4-32.  Data from [Gérard 06] showing good agreement between embrittlement trends 
for both low-flux (surveillance) and high-flux (BR-2) irradiations conducted to high fluences. 
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Figure 4-33.  IVAR and RADAMO data for Alloy 73W.  Top:  Compared to a maximum fluence 
characteristic of both IVAR and the US-LWR database.  Middle:  Compared over the total fluence 

range examined in RADAMO.  Bottom:  RADAMO data compared to the prediction of CM-3(2). 
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An assessment was performed to determine whether the poor predictive capability of CM-3(2) 

for fluences above 3x1019 n/cm2 is attributable to an inadequacy in the MD term (Eq. 4-3), 
the CRP term (Eq. 4-4), or both terms.  The RADAMO data at 300 °C were fit to the following 
equation:

Eq. 4-13 
)2(3

)(30

)2(3

)(30)300(30

CM

CRP

CM

MDCRADAMO TETDT

Table 4.8.  Modification of CM-3(2) predictions based on RADAMO data at 300 °C. 

Bins Composition [wt-%] 
CM-3(2)

Modification 
Factors 

Cu Ni 

Alloy 
Product 

Form

Cu Ni Mn P Si D: MD E: CRP 

Low VVER-440B plate 0.08 0.12 0.4 0.012 0.29 3.5 

A508-B forging 0.05 0.75 1.43 0.008 0.28 6 

16MND5 forging 0.065 0.69 1.37 0.013 0.04 7 Typical 

A508-W weld 0.07 0.83 1.57 0.015 0.22 5.5 

VVER-1000B plate 0.05 1.26 0.46 0.008 0.3 6** 

N
o

 C
R

P
 

High
VVER-1000W weld 0.06 1.7 0.73 0.006 0.14 12** 

N/A*

Low VVER-440W weld 0.13 0.12 0.97 0.032 0.5 6.5 1 

20MnMoNi55 forging 0.11 0.8 1.29 0.007 0.2 8 0.1 

18MND5-W weld 0.12 1.01 1.3 0.021 0.19 8 0.1 

HSST-03 plate 0.12 0.62 1.36 0.011 0.26 5 0.1 

18MND5-BM plate 0.13 0.64 1.55 0.008 0.25 6 0.1 

JRQ plate 0.14 0.84 1.42 0.017 0.24 6 0.1 

72W weld 0.23 0.6 1.6 0.006 0.44 11 0.3 C
R

P
 I

n
c

re
a

s
in

g
 

Typical 

73W weld 0.31 0.6 1.56 0.005 0.45 11 0.4 

* - There is no CRP component to the embrittlement of these alloys because their copper content is below Cumin for 
CM-3(2).
** - Even with these modifications the predicted increase of embrittlement with fluence is not rapid enough for this 
alloy. 

Here,
)2(3

)(30

CM

MDT and
)2(3

)(30

CM

CRPT are, respectively, the matrix damage and copper-rich precipitate 

predictions of CM-3(2), while D and E are fit factors determined by eye to provide good agreement 
between the predictions of Eq. 4-13 and individual alloys irradiated in RADAMO.  Table 4.8 
summarizes the resulting values of D and E; this information supports the following conclusions: 

 Low-copper materials (Cu <0.083 wt-%) having nickel contents below 1 wt-% 
in the RADAMO database have a matrix damage rate exceeding that seen 
in the US-LWR database by a factor of approximately 5. 

 Low-copper and high-nickel (Ni >1.25 wt-%) materials in the RADAMO database 
have matrix damage rates that are 6–12 times those seen in the US-LWR database.  

However, the increase of YS with fluence in these alloys is more rapid than 

the  dependence typically associated with a matrix damage mechanism. 
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 For alloys with enough copper to experience irradiation damage via a CRP mechanism, 
the materials in the RADAMO database have a matrix damage rate that exceeds that 

seen in the US-LWR database by a factor that ranges from 5 to 10 and increases 
with increasing copper content.  These alloys also exhibit peak CRP hardening magnitudes 
that are lower than those seen in the US-LWR database.  The peak CRP hardening 
magnitude of the higher-copper RADAMO materials increases from 10% to 40% 
of the CRP hardening magnitude exhibited by the US-LWR database as the copper 

content of the alloys increases from 0.1 to 0.3 wt-%. 

These findings suggest that the limited fluence range of the US-LWR data combined with 
the practical need to calibrate physically motivated models using empirical data from reactor 
surveillance programs has resulted in a systematic under-estimation of the MD hardening rate 
coupled with a systematic over-estimation of the peak CRP hardening magnitude.  Attempts 
were not made to correct for this inconsistency in the model revision discussed in Section 4.3.2 
for the following reasons: 

 While it is clear that CM3-(2) under-predicts embrittlement at fluences above 3x1019 n/cm2,
the cause of this under-prediction suggested by the analysis of Table 4.8 (i.e. that matrix 
damage is under-estimated and precipitation damage is over-estimated) must be regarded 
as provisional because it is based only on data fitting.  Microstructural examination 
of the alloys irradiated at high fluences using, for example, atom probe and small angle 
neutron scattering (SANS) techniques, is needed to determine which embrittlement 
mechanisms are active at high fluences. 

 Without augmenting the US-LWR surveillance database with high-fluence data, there is 
inadequate “signal” against which to calibrate a revised model.  Attempts were made 
to combine the US-LWR, IVAR, and RADAMO databases to achieve this goal; however 
the different effect of temperature on irradiation damage previously noted in these 
databases (see Figure 4-25) and the different embrittlement damage metrics that were 

measured ( T30 and YS) complicate this approach, making it difficult to express the 
combined databases on a common basis.  Section 9.5 discusses future efforts at 
database combination and other activities that will be used to improve the performance 

of the T30 model at high fluence. 

4.3.2 Model Revision

In addition to the various inconsistencies between the predictions of CM-3(2) and IVAR/RADAMO 
databases noted in Section 4.3.1, a review of the CRP model, Eq. 4-3, also revealed an error 
in the functional form of the chemistry factor.  For model CM-3(2), the best-fit chemistry factor 
is as follows (zero terms are omitted): 

Eq. 4-14 NiCuCuNiCufCF min15005001

  where
6.014008.343 CuCuf , subject to f(Cu)  0 

The presence of the “1” and the “500Ni” terms in Eq. 4-14 allow for a step-function jump 
in the peak CRP hardening as the copper content increases from just below to just above 
the calibrated Cumin value.  As previously illustrated in Figure 4-27 the magnitude of this jump 
(calibrated to the US-LWR data) is approximately 50 MPa.  Because such a sudden change 
in the hardening capacity seems physically unrealistic, both the “1” and the “500Ni” terms 
in Eq. 4-14 are eliminated in this model revision. 
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The following list summarizes the attempts made to resolve the various inconsistencies between 
the predictions of CM-3(2) and IVAR/RADAMO databases noted in Section 4.3.1 and to fix 
the modeling error noted in the preceding paragraph: 

(1) The error in the CRP CF was addressed by removing the nickel and “1” terms 
from Eq. 4-14. 

(2) We attempted to reduce the systematic over-prediction for high-copper alloys 

by re-calibrating the BCu(max) term to reduce Cumax to a value close to the 0.3 reported 
in the literature [Odette 86, Odette 88].  Also, we attempted to introduce a separate 
(lower) value of Cumax for Linde 80 welds (value of 0.23 are often reported for Linde 80 
because of the lower heat treatment temperatures used by Babcock and Wilcox) 
[McElroy 96]. 

(3) As noted in Figure 4-28 and Section 4.3.1, the calibrated value of SAT appears to be 

high, and the flux effect on SAT is missing.  (Both of these observations are made 
relative to the IVAR data.)  We attempted to reconcile both problems by re-introducing 

a flux dependence on SAT.

(4) The magnitude of matrix damage appears to be under-estimated, while the magnitude 
of CRP hardening appears to be over-estimated.  This general observation was 
combined with the following specific observations: 

(a) There is no nickel effect on MD, but there is a strong nickel effect on CRP. 

(b) There is a flux effect on MD, but the flux effect on SAT is missing. 
(c) The temperature dependence of MD is too strong. 

While all of these modifications to CM-3(2) were attempted, some were not successful.  
Specifically, the changes listed in Item 4 could not be made while retaining a model having 
statistically insignificant residual trends vs. all considered regressor variables.  Correction 
of these modeling problems appears to await the availability of additional experimental data 
and/or the development of a new fitting procedure capable of making consistent and systematic 
tradeoffs between statistical goodness of fit vs. physically expected trends.  However, both of these 
developments lie beyond the scope of the current study, so the Item 4 changes could not be 
addressed.

Table 4.9 contains the coefficients and statistical assessments of the various models that were 
tried to address Items 1–3, while Figure 4-34 summarizes the statistical evaluation and classification 
of these fits.  The revised model fit ultimately developed as follows: 

Model RM-1 & -1(2): In these models, the standalone Ni coefficient in the CRP chemistry factor 
(the B2 value) was removed to eliminate the physically unrealistic step-jump 
in chemistry factor allowed by CM-3(2).  A provisional model was achieved 
as the TMAX value exceeded 1.0.  The major effects of this change 
in the form of the CRP chemistry factor were (a) a re-arrangement 
of the magnitudes of the various PF and CF terms, and (b) a reduction 
in the calibrated Cumin value from 0.085 to 0.045 wt-%. 

Model RM-2 to -2(3): A limit on the maximum amount of copper available for CRP hardening 
was imposed by reducing the BCu(max) value; a solution classified as acceptable 
was found.  The calibrated Cumax value of RM-2(3) is 0.35 wt-%. 

Model RM-3: In RM-2(3), it was noted that the calibrated value of the copper exponent 
in the CRP chemistry factor is very close to the theoretically expected value 
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of ½.  For this reason, the copper exponent was fixed at ½ in RM-3, 
and the model was optimized using solver.  An acceptable model resulted. 

Model RM-4 to -4(3): In these models, an attempt was made to introduce a different (lower) 
Cumax value for the Linde 80 welds.  [Linde 80 weld comprise 
approximately 10% of the US-LWR database (92 records).]  A model 
classified as acceptable was found; that model had a calibrated 
Cumax value for Linde 80 of 0.25.  While this model change did reduce 
the magnitude of the residual trends for the 92 Linde 80 weld records, 
it failed to render these trends statistically insignificant (see Figure 4-35).  
Consequently, this modification was not retained in the continuing evolution 
of the revised model. 

Model RM-5: Using RM-3 as a starting point, an attempt was made to reduce the overall 

SAT value by again permitting its variation with flux.  While a model 
classified as acceptable was found, this model failed to achieve the goal 

of SAT reduction to bring it into better accord with the IVAR data.  In fact, 
because fluence and flux are so strongly correlated in the US-LWR database 
(see Figure 4-30), a near infinity of statistically acceptable combinations 
of the C0 and C2 coefficients can be found.  This modification was not 
retained in the continuing evolution of the revised model. 

Model RM-6 to -6(2): Using RM-3 as a starting point, the “1” value in the CRP chemistry factor 
(see Eq. 4-13) was removed.  A model classified as acceptable was found. 

Model RM-7 to -7(2): Using RM-6(2) as a starting point, an attempt was made to remove 
the Cumax term by increasing the BCu(max) coefficient to a very high value.  
A model classified as acceptable was found. 

Both the RM-6(2) and RM-7(2) models are acceptable alternatives to CM-3(2).  The existence 
of RM-7(2) indicates that there is not enough high-copper data in the US-LWR surveillance database 
to calibrate a Cumax value that is statistically essential to the model.  Nevertheless, RM-6(2) 
is preferred because (1) the calibrated Cumax value of 0.32 wt-% is in reasonable accord with 
values reported elsewhere [Odette 86, Odette 88], and (2) a model having a Cumax limit 
is expected to perform better when extrapolated to conditions outside of the US-LWR database, 
thereby addressing a known deficiency in CM-3(2) (this belief is assessed in Section 4.3.3).  As 
documented in Table 4.9, RM-6(2) has no statistically significant residuals with respect to silicon 
content.  After rounding (again see Table 4.9), RM-6(2) was accepted as the final revised model.  
The uncertainty of RM-6(2) (standard deviation) is 19 °F below Cumin and 25 °F above Cumin.

In summary, there are four major differences between RM-6(2) and CM-3(2): 

(1) The functional form of the CRP chemistry factor was revised to remove a physically 
unrealistic step-jump allowed by CM-3(2) (see Figure 4-27).  Figure 4-36 illustrates 
that RM-6(2) has a peak magnitude of CRP hardening that rises as a smooth function 
of copper above Cumin.  Figure 4-36 also shows that the RM-6 model of CRP hardening 
magnitude is in reasonable agreement with that proposed by Chaouadi, and with 
the IVAR database. 

(2) A calibrated value of Cumax of 0.32 wt-% was determined from the database.  This Cumax

value can also seen as the upper saturation point in Figure 4-36.  As discussed 
in Section 4.3.2, the existence of alternative acceptable models without a Cumax limit
indicates that there is not enough high-copper data in the US-LWR surveillance database 
to calibrate a Cumax value that is statistically essential to the model.  Nevertheless, 
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RM-6(2) is preferred because (a) the calibrated Cumax value of 0.32 wt-% is in reasonable 
accord with values reported elsewhere [Odette 86, Odette 88], and (b) a model having 
a Cumax limit is expected to perform better when extrapolated to conditions outside of 
the US-LWR database. 

(3) In RM-6(2), the theoretically expected dependence of peak CRP hardening on Cu
[Fisher 85] was successfully fit to the US-LWR data; in CM-3(2), the best-fit exponent 
on copper was 0.6 rather than 0.5. 

(4) RM-6(2) has a lower copper value that signals the start of CRP hardening; the fit value 
of Cumin is 0.048 in RM-6 vs. 0.085 in CM-3(2).  As discussed in Section 4.1.2.1, 
both values are in good accord with other studies published in the literature.  Figure 4-36 
shows that the 0.048 Cumin value agrees reasonably well with both IVAR data 
and the work of [Chaouadi 05b]. 

Other aspects of agreement, or lack thereof, between RM-6 and information in the literature 
remain unchanged from CM-3(2) (see discussions in Sections 4.2.3 and 4.2.4). 
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Figure 4-35.  Residuals in RM-4(3) for the 92 Linde 80 weld records in the US-LWR database.  
Both of the trends shown are statistically significant at the 5% level. 
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Figure 4-36.  Variation of the peak CRP hardening with Cu.
The predictions of RM-6(2) established by fitting the US-LWR surveillance database 

are compared with the IVAR data and also with the trend found by [Chaouadi 05b] for RPV steels 
of typical nickel content.  Comparison is made for 290 °C exposures. 

4.3.3 Final Assessment

4.3.3.1 Comparison of RM-6(2) to IVAR and RADAMO 

The method described in Section 4.3.1 was again used to assess how well RM-6(2) represents the 
trends in both the IVAR and the RADAMO databases.  While Appendix D presents the detailed 

comparisons, Table 4.10 and 
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Table 4.11 summarize the results of comparing the predictions of RM-6(2) to the 200 unique 
alloy/temperature/flux conditions explored in both IVAR and RADAMO.  These comparisons 
show that RM-6(2) represents the embrittlement trends in these databases better than CM-3(2).  

At fluences below =3x1019 n/cm2, RM-6(2) represents 78% of these alloy/temperature/flux 
conditions “OK”; this is better than the 71% agreement rate of CM3-2.  Even though agreement 
between predictions and data is good overall, the IVAR and RADAMO databases each highlight 
key areas for future improvements to embrittlement models, as illustrated by the following: 

 Figure 4-37 shows the variation of T30 prediction error with the predicted value of T30

for all IVAR alloys having Cu  0.38 wt-% with the three different graphs partitioned by 
flux level.  The overall agreement between RM-6(2) predictions and the IVAR data is 
very good for all alloys below this copper content, which exceeds Cumax by 0.06 wt-% 

(the welds having T30 prediction errors exceeding 50 °F are either high nickel alloys or 
are 67W, for which the cause of the poor prediction is not clear).  The IVAR data do 
reveal a slight effect of flux that cannot be well calibrated from the LWR data due to the 
strong correlation between flux and fluence in the surveillance database. 

 Figure 4-38 shows the variation of T30 prediction error with the predicted value of T30

for all IVAR alloys having Cu >0.38 wt-% with the three different graphs partitioned 

by flux level.  While these T30 prediction errors are less than those exhibited by 
alternative models that do not have a Cumax term, these data reveal that RM-6(2) 
does not provide good predictions of the embrittlement trend in these higher copper alloys.  
This inadequacy of RM-6(2) stems from the lack of high-copper data in the US-LWR 
surveillance database used to calibrate RM-6(2). 

 Figure 4-39 shows that RM-6(2) adequately predicts the 14 alloys in RADAMO 
for irradiations at both 265 and 300 °C, provided that the fluence remains below 3x1019 n/cm2.
However, at higher fluences, RM-6(2) significantly under-predicts the observed 
embrittlement magnitude.  As discussed in Section 4.3.1, we believe this problem 
stems from the lack of significant data above this fluence in the US-LWR calibration database.  
This lack of data appears to be responsible for a systematic under-estimation 
of the MD hardening rate, coupled with a systematic over-estimation of the peak 
CRP hardening magnitude. 

Table 4.10.  Assessment of comparisons between IVAR data and RM-6(2) predictions. 

Bin Composition  [wt-%] Assessment 

LWR Fit is ___ Relative 
to IVAR data at this Flux Cu Ni 

Alloy 
Product 

Form Cu Ni Mn P Si 

High  Med  Low 

CM1 SMMS 0.01 0.01 1.67 0.003 0.15 OK OK OK 
Low 

CM2 SMMS 0.01 0.01 1.65 0.041 0.16 OK OK OK 

LG SMMS 0 0.74 1.37 0.005 0.22 OK OK OK 

CM23 SMMS 0.01 0.83 1.62 0.002 0.15 OK OK OK 

CM27 SMMS 0.01 0.84 1.6 0.002 0.16 OK OK OK 

CM31 SMMS 0.01 0.86 1.65 0.006 0.17 OK OK OK 

CM8 SMMS 0.01 0.86 0.01 0.004 0.14 OK OK OK 

CM9 SMMS 0.01 0.86 0.85 0.003 0.15 OK OK OK 

CM25 SMMS 0.01 0.87 1.53 0.003 0.17 OK OK OK 

CM26 SMMS 0.01 0.87 1.66 0.006 0.17 OK OK OK 

CM3 SMMS 0.02 0.85 1.6 0.006 0.16 OK OK OK 

N
o

 C
R

P
 

Typical 

CM4 SMMS 0.02 0.86 1.53 0.031 0.16 OK OK OK 
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Bin Composition  [wt-%] Assessment 

LWR Fit is ___ Relative 
to IVAR data at this Flux Cu Ni 

Alloy 
Product 

Form Cu Ni Mn P Si 

High  Med  Low 

CM5 SMMS 0.02 0.86 1.61 0.05 0.16 OK LOW OK 

CM24 SMMS 0.02 0.87 1.65 0.006 0.15 OK OK OK 

CM10 SMMS 0.02 0.88 1.66 0.008 0.17 OK OK OK 

BW-C Weld 0.06 0.62 1.3 0.009 0.37 LOW LOW LOW 

A508 Forging 0.06 0.8 1.3 0.005 0.01 OK OK OK 

CM7 SMMS 0 1.7 1.55 0.047 0.17 OK OK OK 

CM6 SMMS 0.02 1.68 1.5 0.007 0.17 LOW OK OK High

RR-WP Weld 0.04 1.65 1.43 0.011 0.5 LOW LOW LOW 

A302B Plate 0.14 0.2 1.2 0.015 0.28 OK OK OK 

CM29 SMMS 0.21 0.02 1.68 0.002 0.14 HIGH HIGH HIGHLow 

CM15 SMMS 0.22 0.02 1.59 0.002 0.15 OK OK OK 

LH SMMS 0.11 0.74 1.39 0.005 0.24 OK OK OK 

CM13 SMMS 0.11 0.83 1.61 0.004 0.16 OK OK OK 

CM14 SMMS 0.11 0.83 1.62 0.04 0.17 OK OK OK 

HSST02 Plate 0.14 0.67 1.55 0.009 0.2 LOW LOW LOW 

JRQ Plate 0.14 0.82 1.4 0.019 0.25 OK OK OK

LI SMMS 0.2 0.74 1.37 0.005 0.24 OK OK LOW 

BW-A Weld 0.21 0.63 1.69 0.014 0.45 OK OK OK 

65W Weld 0.22 0.6 1.45 0.015 0.48 OK OK OK 

CM16 SMMS 0.22 0.82 1.58 0.004 0.25 OK LOW LOW 

CM30 SMMS 0.22 0.85 1.64 0.006 0.16 OK OK LOW 

62W Weld 0.23 0.6 1.61 0.02 0.59 OK OK OK 

Midland Weld 0.27 0.57 1.61 0.017 0.62 OK OK OK 

67W Weld 0.27 0.69 1.44 0.011 0.5 HIGH HIGH HIGH

BW-B Weld 0.28 0.69 1.63 0.018 0.54 OK OK no data 

63W Weld 0.3 0.69 1.65 0.016 0.63 OK OK LOW 

Typical 

73W Weld 0.31 0.6 1.56 0.005 0.45 OK OK LOW 

Palisades Weld 0.2 1.2 1.3 0.01 0.18 OK no data no data 

CM17 SMMS 0.22 1.59 1.54 0.004 0.25 LOW LOW LOW 

C
R

P
 I

n
c

re
a

s
in

g
 

High

RR-WG Weld 0.24 1.71 1.21 0.008 0.6 HIGH OK OK

LA SMMS 0.4 0 1.37 0.005 0.22 OK OK OK 

CM18 SMMS 0.43 0.02 1.7 0.002 0.15 OK OK OK Low 

LB SMMS 0.4 0.18 1.35 0.005 0.22 OK OK OK 

CM11 SMMS 0.34 0.85 1.64 0.006 0.18 OK OK OK 

EPRI-C Weld 0.4 0.6 1.36 0.006 0.51 HIGH OK OK 

LC SMMS 0.41 0.86 1.44 0.005 0.23 OK OK OK 

LO SMMS 0.41 0.86 1.44 0.005 0.23 OK OK OK 

LJ SMMS 0.42 0.81 1.34 0.005 0.13 HIGH OK OK 

CM21 SMMS 0.42 0.84 0.01 0.002 0.14 HIGH HIGH HIGH

CM22 SMMS 0.42 0.84 0.84 0.002 0.14 HIGH HIGH OK

CM28 SMMS 0.42 0.84 1.6 0.002 0.17 OK OK OK 

CM19 SMMS 0.42 0.85 1.63 0.005 0.16 OK OK OK 

LK SMMS 0.8 0.81 1.13 0.005 0.13 HIGH HIGH OK

C
R

P
 S

a
tu

ra
te

d
 

Typical 

CM12 SMMS 0.86 0.84 1.65 0.006 0.17 HIGH HIGH OK
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Bin Composition  [wt-%] Assessment 

LWR Fit is ___ Relative 
to IVAR data at this Flux Cu Ni 

Alloy 
Product 

Form Cu Ni Mn P Si 

High  Med  Low 

LD SMMS 0.38 1.25 1.38 0.005 0.23 HIGH OK OK

CM20 SMMS 0.43 1.69 1.63 0.006 0.16 OK OK OK High

RR-WV Weld 0.56 1.66 1.36 0.01 0.38 HIGH OK OK 
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Figure 4-37.  Assessment of the predictive capability of RM-6(2) relative to all of the alloys 
in the IVAR database having 0.38 wt-% copper or less irradiated at both 290 °C.  

The top, middle, and bottom plots show data from high ( 9x10
11

 n/cm
2
/s),

medium ( 3x10
11

 n/cm
2
/s), and low ( 1x10

11
 n/cm

2
/s) flux irradiations, respectively. 
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Figure 4-38.  Assessment of the predictive capability of RM-6(2) relative to all of the alloys 
in the IVAR database having above  0.38 wt-% copper irradiated at both 290 °C.  

The top, middle, and bottom plots show data from high ( 9x10
11

 n/cm
2
/s),

medium ( 3x10
11

 n/cm
2
/s), and low ( 1x10

11
 n/cm

2
/s) flux irradiations, respectively. 
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Figure 4-39.  Assessment of the predictive capability of RM-6(2) relative to the 14 alloys 
in the RADAMO database irradiated at both 265 and 300 °C.  The top graph is for fluence below 

3x10
19

 n/cm
2
, while the bottom braph is for fluences above 3x10

19
 n/cm

2
.
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4.3.3.2 Comparison of RM-6(2) to Japanese Test Reactor and Surveillance Data 

Data from surveillance and test reactor irradiation programs were provided to the NRC by JNES 
[JNES 07].  These surveillance data were derived from 12 early-constructed plants, and are available 
in industry documents that are available to the public. 

As previously illustrated in Figure 4-30, the JNES surveillance database covers approximately 
the same flux/fluence range as the US-LWR database.  The JNES test reactor database 

samples both higher fluxes (  >1012 n/cm2/s) and higher fluences (all but one shift value 

is above  = 3x1019 n/cm2).  The surveillance database has 102 T30 records, with these being 
approximately equally divided between plates, welds, and heat-affected zone (HAZ) specimens 
(the HAZ data were not included in the evaluation presented here).  The test reactor database 

has 31 T30 records, of which two-thirds are plates and the remainder are welds.  Figure 4-40 
shows that the materials in these databases have nickel contents that are comparable to 
the US-LWR data.  The copper content of the materials in the JNES databases ranges from 
0.02 to 0.24 wt-%, which is again similar to the US-LWR surveillance database.  The phosphorus 
and manganese contents of these materials are also similar to those found in the US-LWR 
surveillance database. 
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Figure 4-40.  Copper and nickel contents of the plates and welds in the JNES databases [JNES 07]. 

Figure 4-41 shows the variation of T30 prediction error with the value of T30 predicted by RM-6(2) 

for all of the JNES surveillance data. The prediction error is well within the 2  bounds for RM-6(2) 

of 50°F, indicating good agreement between the JNES data and the trends extracted from 
the US-LWR surveillance data that are reflected in RM-6(2).   

Figure 4-42 shows the variation of T30 prediction error with the value of T30 predicted by RM-6(2) 
for all of the JNES test reactor data.  In this case, the predictive capability of RM-6(2) is quite poor.  
We believe that the cause of this disagreement is that, with a singe exception, all of the data points 

in Figure 4-42 correspond to fluences above  = 3x1019 n/cm2.  The poor predictive capability 
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of RM-6(2) at high fluences was previously noted using the RADAMO data (see the bottom graph 
in Figure 4-39).  As previously stated, we believe this problem stems from the lack of significant data 
at high fluences in the US-LWR calibration database. 
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Figure 4-41.  Assessment of the predictive capability of RM-6(2) relative JNES surveillance data. 
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Figure 4-42.  Assessment of the predictive capability of RM-6(2) relative JNES test reactor data. 

4.3.3.3 Comparison of RM-6(2) to French Surveillance Data 
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Data from surveillance programs in French power reactors were detailed in a 1992 publication 
[Brillaud 92].  As previously illustrated in Figure 4-30, the fluxes and fluences of the French 
surveillance database nearly overlay those of the US-LWR database.  The French database 

contains 123 T30 records, of which 70 are forgings and the remainder welds.  (Brillaud also 
reports HAZ data that were not included in the evaluation presented here.)  Figure 4-43 shows 
that most of the French data have nickel contents that are comparable to the US-LWR data, 
but there is one weld with very low nickel.  The French database is notably different from 
the US-LWR data in that the former consists almost exclusively of low-copper materials.  
The phosphorus and manganese contents of these materials are similar to those found 
in the US-LWR surveillance database. 
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Figure 4-43.  Copper and nickel contents of the forgings and welds in the French database 
[Brillaud 92]. 

Figure 4-44 shows the variation of T30 prediction error with the value of T30 predicted by RM-6(2) 
for all of the French surveillance data exposed at temperatures between 540 and 550 °F 
(this constitutes the bulk of the database).  Similar to the bulk of the Japanese surveillance data, 

prediction error for these materials is within the 2  bounds of 50 °F, indicating good agreement 
between the French surveillance data and the trends extracted from the US-LWR surveillance data 
that are reflected in RM-6(2).  Conversely, Figure 4-45 shows that for the lower-temperature exposures 
achieved in the Chooz-A reactor, the predictive capability of RM-6(2) is not as good.  This lack 
of agreement may be atttributable to the lower irradiation temperatures at Chooz-A (490 to 510 °F), 
which are outside of the range of temperatures in the US-LWR database.  As previously noted, 
the temperature dependence of RM-6(2) (and all predecessor trend curves fit to the US-LWR 
surveillance database) differs from the temperature dependencies found in other large collections 
of data (see Figure 4-25 and associated discussion). 
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The preponderance of low-copper data in the French surveillance database provides an opportunity 
to test the observation, which arose during evaluation of the RADAMO database, that the magnitude 
of the matrix damage rate may be under-estimated by RM-6(2).  Figure 4-46 restricts attention 
to the portion of the French surveillance database that has copper below the Cumin value 
of 0.048 wt-% used in RM-6(2).  These data show a clear trend of increasing under-prediction 
of embrittlement using RM-6(2) as the level of embrittlement increases; this observation 
further supports the observation made using the RADAMO database that the magnitude 
of matrix damage may be under-estimated by RM-6(2). 
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Figure 4-44.  Assessment of the predictive capability of RM-6(2) 
relative to all of the French surveillance data having irradiation temperatures between 540 and 550 °F 

(i.e., the entire database other than Chooz-A). 
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Figure 4-45.  Assessment of the predictive capability of RM-6(2) relative to 
the Chooz-A surveillance data (irradiation temperature is between 490 and 510 °F). 
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Figure 4-46.  Assessment of the predictive capability of RM-6(2) 
relative to the French surveillance data having irradiation temperatures between 540 and 550 °F 
(i.e., the entire database other than Chooz-A) and copper content below the RM-6(2) Cumin value 

of 0.048 wt-%. 
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4.4 Model for High Fluences 

The information presented in Section 4.3 reveals one deficiency in RM-6(2) that is both 

significant and practically important — its under-prediction of T30 at fluences above 3x1019 n/cm2.
The data demonstrating this deficiency were obtained in Belgian and Japanese test reactor 
programs and, therefore, at flux levels above those seen in power reactor service.  Nevertheless, 
the data in Figure 4-32 demonstrate that the difference between test- and power-reactor flux 

levels does not significantly alter the embrittlement trends at fluences above 3x1019 n/cm2.

Fluences above 3x1019 n/cm2 will occur in both current and next-generation reactors.  In the 
year of publication of this report (2007), nine PWRs have peak fluences above 3x1019 n/cm2; by 
the end of the initial licensed lifetime (40 years), this number increases to 34.  Additionally, some 

new reactor designs are projected to experience fluences as high as 1x1020 n/cm2 after 60–80 
years of operation. 

Because of the practical significance of high fluences for power reactor service, a T30 trend curve 

equation is developed in this section for use beyond =3x1019 n/cm2.  The following four options 
were considered: 

A. Use RM-6(2), but add a margin to account for under-prediction of T30 above =3x1019 n/cm2.

B. Modify RM-6(2) based on information of the type presented in Table 4.8, which suggests 
that the magnitude of the MD term may have been systematically under-estimated, 
while the magnitude of the CRP term may have been systematically over-estimated. 

C. Modify the YS trend curve developed by Chaouadi based on physical insights 
and the RADAMO database [Chaouadi 01, Chaouadi 05b] so that it can be used 

to predict T30 for all fluences. 

D. Modify the YS trend curve developed by Chaouadi based on physical insights 
and the RADAMO database [Chaouadi 01, Chaouadi 05b] so that it can be used 

to predict T30 for fluences above 3x1019 n/cm2.

Option A was not pursued because the data presented in Appendix D (see also Figure 4-33 for 
an example) demonstrate that the functional form of RM-6(2) does not match the high-fluence data.  
The margin would have to be extremely large to accommodate this, or it would have to be 
a function of fluence (and likely other variables) to provide a reasonable bound to the data.  
While such a margin approach would be adequate for use in deterministic structural integrity 
assessments, it would not provide the “best-estimate” model that is needed for probabilistic 
assessments.  For these reasons, Option A was not pursued. 

Option B would provide a better fit to the data and, therefore, would require a smaller margin 
than Option A.  Nevertheless, the analysis presented in Table 4.8 was rudimentary 
and completely empirical.  While this analysis suggests that the magnitude of matrix damage 
embrittlement has been under-estimated, while the magnitude of copper-rich precipitation 
embrittlement has been over-estimated, these suggestions have not yet been validated 
by microstructural observations.  For these reasons, the robustness of the models that would 
result from Option B is viewed as questionable, so Option B was not pursued. 
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Options C and D were pursued, and are described in the remainder of this section.  
The advantage to these options is that Chaouadi developed the RADAMO trend curve 
with knowledge of high-fluence data, so it is known a priori that the RADAMO trend curve 
will provide a reasonable “best-estimate” model of embrittlement trends in the regime where 
RM-6(2) is deficient.  The modeling strategy described in [Chaouadi 01, Chaouadi 05b] 
places strong emphasis on the adoption of mathematical forms that follow from a physical 
understanding of irradiation damage mechanisms, while placing less weight on the statistical 
goodness-of-fit considerations that drove the modeling effort described in this report.  Therefore, 
it is hoped that even though Chaouadi’s trend curve may not provide as good a fit, in a statistical 
sense, as the trend curves described in Sections 4.2 and 4.3, it will be more robust on extrapolation. 

The RADAMO trend curve for YS is as follows: 

Eq. 4-15 
2

)(

2

)()( PRPCRPMD YSYSYSYS

Matrix damage does not begin until an incubation fluence ( o=1x1019 n/cm2) has been achieved; 

below o YS(MD) is zero.  Above o YS(MD) is defined as follows: 

Eq. 4-16 

oMD NiT
kT

YS 01.0exp13.63880
345.0

exp1250exp585)(

where T is expressed in Kelvin, Ni is expressed in wt-%, and all fluences, both and o,
are divided by 1x1019 n/cm2 before being used in Eq. 4-16.   

The magnitude of the copper-rich precipitate term (in MPa) is as follows.   

Eq. 4-17 CuTtfYS PEAKCRPCRP ,,,)()(

In this equation, t is expressed in years at full power,  is expressed in n/cm2/sec, T is expressed 
in Kelvin, and Cu is expressed in wt-%.  The constants in this term are defined in Table 4.12. 

Step 1: Establish the maximum possible hardening (in MPa) for the copper content of the alloy 
in question: 

If Cu  Cumin,  then  0)(PEAKCRP

If Cu > Cumin,  then  min)( 7.2exp1215 CuCuPEAKCRP

Step 2: Establish the percentage of the maximum hardening (the value of f ranges from 0.0 
to 1.0) that has been reached for the flux, time, temperature, and copper content 
of interest. 
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Step 2a: Determine the time to peak hardening, in years: 

kT

E

t

Cu
T

peak

exp

101
1

10
32

/3.03.15
10684

   If   < LIM then E = Eo

   If  LIM then
LIM

o LOGEE 03.0

Here, the activation energy for copper diffusion (E) is a constant value (Eo)

below some limiting value of flux ( LIM); E decreases slightly with increasing flux 
above this limit.  The formula for Eo is as follows: 

   

1
10

101
ln

max

/3.03.15
10684

32

Cu

peak

Cu
T

LIM
o

t

kTE

In the formula for Eo, the variable maxCu

peakt  is defined as follows:  

kT

t
LIM

Cu
T

peak

8.2
exp

101
1

10
32

/3.03.15
10684

Step 2b: Select the appropriate formula for f based on the time the reactor of interest 
has been in full-power operation. 

If peaktt
20

1
,   then 0f

If peakpeak ttt
20

1
,  then 

peakt

t
LOG

LOG
f 20

20

1

If peaktt ,    then 1f

Damage by phosphorus precipitation does not occur unless the alloy has 0.012 wt-% phosphorus 
or greater.  Above P = 0.012 wt-%, the magnitude of the phosphorus-rich precipitate term 
(in MPa) is as follows: 

Eq. 4-18 012.0705.44470)( PTYS PRP
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In this equation, T is expressed in Kelvin, and P is expressed in wt-%.  It should be noted 
that this relationship, while suggested in [Chaouadi 05b], was not recommended for use 
because it is empirical and based on only two data sets.  Nevertheless, our assessment 
of the RADAMO trend curve, which appears in the remainder of this section, suggests that it is 
better to include this term than to omit it.  Eq.  4-18 should only be used within its calibrated 
temperature range of 265–300 °C (509–572 °F). 

Table 4.12.  Constants in the RADAMO copper-rich precipitate equation. 

Variable Value Units Description 

Cumin 0.03 wt-% Minimum copper at which CRP hardening occurs.  

Cumax 0.425 Wt-% 
Copper level above which increasing copper does not 
appreciably increase CRP hardening magnitude. 

k 8.617x10
-5

 eV/K Boltzmann’s constant 

LIM 6x10
12

n/cm
2
/sec 

Maximum flux for constant activation energy for copper 
diffusion (E).  Above this value E decreases with 
increasing flux 

Product form effects are not normally seen when embrittlement is quantified in terms of YS,
explaining the absence of product form terms in Eq. 4-15.  Nevertheless, product form effects 

are almost always observed when embrittlement is quantified in terms of T30, and T30 has been 
determined based on tanh fitting of the CVE vs. temperature data.  Product form coefficients 

were developed to convert Eq. 4-15 into a trend curve for T30 as follows: 

(1) Eq. 4-15 was used to predict trends in the US-LWR database. 

(2) A leading multiplier, which was allowed to be different for welds, plates, and forgings, 

was used to convert the equation from YS (in MPa) to T30 (in °F). 

(3) The MS-Excel® solver routine was used to vary the weld, plate, and forging coefficients 
such that the mean sum of squared errors was minimized for the US-LWR database. 

Table 4.13.  Product form coefficients fit using the US-LWR surveillance database that convert the 

RADAMO trend curve from YS (in MPa) to T30 (in °F). 

Product
Form

Best-fit Coefficient relating RADAMO trend 
curve to US-LWR data  [°F/MPa] 

Coefficients from [Kirk 
01] in [°F/MPa] 

Difference

Weld 1.39 1.24 +11% 

Plate 1.18 1.08 +9% 

Forging 0.84 0.88 -6% 

Table 4.13 provides the results of this analysis, which are close to coefficients estimated by 

directly regressing T30 vs. YS [Kirk 01].  Combining Eq. 4-15 with the information in Table 4.13 

produces the following estimation equation for T30:

Eq. 4-19 YS

Forging

Plate

Weld

T

84.0

18.1

39.1

30

In Eq. 4-19, the constants in the { … } convert the YS values taken from Eq. 4-15 (which have 

units of MPa) into T30 values (which have units of °F). 
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Our analysis compared the YS and T30 data from the four databases described in Section 4.3 
to the predictions of Eq. 4-15 and 4-19, respectively.  Plots of prediction residuals were made 
against all of the following variables: 

 fluence 

 flux 

 temperature 

 copper 

 nickel 

 phosphorus 

 manganese 

 silicon 

Appendix E to this report presents the detailed results of this analysis.  Observations based on 
the graphs in Appendix E are summarized below, separated in terms of the regressor variable: 

 Fluence 

 Above 1x1018 n/cm2, the RADAMO trend curve provides a good fit, all the way 

to the highest fluence measured in any of the databases ( 2x1020 n/cm2).

 Below this fluence, the RADAMO trend curve under-predicts the shift 
by increasing amounts as fluence decreases. 

 Flux 

 Above 1x1011 n/cm2/sec, the RADAMO trend curve provides a good fit. 

 Below this flux, the RADAMO trend curve under-predicts the shift 
by increasing amounts as flux decreases. 

 Temperature 

 The temperature dependence of the French and US-LWR power reactor irradiations 
appears to be different than that of the test reactor irradiations (e.g., RADAMO, IVAR) 
as characterized by the RADAMO data and trend curve. 

 At temperatures close to those characteristic of PWR operation (i.e., close to 550 °F), 
the RADAMO trend curve provides a reasonable representation of power reactor data. 

 For the test reactor irradiations, the RADAMO trend curve provides a good fit 

to the data above temperatures of 260 °C ( 500 °F).  At lower irradiation temperatures, 
the RADAMO trend curve under-predicts the shift by an increasing amount 
as irradiation temperature decreases. 

 Copper 

 All databases examined (even the RADAMO database) show a slight, but consistent, 
trend toward increasing under-prediction of shift by the RADAMO trend curve 
as copper content increases.  However, this effect does not become large 

until copper levels exceed those typical of RPV steels (i.e., above 0.5 wt-%). 
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 Nickel 

 Relative to the RADAMO data, the RADAMO trend curve shows a slight trend 
toward increasing over-prediction as nickel increases. 

 Relative to US-LWR surveillance, IVAR test reactor, and French surveillance databases, 
an opposite trend is observed (i.e., the RADAMO trend curve over-predicts 
the shift of low-nickel materials and under-predicts the shift of high-nickel materials). 

 Over the range of nickel most often commonly encountered in western RPV steels 
(between 0.5 and 1.0 wt.-%) the RADAMO trend curve provides a good representation 
of all available data. 

 Phosphorus 

 For phosphorus below 0.03 wt-%, the empirical phosphorus term developed 
in [Chaouadi 05] significantly improves the fit in all databases examined. 

 For phosphorus above 0.03 wt-%, the IVAR data show that the phosphorus term 
developed in [Chaouadi 05] significantly over-predicts the observed shift values. 

 As the maximum specification limits on phosphorus for A533B plates and A508 forgings 
are both below 0.03 wt-%, the phosphorus term developed in [Chaouadi 05] 
appears adequate to represent the embrittlement trends in these RPV steels. 

 Manganese 

 No data set examined shows a significant residual trend relative to 
the un-modeled element manganese. 

 However, the IVAR data demonstrate that if both manganese and nickel contents 
are high (above 1.5 and 1.6 wt-%, respectively), the RADAMO trend curve 
will under-predict the shift. 

 Silicon 

 The data examined indicate a slight trend toward an increasing degree of over-
prediction by the RADAMO trend curve as the value of the un-modeled element 
silicon increases. 

Figure 4-47 shows the cumulative effects of all of these observations on the predictive capability 
of the RADAMO trend curve for both the RADAMO and US-LWR databases.  For a blind prediction, 
the RADAMO trend curve provides a very good overall representation of the trends in the US-LWR, 
and other, databases.  Most important, the RADAMO trend curve provides accurate predictions 
at fluences above 3x1019 n/cm2 (see figures in Appendix E to this report), a regime where RM-6(2) 
consistently under-predicts all available data (see the discussion and graphs in Section 4.3.3).  
Nevertheless, RM-6(2) performs statistically better as an interpolator in the well-populated areas 
of the US-LWR database.  This is, of course, not surprising because RM-6(2) was fit 
to the US-LWR database. 
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To combine the best aspects of the RM-6(2) and the RADAMO trend curves for regulatory applications, 
both relationships are recommended for use (i.e., Option D is recommended), as follows: 

 If  2x1019 n/cm2, RM-6(2) is recommended for use. 

 If 2x1019 <  4x1019 n/cm2, T30 is estimated using the following formula.  In this formula, 
)2(6

30

RMT and
RADAMOT30  represent the values of T30 estimated using RM-6(2) 

and Eq. 4-19, respectively. 

Eq. 4-20 
RADAMORM TWTWT 30

)2(6

3030 1  where 2
1012

1
19

W

 If  > 4x1019 n/cm2, the RADAMO trend curve, with YS scaled to T30,
is recommended for use. 

The combination of the RM-6(2) and RADAMO estimates for fluences between 2 and 4x1019 n/cm2

is recommended to smooth out the abrupt change in the predicted value of T30 that would 
otherwise result at a fluence of 3x1019 n/cm2.   The effect of the combination formula (Eq. 4-20), 
which is completely empirical, is illustrated in Figure 4-48.  As expected from previous comparisons 

(see Table 4.8), RM-6(2) generally under-predicts the value of T30 for steels where embrittlement 
is dominated by matrix damage (i.e., low-copper materials), while it generally over-predicts 

the value of T30 for steels where embrittlement is dominated by percipitation of copper, and 
copper-rich, second phases (i.e., high-copper materials).  Combination of RM-6(2) with the 
RADAMO equation mitigates these errors, especially at high fluences where RM-6(2) produces 

non-conservative estimates of T30.  Figure 4-49 demonstrates reasonable agreement between the 

prediction of the combined formula and the measured values of T30 and YS data from the US-
LWR and RADAMO databases, respectively. 
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Figure 4-47.  Comparison of the predictions of the RADAMO trend curve 

with the RADAMO YS database (top), and the US-LWR surveillance database (bottom). 
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Combination Rule

 - Below ~3E19 use RM-6(2)

 - Above ~3E19 use RADAMO

 - Linear transition between 2E19 and 4E19
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Figure 4-48.  Illustration of combined T30 prediction (Eq. 4-20) for a range of copper contents. 
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Figure 4-49.  Comparison of the predictions of the combined T30 prediction (Eq. 4-20) 

with the RADAMO YS database (top), and the US-LWR surveillance database (bottom). 
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4.5 Recommended Model and Limitations 

In this chapter, we have developed various relationships between T30 and the composition, 
exposure, and categorical variables that can be applied to estimate the effects of neutron 
irradiation embrittlement on the Charpy V-Notch transition temperature of ferritic pressure vessel 
steels.  The physical processes responsible for radiation-induced hardening of these steels motivate 
the functional form of these relationships.  The numerical coefficients that quantify the relative 
magnitudes of the various embrittlement processes and the relative importance of the various 
regressor variables were established by calibrating the selected functional form to the US-LWR 
surveillance database using a least-squares approach.  The form of these models was also guided 
by information available in both the RADAMO and IVAR test reactor databases.  Comparison 
of the predictions of the RM-6(2) model to information in four different test reactor and surveillance 
databases established the accuracy/limits of the recommended model to conditions outside of its 
calibrated range. 

The model recommended for use in Revision 3 of Regulatory Guide 1.99 depends on the fluence 
in question, as described in the following sections. 

4.5.1 For Fluences At or Below 2x1019 n/cm2

For fluences at or below 2x1019 n/cm2, RM-6(2) is recommended for use, as follows: 

Eq. 4-21 )(30)(3030 CRPMD TTT

where

MDMDMDMDMDMD FFTFCFPFT )(30

910
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In this equation, the values of Cu, Ni, and P are expressed in wt-%, temperature is expressed 
in degrees Fahrenheit, fluence is expressed in n/cm2 (E>1MeV), and flux is determined 
by dividing fluence by the time the reactor has been in operation (with time expressed in seconds).  
The uncertainty (standard deviation) of RM-6(2) is 19 °F below Cumin=0.048 wt-% and 25 °F 
above Cumin.

RM-6(2) reflects the following physically expected trends: 

 a linear addition of the embrittlement contribution of matrix damage (MD) and precipitation of 
copper-rich phases (CRP) 

 a magnitude of matrix damage that increases in proportion to the square-root of the fluence 

 a magnitude of peak CRP hardening that increases in proportion to the square-root 
of the copper content, with lower and upper asymptotes 

 an effect of nickel content on the magnitude of peak CRP hardening that is synergistic 
with copper content 

 an effect of temperature on the magnitude of matrix damage, and a slight additional effect 
of temperature on peak CRP hardening that was anticipated based on information 
in the IVAR database; however, it should be noted that the temperature effect on hardening 
in the US-LWR database that is reflected in RM-6(2) (and all precursor models fit to the 
US-LWR data) is much larger than reported in most other irradiation damage studies 

Due to limitations in the span of the US-LWR surveillance database, the following physically 
expected trends could not be revealed by the calibration procedure employed herein: 

 The slight effect of flux on the fluence at which CRP saturation occurs that is evident 
in the IVAR database could not be resolved because of the strong correlation 
between flux and fluence in the US-LWR surveillance dataset. 

 The recognized effect of nickel on matrix damage could not be resolved because 
the bulk of the US-LWR surveillance data has between 0.5 and 1.0 wt-% nickel.  
There is a relatively small amount of data with low-nickel content (below 0.2 wt-%), 
and no data with high-nickel content (1.5 to 1.75 wt-%). 

We also compared the predictions of RM-6(2) with information available in the following databases: 

 IVAR test reactor database of YS values,

 RADAMO test reactor database of YS values,

 JNES test reactor database of T30 values,  

 JNES power reactor database of T30 values, and 

 French power reactor database of T30 values 

This comparison revealed that, within the central range of composition and exposure conditions 
of the US-LWR surveillance database, RM-6(2) predicts the embrittlement trends in all other databases 
very well.  However, when RM-6(2) is used to make predictions at the peripheries of its 
calibration dataset or predictions that extrapolate from its calibrated range, its ability to represent 
embrittlement trends degrades in some cases. 
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Information presented in this chapter demonstrates the inability of RM-6(2) to reliably predict 
embrittlement trends for the following conditions: 

(1) At high fluences:  As fluence increases beyond 3x1019 n/cm2, the predictive accuracy 
of RM-6(2) rapidly degrades, with the model systematically under-estimating the magnitude 
of embrittlement at these high fluences.   This problem stems from the lack of significant data 

above 3x1019 n/cm2 in the US-LWR calibration database, which appears to cause 
a systematic under-estimation of the matrix damage (MD) hardening rate coupled with 
a systematic over-estimation of the peak magnitude of copper-rich precipitate (CRP) hardening.  
Because matrix damage dominates embrittlement after CRP saturation, the net effect 
of these two errors is the systematic under-estimation at high fluences that was observed.  
While it is clear that RM-6(2) under-predicts embrittlement at fluences above 3x1019 n/cm2,
the apparent cause of this under-prediction advanced herein must be regarded as provisional, 
as it is based only on mechanical property data from the RADAMO and JNES test reactor 
databases.  Microstructural examination of the alloys irradiated at high fluences using, 
for example, atom probe and small angle neutron scattering (SANS) techniques, 
is needed to determine which embrittlement mechanisms are active at high fluences. 

(2) At high and low nickel contents:  The bulk of the US-LWR surveillance data has 
between 0.5 and 1.0 wt-% Ni, so it is not surprising that RM-6(2) makes accurate predictions 

within this range of nickel content.  However, at low nickel content (below 0.2 wt-%) 

and high nickel content (above 1.5 wt-%), respectively RM-6(2) systematically over-predicts 
or under-predicts embrittlement.  Evidence supporting this finding is available in the RADAMO, 
JNES, and French surveillance databases. 

(3) As flux decreases from 8x1011 n/cm2/sec:  Decreasing fluxes lead to a slight increase 
in the degree by which RM-6(2) under-predicts embrittlement.  As previously noted, the 
effect of flux on the fluence at which CRP saturates (which is evident in the controlled IVAR 
irradiations) cannot be resolved from any other database because of the strong 
correlations in all other databases between flux and fluence. 

(4) At high copper content:  Although RM-6(2) has a maximum copper content (Cumax) term 
of 0.32 wt-%, this term is not a statistically essential feature of the model because 
the surveillance database has very limited data for high copper content.  Nonetheless, 

information in the IVAR database demonstrates that above a copper content of 0.38 wt-%, 
RM-6(2) systematically over-estimates the magnitude of embrittlement. 

Of these four inadequacies, the first presents the greatest practical concern and, therefore, 
is addressed by the recommendations presented in Sections 4.5.2 and 4.5.3.  Fluences above 

3x1019 n/cm2 have already occurred in operating PWRs, and will occur in approximately half 
of the PWRs in the current operating fleet by the end of their original operating licenses.  
Moreover, end-of-license-extension fluences for the existing reactor fleet are projected to be 

7x1019 n/cm2 after 60 years of operation, and reactors that may be constructed in the near future 

are likely to have peak fluences as high as 1x1020 n/cm2 after 60–80 years of operation.  
Issue 1 also suggests a possible under-estimation in the matrix damage part of RM-6(2); 
this is a practical concern because matrix damage will be the dominant embrittlement mechanism 
in new reactors as they are expected to be fabricated from low-copper materials. 
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The latter three inadequacies present less practical concern because they are much smaller 

in magnitude, result in systematic over- (rather than under-) predictions of T30, and/or do not apply 
to the materials commonly encountered in power reactor service.  The inadequacy of the RM-6(2) 
nickel model (Issue 2) will only matter if significant quantities of high- or low-nickel materials 
are used in fabricating new reactors.  The inadequacy of the RM-6(2) flux model (Issue 3) 
is a relatively small effect, but needs to be better demonstrated with surveillance data before 
its practical impact can be assessed.  Finally, the failure of RM-6(2) to accurately predict 

embrittlement magnitudes for high-copper (above 0.38 wt-%) alloys is not considered 
a practical concern because such materials do not exist in the operating reactor fleet, 
and are not likely to be introduced in the future. 

Section 9.5 discusses methods to address these inadequacies in both the short- and long-term. 

4.5.2 For Fluences Above 4x1019 n/cm2

For fluence above 4x1019 n/cm2, the RADAMO trend curve is recommended for use.  
The equations presented below are a consolidation and simplification of Eq. 4-15 through 4-19, 
which were presented earlier: 

Eq. 4-22 
2
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)()(30
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The product form-dependent constants convert YS (with units of MPa) into T30 values 
(with units of °F). 

Matrix damage does not begin until an incubation fluence ( o=1x1019 n/cm2) has been achieved; 

below o, YS(MD) is zero.  Above o, YS(MD) is defined as follows: 

oMD NiT
kT

YS 01.0exp13.63880
345.0

exp1250exp585)(

where T is expressed in Kelvin, Ni is expressed in wt-%, and all fluences (both and o,)
are divided by 1x1019 n/cm2 before being used in this equation. 

The magnitude of the copper-rich precipitate term is as follows: 

)()( PEAKCRPCRPYS

where

If Cu  Cumin,   0)(PEAKCRP

If Cu > Cumin,   min)( 7.2exp1215 CuCuPEAKCRP

Cumin = 0.03 wt-% 
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This relationship is simplified relative to that presented in Section 4.4, insofar as this relationship 

for YSCRP reflects only the peak CRP hardening, rather than the evolution with fluence that is 
needed to achieve peak hardening.  This simplification is possible because this formula will only 
be used at fluences above 2x1019 n/cm2, which far exceeds that needed to achieve peak hardening 
(see Figure 4-48). 

Damage by phosphorus-rich precipitates is zero for alloys having less than 0.012 wt-% phosphorus.  
For higher-phosphorus alloys, the magnitude of the phosphorus-rich precipitate term is as follows: 

012.0705.44470)( PTYS PRP

In this equation, T is expressed in Kelvin.  It should be noted that this relationship, while suggested 
in [Chaouadi 05b], was not recommended for use because it is empirical and based on only two 
data sets.  Nonetheless, our assessment of the RADAMO trend curve suggests that it is better 
to include this term than to omit it.  This equation should only be used within its calibrated 
temperature range of 265–300 °C (509–572 °F).  Additionally, it should not be applied 
to phosphorus levels that exceed 0.03 wt-%. 

4.5.3 For Fluences Between 2 and 4x1019 n/cm2

For fluences between 2 and 4x1019 n/cm2, the T30 estimates of Eq. 4-20 and 4-21 are combined 
according to the following weighting formula: 

Eq. 4-23 
RADAMORM TWTWT 30

)2(6

3030 1  where

where

2
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1
19

W

)2(6

30

RMT and
RADAMOT30  represent the values of T30 estimated using Eq. 4-21 and 4-22, 

respectively.
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5 PREDICTION OF UPPER-SHELF ENERGY DROP

In NUREG/CR-6551, which was the last systematic attempt to develop upper-shelf energy fits 
using the surveillance data from U.S. power reactors, Eason et al. investigated the following 
two fitting approaches [Eason 98]: 

(1) One approach was similar to that taken to fit T30 data in which the functional relationship 

between USE and both exposure and composition variables are explicitly fit, 
accounting separately for the embrittling effects of matrix damage vs. hardening 

by copper-rich precipitation.  However, the lack of physical studies of USE
made the assumed functional forms empirical, rather than physically motivated. 

(2) The second (simpler) approach was to develop a linear correlation between the fit values 

of T30 and the measured values of USE.

In NUREG/CR-6551, Eason reported that, from a statistical viewpoint, the second approach was 
nearly as good as the first.  (The first fit had a standard error of 11.2 ft-lbs, while the second had 
a standard error that was only slightly larger at 12.9 ft-lbs.)  It can also be noted that more recent 
work on fracture toughness data shows a systematic relationship between transition fracture toughness 
(KJc) and upper-shelf fracture toughness (JIc), which appears to be common to a wide variety 
of ferritic steels [EricksonKirk 06b].  This finding suggests that Eason’s second approach 

to fitting USE data is defendable on a physical basis.  In this analysis, we therefore adopted 

the approach of developing a linear correlation between USE and T30.

The US-LWR surveillance database from was filtered to remove any records that did not have 
recorded values for either the unirradiated or the irradiated value of upper-shelf energy.  This 

left a total of 859 observations of USE to fit.  The unirradiated and irradiated USE values that 

were used to estimate USE were themselves estimated from the parameters of the tanh fit to 

the entire CVE transition curve, as described in [Eason 98].  This procedure for estimating USE
differs from that recommended by ASTM-E185, which is to average the CVE of all Charpy tests 
that exhibit at least 95% shear fracture area [ASTM E185].  The Eason procedure was adopted 
herein because it is less-influenced by the scatter in individual energy measurements made on 
the upper shelf.  In well-populated data sets, the difference between the Eason and ASTM E185 
USE values is very small (typically less than a single foot-pound). 

As shown in Figure 5-1, the correlation between T30 and USE is as follows: 

Eq. 5-1 3018.0 TUSE

where T30 is as predicted by Eqs. 4-21, 4-22, and 4.23 and is expressed in degrees Fahrenheit, 

and USE is expressed in foot-pounds.  The uncertainty (standard deviation) in Eq. 5-1 is 13 ft-lbs.  

The relationship between USE and T30 expressed in Eq. 5-1 is recommended for use 
in Revision 3 of Regulatory Guide 1.99. 
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Figure 5-1.  Relationship between measured values of USE from the surveillance database 

and the value of T30 predicted using Eq. 4-15 from Chapter 4. 
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6 TREATMENT OF SURVEILLANCE DATA 

6.1 Current Guidance 

Regulatory Position 2 in Revision 2 of Regulatory Guide 1.99 describes procedures for estimating 

T30 and USE when a minimum of two “credible” surveillance data points are available.  
This guidance allows the following manipulations: 

 Modify the generic T30 and USE relationships (Eq. 2-1 and Figure 2-1, respectively), 
based on the surveillance data. 

 Reduce the margin term by a factor of two. 

This section discusses the appropriateness of these procedures in view of the current state 
of knowledge of irradiation damage mechanisms. 

6.2 Discussion 

The state of knowledge regarding irradiation damage mechanisms and magnitudes in the ferritic 
steels and welds used to construct the beltline of reactor pressure vessels (RPVs) has advanced 
substantially since the NRC promulgated Revision 2 of Regulatory Guide 1.99 nearly two 
decades ago.  As a result, it is now apparent that the physical mechanisms responsible for the 
irradiation hardening of ferritic steels are complex.  As described in Section 4.1, Appendix A, 
and many publications in the literature, irradiation hardening depends on an array of composition 
and exposure variables.  Moreover, the functional dependence of embrittlement (as measured 

by T30 or USE) on composition and exposure is known to differ over various composition 
and exposure regimes because different embrittlement mechanisms are active in various regimes. 

The complexity of the irradiation damage process makes it is impossible to obtain a reliable 
quantitative projection of the future embrittlement behavior of a particular material in a particular 
RPV based on small data sets.  Surveillance programs conducted under the requirements 
of Appendix H to Title 10, Part 50, of the Code of Federal Regulations (10 CFR Part 50) 
result in the observation of far too few mechanical property changes to provide either reliable 

calibrations or adjustments of the recommended T30 or USE relationships developed 
in Chapters 4 and 5, respectively.  In fact, as illustrated in Figure 6-1, nearly 80% of the reactor 
beltline materials that have been monitored using Appendix H have four or fewer surveillance 
observations, and no currently monitored material has greater than eight observations.  
Thus, the quantity of surveillance data available for a particular material is small in an absolute sense, 
and it is also small relative to the complexity of the embrittlement trend equations.  For example, 

the T30 model recommended in Chapter 4 (Eq. 4-15) includes seven independent variables 
and 18 parameters for which the numerical values were determined by fitting.  Although it is possible 
on theoretical grounds to justify holding two of these parameters constant, this comparison suggests 
that, for the great majority of the materials in the surveillance database, a material-specific adjustment 

of either the T30 or USE relationships would be under-determined (i.e., the number of unknown 
fitting parameters would exceed the number of experimental observations) by a factor of 
approximately four.  As a result, plant-specific surveillance data (in the quantities currently available) 

cannot be expected to provide an accurate plant-specific adjustment of the generic T30 or USE 
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relationships.  Additionally, statistical justification for margin reduction is highly unlikely 
given the limited quantities of surveillance data that are now available (see Figure 6-1). 

While plant-specific trends are difficult to discern, significant advances in both understanding 
and quantitative prediction capability have arisen when large quantities of surveillance data 
from operating plants are considered together with other information concerning the mechanisms 
of irradiation damage in ferritic steels (e.g., information from theoretical considerations 
and information from test reactor irradiations).  Chapter 4 and Appendix A of this report 
provide examples of this type of study. 

6.3 Recommendation 

The information presented in Section 6.2 suggests that the practice recommended in Revision 2 
of Regulatory Guide 1.99 (i.e., allowing the very limited amounts of currently available data 
from 10 CFR Part 50 Appendix H surveillance programs to modify overall embrittlement trends) 
is no longer technically defensible.  A far more robust and stable regulatory framework can be 
achieved by requiring licensees to assess their plants using material-specific information 
on composition and exposure variables as inputs to physically informed equations that are fit 
to large databases, such as the equations recommended in Chapters 4 and 5.  However, 
as a defense-in-depth measure, collection of mechanical property change observations 

(i.e., T30, USE, and YS data) as part of 10 CFR Part 50 Appendix H surveillance programs 
should continue to be required.  These data provide advance indication of embrittlement 
mechanisms that have been (heretofore) unforeseen or unobserved, or have been observed only 
anecdotally.  These data also provide the NRC staff with information that allows periodic 
assessment of (1) whether any plant-specific materials deviate from fleet-wide trends, and (2) 
whether the generic equations representing the overall trends need to be changed in view of the 
surveillance information.  Section 9.5 discusses future plans to treat surveillance data beyond the 
recommendations of Revision 3 of Regulatory Guide 1.99. 

Legend:  # of Surveillance Observations, % of Total Population

2, 17.7%

3, 20.1%

4, 20.9%

5, 4.7%

6, 8.7%

7, 0.4%

8, 6.7%

1, 20.9%

Figure 6-1.  Variation of surveillance dataset size for the T30 database 
summarized in Appendix C to Appendix A. 



ACCEPTED - rg1.99 report Thursday August 23 2007 - completed 1 Oct 2007.doc NRR AND EXPERT PANEL REVIEW COPY

6-3



ACCEPTED - rg1.99 report Thursday August 23 2007 - completed 1 Oct 2007.doc NRR AND EXPERT PANEL REVIEW COPY

7-1

7 MARGINS 

Revision 2 of Regulatory Guide 1.99 recommends the use of a margin term to account for 
uncertainties.  This provision was appropriate when the NRC promulgated Revision 2 because the 
structural integrity assessment procedures of the day were, nearly without exception, 
deterministic in nature.  However, the NRC is in the process of risk-informing many of its 
regulatory products.  In situations where regulatory limits have been established based on risk-
informed probabilistic calculations that have accounted for the uncertainties that are important to 
embrittlement processes, the use of an additional margin term would represent an inappropriate 
double-counting of uncertainties.  Therefore, in Revision 3 of Regulatory Guide 1.99 the 
recommended margin term will depend upon the application for which the estimate of 
embrittlement is needed, as follows: 

Eq. 7-1 
30)234214(3030 TtoeqsTT

Eq. 7-2 USEeqUSEUSE )15(

In Eq. 7-1 and 7-2 the 30T  and USE  values indicate quantities that have been adjusted 

to account for the effects of uncertainty in a manner consistent with their intended application.  

In both equations,  is defined as follows: 

=0 if the estimate of T30 or USE is needed as part of a probabilistic calculation 

where the analysis explicitly accounts for sources of uncertainty in T30 or USE.

=0 if the estimate of T30 or USE is needed for comparison to a prescribed limit that was 
arrived at based on a risk-informed probabilistic evaluation that accounted for the sources 

of uncertainty in T30 or USE.

=2 if the estimate of T30 or USE is needed for comparison to a prescribed limit that was 
arrived at deterministically. 

The value of 
30T in Eq. 7-1 is 19 °F below Cumin of 0.048 wt-%, and 25 °F above Cumin.

If fluence exceeds 3x1019 n/cm2, the value of 
30T in Eq. 7-1 is 33 °F irrespective of copper content.  

The value of USE in Eq. 7-2 is 13 ft-lbs. 
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8 PREDICTION OF THE THROUGH-WALL ATTENUATION 
OF RADIATION DAMAGE 

Limited information is available regarding how fluence attenuates through the wall of a thick 
reactor vessel.  Revision 2 of Regulatory Guide 1.99 adopts the following attenuation function: 

Eq. 8-1 zz ID 24.0exp

where z is the distance from the inner diameter of the RPV (in inches), and fluence is expressed 
in n/cm2 (E>1MeV).  Eq. 8-1 conservatively assumes that fluence attenuates like displacements 
per atom (dpa) (i.e., Eq. 2-7 assumes that fluence attenuates more slowly than it actually does 
[Randall 87]). 

The Electric Power Research Institute (EPRI) recent performed review of this topic, entitled 
“Attenuation in U.S. RPV Steels (MRP-56)” [English 02].  In MRP-56, EPRI provided an excellent 
discussion of the physical process by which neutron irradiation damage is attenuated by steel 
between the neutron source (i.e., the core) and the location of interest in the vessel wall 
(designated by z in Eq. 8-1).  MRP-56 also summarized all of the test data available to provide 
insight on the magnitude by which neutron damage is attenuated by steel.  Based on this review, 
MRP-56 stated the following conclusion: 

The best available parameter to express neutron exposure damage is displacements 
per atom (dpa).  Plant-specific calculation of dpa through the RPV wall is the best method 
to be used for neutron exposure.  Alternatively, the fluence attenuation function provided 
in Regulatory Guide 1.99, Rev. 2, can be used.  The current regulatory method uses dpa 
as the neutron exposure parameter and relates it to the inside wall fluence of neutron 
energies greater than 1 MeV, which is consistent with the surveillance database.

Additionally, MRP-56 presented data demonstrating the conservatism of Eq. 8-1.  For these reasons, 
Eq. 8-1 is recommended for use in Revision 3 of Regulatory Guide 1.99. 



ACCEPTED - rg1.99 report Thursday August 23 2007 - completed 1 Oct 2007.doc NRR AND EXPERT PANEL REVIEW COPY

9-2

9 SUMMARY, RECOMMENDATIONS, AND FUTURE PLANS 

9.1 Motivation and Scope of Study 

Since Revision 2 of Regulatory Guide 1.99 was promulgated in 1988, the NRC and the nuclear 
industry have made considerable advances in both the physical understanding of the radiation 
damage processes and the empirical quantification of the effects these processes have 
on the mechanical properties of RPV steels.  The objective of this report is to summarize 
these advances in the state of knowledge and amalgamate them into a technical basis 
for an up-to-date version of RG 1.99.  Specifically, this report provides the basis of the staff’s 
recommendations on the following matters: 

 a formula that can be used to estimate the value of the transition temperature shift 

at the 30 ft-lb CVE level ( T30) based on the composition of the steel of interest 
and the conditions under which it has been exposed to neutron irradiation 

 a formula that can be used to estimate the value of the upper-shelf energy drop ( USE)  
based on the composition of the steel of interest and the conditions under which it has been 
exposed to neutron irradiation  

 the inadvisability of using material- and plant-specific surveillance data to influence or 

adjust T30 and USE estimates for individual plant assessments 

 the margins that should be assigned to the T30 and USE estimates to account for 
uncertainties 

 how the T30 and USE estimates should be adjusted to account for the effects 
of neutron attenuation through the thick wall of the RPV 

9.2 Investigative Approach 

Based on the physical insights and literature data summarized herein, the NRC staff identified 

a candidate fitting function for T30.  This function was fit to the US-LWR surveillance database 
using a least-squares approach.  The staff then assessed the resultant best fit to evaluate 
its ability to predict data that were not used in developing the fit.  Specifically, the staff used 
the following databases in this assessment: 

(1) RADAMO Database:  a database of test reactor irradiations performed 
on 14 commercial alloys with a focus on high fluences [Chaouadi 05a] 

(2) IVAR Database:  a database of test reactor irradiations performed on a wide array 
of both laboratory and commercial alloys with a controlled study of flux 
(see Appendix B to this report) 

(3) JNES Databases:  a database of both surveillance and test reactor irradiations 
performed by the Japan Nuclear Energy Safety Organization [JNES 07] 

(4) French Database:  a database of surveillance data from power reactors 
operated in France [Brillaud 92] 
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This assessment led to (1) a better understanding of the applicability limits of the best fit equation, 
(2) a modification of the best fit equation so that it applies to a larger range of conditions, 
and (3) the identification of certain steps that need to be taken to improve the predictive capability 
of the best fit equation for future conditions, particularly high fluences (see Section 9.5). 

9.3 Major Technical Findings 

Within the central range of composition and exposure conditions of the US-LWR surveillance database, 

model RM-6(2) for T30 [as described in Section 9.4.1 of this report] predicts very well the 
embrittlement trends in all other databases examined in this study.  However, when RM-6(2) is 
used to make either predictions at the peripheries of its calibration dataset or predictions that 
extrapolate from its calibrated range, its ability to represent embrittlement trends degrades in some 
cases.  In particular, RM-6(2) cannot reliably predict embrittlement trends for the following 
conditions:

(1) At high fluences:  As fluence increases beyond 3x1019 n/cm2, the predictive accuracy 
of RM-6(2) rapidly degrades, with the model systematically under-estimating the magnitude 
of embrittlement at these high fluences.   This problem stems from the lack of a significant 

quantity of data above 3x1019 n/cm2 in the US-LWR calibration database, which appears 
to cause a systematic under-estimation of the matrix damage (MD) hardening rate 
coupled with a systematic over-estimation of the peak magnitude of copper-rich precipitate 
(CRP) hardening.  Because matrix damage dominates embrittlement after CRP 
saturation, the net effect of these two errors is the systematic under-estimation at high 
fluences that was observed.  While it is clear that RM-6(2) under-predicts embrittlement at 
fluences above 3x1019 n/cm2, the apparent cause of this under-prediction advanced herein 
must be regarded as provisional, as it is based only on mechanical property data from the 
RADAMO and JNES test reactor databases.  Microstructural examination of the alloys 
irradiated at high fluences using, for example, atom probe and small angle neutron 
scattering (SANS) techniques, is needed to determine which embrittlement mechanisms 
are active at high fluences. 

(2) At high and low nickel contents:  The bulk of the US-LWR surveillance data has 
between 0.5 and 1.0 wt-% Ni, so it is not surprising that RM-6(2) makes accurate predictions 

within this range of nickel content.  However, at low nickel content (below 0.2 wt-%) 

and high nickel content (above 1.5 wt-%), respectively RM-6(2) systematically over-predicts 
or under-predicts embrittlement.  Evidence supporting this finding is available in the RADAMO, 
JNES, and French surveillance databases. 

(3) As flux decreases from 8x1011 n/cm2/sec:  Decreasing fluxes lead to a slight increase 
in the degree by which RM-6(2) under-predicts embrittlement.  The slight effect of flux 
on the fluence at which CRP saturates (which appears in the controlled IVAR irradiations) 
cannot be resolved from any other database because of the strong correlations between 
flux and fluence in all other databases. 

(4) At high copper content:  Although RM-6(2) has a maximum copper content (Cumax) term 
of 0.32 wt-%, this term is not a statistically essential feature of the model because 
the surveillance database has very limited data for high copper content.  Nonetheless, 

information in the IVAR database demonstrates that above a copper content of 0.38 wt-%, 
RM-6(2) systematically over-estimates the magnitude of embrittlement. 
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These inadequacies of RM-6(2) are attributable to limitations in the US-LWR surveillance database 
that was used to calibrate the model.  Thus, these limitations would be shared by any similarly 
derived model (e.g., the model developed in Appendix A to this report, or the model described 
in [Eason 98]).  Of these four inadequacies, the first presents the greatest practical concern 

because fluences above 3x1019 n/cm2 have already occurred in operating pressurized-water 
reactors (PWRs), and will occur in approximately half of the PWRs in the currently operating fleet 
by the end of their original operating licenses.  Additionally, reactors that may be constructed 

in the near future are likely to have peak fluences as high as 1x1020 n/cm2 after 60–80 years 
of operation.  Therefore, Section 9.4.1 of this report includes recommendations on treatment 
of high fluence situations.  The latter three inadequacies present less practical concern because 
they are much smaller in magnitude, result in systematic over- (rather than under-) predictions of 

T30, and/or do not apply to the materials commonly encountered in power reactor service. 

9.4 Recommendations 

Based on the analyses presented herein, the staff recommends the following formulae 
and procedures for adoption in Revision 3 of Regulatory Guide 1.99. 

9.4.1 T30 Trend Curve

9.4.1.1 For Fluences At or Below 2x1019 n/cm2

Eq. 4-21 (repeated) )(30)(3030 CRPMD TTT
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In this equation, the values of Cu, Ni, and P are expressed in weight percent (wt-%), temperatures 
are expressed in degrees Fahrenheit (°F), fluence is expressed in n/cm2 (E>1MeV), and flux 
is determined by dividing fluence by the time the reactor has been in operation (with time 
expressed in seconds).  Thus, the uncertainty (standard deviation) of RM-6(2) is 19 °F below 
the minimum copper content (Cumin=0.048 wt-%) and 25 °F above Cumin.

Application of this model is expected to produce predictions within the stated uncertainties, 
provided that the conditions of the application meet all of the following criteria: 

(1) Fluence is less than 3x1019 n/cm2.
(2) Nickel is less than 1.25 wt-%. 
(3) Nickel exceeds 0.25 wt-%. 
(4) Copper is less than 0.38 wt-%. 

If either of the first two criteria is not met, this model will most likely under-predict T30.

Conversely, the model will most likely over-predict T30 if either of the second two criteria is not met.  
Additionally, if the first criterion is met, the model described in the following section as Eq. 4-22 
should be used. 

9.4.1.2 For Fluences Above 4x1019 n/cm2

Eq. 4-22 (repeated) 
2

)(

2

)()(30

84.0

18.1

39.1

PRPCRPMD YSYSYS

Forging

Plate

Weld

T

The product form-dependent constants convert the YS, which have units of MPa, into T30

values, which have units of °F.

Matrix damage does not begin until an incubation fluence ( o=1x1019 n/cm2) has been achieved; 

below o, YS(MD) is zero.  Above o, YS(MD) is defined as follows: 

oMD NiT
kT

YS 01.0exp13.63880
345.0

exp1250exp585)(

where T is expressed in Kelvin, Ni is expressed in wt-%, and all fluences (both and o,)
are divided by 1x1019 n/cm2 before being used in this equation.   

The magnitude of the copper-rich precipitate term is as follows: 

)()( PEAKCRPCRPYS

where

If Cu  Cumin,   0)(PEAKCRP

If Cu > Cumin,   min)( 7.2exp1215 CuCuPEAKCRP

Cumin = 0.03 wt-% 
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This relationship is simplified, insofar as this relationship for YSCRP reflects only the peak CRP 
hardening, rather than the evolution with fluence that is needed to achieve peak hardening.  
This simplification is possible because this formula will only be used at fluences above 2x1019 n/cm2;
which far exceed that needed to achieve peak hardening (see Figure 4-48). 

Damage by phosphorus-rich precipitates is zero for alloys having less than 0.012 wt-% phosphorus.  
For higher-phosphorus alloys, the magnitude of the phosphorus-rich precipitate term is as follows: 

012.0705.44470)( PTYS PRP

In this equation, T is expressed in Kelvin.  It should be noted that, while suggested in [Chaouadi 05b], 
this relationship was not recommended for use because it is empirical and based on only two 
data sets.  Nonetheless, our assessment of the RADAMO trend curve suggests that it is better 
to include this term than to omit it.  This equation should only be used within its calibrated 
temperature range of 265–300 °C (509–572 °F).  Additionally, it should not be applied to 
phosphorus levels that exceed 0.03 wt-%. 

In Eq. 4-22, the uncertainty (standard deviation) with which T30 is predicted is 33 °F.  
Application of this model is expected to produce predictions within this uncertainty bound, 
provided that the conditions of the application meet all of the following criteria: 

(5) Phosphorus is less than 0.03 wt-%. 
(6) Copper is less than 0.5 wt-%. 
(7) Nickel exceeds 0.25 wt-%. 
(8) Nickel is less than 1.25 wt-%. 

If any of the first three criteria is not met, this model will most likely over-predict T30.

Conversely, this model will most likely under-predict T30 if last criterion is not met.  However, 
none of these restrictions is expected to create a practical impediment to application of this model 
to currently operating materials, because these compositions are not typical of the RPV materials 
that are currently in service.  Nonetheless, it should be noted that this model should be used 
only when fluence exceeds 2x1019 n/cm2.

9.4.1.3 For Fluences Between 2 4x1019 n/cm2 and 4x1019 n/cm2

For fluences between 2 and 4x1019 n/cm2, the T30 estimates of Eq. 4-20 and 4-21 are combined 
according to the following weighting formula: 

Eq. 9-1 
RADAMORM TWTWT 30

)2(6

3030 1  where

where

2
1012

1
19

W

)2(6

30

RMT and
RADAMOT30  represent the values of T30 estimated using Eq. 4-21 and 4-22, 

respectively.



ACCEPTED - rg1.99 report Thursday August 23 2007 - completed 1 Oct 2007.doc NRR AND EXPERT PANEL REVIEW COPY

9-7

9.4.2 USE Equation

Eq. 5-1 (repeated) 3018.0 TUSE

where T30 is as predicted by Eq. 4-15 or 4-21 and is expressed in degrees Fahrenheit, 

and USE is expressed in foot-pounds.  The uncertainty (standard deviation) in Eq. 5-1 is 13 ft-lbs. 

9.4.3 Treatment of Surveillance Data

The complexity of the irradiation damage process makes it is impossible to obtain a reliable 
quantitative projection of the future embrittlement behavior of a particular material in a particular 
RPV based on small data sets.  Surveillance programs conducted under the requirements of 
Appendix H to Title 10, Part 50, of the Code of Federal Regulations (10 CFR Part 50) 
result in the observation of far too few mechanical property changes to provide either reliable 

calibrations or adjustments of the recommended T30 or USE values.  In fact, nearly 80% 
of the reactor beltline materials that have been monitored under Appendix H have four or fewer
surveillance observations, and no currently monitored material has greater than eight observations.  
Thus, the quantity of surveillance data available for a particular material is small in an absolute sense, 
and it is also small relative to the complexity of the embrittlement trend equations.  For example, 

the recommended T30 model (Eq. 4-15) includes seven independent variables and 18 parameters 
for which the numerical values were determined by fitting.  Although it is possible on theoretical 
grounds to justify holding a few of these parameters constant, this comparison suggests that, 
for the great majority of the materials in the surveillance database, a material-specific adjustment 

of either the T30 or USE relationships would be under-determined (i.e., the number of unknown 
fitting parameters would exceed the number of experimental observations) by a factor of 
approximately four.  As a result, plant-specific surveillance data (in the quantities currently available) 

cannot be expected to provide an accurate plant-specific adjustment of the generic T30

or USE relationships.  Additionally, statistical justification for margin reduction is highly unlikely 
given the limited quantities of surveillance data that are now available. 

In replacing the Revision 2 procedures for treatment of surveillance data, Revision 3 will require 
licensees to assess their plants using material-specific information on composition and exposure 

variables as inputs to the recommended T30 and USE relationships.  Also, as a defense-in-depth 

measure, collection of mechanical property change observations (i.e. T30, USE, and YS data) 
as part of 10 CFR Part 50 Appendix H surveillance programs should continue to be required.  
These data provide advance indication of embrittlement mechanisms that have been (heretofore) 
unforeseen or unobserved, or have been observed only anecdotally.  These data also provide 
the NRC staff with information that allows periodic assessment of (1) whether any plant-specific 
materials deviate from fleet-wide trends, and (2) whether the generic equations representing 
the overall trends need to be changed in view of the surveillance information.  Section 9.5 discusses 
future plans to treat surveillance data beyond the recommendations of Revision 3 of Regulatory 
Guide 1.99. 
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9.4.4 Margins

Eq. 7-1 (repeated) 
30)154(3030 TeqTT

Eq. 7-2 (repeated) USEeqUSEUSE )15(

In Eq. 7-1 and 7-2, the 30T  and USE  values indicate quantities that have been adjusted 

to account for the effects of uncertainty in a manner consistent with their intended application.  

In both equations,  is defined as follows: 

=0 if the estimate of T30 or USE is needed as part of a probabilistic calculation 

where the analysis explicitly accounts for sources of uncertainty in T30 or USE

=0 if the estimate of T30 or USE is needed for comparison to a prescribed limit 
that was arrived at based on a risk-informed probabilistic evaluation that accounted for 

the sources of uncertainty in T30 or USE

=2 if the estimate of T30 or USE is needed for comparison to a prescribed limit 
that was arrived at deterministically 

The value of 
30T in Eq. 7-1 is 19 °F for alloys having a copper content below Cumin of 0.048 wt-

% and.  For alloys having a copper content above Cumin the value of 
30T is 25 °F.  If fluence 

exceeds 3x1019 n/cm2, the value of 
30T in Eq. 7-1 is 33 °F, irrespective of copper content.  The 

value of USE in Eq. 8-2 is 13 ft-lbs. 

9.4.5 Attenuation

The attenuation guidance in Revision 3 of Regulatory Guide 1.99 will remain the same as that 
provided in Revision 2, as follows: 

Eq. 8-1 (repeated) zz ID 24.0exp

where z is the distance from the inner diameter of the RPV (in inches) and fluence is expressed 
in n/cm2 (E>1MeV). 

9.5 Plans for Future Refinements in this Technical Area 

The NRC envisions a two-pronged approach to continue to build on the advances to date, 
and to reconcile some of the inadequacies identified herein.  Toward that end, the agency 
will undertake (or participate in) specifically focused research investigations to address 
inadequacies in the current equations.  Additionally, the agency will initiate an ongoing 
data trending activity.  The following sections detail the NRC’s planned activities. 

9.5.1 Planned Research Activities

The NRC is planning focused research and/or collaborative projects to address those 
technical inadequacies noted herein that have the greatest technical impact: 
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 High fluence:  The NRC needs to better understand the under-prediction of the fit 

of the T30 model fit to the US-LWR surveillance data at fluences above 3x1019 n/cm2,

so that the agency can adopt a single T30 model for all fluences.  This will allow 
confident projection of irradiation damage during the extended period of operating life 
(for existing reactors), as well as for new reactors.  The agency also needs an assessment 
of the embrittlement mechanisms operating at these high fluences to allow the confident 
development of improved equations.  Toward that end, the NRC’s Office of Nuclear 
Regulatory Research (RES) is currently sponsoring research being conducted 
at the Belgian Nuclear Research Centre (SCK/CEN) and the Oak Ridge National Laboratory 
in the United States, which will include both mechanical property characterization 

(i.e., T30, To, USE, and YS data) and microstructural characterization (i.e., SANS, 
atom probe) of five RPV materials (three welds and two plates) having high copper content.  
These materials were exposed to fluences as high as 1x1020 n/cm2; Appendix F is a report 
detailing work performed to date.  Additional studies may be required to expand the scope 
of the investigation to low-copper materials, among other things. 

 Nickel:  While the inadequacy of RM-6(2) when applied to both high- and low-nickel materials 
is clear, the practical impact of these inaccuracies on new reactor materials is not.  
Therefore, the NRC will survey the planned materials of construction for Generation III+ 
reactors [e.g., the U.S. Evolutionary Power Reactor (US-EPR) or the 1,000-MWe AP1000 
Advanced Passive Reactor] to determine whether the vendors plan to use high- or low-
nickel materials.  The outcome of this survey will inform the decision regarding the need 
to perform additional focused research related to nickel effects. 

 Flux:  As revealed by the IVAR database, flux has a slight effect that cannot be properly 
reflected in surveillance-calibrated models because of the strong correlation between 
the fluence and flux of surveillance materials.  Although the magnitude of this effect 
is small, the development of physically sound and empirically informed flux models 
is fundamental to both properly designing surveillance programs and understanding 
how accelerated test reactor irradiations can be used to inform the surveillance-based 
trend curves that are used in regulatory decision-making.  Therefore, the NRC 
will undertake a project that is specifically focused on developing validating 
a physically based flux model. 

 Attenuation:  As stated in Chapter 8, very limited data are available to inform 
the attenuation formula.  Therefore, the NRC is co-sponsoring a collaborative project, 
being conducted at the Nuclear Research Institute at ež in the Czech Republic, 
which features an extensive experimental quantification of attenuation effects 
using different RPV alloys.  Current progress on this project is summarized in [Server ??].  
In addition, the agency will pursue investigations of the practical implementation 
of approaches based on displacements per atom (dpa), as an alternative to fluence. 

 Fracture toughness:  Information on fracture toughness is needed as input to any 
structural integrity procedure; however, to date, only CVN data (which does not provide a 
measurement of fracture toughness) has been available in adequate quantities to permit 
the development of trend equations that express the effects of irradiation on mechanical 
properties.  As a result, the NRC will undertake the development of trend curves based 
on fracture toughness using currently available data and, perhaps, newly generated 
data.  Information from the flux studies (discussed above) is expected to support this 
effort, given that this information will provide physically appropriate rules to scale 
between test and power reactor irradiations.  Additionally, continuation of recent work, 
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which identified heretofore unrecognized commonalities between CVE and KJc transition 
characterizations [EricksonKirk 07], is expected to be helpful. 

The NRC will undertake all of these activities as subtasks to an umbrella project focused on 
developing a fourth revision of Regulatory Guide 1.99 within 5 years.  As part of that effort, 
the agency will pursue collaboration with the international research community whenever possible. 

9.5.2 Ongoing Data Trending Activity

In nearly two decades since the NRC promulgated Revision 2 of Regulatory Guide 1.99, 

the agency has intermittently undertaken data trending activities, primarily focused on T30,
which have invariably been viewed as activities having defined endpoints, rather than ongoing 
activities aimed at keeping estimation strategies current with the state of knowledge.  By contrast, 
in the future, the NRC plans to replace this approach, as well as the occasional use of very limited 
quantities of surveillance data to adjust generic trends in a plant-specific way, with a systematic 
effort to continually evaluate new data (from both surveillance and research programs) as they 
become available.  The agency will launch this effort as a staff activity, but will endeavor 
to organize and coordinate the work through a newly formed task group dedicated to this purpose, 
under the auspices of the American Society for Testing and Materials (ASTM) Subcommittee E10.02.  
Examining small sets of data within the context of larger databases and physical understanding 
gained from focused research programs offers the following advantages over current approaches, 
such as those advocated by Revision 2 of Regulatory Guide 1.99, which confer undue merit 
and significance to extremely limited data sets: 

 Having a broader, physically based, framework within which to view new data permits 
more reliable discrimination of outliers from emergent trends. 

 Insights gained from emergent trends can be rapidly communicated and applied 
to the entire reactor fleet in an evenhanded way. 

 Undertaking a continuous effort ensures that embrittlement trends are kept up to date 
with the most recent research results, and the research being conducted is focused 
on the issues most important to the operating fleet. 

 Broad maintenance and coordination of both research and surveillance databases, 
among various countries, operators, regulators, and research groups, offers the maximum 
benefit and leverage available from their respective investments of money and time. 
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XCup precipitate Cu content 

XCur residual Cu in solution in equilibrium with precipitates 

Xij atomic fraction of solute i in phase j 

XS atomic fraction of a species S 

Xv atomic fraction of vacancies under irradiation 
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Unit Conversions 

Fahrenheit to Celsius: TC = (TF − 32)/1.8 

Foot-pounds to Joules: 1 ft-lb = 1.356 J 

Note: The U.S. RPV surveillance database is maintained in English units. Thus, the modeling task was 

performed and is reported in English units. Other parts of this report, namely Chap. 2 on embrittlement 

mechanisms and Chap. 6 on comparisons of the IVAR data with the TTS model, are reported in SI units. 
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1. Introduction 

1.1 Background 

Pressure vessels for light water reactors (LWRs) are designed and fabricated in accordance with the 

requirements in consensus codes that are based on mechanical and physical properties of the steels used to 

construct the vessels. In the absence of radiation damage to the reactor pressure vessel (RPV), fracture of 

the vessel is difficult to postulate because the fracture toughness of the RPV in the unirradiated condition 

is generally very high at and above room temperature. However, exposure to high-energy neutrons can 

result in embrittlement of radiation-sensitive RPV materials. The degrading effects of neutron irradiation 

on carbon and low-alloy pressure vessel steels have been recognized and investigated since the early 

1950s. In those steels at LWR operating temperatures [~ 520–570ºF (~ 270–300ºC)], radiation damage is 

produced when neutrons of sufficient energy displace atoms; the displacements result in displacement 

cascades, which produce large numbers of vacancy and interstitial-type defects. Although the inside 

surface of the RPV is exposed to neutrons of varying energies, the higher-energy neutrons produce the 

bulk of the damage. In a typical LWR, the flux of such high-energy neutrons (> 1 MeV) is from about 

1013 to 1016 n⋅m–2s–1.

Irradiation embrittlement of RPV beltline materials is currently evaluated according to U.S. Nuclear 

Regulatory Commission (NRC) Regulatory Guide 1.99, Revision 2 [1], which presents methods (based 

on data correlations) for estimating the Charpy transition temperature shift (TTS) at 30 ft-lb (41 J) as well 

as the drop in upper shelf energy (USE). Figure 1.1 shows an example for one particular RPV weld with 

high copper content [2]. 

Fig. 1.1. Plot of Charpy impact results showing the effects of 

irradiation at 288ºC to a fluence of 1.5 × 10
23

 n⋅m–2
s

–1
 (>1 MeV) on the 

CVN impact toughness. 

Appendix A

22



1-2

Improved correlation models, based on a broader database and a better understanding of 

embrittlement mechanisms, are presented in NUREG/CR-6551, published in November 1998 [3]. The 

models incorporate material chemical composition and various exposure variables to enable predictions of 

TTS and USE changes. The embrittlement shift model in NUREG/CR-6551 was updated in July 2000 

with additional surveillance data collected since the earlier work; this is referred to in this report as the 

Draft 2000 model [4]. Another embrittlement shift model was developed at about the same time on the 

same mid-2000 database under the auspices of the Electric Power Research Institute (EPRI) and the 

American Society for Testing and Materials (ASTM) E10.02 subcommittee (the E900 model [5]), 

published as E900-02 [6] in 2002. Similar correlation models were developed on different databases in 

the United Kingdom [7,8]. A large database of test reactor data from single-variable experiments is being 

analyzed in terms of a physically motivated model with some features similar to the correlation models 

[9,10]. 

Motivation for a new modeling effort came from the fact that 62 additional low-flux boiling water 

reactor (BWR) shifts became available in 2003. These data were significantly underpredicted by the 

previous shift models [4,5], so it was necessary to investigate the cause of the underprediction. Additional 

pressurized water reactor (PWR) data from surveillance reports (about 140 shifts) were also added to the 

database in 2003 and 2004. Finally, the reliability of the database was improved when all old and new 

surveillance data were reviewed for completeness, duplicates, and discrepancies during summer and fall 

2004, in cooperation with the ASTM Subcommittee E10.02 on Radiation Effects in Structural Materials. 

Thus a larger, better balanced and, therefore, more reliable database was made available for analysis. 

This report is a record of work performed in part by the Heavy Section Steel Irradiation Program (see 

Appendix A). 

1.2 Objectives and Scope of Work 

The present work is an update to the earlier embrittlement shift correlation models [3,4], based on the 

expanded surveillance database and on the continuing advances in mechanistic understanding. The 

objective is to produce an improved embrittlement shift correlation model with demonstrated predictive 

capability.  

The work reported here includes several steps: 

• collection of new data that have become available since the last database revision in 2000;  

• review and updating of both new and previously collected data, including identifying duplicates 

and discrepancies; 

• model development to address the low-flux data that were not well fitted by previous models and 

to improve the agreement with recent physical insights and the expanded database;

• calibration of the revised model;  

• validation of the model on surveillance data not used for fitting, to the extent possible; and 

• comparison with test reactor results not used for fitting. 

The model revision presented here is calibrated to the surveillance data from U.S. power reactors; so 

data from test reactor irradiations were used only for insight during the calibration process. After the 

model was calibrated to surveillance data, an extensive comparison was made between the model and the 

Irradiation Variable (IVAR) program test reactor data, as described in Chap. 6. (See Appendix B, 

“Irradiation Variable [IVAR] Program Data Base.”) Subsequent sensitivity studies on surveillance data 

led to minor simplifications of the model as discussed in Chap. 7.  

The revised model is able to fit both PWR and BWR data, within a format similar to earlier models, 

using a modification of the “effective fluence” (φte) approach to flux effects that has been previously 

suggested by Odette and others [9–11]. The revised model contains, sometimes in different form, all 
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effects that were in earlier models by the same authors [3,4], except the “long-time” effect in [4], which 

became clearly nonsignificant with the latest expansion of the database and the use of a separate standard 

reference material (SRM) coefficient. The revised model (discussed in detail in Chap. 4) combines two 

terms, the first of which depends on irradiation temperature (Ti), material chemical composition, and 

effective fluence (φte), while the second depends only on those latter two factors. The general form of the 

model is shown in Eq. (1-1); the complete model includes various coefficients to account for material 

specific product forms, chemical composition ranges, and weld flux types: 

TTS = f(Ti, P, Mn, φte ) + g(Ni, Cu, P, φte). (1-1)

The Mn effect in the revised model is an example of a change in model form – the effect of Mn was 

implicitly included in the prior models via the product form coefficients, while in the revised model it is 

also incorporated explicitly. The revised model also incorporates the variation in fluence at which copper-

rich precipitate (CRP) damage becomes important as a function of Cu and Ni, a known effect (see p. 87 in 

[3] that could not be calibrated reliably before the recent database expansions; see also [7],[9],[10]). 

1.3 Overview and Organization of Report  

This report presents the revised embrittlement shift model and discusses its quality of fit, both of data 

used for model calibration and of other data that were not used for calibration. The focus of the report is 

on the revised model and its quality of fit. The model development process has been an iterative effort 

over several years as the surveillance database has increased in size and the understanding of radiation 

damage has matured. Two of the previous iterations are described in [3,4] and more recent iterations are 

summarized in this report.  

The report is organized to provide some background on radiation damage and statistical terminology 

in the remainder of Chap. 1, followed by a more detailed description in Chap. 2 of the radiation damage 

mechanisms relevant to the revised model. Chapter 3 describes the surveillance database and the subsets 

used for model calibration and analysis. Chapter 4 summarizes the model development process, presents 

the model, and demonstrates quality of fit and validation on surveillance data not used for fitting. The 

individual variable effects are described and plotted and their statistical significance is discussed in Chap. 

5. Then, the model of surveillance data is compared to an independent database of test reactor results, the 

IVAR database, in Chap. 6. The agreement with the independent IVAR database provides additional 

validation of predictive capability and illuminates some limitations of the surveillance database and the 

effects of those limitations on the model. Chapter 7 discusses minor simplifications and supporting 

sensitivity analysis, and presents the revised model in the form recommended for application. Chapter 8, 

the final chapter, provides a brief summary and conclusions.

1.4 Radiation Damage Mechanisms Background 

The mechanisms of irradiation embrittlement are discussed in Chap. 2 and are only briefly described 

in this section. Reactor spectrum neutrons generate high-energy primary recoil atoms. The primary recoil 

atoms slow down in a branching series of collisions with atoms that are ejected from their lattice sites, in 

what is known as a displacement cascade. This produces a large concentration of vacancies and self-

interstitial atoms in the cascade region. Many self-interstitial atoms quickly recombine with vacancies, 

thus healing the damage, or form clusters of like defects, typically in the form of complexes with various 

solute atoms. At RPV operating temperatures, the residual vacancies and interstitials subsequently diffuse 

long distances relative to the size of the cascade. The migrating single vacancies, interstitials, and small 

interstitial clusters, as well as vacancies emitted by the dissolution of vacancy clusters, recombine during 

long-range diffusion, or are absorbed at sinks. So-called “matrix features” (MFs), which mainly form in 
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the cascades, produce hardening in both low- and high-Cu steels. They are believed to be vacancy-solute 

cluster complexes or their solute remnants; MFs may also grow by the long-range diffusion of solutes and 

vacancies. The hardening from MF increases with decreasing irradiation temperature and roughly with the 

square root of fluence. The excess concentration of vacancies under irradiation also accelerates 

precipitation of Cu, along with Ni, Mn, and Si, from the supersatured solution (the Cu solubility limit is 

less than 100 appm at 290°C) above threshold levels of about 0.07 wt % Cu. This precipitation results in 

the formation of CRPs, or at high levels of these elements, manganese-nickel rich precipitates (MNPs) 

[12,13]. The causes, character, and consequences of the MFs are not as well understood as are those of 

CRPs and MNPs, and improved treatments of their contributions to TTS are the subject of continuing 

study by the research community. 

Evolution of CRPs or MNPs is the most important mechanism of embrittlement in irradiation 

sensitive western LWR steels [12]. Radiation-enhanced diffusion is a result of the much higher 

concentration of vacancies in the steel under irradiation, compared with that under thermal conditions. 

Thus, a given solute atom (e.g., Cu, Ni, Mn, and Si) has a much higher probability of having a 

neighboring vacancy during irradiation. With or without irradiation, diffusion of solutes, such as copper, 

takes place by thermal jumps into adjacent vacancies, but the number of these jumps in a given time 

interval is much higher during irradiation, corresponding to the increased concentration of vacancies. 

Subsequent repetition of this vacancy-solute exchange process results in random diffusion of copper. 

When a diffusing Cu atom encounters another Cu atom (or cluster of Cu atoms), they bind with one 

another. Small Cu clusters can redissolve, but at a sufficient size the Cu clusters form coherent 

precipitates that continue to grow by radiation-enhanced diffusion up to the point when the Cu is depleted 

from the matrix. The effective energy of Ni, Mn, and Si atoms is lower in the precipitates than in the 

matrix, so these elements also flow into CRPs along with Cu. The resulting high number density of CRPs 

(> 1023/m3) with typical diameters on the order of 1 to 3 nm efficiently pin dislocations, resulting in 

significant hardening in RPV steels, which increases with Cu contents above about 0.10 wt %. The 

amount of solute diffusion under irradiation that occurs at a specified fluence increases with increasing 

dose rate (neutron flux). This results in a strong dose rate effect in the  CRP hardening and TTS regime 

(due to matrix solute depletion). 

At high levels the actual copper remaining in solid solution that is available for irradiation-induced 

precipitation may be less than the measured bulk copper content, due to pre-precipitation during postweld 

heat treatment (PWHT) performed during the fabrication of an RPV. As a result the maximum amount of 

copper that remains in solution following typical PWHT is about 0.25 to 0.3 wt % [12].  

The synergistic interaction among Cu, Mn, and Ni is the reason why Ni enhances the effects of Cu on 

TTS, as reflected in the predictive embrittlement formulas based on the U.S. LWR surveillance database 

[1,3,6], that of the Japanese LWR surveillance database [14], and in other commercial reactor vessel 

steels [15,16]. Moreover, atom probe tomography has observed the enrichment of CRPs with Ni, Mn, P, 

and Si as well as segregation of solutes such as P, Ni, and Mn to grain and lath boundaries in the 

microstructure [17]. In Effects of Nickel on Irradiation Embrittlement of Light Water Reactor Pressure 

Vessel Steels, a report by the International Atomic Energy Agency (IAEA) Cooperative Research Project, 

it was noted that, “for a given high level of nickel in the material and all other factors being equal, high 

manganese content leads to much greater radiation-induced embrittlement than low manganese content 

for both VVER-1000 and PWR materials”[18]. Notably, these interactions were long ago predicted based 

on theoretical models that were subsequently verified by careful single-variable experiments and very 

detailed nano-analytical characterization studies [19]. Some further references that discuss the effects of 

nickel with copper and manganese are [20-27]. 

While the existence of MNPs in Cu-bearing steels has long been well established, the models also 

predicted the possible formation of Mn-Ni-Si precipitates even in very low Cu steels. Since these 

precipitates were expected to be slow to nucleate relative to CRPs, thus requiring high fluence to cause 

hardening and TTS, they were called “late-blooming phases (LBPs).” Recently, careful experimental 
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studies have verified the existence of LBPs, even in nominally Cu-free alloys [28]. The significance of 

LBP to the steels and irradiation conditions pertinent to the fleet of western RPVs is a topic of ongoing 

research.  

Irradiation hardening results in TTS, which can be understood from the basic micromechanics of 

fracture. Body-centered cubic alloys, such as RPV steels, undergo a transition from cleavage to ductile 

fracture over a range of temperature known as the “ductile-brittle transition” (DBT), shown in Fig. 1.1. In 

the higher-temperature region, the yield stress of the alloy is insufficient to produce a stress concentration 

near the tip of a notch or crack that reaches the cleavage fracture stress. In this case, ductile fracture 

occurs by the nucleation, growth, and coalescence of internal voids that form on inclusion particles. The 

position and range of the DBT is controlled by the magnitude and rate of increase in the yield stress with 

decreasing temperature and the local critical stress-volume conditions leading to cleavage. As a result of 

irradiation-induced increases in yield stress, higher temperatures are required to keep the internal stress 

concentrations below the cleavage fracture stress, resulting in TTS. 

For some steels, nonhardening embrittlement can be caused by radiation-enhanced solute segregation 

of elements such as phosphorus to grain boundaries that are effectively weakened to the point where they 

become the primary path for the propagation of brittle cracks. Thus this type of embrittlement, typically 

defined as irradiation-assisted temper embrittlement [29], is manifested as an intergranular (grain 

boundary) fracture rather than the usual transgranular cleavage fracture. In this case, TTS can occur even 

if the yield strength does not increase; in principle, combinations of irradiation hardening and grain 

boundary embrittlement can interact synergistically to produce very large TTS. In general, however, the 

amount of radiation-induced intergranular fracture in U.S. RPV steels (Mn-Mo-Ni steels) is low, probably 

due to their generally low sensitivity to temper embrittlement [30,31]. Consequently, intergranular 

fracture is not discussed in this report. 

1.5 Modeling and Statistical Background 

1.5.1 Basis of Modeling 

The model presented in Chap. 4 is a hybrid incorporating both physically motivated features and 

empirical calibration. In this type of model, features of the model may be based on statistical significance 

in the modeling database, physical understanding, observations from independent sources (including data 

from controlled experiments), or all of these types of evidence. Most of the effects incorporated in the 

model presented are supported by more than one form of evidence. However, as a key ground rule for the 

modeling effort, the only data used in this report for calibration and statistical analysis are the U.S. reactor 

surveillance data, described in more detail in Chap. 3.  

The calibration and much of the analysis of the model are inherently statistical, so the following 

paragraphs highlight a few statistical definitions and issues intended to help nonspecialists with the 

statistical details given in the report. 

1.5.2 Definition of Residuals 

Much of the discussion of models in this report refers to residuals. A residual is the difference 

between the model estimate and the measured TTS value: 

Residual = Model TTS − Measured TTS . (1-2)

In this calculation, the values of the independent variables that were recorded for the measured TTS 

(e.g., fluence, Cu, Ni) are used to make the model estimate. The residuals are just as often defined with 

the opposite sign (residual = measured TTS − model TTS), so it is important to be sure which definition is 
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used when interpreting the direction of trends in residuals. Both definitions are used in this report, in 

sections prepared by different authors, and the corresponding definition is shown. As defined in Eq. (1-2), 

residuals are negative if the model underestimates the measured shift.  

The least squares method finds the best fit by minimizing the sum of squared residuals, so by 

definition, a good fit will have relatively small residuals overall. Moreover, a good model will show no 

obvious trends if the residuals are plotted against model variables and against variables not included in the 

model. 

1.5.3 Statistical Significance 

Statistical significance, although not the only basis of the model, is frequently mentioned throughout 

this report. Statistical significance implies that the variable effect or difference in shift or residual slope 

that is being analyzed is large enough relative to the uncertainty from data scatter and limited sample size 

that it is unlikely to be caused by random variations. Any reference to “significant” in this report refers to 

statistical significance unless otherwise noted. Differences in shift and variable effects that are practically 

important (i.e., having cost, operational, or other consequences) may or may not be statistically 

significant, Two types of questions are frequently asked about statistical significance: (1) is A 

significantly different from B? or (2) is A significantly larger (or smaller) than B?  

The first question gives rise to what is called a two-tail or two-sided significance test, in which a 

result is significant if the probability is small that the difference, in either direction, is due to random 

variation. The second question gives rise to what is called a one-tail or one-sided test, in which a result is 

significant if the probability is small that the difference, in a preselected direction, is due to random 

variation. The usual practice in statistical analysis is that a two-sided test is appropriate if the direction of 

an effect or comparison is not known in advance and if neither direction is substantially more important 

than the other. A one-sided test is appropriate if the direction of an effect or comparison is known in 

advance, or if differences in one direction are clearly more critical than in the other [32,33]. As a practical 

matter, a difference must be larger to show a specified level of significance on a two-sided basis than on a 

one-sided basis. 

Both two-sided and one-sided tests of significance are used in this report, following the usual practice 

noted in the last paragraph, and the type of test used is stated. It could be argued that enough research and 

prior modeling has been done that by now most questions about the significance of embrittlement variable 

effects should be one-sided questions, as the direction of most variable effects is well known in advance 

of the statistical analysis. For instance, Cu is known to enhance embrittlement, so it makes little sense to 

ask if the data show that high-Cu shifts are significantly different from the low-Cu shifts; instead, if the 

question were raised at all, it would be asked whether the high-Cu shifts are significantly greater than the 

low-Cu shifts, hence a one-sided test. But some questions are more appropriate for two-sided tests. For 

example, throughout this report, tests on the significance of the slope of residual trends are two-sided 

unless otherwise noted, asking the question whether the slope of the residual trend is significantly 

different from zero. The reason is that the modeling objective is to make the model accurately fit the data 

trends (i.e., zero slopes to the residuals when plotted against modeling variables), so in most cases a 

significant residual trend for a variable in the model represents a modeling issue whether its slope is 

positive or negative. Moreover, although the direction of the physical variable effect is often known in 

advance, the direction of residual modeling error depends on the model and the specific data that are 

available and may not be known in advance.  

An exception to the use of two-sided tests for residuals is appropriate if the residual offset or slope is 

caused by intentionally leaving out or disabling the effect of a term in the model to see whether it is 

significant. In this case, the expected direction of the residual slope or offset is known in advance because 

the analyst intentionally took out a previously calibrated effect, thus causing the residual slope or offset to 

occur in a predictable direction. The question in this case is whether the slope or offset is large enough in 
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the predictable direction to imply a significant variable effect relative to the uncertainty, so a one-sided 

test is appropriate. 

The level of probability (p) used in this report for concluding that an effect is significant is p < 0.05 

unless otherwise stated. This is a typical significance level for engineering, where it is sometimes referred 

to as the 95% significance level. That level of significance means that the chance the observed effect or 

difference could arise from random variation is estimated to be less than 5%. In the case of a two-sided 

test, such as the test for significance of residual slope, a slope that is significantly different from zero at p 

< 0.05 implies it is far enough from zero in one direction that there is less than 2.5% chance that it could 

occur by random variation. The same would be true of a slope of the same magnitude in the opposite 

direction, and hence the chance of observing that magnitude of slope in either direction due to random 

variation is less than 5%.

1.5.4 Treatment of Outliers 

Despite best efforts, anomalous data points occur in engineering databases, in many cases because of 

measurement or documentation errors that cannot be identified or resolved by the available information. 

The question from an analyst’s point of view is whether an apparent outlier is different enough from the 

bulk of the data to suggest that the point is in error. The risk in using such a point for model calibration 

can be substantial because extreme outliers produce large residuals, which can have a disproportionate 

effect on the sum of squared residuals that is minimized by least squares, thus biasing the fit. The risk in 

not using such points is the possibility that they are valid; hence, by omitting them the fitted model or the 

estimates of data scatter could be somewhat unrealistic. A biased fit from leaving outliers in a calibration 

set is the greater risk, particularly in large datasets as analyzed here. Since the purpose of the modeling is 

usually to characterize the average trend in the data, that can be accomplished using about 99% of the 

data nearest the average trend while ignoring the few points furthest away. 

The procedure followed in this analysis was to calibrate a preliminary model, then apply an objective 

statistical criterion (Chauvenet’s) to identify potential outliers among the residuals. These outlier points 

were investigated to the extent possible with the available documentation and with help in many cases 

from the ASTM E10.02 subcommittee (on Behavior and Use of Nuclear Structural Materials), in an 

attempt to determine whether there were recording errors, physical causes for the anomalous behavior, or 

extremes in test or irradiation conditions or composition. If a correctable error or other cause of the 

anomaly could be found, appropriate corrections were made and documented; otherwise, the points were 

set aside based on Chauvenet’s criterion and the models were recalibrated without the identified outliers, 

producing the results presented in this report. 

Chauvenet’s criterion provides a quantitative and objective means of deciding whether or not an 

outlier point may be discarded [34,35]. Chauvenet’s criterion calls for rejection of an outlier if the 

estimated probability of observing it is less than 1/(2N), where N is the total number of points being 

analyzed. In other words, an outlier is rejected if the expected number of observations in the database as 

far from the mean as the outlier is less than ½. In the modeling application, the mean of the distribution is 

typically set to be equal to the mean residual (or to zero), and the residuals relative to the model are the 

observations. If the standard deviation of the residuals is estimated by the model standard error (Se), the 

critical multiple of Se from the model, beyond which the data are suspect, can be calculated from the 

normal distribution. For example, if 100 points are used for calibration, an outlier might be rejected if 

further than 2.8Se from the model, whereas if 1000 points are used, an outlier must be further than about 

3.5Se from the model to be rejected on that basis. 

Chauvenet’s criterion was used to justify removal of several surveillance data points in previous 

modeling efforts and in the present analysis. The outliers removed in previous modeling efforts were 

reconsidered in the present analysis and all remained Chauvenet outliers. A few points were also removed 

because they were irradiated under unusual conditions, including irradiation in two different reactors at 
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substantially different flux and/or temperature and irradiation at flux values higher than the usual range 

for surveillance materials. One point could be removed on either basis. The points not used in the fit 

amounted to about 1% of the available data.  

1.5.5 Variable Confounding 

In data from statistically designed experiments, variables may be confounded by the experimental 

design such that their effects cannot be separately estimated, as discussed in many statistics texts (e.g., 

Chap. 14 of. [32]). Partial confounding may occur, in which estimation of the effects of two or more 

variables is feasible, but the estimates are affected to some degree by the other variable(s) [36]. In 

databases that are not from a single statistically designed experiment, such as the surveillance database, 

partial confounding often occurs from patterns in the data. For example, the only product form in the 

surveillance database with relatively low Mn values (below about 1 wt %) is forging, so the analysis 

reported in later chapters found that the Mn variable is partially confounded with the product form 

variable.

The problem with variable confounding is that effects that are nominally attributed to one physical 

variable may be caused in part by one or more other variables, and the effect of some variables may not 

be readily calibrated because of relationships with other variables. This situation is noted where detected 

in the following chapters. 
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2. Embrittlement Mechanisms and Physical Models Underpinning the TTS Model 

2.1 Background and Context 

Irradiation hardening and embrittlement of RPV steels depend on the combination of a large number 

of metallurgical and irradiation variables [1–23]. Physical models and experimental insight on 

mechanisms are helpful in identifying potentially important embrittlement variables and their interactions, 

as well as in developing simplified embrittlement model equations that can be fitted to the TTS data base. 

(See Appendix C, “Analysis Data Base.”) 

To begin we note that this chapter and Chap. 6 were both written after work on the TTS model 

(presented in Chaps. 3 to 5) had been basically completed. The foundation for what follows is a large 

literature on embrittlement that has developed over the recent years, including the results of a number of 

controlled single variable and variable combination experiments and mechanism studies, as well as 

extensive modeling efforts. The experimental studies include the Irradiation Variable (IVAR) program 

that is extensively discussed in Chap. 6. However, it must be emphasized that the current state of 

understanding of embrittlement is not complete, and that the overview that follows represents the author’s 

own experience and viewpoints, that will be extended and refined in the future. It is also important to note 

that, while basic understanding of embrittlement mechanisms was used as a guide, the quantitative TTS 

model was derived by non-linear least square fitting of necessarily simplified analytical expressions to the 

scattered and non-ideally distributed surveillance database. Thus some differences between the TTS 

model and the description of the physics that follows are almost inevitable. (See Appendix D for an 

explanation of the specialized terms used in Chaps. 2 and 6.) 

The basic mechanisms of irradiation embrittlement are illustrated in the block diagram shown in 

Fig. 2.1 [8]. High-energy neutrons interactions with atomic nuclei create energetic primary recoil atoms 

(PRAs) with energies up to several tens of keV. The PRAs produce displacement cascades by a branching 

series of atomic collisions until the energies of the final generation of secondary recoiling atoms fall 

below that needed to displace atoms from their crystal lattice sites. The defects created in the cascade are 

in the form of single and small clusters of vacancies and self-interstitial atoms (SIAs). SIA defects are two 

atoms sharing one crystal lattice site. A molecular dynamics simulation of a cascade is shown in Fig. 2.2 

[24]. The green atoms are displaced from the vacant lattice sites marked as the red symbols. The primary 

vacancy and SIA defects that remain after tens of ps, illustrated in Fig. 2.3, are the basic sources of 

radiation damage [12,24,25]. These point defects and small defect clusters are mobile and diffuse through 

the ferrite matrix at RPV operating temperatures. A fraction of the vacancies and SIA recombine and like 

defects quickly cluster in the cascade region, but most eventually migrate to sinks or undergo SIA-

vacancy recombination (self-healing) reactions during long-range diffusion [3,7-9,12,13,24-27]. Sinks are 

sites where the individual vacancies and SIA are destroyed, like at dislocation jogs, free surfaces and 

grain boundaries. Larger vacancy clusters dissolve over varying time scales [26,27]. Larger SIA clusters: 

(a) migrate one dimensionally to sinks; (b) shrink by absorbing excess vacancies; or (c) grow by 

absorbing an excess flux of SIAs to form dislocation loops [8,24,26,27]. The primary vacancies also 

locally interact with various solutes during the long-term aging of the cascades, as illustrated in the 

kinetic lattice Monte Carlo simulation shown in Fig. 2.4, to form defect-solute cluster complexes and 

their solute remnants, which are known as matrix features (MFs) [3,8,26,27].  

Substitutional solutes diffuse by a vacancy exchange mechanism, as schematically illustrated in 

Fig. 2.5 (a). Thus the excess concentration of vacancies created by irradiation greatly accelerates solute 

diffusion rates. As illustrated by the kinetic lattice Monte Carlo simulation in Fig. 2.5 (b) for a Fe-0.3 

at.% Cu alloy [27], at highly supersaturated dissolved Cu concentrations (more than about 0.05 to 0.1 wt 

% Cu), radiation-enhanced diffusion (RED) leads to the accelerated precipitation of a high number 

density of nanometer-scale  coherent bcc copper-rich precipitate  (CRP) phases  [3,6–9,12,22,28–34]. The  
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Fig. 2.1. A simplified description of the sequence of events 
leading to irradiation-induced TTS.

Fig. 2.2. A molecular dynamics simulation of displacement cascade in Fe produced by 
primary recoil atoms (PRAs) created by high-energy neutrons. The figures represent a time 
sequence starting from the initial PRA collisions (upper left) to the defects remaining after the 
thermal energy has dissipated from the cascade (lower right) after  100 ps. The green dots are 
SIA and the red dots are vacancies. Note the positions of the lattice Fe atoms are not shown.
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Fig. 2.3. Primary vacancy and SIA defects and defect clusters created in 
cascades by PRAs. 

Fig. 2.4. Kinetic lattice Monte Carlo simulations of cascade aging to form vacancy 
solute (Cu) cluster complexes and their remnants that are believed to be the primary 
source of MF hardening. Note the positions of the Fe atoms are not shown.
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Fig. 2.5. (a) Schematic illustration of the vacancy exchange mechanism that resuts in 
diffusional motion of a substitutional solute. Note the path of the vacancies are shown by the 
arrows and, in this illustration, a new vacancy participates in each solute exchange; (b) a kinetic 
lattice Monte Carlo simulation of Cu clustering and precipitation in an Fe-0.3Cu alloy at 300°C 
based on the effects for a sequence of a large number of jumps of a single vacancy (not shown), 
corresponding to increasing time. The time scales roughly with the inverse of the number of 
vacancies per lattice site, hence is reduced under irradiation compared to thermal aging 
conditions. The Cu-clusters would eventually coarsen into a single precipitate. Note the positions 
of the Fe atoms are not shown.

CRPs are also enriched with varying amounts of Mn, Ni, Si, and P in RPV steels containing these 

elements. In addition to CRPs, nanometer-scale Mn-Ni-Si rich precipitates (MNPs) also form under some 

conditions [3,6–9,12,22,28–33]. The nanometer-scale features, that are primarily responsible for 

irradiation hardening, are illustrated in Fig. 2.6. In addition to CRPs, MNPs, MFs, and dislocation loops, 

other potential hardening features include alloy phosphide precipitates (PPs) and dislocation solute 

atmospheres [34,35]. 

The defect cluster complex MF and fine-scale precipitates (or solute clusters) act as obstacles to 

dislocation glide, resulting in an increase in the yield (∆σy) and flow stress of the steel. The ∆σy results in 

the elevation of the Charpy impact test transition temperature, typically defined as the 41 J (30 ft-lb) 

transition temperature shift (TTS). Thus, the sequence of embrittlement mechanisms is 

Irradiation and metallurgical variables → Evolution of hardening features → ∆σy → TTS

Hierarchical multiscale-multiphysics models and experiments have been used to link these various 

mechanisms and ultimately to relate the TTS to the combination of metallurgical and irradiation variables 

[8,36]. However, accurate TTS predictions require that simplified analytical representations of these 

models be fitted to the TTS surveillance database (or other embrittlement databases 

a.

b.
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Fig. 2.6. Schematic illustration of the primary types of nanometer-scale features that 
cause the irradiation hardening and embrittlement of RPV steels. Note the positions of the 
Fe atoms are not shown.

In the following sections, the various mechanisms leading to embrittlement are briefly discussed in a 

sequence aimed both to frame an understanding of embrittlement and to provide a mechanistic foundation 

for the formulation of the physically motivated TTS models. The discussion starts with the basic 

hardening mechanism of embrittlement and its underlying microstructural basis. Next, the effects of 

thecombination of metallurgical and irradiation variables on the hardening microstructures are discussed, 

first for CRPs. Representative examples of the effect of some metallurgical and irradiation variables on 

the CRP microstructure from the Irradiation Variables (IVAR) program are then presented. This is 

followed by a discussion of MFs, which form in both low-Cu and higher-Cu steels.  

2.2 Key Embrittlement Mechanisms  

2.2.1 The Basic Hardening Mechanism of Embrittlement and Primary Hardening Features 

The primary mechanism of irradiation embrittlement in Mn-Mo-Ni RPV steels is an increase in the 

yield stress (∆σy), produced by a high number density of nanometer-scale hardening features that develop 

as a consequence of irradiation. The nanofeatures include coherent Cu-Mn-Ni-rich CRPs, although in 

some cases they contain more Mn, Ni, and Si than Cu, and so are referred to as MNPs. In low-Cu alloys 

(Cu less than about  0.07 wt %), the primary hardening features are believed to be defect cluster-solute 

complex MFs. Dislocation loops, phosphide (PPs) and other fine-scale precipitates, as well as solute 

dislocation atmospheres may also contribute to the hardening in some cases. Irradiation hardening, as 

quantified by ∆σy, depends on the combination of metallurgical and irradiation variables (alloy 

Vacancy Solute Complex 

Mn-Ni Rich Ppt. Cu Rich Ppt 

Solute Atmosphere 
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composition, heat treatment, product form, irradiation temperature, and neutron flux, fluence and spectra) 

and may exceed 350 MPa in very irradiation-sensitive steels.  

The following sections aim to provide a more quantitative, model-based descriptions of key 

embrittlement mechanisms. It must be emphasized that even these more detailed models are simplified 

and do not represent a fully comprehensive description of all the complexities involved in the 

embrittlement process. However, they do provide a good physical framework for assessing the strengths 

and limitations of necessarily even more simplified TTS models used to fit the surveillance database, as 

described in Chaps. 3 and 4.  

2.2.2 Irradiation Hardening

The hardening features act as obstacles to dislocation glide, increasing the critical resolved shear 

stress for plastic deformation [37]. As expressed in Eq. 2-1, the strengthening produced by a specific type 

of feature depends on its radius (rj), number density (Nj), volume fraction (fj), structure and composition 

(where j = p for CRPs and = mf for MFs) and can be characterized by an obstacle strength parameter, αj,

as:

∆σyj  [0.55TFαjµb fj]/rj  (2-1)

Here TF is the Taylor factor  3, µ is the shear modulus of Fe  80 GPa, and b is the Burger’s vector 

0.248 nm. The MFs are relatively weak obstacles (αmf  0.05-0.1), since they are small and may be loose 

aggregates of solutes, while the well-formed CRPs have a range of medium strengths (αcrp  0.1 to 0.3), 

which increases with the precipitate radius, rp [3]. This means that dislocations cut through the CRPs and 

MFs at a maximum local pinning force, corresponding to a critical bowing angle, characterized by the αj,

which is controlled by the detailed obstacle-dislocation interaction mechanism. Obstacle-dislocation 

interaction mechanisms have been characterized experimentally, and modeled, most recently, by 

computer simulations. Figure 2.7 (a) shows the molecular dynamics simulations of the critical bowing 

angle, reported by Bacon and Osetskiy [38], when the dislocation cuts though a small coherent Cu 

precipitate with a radius rp. Figure 2.8 (b) shows that the corresponding prediction of σyp/ fp vs rp is 

reasonably consistent with experimental data (various symbols) from the IVAR irradiations, where fp and 

rp have been measured by small-angle neutron scattering (SANS). Figure 2.7 also shows σyp/ fp for a 

fitted Russell-Brown model, which is in slightly better agreement with the data [3,39]. These pinning 

mechanisms involve dislocations cutting through the obstacles, in contrast to hardening by high strength, 

Orowan type obstacles, which require bypass by dislocation looping, with a corresponding maximum αo

1 [3,37]. Strong obstacles, particularly Mo2C precipitates, are responsible for producing a significant 

fraction of the pre-existing strength of unirradiated steels [3]. 

In developing embrittlement models, the individual hardening contributions from various irradiation-

induced obstacles must be combined with one another, as well as with the various sources of the 

unirradiated alloy strength [3,40]. The limiting rules for such superposition are a linear sum (LS) law and 

a square root of the sum of the squares (RSS) law [40]. The RSS law accounts for the spacing of obstacles 

with similar strength on a slip plane. However, if mixtures of high- and medium-strength obstacles are 

present, the high-strength obstacles result in larger dislocation bowing angles [3,40]. The bowed and 

extended dislocation segments thus encounter more of the medium-strength obstacles than would be the 

case if only the latter were present. Thus the net σy for mixtures of medium- and high-strength obstacles 

is larger than is predicted by the simple RSS law. In the other limit, numerous very low strength obstacles 

do not significantly change the shape of gliding dislocations; hence, they act more like a lattice friction 

stress that simply adds to higher-strength obstacle contributions by an LS law. These concepts are 

schematically illustrated in Fig. 2.8.  
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(a) (b) 

Fig. 2.7. (a) Molecular dynamics simulation of the critical dislocation bowing angle for 
penetrating coherent Cu precipitates with various rp by Bacon and Osetskiy (BO). (b) The 

precipitate hardening efficiency (σyp/ fp) vs rp showing both a fitted Russell-Brown model (RB) 

along with the BO model compared to pairs of σyp/ fp and rp data from a combination of SANS 

measurements (fp and rp) and tensile tests (σyp).

Fig. 2.8. Schematic illustration of the effect of the critical dislocation bowing angle on 
strength superposition. (a) Critical dislocation angle shapes for low-, medium- and high-
strength obstacles. (b) The bowing for dislocation pinned by five medium-strength obstacles. The 
dislocation has not yet encountered obstacles shaded black at the critical bowing angle. (c) The 
dislocation bowing when high-strength obstacles have replaced the medium-strength obstacles. 
The dislocation is now also pinned by eight medium-strength obstacles instead of five as in 
Fig. 2.8b. The dashed line shows the bowing for strong obstacles alone at the critical bowing 
angle.
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Computer simulations have been developed to evaluate the net ∆σy [36,41] for various populations of 

obstacles with different αj [3,36,41]. In one study, the resulting computational database was fitted by an 

analytical model that can be used to calculate the net ∆σy based on the individual yield stress 

contributions and αi of weak (αw < 0.1, σyw), medium (0.1 < αm < 0.6, σym) and high (αo > 0.6, σyo)

strength obstacles. The net σy is given by 

σy σyw + (1-S)(σym
2 + σyo

2)1/2 + S( σym + σyo) (2-2)

Here the superposition factor S is given by [3] 

S αo – αm(5.0 – 3.3αo) (2-3)

Thus, features with similar αj (all fairly low, medium, or high strength) obey an RSS superposition law, 

while those with very different αj (low and high strength) obey an LS law. The superposition of the 

strengthening contributions of medium strength and strong obstacles falls in between. 

The LS law is most appropriate for adding the contribution of medium-strength irradiation-induced 

precipitates to simple model alloys, which initially have low unirradiated σyu due to the absence of 

preexisting medium- and high-strength obstacles. The resulting ∆σy σyp in this case is greater than if the 

same irradiation induced features were added to a complex steel alloy, with a large contribution from pre-

existing high-strength obstacles, where the net superposition falls between the LS and RSS limits. 

Figure 2.9 plots the net yield stress increase, ∆σy, vs the individual strengthening contribution of 1-nm 

CRPs, σyp, assuming the pre-existing strengthening is due to strong obstacles with αo = 0.9 is σyo = 

180 MPa. A curve for pure Cu precipitates, which are somewhat weaker than CRPs in RPV steels, is also 

shown for comparison, along with the bounding LS and RSS laws. For example, if the σyp = 100 MPa, the 

∆σy = 48 MPa for 1 nm CRPs, falling between the limiting cases of 100 MPa (LS) and 23 MPa (RSS).  

Thus, if the details of a material’s microstructure are known, the strengthening and superposition 

models described above can be applied rigorously, and have been shown to work well [3,8,27,42]. This is 

illustrated in Fig. 2.10 which shows, predicted vs measured CRP hardening for two medium-strength 

 0.4 wt % Cu-bearing RPV split melt model alloys with  0.8 wt % (LC) and  1.3 wt % (LD) Ni as well 

as a high-Cu  0.55 wt % and high-Ni  1.66 wt % weld (WV) for a variety of irradiation conditions 

[3,27,42]. Here, the values of fp and rp were again determined from SANS measurements, and the ∆σyp

was predicted based on the Russell Brown model (see Fig. 2.7) and Eqs. (2-2) and (2-3), again assuming a 

pre-irradiation σyo = 180 MPa and αo = 0.9. The added MF contribution was based on the measured ∆σy

in alloys with the same nominal composition as the three alloys cited above, except that they do not 

contain Cu.

Such detailed information is generally not available. Thus obstacle interaction and superposition 

effects must be effectively incorporated into the chemistry, product form and fluence function terms in the 

TTS model and fitting parameters. Since the MFs are fairly weak obstacles, a linear sum (LS) of ∆σmf

from MFs plus the net ∆σp from CRPs roughly account for superposition effects and is a common 

approximation, leading to the so-called two-feature model adopted in the following chapters. In addition 

to these theoretical considerations, as illustrated in Fig. 2.11, the two-feature model appears to work well 

in practice. Figure 2.11a plots ∆σy vs the square root of fluence for intermediate flux, 290°C irradiations 

(see Chap. 6) of the LC alloy, cited above, along with a Cu-free alloy (LG), which otherwise has the same 

nominal composition as LC. Subtracting the ∆σy for LG from that for LC gives an estimate of the net 

CRP hardening, shown as the long dashed line. As expected the CRP contribution approaches saturation. 

Figure 2.11b  plots corresponding SANS  measurements of the  CRP fp and rp for  LC. The  dotted  line  in  
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Fig. 2.9. Superposition of various levels of strengthening from 
1-nm pure Cu precipitates and CRPs with 180 MPa of pre-existing 

strong obstacle strengthening and αo = 0.9. 

Fig. 2.11a shows the predictions of σyp based on the Russell Brown hardening and superposition models 

described above. The general consistency of these results clearly supports the use of a two-feature model.  

2.2.3 Irradiation Hardening and TTS 

The transition temperature shift (TTS) in the Charpy temperature at 41 J (30 ft-lb) can be related to 

∆σy based on well-established micromechanical models. There are two hardening contributions to the 

TTS [23]. The largest contribution is the shift in the maximum elastic cleavage fracture temperature 

typically occurring at about 10 J, ∆TTS10, which correlates directly with ∆σy. Figure 2.12 schematically 

illustrates this mechanism in terms of the so-called Davidenkov diagram. Here, M (>1) is a constraint 

factor that elevates the internal tensile stresses near the notch tip to values greater than σy, and σ* is the 

microcleavage fracture stress. Based on the conventional assumption that σ* does not vary with 

temperature and, for purposes of illustration, assuming a simple linear relation between the yield stress σy

and T, [dσy/dT], the TTS10 is simply [23] 

TTS10 = TT10i(irradiated) − TT10u(unirradiated) = ∆σy/[dσy/dT] (2-4)

The actual non-linear relation between σy and T can be accounted for by using the average <[dσy/dT]> 

over the unirradiated, TT10u, to irradiated, TT10i, temperature interval. More generally, the elastic cleavage  
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Fig. 2.10 Measured versus predicted ∆σy from CRPs based on SANS 
measurements of fp and rp used in a modified Russell-Brown precipitate hardening 
and computer simulation derived superposition model [Eqs. (1) to (3)]. The MF 

hardening is based on the addition of a much smaller ∆σy for alloys with similar 
compositions, except that they contained little or no Cu [27,42].

temperature shift can be specified by the difference in the temperatures at which the unirradiated and 

irradiated σy are equal [23],  

σyu(Tcu) = σyu(Tci) + ∆σy (2-5)

Equation (2-5) accounts for the actual nonlinear relation between σy and T, and predicts a corresponding 

nonlinear relation between the TTS that depends on TT10u and ∆σy.

There is also a generally smaller contribution, TTSuse, to the overall TTS at 41 J, due to the reduction 

in the Charpy upper shelf energy, (∆USE = USEi − USEu < 0) and the associated layover of the Charpy 

energy  temperature curve in the ductile-brittle transition region.  A previous study showed that the lower- 
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Fig. 2.11 Two feature model hardening analyses for a 0.4% Cu LC alloy irradiated at 290ºC 

(a) ∆σy vs the square root of fluence for intermediate flux irradiations (see Chap. 6) of the LC 
alloy, along with a Cu-free alloy (LG), which otherwise has the same nominal composition as 
LC, and the net CRP hardening (LC-LG), as shown as the long dashed line. (b) The corresponding 
SANS measurements of the CRP fp and rp for LC. The dotted line in Fig. 2.11a shows the predictions of 

σyp based on the Russell Brown hardening and superposition models. The general consistency of these 
results clearly supports the use of a two-feature model.

to-upper shelf transition occurs over an approximately constant temperature interval of 120±25°C [23] as 

illustrated in Fig. 2.12 (b). Note, that a recent unpublished study suggests that this transition temperature 

interval is not constant, but rather increases with radiation damage; the generality of this behavior willbe 

assessed in the future. However, even if confirmed, this detail would have little effect on the current 

discussion. The ∆USE can also be related empirically to ∆σy based on a simple fitting model [23]. Thus 

the assumption of a constant transition interval combined with the empirical ∆USE(∆σy) model is used to 

estimate TTSuse and TTS with an expression of the general form 

TTS = TTS10 + TTSuse = Cc(TT10u, USEu, ∆σy)∆σy (2-6)

Fig. 2.13 shows the predicted Cc(∆σy) for TTcu = -75°C and USEu = 100 J. Notably, Cc increases with 

∆σy. Cc also increases at higher TTcu and lower initial USEu. Observed Cc values of  0.6±0.2°C/MPa, are 

consistent with these predictions [23].  

The mechanisms and models described in this and the previous section provide the underpinning for 

the so-called two-feature TTS embrittlement model given by Eq. (2-7), which was calibrated to the 

surveillance data and presented in Chap. 4 of this report: 

TTS = TTSmf + TTScrp (2-7)

As in the case of superposition of strengthening contributions, the nonlinear relation between Cc and ∆σy

is approximately incorporated in the TTS model equations and effective fitting parameters.  

In summary, the relations between TTS and ∆σy are reasonably well understood and can be modeled. 

Standard  micromechanical models predict weakly nonlinear relations  between TTS  and ∆σy that depend
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Fig. 2.12. Illustration of the basis for determining TTS from ∆σy. The model assumes that the 

critical cleavage stress and ∆σy are both independent of temperature. The ∆σy is used to estimate 
the shift in the elastic cleavage temperature (Tc) defined at 10 J. The extra TTS increment at 41 J, 
due to the layover of the energy-temperature curve, is based on the observation that the temperature 
interval of the transition is  120°C and the use of an empirical relation between the reduction in the 

upper shelf energy (∆USE) and ∆σy.

on the unirradiated properties of a particular steel. Such physical complexities are approximately 

incorporated in the two-feature TTS model presented in Chap. 4 of this report, in terms of averaged 

behavior, since the TTS equations are fit to the surveillance database.

2.3 Copper-Rich Precipitates 

2.3.1 Radiation-Enhanced Diffusion and Flux Effects on CRP Hardening 

Trace quantities of Cu (Cu  0.3 wt.% or less) are left in solution after stress-relief treatments that are 

typically performed at around 600°C [3,4,6,7,12]. However, as illustrated in Fig. 2.14, even at these low 

levels, Cu is highly supersaturated at the much lower vessel operating temperatures around 290°C [4,43] 

where the solubility of Cu is  74 appm, or  8.4 × 10-3 wt %. Thus Cu precipitates, first forming nm-

scale  coherent bcc  transition phases, akin to so-called GP zones in aluminum alloys.  Because of low 
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Fig. 2.13. The Cc = TTS/∆σy derived from the model described in 

Fig. 2.12 and the text. The ∆σy dependence is primarily due to the variation in 

the slope of the σy-T curve, with smaller contributions from the reduction in the 
USE. The value of Cc depends on the unirradiated Charpy properties of the 

steel and ∆σy. The dashed lines mark the estimated bounds of the applicability 
of the model consistent with the range of observed Cc values.

rates of thermal diffusion, Cu precipitation is relatively sluggish in the absence of irradiation. However, 

CRP nucleation and growth rates are greatly accelerated by radiation-enhanced diffusion (RED).  

In the following section we estimate the magnitude of the radiation enhanced diffusion coefficient, 

D*, and model how it changes with variables such as the alloy composition and microstructure, 

irradiation temperature and, especially, the neutron flux. Substitutional solutes, like Cu, diffuse by a 

vacancy exchange mechanism. Thus, the solute diffusion coefficient is proportional to the fractional 

concentration of vacancies, Xv. In the absence of irradiation, thermodynamics dictates an equilibrium 

concentration of vacancies, Xve, which controls the rate of both solute and self-diffusion. Under 

irradiation, there is an excess concentration of vacancies, Xv > Xve, leading to a radiation enhanced 

diffusion coefficient, D* > Dcu, where Dcu is the thermal diffusion coefficient of Cu. Assuming all other 

variables are specified, the variation of D* with flux is non-linear and exhibits four general regimes of 

behavior.

• At very low flux D*  Dcu since Xv  Xve

• At somewhat higher flux - when recombination is minimal - D* > Dcu is independent of flux  

• At still higher flux - when recombination is dominant - D* >> Dcu varies with the square root of flux  
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Fig. 2.14. The solubility of Cu in α-Fe in equilibrium with the fcc (solid 
line) and bcc Cu phases (dashed line) as a function of temperature. The
typical range of Cu impurity content is shown by the shaded box. At high-Cu 
levels beyond the solubility limit at the stress-relief temperature pre-precipitation 
limits the amount in solution prior to irradiation to a lower effective value, Cumax.
The Cumax depends on the heat treatment time and temperature history and the 
alloy composition, as well as the Ni content. The Cu remaining dissolved in the 

α-Fe matrix is highly supersaturated around 290°C with respect to the coherent 
bcc phase. The supersaturated Cu undergoes accelerated precipitation under 
irradiation due to radiation enhanced diffusion (RED).

• At very high flux—when SIA-vacancy recombination occurs a high density of transient vacancy 

clusters is produced in displacement cascades—D* >> Dcu is once again constant and independent of 

flux [11] 

The first three regimes are pertinent to surveillance and most test reactor irradiation conditions, 

hence, they will be the focus of the subsequent discussion. Rate theory can be used to model RED [12,13, 

25] and D* by calculating the excess concentration of vacancies under irradiation. More details on the 

model described in this section are given in Ref. [13]. In the most basic sense, however, rate theory 

models determine the concentrations of reacting species by accounting for their generation, transport and 

fates that establish the kinetic balances between production, cluster accumulation (storage) and loss 

processes. The balances are expressed in terms of conservation equations containing the products of  
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concentrations and rate coefficients, similar to those used to model chemical reaction kinetics. The fates 

of vacancies include recombination with SIA, self-clustering, cluster complex formation with solutes and 

annihilation at sinks, especially dislocations.  

As a simple illustrative example, consider a species S that is generated at a rate Gs (S/atom-s) that 

undergoes diffusion to sinks where it is annihilated at a rate XsDsSs (S/atom-s). Here Xs (S/atom), Ds

(m2/s) and Ss (m-2) are the fractional concentration, diffusion coefficient and total sink strength for S, 

respectively. At steady-state, the production and loss of S must balance, thus Gs = XsDsSs, hence,  

Xs = Gs/DsSs (2-8)

The sink strength, Ss, is determined by solving the diffusion equation for the particular geometry. For 

example, for a specified dilute concentration of spherical sinks, with a number density, Ns, and a radius rs,

the sink strength Ss  4 rsNs [25]. Thus the concentration of S, Xs, is determined by the rate of generating 

S, the sink microstructure, Ns and rs, and the diffusion coefficient of S, Ds. In the case of radiation damage 

the S species are vacancies and SIA.  

Displacement damage creates an equal number of vacancies and SIAs, sometimes called Frenkel 

pairs, at a rate  

Gv = Gi = φσv (2-9)

Here φ is the neutron flux (n/m2-s, typically reported in terms of neutrons with energies > 1 MeV) and σv

(vacancies-m2/n-atom) is the neutron spectrum averaged vacancy production cross section [12,24]. A 

cross section can be thought of as an effective area per atomic nucleus for producing a nuclear reaction, in 

this case, generation of vacancies. Computer simulations of the formation and subsequent short-term 

rearrangement of displacement cascades leading to recombination, combined with neutron cross-section 

and reaction kinematics models, have been used to derive σv as a function of the neutron energy [24]. At 

higher fluxes, RED is primarily due to the excess vacancy concentration, Xv. The RED coefficient (D*) 

can be expressed in terms of the ratio of atomic fraction of vacancies under irradiation (Xv) to that at 

thermal equilibrium (Xve) and the thermal diffusion coefficient of Cu, Dcu, as 

D*  Dcu[Xv/Xve] (2-10)

At steady state, Xv is constant; thus, as noted previously, vacancies (and SIAs) must be destroyed at 

the same rate as they are created. Vacancies are destroyed when they are absorbed at sinks, like 

dislocation jogs, or when they recombine with SIAs, which are both self-healing processes. In the 

simplest case, the vacancy and SIA destruction rates at sinks are DvXvSt and DiXiSt, where Dv and Di (>> 

Dv) are the vacancy and SIA diffusion coefficients, respectively, and St is the total defect sink strength, 

taken here to be the same for vacancies and SIA. Thus the creation-destruction balance equation for 

vacancies is 

DvXvSt + recombination rate = φσv (2-11)

The recombination rate is RXvXi, where R (s-1) is a recombination factor  4 rr(Di + Dv), where rr is the 

recombination radius. Without recombination,  
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Xv = φσv/StDv + Xve (2-12)

Thus, Xv increases linearly with flux, and in the very low flux limit of no irradiation, Xv = Xve.

The fraction of vacancies (gr  1) that recombine with SIAs before reaching sinks is proportional to 

XiXv, or Xv
2, since Xi is proportional to Xv. Hence, recombination rates increase with increasing flux (φ),

since Xv also increases, but not in direct proportion. In the limit where recombination dominates, ignoring 

defect annihilation at sinks,  

Gv = φσv = RXvXi = [Dv/Di]RXv
2 (2-13)

Thus, Xv varies with the square root of flux as  

Xv = (φσv/[(Dv/Di)R] (2-14)

Trapping of vacancies bound to solute atoms also increases recombination and gr, since this lowers 

the effective diffusion coefficient (Dv) for vacancies compared to alloys that do not contain such traps. 

Recombination rates also increase with decreasing irradiation temperature (Ti ) due to the lower Dv and 

de-trapping rates. Combining Eqs. (2-11) and (2-12), 

Xv = (1-gr)φσv/StDv + Xve = [gs(φ,Ti,St,Xt,Ht)φσv]/[StDv] + Xve, (2-15)

Here gs is the fraction of vacancies that reach sinks, (gs = 1 - gr  1), Xt is the concentration of solute traps 

and Ht is the corresponding trapping energy. Noting that the self-diffusion coefficient is Dsd  DvXve, and 

using Eq. (2-10):  

D*  Dcu{φ[gsσv]/[StDsd] + 1} = Kφ + Dcu (2-16)

Here K (m4) is the RED factor, defined as 

K = [gsσv/St][Dcu/Dsd] (2-17)

Thus, both gs and K are functions of flux, irradiation temperature, and the total sink strength, St, as 

well as the parameters describing solute vacancy trapping enhanced recombination. In the absence of 

recombination, gs = 1 and K is inversely proportional to St, which is primarily determined by the 

dislocation density, and K is independent of flux if φK >> Dcu. The ratio of the Cu to self-diffusion 

coefficients term [Dcu/Dsd] is a temperature and composition-dependent property of an alloy, and can be 

both modeled and measured [13, 43-46]. Both theory and experiment show that [Dcu/Dsd] is greater than 1, 

and has relatively large values at low temperatures, due to a high copper-vacancy binding energy [47]. As 

a result, both Dcu and D* may be much larger at low temperatures than estimates based on extrapolations 

of Dcu data from high temperature data [13,43-45]. However, the low temperature values of [Dcu/Dsd], and 

hence, K, are uncertain, even in simple Fe-Cu alloys.  

Experimental estimates of the maximum Km at 290°C for gs = 1 (no recombination) range from Km

10-37 to 10-38 m4 [13]. An average Km = 5 × 10-38 m4 and nominal values of St = 2 × 1014/m2 and σv = 6 × 

10-26 m2/neutron-atom, corresponds to [Dcu/Dsd]  33 at 290°C. Thus, for a typical PWR surveillance 

capsule flux of 5 × 1014 n/m2-s, D*  2.5 × 10-23 m2/s. This value compares to a high estimate (see below) 
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of Dcu at 290°C of  3 × 10-25 m2/s, or an RED acceleration factor of D*  84Dcu. At a typical BWR 

capsule flux of 2 × 1013 n/m2, D*  4.3Dcu Thus, at low flux, thermal diffusion may make a significant 

contribution to precipitation under irradiation.  

Before further quantification of D*, we turn to the question of how RED affects Cu precipitation. 

For a specified alloy, fluence and irradiation temperature, the precipitate volume fraction, fp, scales with 

D*t given by 

D*t = φtK(φ,Ti) + Dcut (2-18)

Note, that (D*t)1/2 is a measure of the average distance that Cu diffuses under RED and that the initial rate 

of diffusion controlled growth of the Cu precipitate volume fraction, dfp/dt, approximately scales with 

(D*t)3/2 [13].  

The D* φK is much greater than the thermal Dcu at flux levels characteristic of PWR surveillance 

and test reactor irradiations. In this case, the effect of flux is controlled by gs(φ)  1. At higher flux, in the 

recombination-dominated regime, gs is much less than 1, and K scales as 1/ φ, since recombination 

reduces Xv and hence K. Thus the D*t, or amount of precipitation, at a specified fluence, also varies as 

1/ φ. At lower dose rates, when recombination is not important, gs  1, and both K and D*t at a specified 

fluence are independent of flux. However, at very low flux, Dcu is similar in magnitude to φK, and in the 

limit, D*  Dcu is independent of flux. In this case D*t  Dcut depends only on time, t; since time at a 

specified fluence depends on 1/φ, the corresponding D*t also varies as 1/φ.

Solutes like Mn and Ni have a positive binding energy with vacancies (that is, the vacancy energy 

decreases near a solute) [13,47]. The resulting trapping of vacancies at solutes increases the 

recombination rate, hence, decreases gs. Figure 2.15 schematically illustrates this mechanism, which 

figuratively makes deeply trapped vacancies “sitting ducks” for recombination with SIA. Analytical 

expressions for gs are available, including treatment of solute trapping [13].  

The solid lines in Fig. 2.16 (a) plot D*t/φt = D*/φ = K vs φ, neglecting Dcu, for a typical set of 

recombination model parameters at 290°C: St = 2 × 1014/m2; Ht = 30 kJ/mole; Xt = 0.01 and 0.03; Dv = 

1.13 × 10-16 m2/s and [Dcu/Dsd] = 33 [13]. These curves flatten out at low flux, so it is important to 

properly represent the effects of thermal diffusion (Dcu) on D*. Unfortunately, estimates of Dcu are highly 

uncertain at low temperature. Values of Dcu based on extrapolation of tracer diffusion data from high 

temperatures range from  2 × 10-28 and 6 × 10-27 m2/s at 290°C [43]. Atomistic models predict similar 

Dcu values between  3 × 10-28 and 9 × 10-27 m2/s. Extrapolating the lowest values of measured tracer Dcu

with activation energies from the atomistic models that are also thought to be appropriate for lower 

temperatures (  222 to 242 kJ/mole), yields tracer Dcu values between  8 × 10-27 and 5 × 10-26 m2/s.

However, these tracer diffusion coefficients do not account for either the effects of interstitial and 

substitutional solutes, or the thermodynamic factor that multiplies the tracer diffusion coefficient to 

account for chemical diffusion. The thermodynamic factor is approximately given by  -2lnXCue; for Cu 

at 290°C the factor is estimated to be about 20. The effect of a solute j on Dj is approximately given by 

the expression Dj(Xj)  Dj(Xj = 0)(1 + bjXj). For Cu the atomistic model predicts that b increases with 

decreasing temperature and that b  43 at 290°C [44]. However, experimental estimates at high 

temperature give a much higher b  1760 at 778°C [43]. Assuming b is the geometric mean of these 

values  275 and that a typical total alloy concentration of solutes of X  0.04 behaves like Cu, (1 + bX) 

12. The geometric mean of the limiting experimental values of the tracer diffusion coefficient is  1.1 × 

10-27 m2/s; multiplying this value by the product of the thermodynamic and solute (1 + bX) factors  240 

yields a chemical Dcu  2.6 × 10-25 m2/s.
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Fig. 2.15. Schematic illustration of solute vacancy trap enhanced recombination. (a) The 
SIA is more likely to annihilate at sinks like dislocations (the inverted T) when there are no 
vacancy traps; thus the concentration of mobile vacancies is higher. (b) The SIA is more likely to 
annihilate at solute (filled circles)-trapped vacancies, shown by the dashed open circles, than 
sinks, and the concentration of mobile vacancies, shown by the solid line circles, escaping 
recombination is lower. 

Low temperature values of chemical Dcu can also be indirectly estimated by fitting a diffusion 

controlled growth model to thermal precipitation data based on measured values of Np and fp [13,48]. 

Analysis of a Fe-0.9 wt % Cu binary alloy thermally aged at 290°C for 7200 h yields a very high estimate 

of the chemical Dcu of  5 × 10-24 m2/s. However, excess quench vacancies may produce a transient 

enhancement of Dcu in this case. Nevertheless, Cu precipitation, and corresponding hardening, have also 

been observed in slowly cooled complex steels with high Ni and Cu contents including alloys aged at 

 290°C for  only 7200 h [48,49]. Thus the thermal aging data for complex alloys also qualitatively 

indicates a very high value of Dcu of order 10-24 m2/s, or possibly greater.  

The dashed lines in Fig. 2.16 (a), for Xt = 0.03 and 0.01, are based on nominally low and high values 

of the chemical Dcu of 10-26 and 3 × 10-25 m2/s, respectively, although possibly lower and, even more 

likely, higher Dcu values are certainly possible. However, these nominal low and high values of Dcu give 

some sense of the possible role of thermal diffusion in extrapolating embrittlement models to very low 

flux.

It should be added that, in addition to RED, other radiation damage mechanisms may interact with 

thermal aging processes leading to accelerated embrittlement rates at very low flux. For example, 

formation of solute-defect cluster complexes directly in displacement cascades may combine 

synergistically with long-range thermal diffusion of solutes. The potential for, what might be called, 

radiation assisted thermal precipitation hardening, under long time-very low flux irradiation conditions, 

is  not  understood  for  the  range  of  alloys  and  compositions  in  the TTS database. Thus, these various

+ =

solute vacancy

SIA recombined lattice atom 

a. b.

recombination
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Fig. 2.16. The diffusion scaling parameter, D*t/φt = K + DCu/φ, as a function of flux for the 
solute trap enhanced recombination-DCu model. Larger values of this parameter mean that more 
precipitation occurs at a given fluence. (a) The base model at 290°C with estimated low and high-Cu 
thermal diffusion coefficients,Dcu. (b) The effect of variations in the recombination model parameters 
for the high Dcu.

considerations suggest that the nominally high Dcu curves in Fig. 2.16 (a) provides the most reasonable 

basis to extrapolate experimentally estimated values of D* to lower flux. 

Figure 2.16 (b) shows the effect of variations in the irradiation temperature and sink strength on 

D*t/φt curves assuming the high value of Dcu. Lower irradiation temperatures (Ti) shift the D*t/φt curves 

down and to the left due to enhanced recombination; higher solute vacancy trap binding energies have the 

same effect. Higher sink densities (St) reduce recombination, but also shift the curves down and to the 

left, since Xv is reduced [13]. However, the general shapes of the curves remain similar and the magnitude 

of K is still in the range of  10-38 to 10-37 m4, in the pertinent flux range or slightly higher at 310°C. 

The effect of flux shown in the curves in Fig. 2.16 (a) can also be represented in terms of a flux 

dependent effective fluence, φte, as

φte = φt(φr/φ)p(φ) (2-19)

Here φr is an arbitrary reference flux. Note, φte = φt at φr. As illustrated in Fig. 2.16 (a), the flux-scaling 

exponent, p(φ), is the average slope of a line connecting ln[K(φ)] with ln[K(φr)]. Hence, p depends on 

both φ and φr. Figure 2.17 (a) plots p(φ) for φr = 4.4 × 1014 n/m2, which is the reference flux in the TTS 

model, versus φ for the K(φ) curves shown in Fig. 2.16 (a). The p-curves decrease in going from high to 

intermediate flux, but go through a minimum whose position depends on Dcu.

Assuming a constant average p as in Eq. (2-20) provides a simplified formulation for the flux effect 

that can be readily incorporated into analytical expressions calibrated by fits to the TTS database.  

φte = φt(φr/φ)p (2-20)

While the value of p in Fig. 2.17 (b) explicitly depends on flux (as well as the alloy composition, 

microstructure and irradiation temperature), the variation between dose rates of 1013 and 1015 n/m2-s is not
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Fig. 2.17. The dose rate effect scaling parameter p for φr = 4.45 × 10
14

 n/m
2
 versus φ for 

the K(φ) curves shown in Fig. 2.16 (a). (a) The base recombination model parameters and 
Xt = 0.01 to 0.03 for low and high DCu. (b) The effect of variations in the model parameters for 
Xt = 0.03.

extremely large. For the high Dcu case the average value and range of p are 0.33±0.05 and 0.24±0.07 for 

Xt = 0.03 and 0.01, respectively. For the low Dcu model, the corresponding averages are 0.29±0.09 and 

0.20±0.10. Thus, using an effective average fitted p to fit and interpolate between embrittlement data at 

low and high flux, as is done in the TTS model, is a reasonable engineering approximation. Again note 

that, in the TTS model, the fitted effective flux scaling exponent p is also the average for a range of alloy 

compositions and microstructures, as well as irradiation temperatures. 

Figure 2.18 shows SANS measurements of the effect of flux on the CRP fp, and rp for a split melt 

model alloy containing 0.4 wt % Cu, 1.4 wt % Mn and 1.25 wt % Ni irradiated at 290°C. The diamonds, 

circles and squares are for fluxes of  8, 3 and 0.8 × 1015 n/m2-s respectively. The fp and rp are plotted vs 

both the actual fluence (Fig. 2.18a and c), φt, and the effective fluence (Fig. 2.18b and d), φte, assuming p 

= 0.5 and φr = 3 × 1015 n/m2-s. The shifts in the precipitation curves to higher fluence with higher flux is 

clear, while these data collapse onto one curve on the effective fluence, φte, scale. This flux effect is also 

clearly reflected in the corresponding ∆σy data shown in Chap. 6. Table 2.1 summarizes the various flux 

regimes described in this section. 

In summary, within the framework of the solute trap enhanced recombination model, the effect of flux on 

CRP precipitation and hardening is manifested in the pre-saturation regime. Higher flux shifts the CRP 

hardening curves to higher fluence, as schematically illustrated in Fig. 2.19. The plateau hardening does 

not depend on the flux. The observed effects of flux can be modeled based on a solute-enhanced 

recombination mechanism. Recombination models show that dose rate effects depend on flux, irradiation 

temperature, alloy composition, and microstructure. These conclusions are consistent with analysis of the 

IVAR database discussed in Chap. 6 and in Ref. [13]. However, flux effects can be approximately 

incorporated in TTS models using an effective fluence, φte = φt(φr/φ)p, by fitting a constant average 

effective flux scaling exponent, p. This provides a reasonable basis to fit low flux BWR and high PWR 

flux surveillance data, and, more approximately, for interpolating between these extremes in dose rate. 

Extrapolation to even lower fluxes is uncertain, due to corresponding uncertainties in the thermal 

diffusion coefficient, Dcu, of Cu. Nevertheless, using a nominally low value of Dcu to extrapolate to very 

low fluxes is likely to under predict hardening and embrittlement, which may be further enhanced by 

synergisms between irradiation and thermal precipitation processes. 
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Fig. 2.18 SANS data on fp and rp for a 0.4 wt % Cu, 1.25 wt % Ni split melt model steel 
alloys (LD) irradiated at three flux levels between 0.6 to 10 × 10

15
 n/m

2
-s in IVAR at 290°C, 

plotted on both fluence, φt, and effective fluence, φte, scales using a value of p = 0.5.  

Table 2.1. Flux dependence mechanisms, regimes, and scaling laws for Ti = 290°C 

Dominant Mechanism φ-regime (n/m2-s) φtpm/2–φ Scalinga Commentsb

Thermal diffusion 

assisted
<  103 D*t @ φt α 1/φ

Depends on low temperature Dcu.

Thermal precipitation is observed in 

sensitive model alloys and sensitive steels at 

290 to 350°C. 

This flux range is pertinent to BWR vessels 

and some low flux surveillance capsules. 

Fixed sink < 1014 D*t @ φt  f(φ)

There may be no purely sink dominated 

regime - depends on alloy Ni & Mn contents, 

microstructure and low temperature Dcu.

May be pertinent to PWR vessels at lower 

flux levels. 

Solute trap 

recombination 
 > 1014 D*t @ φt α 1/ φ

Depends on alloy Ni & Mn contents, 

microstructure  

Pertinent to PWR surveillance capsules and 

test reactor irradiations as well as higher flux 

regions in PWR vessels. 
aIn regime dominated by the specified mechanism. Note the flux-scaling varies smoothly in transitions between 

regimes that are dominated by a specific mechanism. Also note that more than one mechanism may be important 

in the overlap between some regimes. 
bThe flux levels at actual surveillance and vessel locations vary greatly, depending on details of the design and fuel 

assembly arrangements. For perspective, the peak flux in U.S. PWR and BWR RPVs are roughly 1015 and 1013

n/m2-s, respectively. The flux levels are about two to four times higher in corresponding surveillance locations. 
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Fig. 2.19. Illustration of the two feature hardening model and the effect of flux, φ, on the fluence, 

φt, dependence of the CRP hardening contribution. The value of σypm/2, which marks the fluence at 
50% of the maximum CRP hardening, increases with increasing flux due to recombination.

2.3.2 The Composition Dependence of CRPs 

We now turn our attention to the composition of the CRPs. At levels more than Cu  0.1 wt %, the 

nucleation of CRPs is primarily driven by the high supersaturations of dissolved Cu. Once nucleated, 

CRPs grow by RED of solutes. The CRPs are also enriched in Mn, Ni, Si, and P, depending on the alloy 

content of these elements [3,8,9,12,27–33].* The CRP enrichment in solutes, such as Mn, can be 

understood and modeled within the framework of both classical thermodynamics [12] and atomistic 

                                                     
*A number of atom probe (AP) studies suggest that the precipitates contain up to 50% or more Fe. However, this 

interpretation is inconsistent with thermodynamic principles and data, as well as the results of other characterization 

methods such as SANS. Recent local area atom probe (LEAP) studies on Cu bearing  IVAR alloys indicate a highly 

enriched Cu core (>80 - 90% solute at sub nm dimensions) surrounded by shells enriched in Ni, Mn and Si. 

However, the outer shells may be somewhat ragged or diffuse and may also contain some thermodynamically 

dictated Fe. For nm scale precipitates almost all the atoms are at or near the interface, thus even small uncertainties 

in the positions of atoms (0.3 to 0.5 nm) lead to an artifact of higher than actual precipitate Fe contents. Hence, some 

of the differences are due to the definition of what constitutes a precipitate. Note, in general, there is much better 

agreement on the total number of solute atoms in the precipitates which is the most important observation since it is 

the solutes that control the obstacle strength of the precipitate and provide an overall mass balance for various 

elements. 
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simulations [31]. As an example, consider a simple A-B-C system (e.g., Fe-Cu-Mn). The activity 

coefficient Γij is the ratio of the thermodynamic activity of solute i in phase j, aij, to the corresponding 

atomic fraction, Xij, Γij = aij/Xij. Assume the primary matrix and precipitate phases are A (matrix, m) and 

B (precipitate, p) rich (e.g., Fe and Cu), respectively, and that C (e.g., Mn) partitions between them at 

different XCm and XCp.

If the solute C has a limited solubility (forms a dilute solution) in the A matrix phase, ΓCm is 

approximately constant (Henry’s law) and is given by 

ΓCm  exp(HCm/RT) (2-21)

where HCm is the heat of solution for dissolving C in the matrix phase (note, small thermal entropy effects 

have been neglected). For simplicity, assume that the precipitate-phase is an ideal B-C solution, with ΓCp=

1 (Rault’s Law). Equilibrium requires that aCp = aCm, thus 

XCp/XCm= ΓCm/ΓCp = exp(HCm/RT) (2-22)

For example, XCp/XCm = 10 at 290°C corresponds to HCm = 10.8 kJ/mole. Equation (2-22) also shows that 

solute enrichment in the precipitate phase decreases with increasing temperature. 

The thermodynamics of real RPV alloys are more complex than in this simple example, and 

evaluation of CRP compositions requires the use of empirical thermodynamic parameters that can be 

found in the literature [27,31]. For example, in the Fe-Cu-Mn case, ΓMnp is less than ΓMnm; thus XMnp/XMnm

> 1. At 290°C and XMnFe = 0.016, XMnp/XMnm  12; thus, XMnp  0.2 and XCup  0.8. In other words, if 

initially pure Cu precipitates in a Fe-Mn matrix are to approach equilibrium, Mn must flow out of the Fe-

rich matrix phase and into the Cu-rich precipitate phase until aMnm = aMnp.

As schematically illustrated in Fig. 2.20, these basic thermodynamic and atomistic bonding concepts 

can be extended to treating additional solutes. Strong Mn-Ni, Cu-P, and Ni-Si interactions lead to the co-

enrichment of these elements in the CRPs along with Mn. If the Mn plus Ni content of the precipitates 

exceeds that of Cu they are called manganese-nickel rich precipitates (MNPs). These models also treat the 

effects of the CRP-Fe matrix interface excess free energy, which scales as 1/rp, which is important at 

nanometer size scales. Higher Ni, Mn, Si, and P decrease the precipitate-matrix interface energy, resulting 

in additional non-equilibrium solute enrichment and increasing the nucleation rates and number densities 

of the CRPs.

However, the major effect of solutes is to increase the volume fraction of precipitates, fp. Thus, fp = 

fCup/XCup, where fCup is the volume fraction of precipitated Cu and XCup is the fraction of Cu in the 

precipitates. Since almost all the copper eventually precipitates, the maximum fpm can be estimated from 

the fraction of Cu initially in solution in the matrix XCu, as fp  (XCu - XCur)/XCup, where XCur is the 

residual Cu in solution in local equilibrium at the precipitate of radius rp. The residual Cu, XCur, is greater 

than XCue due to three sources of excess free energy in precipitates relative to bulk Cu: 1) the excess free 

energy due to the precipitate-matrix interface energy (γpm), which is important for nanometer-size scales 

(the Gibbs Thompson effect); 2) the higher energy of the bcc coherent Cu precipitates versus the 

equilibrium fcc phase (see Fig. 2.14); and 3) the coherency strain energy associated with a lattice 

parameter mismatch between bcc Cu and Fe. The XCur can be estimated as  

XCur = XCue(bcc)exp([(2γpm/rp + 4µδ2)VCum]/[RT])  (2-23)
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Fig. 2.20. Illustration of the thermodynamics leading to CRP enrichment on Mn and Ni. 
(a) The Cu, Ni and Mn activities are initially higher in the matrix than in the precipitate. As these 
elements flow into the CRP their activities decrease in the matrix and increase in the precipitate 
until equilibrium is established when they are equal in both phases. At small sizes the solute 
activity in the precipitate must include the contribution of the interface, which also depends on 
composition (b) A Gibb’s triangle indicating the CRP and MNP composition ranges in Cu-bearing 
alloys. (c) Atomistic Monte Carlo simulations of CRPs and MNPs. (d) Illustration of the Cu, Ni and 
Mn contributions to the CRP volume fraction as a function of alloy composition.

For pure copper precipitates at 290°C, assuming an interface energy, γpm  0.4 J/m2, a molar volume of 

Cu, VCum  7.1 x 10-6 m3/mole, a solubility of copper in equilibrium with coherent bcc precipitates, XCue

7.4 x 10-5, δ = 0.03 and µ = 70 GPa (the weighted mean of Cu and Fe), XCur =  0.042 wt. % for a 

precipitate with rp = 1 nm at 290°C. While XCur is fairly small, it is significant for steels with lower copper 

levels and, as discussed below, results in a threshold copper content, Cumin, for forming CRPs.  

The Mn and Ni enriched CRPs and MNPs can be very large, resulting in large fp and high levels of 

hardening and embrittlement as illustrated in Fig. 2.20 (d). For alloys with 1.3 to 1.6 wt % Mn, typical 

precipitate copper contents are XCup  0.7 to 0.9 for low Ni (< 0.5 wt %), XCup  0.5 to 0.7 for medium Ni 

(0.5 to 0.9 wt %), and XCup  0.25 to 0.5 for high Ni (> 0.9 wt %). Hence, CRPs give way to Mn-Ni(-Si,..) 

rich precipitates (MNPs) in alloys with high Ni and Mn contents. The Mn and Ni enrichment in 

precipitates also increases with decreasing irradiation temperature. 

Figure 2.21 shows SANS measurements of the mean radius, number density, and volume fraction of 

CRPs and MNPs as a function the alloy Ni and Mn contents, for alloys with  0.4 wt % Cu irradiated at 

high flux at 290°C to 3.4 × 1023 n/m2. The alloys with variations in Ni contain nominal concentrations of 

about 1.4 to 1.6 wt % Mn. The alloys with variations in Mn contain nominal concentrations of 0.8 wt % 

Ni. The pie charts in the volume fraction plots are estimates of the precipitate composition based on the 

measured magnetic to nuclear scattering ratio [27,32]. The radius increases and decreases slightly with 

increasing Ni and Mn, respectively. However, there are much larger increases in the corresponding 

number densities and volume fractions in both cases. At high alloy Ni and Mn the MNPs replace CRPs. 

Since the Mn and Ni activities decrease in the precipitates with decreasing Cu, highly enriched MNPs are 

also  favored over CRPs at lower Cu levels.  Indeed, it has been recently shown that MNPs can even form  
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Fig. 2.21. SANS data on rp, Np, and fp for a 0.4 wt % Cu split melt model steels irradiated 
at high IVAR flux at 290°C. (a) Effects on Ni variations in alloys with 1.4 to 1.6 wt % Mn; (b) 
Effects on Mn variations in alloys with  0.8 wt.% Ni.The pie charts in the fp plots show the 
estimated precipitate compositions. 

in Cu-free steels [50]. In this case XCup < to << 0.1. Since these nearly pure MNPs are slow to nucleate, 

they have been called “late-blooming” phases. These (and other) experimental observations are consistent 

with the thermodynamic concepts outlined above. 

Thus, large volume fractions of CRPs and MNPs can form under irradiation. Fortunately, pre-

precipitation during stress relief heat treatments at around 600°C limits the maximum dissolved copper 

prior to irradiation at start-of-life, to an effective Cumax, that may be lower than the bulk alloy copper 

content if the latter exceeds the solubility limit. An extensive study of pre-precipitation kinetics [4] 

yielded estimates of Cumax  0.25 ± 0.05 wt % in medium Ni (Ni  0.8 wt.%) steels. This start-of-life 

copper increases to Cumax  0.3 wt %, or slightly more, at high Ni levels  1.6 wt %. The apparent 

influence of Ni on the start-of-life Cumax may have both thermodynamic and kinetic origins. 

Thermodynamically, the bond strength between low solubility Cu and Fe is smaller than between high 

solubility Ni and both Fe and Cu. Thus, as Ni replaces Fe atoms as neighbors of Cu, the latter’s solubility 

increases. The decrease in the matrix activity of Cu with increasing Ni also reduces the rate of Cu pre-

precipitation. The actual Cumax depends on the heat-treatment time-temperature history, as well as the 

alloy composition. In general Cumax may approach, but does not reach the equilibrium solubility limit. 

These estimates of Cumax are consistent with the parameters obtained by fitting the TTS model to the 

welds with high Cu and medium and higher Ni in the surveillance database. 
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Test reactor data also show there is a minimum Cu threshold for forming CRPs, Cumin, between 

0.06 and 0.09 wt.% Cu [3,5,8]. This can be simply understood based on Eq. 2-23 and conservation of Cu 

requiring that 

fp + Xcur = Xcu (2-24)

A given Np and rp specify the precipitate fp and XCur, hence, the initial dissolved Cu, XCu, that is required 

to establish the balance in Eq. 2.24. As shown by the unfilled symbols in Fig. 2.22, assuming pure Cu 

precipitates and using Eq. 2-23 to determine XCur, XCu goes through a minimum as a function of rp that 

depends on Np. Figure 2.22 shows that for Np = 1023/m3 the minimum is greater than the threshold for 

forming CRPs in the TTS model, XCu  0.063 at %, which is equivalent to 0.072 wt % Cu. The minimum 

XCu is slightly less than 0.063 at % for Np = 1022 and 5 × 1022/m3; however, as shown by the filled 

symbols for the corresponding ∆σy curves, the hardening is small in these cases. Further, the 

homogeneous nucleation rates of Cu precipitates, as well as heterogeneous nucleation rates on small sub-

critical Cu clusters that may form in cascades, also very rapid drop-off very rapidly below  0.05 to 0.09 

wt. % Cu. These theoretical considerations are consistent with the minimum Cu for CRP formation that is 

in the TTS model of Cu=0.072 wt %.  

Fig. 2.22. The total Cu (XCu) required for a balance between that 
contained in the precipitates (fp) plus that dissolved in the Fe matrix in 
local equilibrium with the bcc phase of Cu, for an interface energy 

γpm = 0.4 J/m
2
 and lattice coherency mismatch parameter δ = 0.03, 

plotted vs rp for various Np (open symbols) and the corresponding 

estimated hardening ∆σy (filled symbols). The horizontal dashed line 
represents the threshold for forming CRPs in the TTS model.
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In summary, the synergistic interactions between Cu-Mn-Ni (and by extension P and Si) are 

experimentally fairly well characterized and can be thermodynamically modeled. Most notably, higher-

alloy Mn and Ni increase the precipitate volume fraction, fp. Pre-precipitation limits the maximum 

effective dissolved Cu prior to irradiation, Cumax, depending on both the stress-relief time and temperature 

and the alloy composition. Experimental estimates suggest that, following typical stress relief times 

around 600°, Cumax  0.25 ± 0.05% for medium Ni steels and  0.30 wt %, or slightly more, in very high-

Ni steels, Both independent experimental observations and theory indicate that a threshold Cu content in 

the range of Cumin  0.05 to 0.09 wt % is required for CRP formation. These conclusions are broadly 

consistent with the treatment of alloy composition in the CRP term in the TTS model. 

2.3.3 The Fluence Dependence of CRP Hardening 

Precipitates evolve by long-range diffusion and clustering of Cu and other solute atoms. Rate theory 

can also be used to model the evolution of Cu precipitates as a function of fluence. The most detailed 

treatment is based on so-called cluster dynamics models (CDMs). CDMs represent the number clusters in 

each size category, N(n), from the mobile monomer species n = 1, up to a maximum number of atoms n = 

nmax , with a set of ordinary differential equations. In the simplest form,  

dN(n)/dt = β(n-1)N(n-1) + α(n+1)N(n + 1) - [α(n) + β(n)]N(n)   (2-25)

In this formulation, clusters with sizes > 1 are assumed to be immobile. The α and β coefficients 

are the rates at which the cluster of the indicated sizes, n-1, n and n+1, emit or absorb a mobile monomer 

species, respectively. Note slightly different equations are used for the monomer and largest cluster. For 

diffusion controlled growth of spherical Cu clusters and using the capillary approximation for the Gibbs-

Thompson effect,  

β(n) = 4 rnD*Xcum/VCu (2-26a)

α = [4 rnD*Xcue/VCu]exp(2γpmVCu/rnkT) (2-26b)

Here rn is the radius of a cluster of n Cu atoms. The set of n =1 to nmax coupled equations are integrated 

over time from an initial condition of supersaturated Cu in solution, typically with no clusters with n > 1. 

Note, these simplifying assumptions are not necessary, and there are many elaborations of CDMs to treat 

effects such as heterogeneous nucleation, mobile clusters and interface controlled kinetics. 

Figure 2.23 shows a CDM prediction of a 300°C irradiation induced evolution of Cu precipitates in a 

Fe-0.3 at. % Cu alloy with overlapping regimes of nucleation (N), growth (G) and coarsening (C) [3]. At 

low fluence, nucleation dominates, as manifested by a rapid increase in Np and fp, At intermediate 

fluence, nucleation, growth and coarsening overlap, as manifested by a more rapid increase in rp, a peak 

in Np and a continued increase in fp until it approaches an approximate plateau, when the matrix Cu is 

almost depleted. At still higher fluence, the precipitate evolution is dominated by coarsening, with a 

slowly decreasing Np and increasing rp. The only adjustable parameter in these calculations is K factor in 

the RED diffusion coefficient D*, which sets the absolute fluence scale. The thermodynamic models 

described in the previous section can be used to properly enrich the precipitates with other solutes, 

assuming that Cu clustering controls the basic kinetics. The overall predictions of CDM are in good 

qualitative agreement with experimentally observed trends and provide a foundation for much simpler 

models used to fit the TTS database. 
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Fig. 2.23. Example of a cluster dynamics model of the 
nucleation-growth and coarsening Cu precipitation kinetics for an 
Fe 0.3 wt % Cu alloy irradiated at 300°C. Nominal thermodynamic 
parameters for the Fe-Cu system were used. The only adjustable 
parameter in this model is the radiation enhanced diffusion factor K, 
which sets the fluence scale.  

The factors that control the precipitation processes can be understood on a conceptual basis. There is 

a free energy activation barrier to CRP nucleation that is very sensitive to the Cu supersaturation. The 

CRP nucleation barrier has two apparent effects. First, the incubation fluence, marking the initiation of 

hardening by CRPs, increases with decreasing Cu, due to correspondingly lower nucleation and growth 

rates and number densities (Np) [1,13]. Second, below a threshold Cumin, well-developed CRPs do not 

form; the threshold is Cumin  0.05 to 0.09 wt % Cu at  290°C [3,5,13,18]. The CRP number densities 

also decrease with increasing irradiation temperature, due to the lower Cu supersaturation. However, the 

precipitate number densities increase with higher alloy Ni, Mn, Si and P contents, due to the reduction of 

the CRP-Fe matrix interface energy by these solutes [12].  

Once nucleated, the CRPs grow by RED of solutes. A standard expression to analytically represent 

precipitation (and other transformations) kinetics is the so-called Avrami (or Johnson-Mehl) equation, 

which has a general form [13,51] 

fp(t) = fpm{1 - exp[-(t/tt)
β]} (2-27)

where fpm is the maximum precipitate volume fraction, tt is the time for fp to reach 0.63fpm and β is a 

parameter that depends on the rate controlling precipitation kinetics mechanism. For example, in the case 

of diffusion-controlled growth of a fixed number density of precipitates from very small size to saturation 

due to solute depletion, β is 3/2. In contrast, if the precipitate interface mobility is rate controlling, β = 3. 

The maximum precipitation rate at short times is fp(t) = fpm(t/tt)
β, and dfp/dt decreases at larger times due 

to depletion of solute from the matrix.  

As illustrated by the CDMs, actual kinetics of CRP evolution is much more complex than can be 

described by any simple analytical expression such as Eq. (2-27). However, by considering β to be an 

effective  fit parameter,  some of the  missing physics  can be captured [13].  As shown in Fig. 2.24, β sets
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Fig. 2.24 The Avrami equation for different values of β.

the effective shape of the fp(t) curve between 0 and fpm; decreasing β increases the time interval for the 

precipitation.  

The corresponding φte dependence of fp under irradiation can be approximately represented by [13] 

fp(φte)  fpm{1 – exp[(-φte/φtet)
β]} (2-28)

In the case of pure diffusion-controlled growth, β = 3/2 and φtet can be related to XCu, XCup, Np, and D* 

[13]. Fitted values of β (≈ 1) are typically less than 3/2, suggesting that other mechanisms influence CRP 

growth [13]. For example, this could reflect a slow decrease in the RED coefficient, D*, due to the 

buildup of additional defect sinks and recombination centers. Assuming that almost all the Cu initially in 

solution, XCu, precipitates, and accounting for enrichment by other elements, such as Ni and Mn,  

fpm  XCu/XCup (2-29)

The effective φtet and β can be determined by fitting data for fp as a function of the effective fluence at the 

reference flux, fp(φte) [13]. For a specified alloy φte can be approximated by  

φte = φt(φr/φ)p (2-30)
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Recall, however, that this simple constant p scaling is not fully rigorous over a wide range of flux and that 

p also depends on the alloy composition and irradiation temperature as well as flux (as discussed in 

Sect. 2.2.3). Thus, p must also be considered an effective fitting parameter. Ignoring the detailed effects 

of the precipitate size in the peak hardening regime and superposition effects, the corresponding CRP 

hardening, ∆σyp, is simply given by [13] 

∆σyp(φte) ∆σypm[fp(φte)/fpm]1/2 (2-31)

Thus,

∆σyp(φte) = ∆σypm[1 – exp(-φte/φtet)β]1/2 (2-32)

Here ∆σypm is the maximum, or saturation, CRP hardening. The CRP contribution to the TTS, or TTSp, is 

given by 

TTSp = Cc∆σyp (2-33)

Equations (2-30) to (2-33) represent physically based ∆σy and TTS models that can be fit to 

experimental data. The p, β, φtet, and ∆σypm, or TTSpm, are effective fitting parameters that depend on 

metallurgical and irradiation variables in a way that can be physically understood and modeled. While 

these analytical expressions are greatly simplified relative to the complexities of the underlying 

embrittlement mechanisms, they can empirically reflect at large part of the physics that is not explicitly 

included when fitted to the TTS database. Hyperbolic tangent and error function (erf) equations can also 

be used to approximate ∆σyp(φte) and TTSp(φte).

Based on both the physics of the CRP nucleation and growth mechanisms and a large body of data, 

any ∆σyp or TTS model should reflect the following systematic variable effects: 

• The ∆σyp(φt) curve should manifest both low dose incubation and high dose saturation fluence. A 

ln(∆σyp) versus ln(φt) plot should be sigmoidal, with an approximately linear shape in the transition. 

If simple diffusion controlled growth is rate controlling, the log-log transition slope is  3/4. 

• Threshold and maximum effective Cu contents for CRP formation are  0.06 to 0.09 and ≈ 0.25 to 

0.30 wt %, respectively. 

• The saturation CRP hardening, ∆σypm, increases rapidly with higher Ni and, to a lesser extent, Mn. 

• The CRP hardening curve is shifted to higher fluence with increasing flux in the PWR and test reactor 

regime in a way that can be represented by an effective fluence, φte, that accounts for solute enhanced 

recombination. The recombination rate decreases with increasing irradiation temperature and 

decreasing alloy solute content flux. However, thermal Cu diffusion coefficients may be important at 

low flux, in and below the BWR regime.  

• The CRP hardening curve is shifted to higher fluence with decreasing Cu. 

• The width of the CRP hardening curve transition increases with higher Ni.  

The effects of Ni and Cu on the shape of TTS curves and their and position on the fluence scale are 

schematically illustrated in Fig. 2.25. 
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Fig. 2.25 Illustration of the effects of alloy composition on the shape 
and position of the CRP/MNP effective fluence function.  

In summary, the fluence dependence of ∆σy(φte) and TTS(φte) can be modeled by the Avrami-type 

equation, as well as with roughly equivalent tanh or erf representations. The effective fluence, φte,

depends on the flux and other irradiation and material variables. The simplest flux scaling is given by φte

= φt(φr/φ)p, where φr is a reference flux, and the fitting parameter p is assumed to be constant. The model 

fit parameters include p, which controls the flux scaling; β, which sets the width and shape of the 

precipitation hardening function; φtet, which provides an effective fluence scale; and ∆σypm or TTSpm,

which are the saturation CRP hardening and transition temperature shift due to precipitation, respectively. 

The p and β parameters generally depend on the alloy composition, flux and irradiation temperature, but 

are fitted averages in the TTS model.  

2.3.4 Effects of Irradiation Temperature, Ti, on CRP Hardening 

It has often been assumed that hardening and embrittlement due to irradiation-induced CRPs do not 

depend on the irradiation temperature, Ti [2,7,9,16,22]. However, this is not actually the case [5,18]. The 

irradiation temperature dependence of ∆σyp and TTSp is due to a number of mechanisms. 

• The CRP nucleation rates, hence Np and, to a lesser extent fp, decrease with increasing irradiation 

temperature due to higher Cu solubility. The CRPs are larger at higher irradiation temperature and, if 
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they grow beyond a radius of about 1.2 nm, their hardening efficiency (∆σyp/ fp) gradually decreases 

with increasing rp.

• The fp also decreases with increasing irradiation temperature, Ti, partly due to the reduction of Ni, Mn 

and Si in the CRPs.  

• At higher fluxes, the previous effects are somewhat offset by decreased recombination at higher 

irradiation temperature. 

The effect of irradiation temperature on the CRP rp, Np, fp, and estimated compositions is illustrated 

by the SANS data in Fig. 2.26 for an 0.4 wt % Cu, 0.8 wt % Ni, 1.4 wt % Mn split melt model steel 

irradiated at medium flux to 1.6 × 1023 n/m2 at 270, 290, and 310ºC. The corresponding effects of 

irradiation temperature on ∆σy are also shown along with a plot of the predicted value based on the SANS 

data are shown in Figure 2.26d.  

Fig. 2.26. SANS data on rp, Np, and fp for a 0.4 wt % Cu, 0.8 wt % Ni, 1.4 
wt % Mn SMMS irradiated at three temperatures in IVAR. Figure 2.26d 

shows the measured ∆σy along with predictions of the model and procedures 
described previously.
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The irradiation temperature dependence for CRP hardening can be modeled by a fT(Ti) function as  

∆σy(Ti) = ∆σy(290°C)[1 + CT(290 – Ti)] (2-34)

For higher fluence and intermediate flux irradiations, typical values of CT is  0.015±0.05/°Cin Cu-

bearing alloys, while in lower-Cu steels the corresponding CT is  0.020±0.05/°C. The highest irradiation 

temperature sensitivity is observed in steels that have Cu contents that are slightly greater than Cumin.

Equation (2-34) is equivalent to the linear form used in the TTS model for the temperature dependence of 

the MF term.  

In summary, CRP hardening is not athermal, as is often assumed. The irradiation temperature 

dependence of the hardening can be treated using a linear CT(Ti) function.

2.4 Matrix Features  

Matrix features (MFs) are generally defined as the dislocation obstacles that produce hardening in low Cu 

(  0.072 wt %) alloys. As noted previously, the general category of MFs includes dislocation loops, 

vacancy-solute clusters, dislocation atmospheres and fine-scale precipitates enriched in P or Mn, Ni and 

Si. At low P levels and typical low to intermediate flux irradiation conditions the dominant MFs are 

believed to be Mn-Ni-Si-P-Cu vacancy solute complexes or their remnants. However, at higher P levels 

alloy phosphide precipitates are observed. The effects of P and role of phosphide phases are discussed in 

the next section followed by a discussion of solute vacancy complex MFs.  

2.4.1 Phosphide Phases (PPs) 

It is well established that P contributes to the hardening and embrittlement of RPV steels  

[1–4,9,22,52,53]. While the amount of dissolved P in RPV alloys is generally very small, (< 0.05 wt %), 

it is very insoluble, and remains supersaturated following typical stress-relief heat treatments [12]. Thus, 

P can undergo accelerated precipitation due to RED to form phosphide phases [3,4,12,34,54]. This is 

illustrated in Fig. 2.27 (a) where the tomographic atom probe map shows phoshide precipitates in a Fe-

0.025 wt % P binary model alloy irradiated in IVAR at  290°C and high flux to φt  1.8 × 1023 n/m2 [54].  

The contribution of P to embrittlement is greatly enhanced by Mn in the TTS model. Jones proposed 

that the hardening associated with P is due to Mn3P precipitates [52]. Figure 2.27 (b) shows the 

corresponding APT P and Mn maps for a Fe-0.025%-1.6 wt % Mn ternary model alloy. In this case, the P 

clusters appear to be more diffuse, and significant segregation of both P and Mn to dislocations is 

observed. Notably, Mn doers not appear to be associated with the P clusters in this case, which is a 

puzzling observation in need of further examination. However, irradiation hardening in the same set of 

simple model alloys also reflects both a P precipitation and P-Mn interaction: for the 1.6 wt % Mn and 

0.025 wt % P alloy, ∆σy = 151 MPa; for the Fe-0.025% P alloy, ∆σy = 76 MPa; for an Fe  .0125 wt % N 

alloy, ∆σy = -31 MPa; and for a Fe-1.6% wt % Mn alloy, ∆σy = 46 MPa. Note the hardening from P in 

these cases may be partly due to formation of dislocation atmospheres, as well as precipitation. The 

softening in the Fe alloy containing N is probably the result of the dissolution of fine scale quench defects 

during long-term irradiation. We have also recently observed unusually low magnetic to nuclear 

scattering ratios (<0.5) in a SANS study of a Cu free,  0.8 wt % Ni,  1.6 wt % Mn,  0.040 wt % P split 

melt model steel that are also consistent with the presence of the Mn2-3P precipitates for medium flux 

irradiations to  1.6 × 1023 n/m2 at 270°C and 290°C.  

The effect of Mn can be theoretically understood based on the strong bonding between P and various 

alloying elements, such as Mo, Cu, and especially Mn. The alloy phosphides reduce P solubility in the 

ferrite  matrix compared with  that in pure  Fe [12,55].  The stability and  bonding  strength of  a  phase  is  
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Fig. 2.27. Three-dimensional tomographic atom probe data on for model alloys 
irradiated in IVAR to 1.77 × 10

19
 n/cm

2
 at 290°C and high flux. (a) An Fe-0.025 wt % P alloy; 

(b) an Fe-0.025 wt % P-1.6 wt % Mn alloy. Note the extensive P segregation to dislocations in 
Fig. 2.27 (b).

reflected in its melting temperature. Thus it is notable that the Mn2P phase has the highest melting point 

in the Mn-P binary system. Assuming a mix of Mn2P and Mn3P phases, the maximum volume fraction of 

phosphide precipitates, is roughly three to four times the supersaturated atomic concentration of P. 

Phosphorous precipitation kinetics are expected to be roughly similar to those for CRPs. Phosphorous 

also bonds with vacancies, hence it is expected to increase the thermal stability and hardening efficiency 

of MF vacancy solute (Cu-Ni-Mn-P) cluster complexes, discussed in the next section. Finally, segregation 

of P to form dislocation atmospheres by RED would also result in additional hardening.  

Thus, the general form of the P-Mn contribution to the TTS MF term for low Cu steels is consistent 

with hardening by some combination of fine scale alloy phosphides, vacancy-solute complexes and 

dislocation atmospheres. Phosphorous may also enhance the formation of dislocation loops. However, the 

TTS MF P term is not consistent with expectation that phosphide hardening ultimately saturates due to 

depletion of P from the matrix.  

There are several other complications to treating P effects on hardening and embrittlement. First, P 

also segregates to grain boundaries [34,54], as well as dislocations. Grain boundary P segregation reduces 

the amount of P available for precipitation under irradiation. However, accelerated grain boundary P 

segregation due to RED can also cause irradiation enhanced temper embrittlement, typically associated 

with brittle intergranular fracture [54,56]. Fortunately, irradiation enhanced temper embrittlement and 

intergranular fracture do not appear to be a very significant embrittlement mechanisms in irradiated LWR 

RPV steels [56,57].  

The TTS model also includes an additional contribution of P to embrittlement in the CRP term. This 

would seem to be at odds with several early studies showing that the effect of P decreases with increasing 

Cu [52,53], as well as results of the IVAR irradiations, discussed in Chap. 6. The Cu-P synergism may be 

due to the fact that P is also enriched in CRPs due to strong P-Mn and P-Cu bonding. At higher Cu levels 

the effect of a relatively small amount of P adding to the larger CRP volume fraction (fp) has little effect 

on net hardening. So the net consequence, in this case, may be a reduced ∆σy since less P is available to 

form phosphides. Further, the net effect of strength contributions of phosphide precipitates decreases 

when superposed with a larger CRP contribution. 

However, there are other mechanisms that could result in more CRP hardening at higher P. For 

example, at lower Cu levels, not too much above the Cu threshold for CRP hardening, the proportionately 

larger fp, and especially Np, due to the added P would result in a larger increase of the CRP ∆σy, perhaps 

offsetting any corresponding decrease in phosphide hardening. Further, since P decreases the size and 

a.
b.
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increases the number density of CRPs, the CRPs may remain near their peak hardening efficiency radius 

of  1 nm, especially at low flux levels typical of surveillance conditions.  

In summary, a variety of mechanisms may lead to increases in hardening by P from both enhanced 

MF (phosphide precipitates, vacancy-solute complexes and dislocation atmospheres) and CRP (larger 

volume fractions and higher number densities) contributions. Significant P-Mn interactions are supported 

by both thermodynamic considerations and experimental observations. These conclusions are generally 

consistent with the treatment of P in the TTS model. However, phosphorous depletion leading to 

hardening saturation and a reduced effect of P due to Cu-P interactions are expected in some cases, but 

are not reflected in the TTS model. 

2.4.2 Defect Solute Cluster Complexes: The Temperature and Flux Dependence of MF 
Hardening

Nanometer-scale SIA dislocation loops develop in RPV steels at sufficiently high flux and fluence 

[35]. However, the significance of SIA loops for the lower flux and fluence irradiation conditions 

pertinent to RPV embrittlement has not been established (for example, by conclusive electron microscopy 

observations). In addition to loops and phosphide precipitates, MFs are believed to be primarily vacancy-

solute (Mn, Ni, Cu, P,..) cluster complexes, or their remnants left after the vacancy clusters have fully 

dissolved, forming solute aggregates in their wake [3,12,26–28,58,59]. Hence, MF hardening can be 

expected to depend on the alloy composition. This has been confirmed by studies showing that hardening 

in low Cu steels increases with Cu, Ni, P and Mn, as discussed in Chap. 6. The MFs initially form by 

local spatially correlated vacancy and solute diffusion during long-term aging of displacement cascades. 

The MFs, and their remnants, may continue to grow by both the overlap of additional cascades [59] and 

by absorbing additional solutes and vacancies arriving by long-range RED. These concepts are 

schematically illustrated in Fig. 2.28. Simple dispersed barrier dislocation theory predicts that the MF are 

relatively weak obstacles, thus they would produce hardening in an additive term that increases with the 

square root of fluence.  

Hardening in low Cu RPV steels caused by MF generally decreases with increasing irradiation 

temperature. The conventional view, reflected in all previous two-feature embrittlement models, has been 

that MF hardening is independent of flux. A combination of irradiation temperature dependence and flux 

independence is physically puzzling, since time-temperature kinetics usually go hand in hand. This 

behavior might be rationalized if an irradiation temperature dependent fraction of primary cascade 

features transform into MFs that are thermally stable at intermediate to high flux levels. However, to the 

extent that MFs recover in situ during irradiation, or grow by long range RED, some sensitivity to flux is 

to be expected. Both in-situ recovery and growth by long-range RED increase with decreasing flux. 

However, only the latter may be important at very low flux surveillance irradiation conditions. That is, at 

very low flux almost all the vacancies dissolve anyway; hence, the net hardening increases due to the 

rearrangement and growth of MF into stronger dislocation obstacles.  

Observation of flux effects on MF is also complicated by the fact that the hardening levels are small; 

hence, it is difficult to establish reliable trends in data that are scattered. Further, it has proven to be 

difficult to characterize the precise character of MFs in RPV steels. Low-temperature post-irradiation 

annealing (Tann = Ti to Ti + 50°C) recovery measurements have been used to characterize the effects of 

various irradiation variables on MF hardening [60,61]. These studies clearly showed that MF hardening 

increases with decreasing irradiation temperature and increasing alloy Ni content. More recently, the 

presence of Mn and Ni in MF has been shown by combined electrical resistivity–Seebeck coefficient 

measurements that can be used to track solute (e.g., Mn and Ni) clustering and precipitation [58]. This is 

illustrated in Fig. 2.29, where ∆σy for a Cu-free,  0.8 wt % Ni,  1.4 wt % Mn,  0.005 wt % P alloy 

(LG) is plotted against measured changes in both the electrical resistivity (∆ρ) and the Seebeck 

coefficient (∆S) for a range of flux, fluence, and irradiation temperatures. 
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Fig. 2.28. Illustration of vacancy-solute (Cu surrogate) cluster complexes that 
form in cascades from lattice Monte Carlo simulations and the further evolution 
of these features by a solute flux from long range RED. The cascade vacancy 
clusters eventually dissolve and the emitted vacancies migrate to sinks or recombine 
with SIA. Cascade overlap also plays a role in the MF evolution. The residual features 
that form in both low-Cu and Cu-bearing steels represent a continuum that includes 
solute vacancy complexes, solute atmospheres, and MNP - depending on the alloy 
composition and irradiation conditions.

Fig. 2.29. Electrical resistivity and Seebeck coefficient changes in a Cu-free alloy with 
0.8 wt % Ni, 1.4 wt % Mn, and 0.005 wt % P irradiated at various fluxes and temperatures 

over a range of fluence plotted against ∆σy. These changes can be related to clustering of Mn 
and Ni.
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Additional support for the hypothesis that MF hardening may depend on flux is provided by recent 

experimental studies that confirmed early model-based predictions that, under some conditions, well-

defined Mn-Ni(-Si) late blooming precipitate phases (LBPs) form in both complex pressure vessel type 

steels and simple model alloys that have very low Cu contents or that are Cu free [50]. For example, 

LBPs were observed in two high-Ni split melt Cu free model steels after intermediate flux irradiations at 

270°C resulting in substantial hardening ranging from 160 to 190 MPa. Smaller volume fractions of 

similar features have been found in recent SANS studies for a variety of irradiation conditions. The LBPs 

are precipitates and are distinguished from MNPs by the definition that they do not require significant Cu 

to form. Taken together, studies of both low Cu and Cu bearing steels suggest that CRPs, MNPs, MFs and 

LBPs represent a continuum of radiation-induced nanoscale features, involving both cascade defect 

accumulation processes and long-range, dose-rate-dependent RED of solutes leading to cluster growth 

and precipitation. The effects of flux on RED contributions to MF hardening can also be represented in 

terms of an effective fluence, φte φt(φr/φ)p. The IVAR data supporting this conclusion are discussed in 

Chap. 6.

In summary, MF hardening increases with the square root of fluence and with decreasing irradiation 

temperature. Higher, Cu, P, Mn and Ni concentrations increase MF hardening. While the conventional 

view has been that the MF hardening does not depend on flux, both theoretical consideration and new 

empirical evidence suggest that this may not be true in all situations, especially at low flux.  

2.5 Summary and Conclusions 

The implications of the overview of embrittlement mechanisms in this chapter can be summarized as 

follows. Transition temperature shifts are due to irradiation hardening (∆σy), primarily produced by 

nanometer-scale precipitates (CRPs), vacancy-solute complexes (MFs) and alloy phosphide precipitates 

(PPs). A MF plus CRP two-feature model provides an approximate, but reasonable, formulation for 

simple, parameterized, analytical equations for fitting the TTS surveillance database. It should be noted, 

however, that these simplified models can not practically be expected to treat all detailed mechanisms of 

embrittlement. For example, it would be very difficult to formulate simple analytical models that treat the 

complexities such as: strengthening superposition from multiple hardening features; the effects of the 

magnitude of hardening and unirradiated properties on the ∆σy-TTS relation; the multiple potential roles 

of P and its synergisms with Cu and Mn; and the detailed kinetics of CRP evolution. In part, the effects of 

simplifications are mitigated by fitting the TTS models to the surveillance database, which enforces 

adherence to important data trends, as represented by averaged effective fit parameters. Based on the 

information presented in this chapter, the following physical trends are expected to appear respectively in 

the MF and CRP terms of such a simplified TTS model. However, it should be emphasized that all these 

trends may not be observed in practice, in part due to limitations of both the surveillance database and 

fitting models. 

For the MF term: 

• The MF TTS term is expected to increase approximately with the square root of fluence and with 

decreasing irradiation temperature. 

• MF embrittlement in low-Cu and Cu-free steels (< 0.072 wt % Cu) increases with the alloy Mn, Ni, P 

and Cu contents. 

• Large volume fractions of Mn-Ni rich MNPs can form under some conditions in low-Cu and Cu-free 

steels, and these late-blooming phases produce high levels of hardening. 

• The MF contribution in low-Cu steels also appears to depend on flux in a way that can be represented 

by an effective fluence, φte φt(φr/φ)p, where φr is a reference flux and p is a fitting constant. 

• The flux dependences of MF and CRP hardening are similar. 
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For the CRP term: 

• The CRP hardening depends on flux due to a solute vacancy-trap-enhanced recombination 

mechanism. 

• The effect of flux depends on the irradiation temperature and flux itself, as well as the alloy 

composition and microstructure. 

• The flux effect can be treated in terms of an effective fluence, φte φt(φr/φ)p, where φr is a reference 

flux and where, in principle, the scaling exponent p depends on flux, irradiation temperature, and alloy 

composition and microstructure. 

• In fitting the TTS database it is a reasonable approximation to treat flux scaling with an effective 

average p, where p is assumed to be a constant and independent of the irradiation and metallurgical 

variables.

• Higher flux shifts the CRP TTS curves to higher fluence.  

• The maximum, plateau CRP TTS increases with the alloy Cu, Ni, and Mn contents in a way that can 

be understood and modeled based on fundamental thermodynamic principles. 

• Most notably, higher-alloy Mn and Ni increase the precipitate volume fraction, fp.

• Pre-precipitation limits the maximum effective dissolved Cu prior to irradiation, Cumax, depending on 

the stress-relief time and temperature and on the alloy composition.  

• Best estimates suggest Cumax  0.25 ± 0.05% for medium Ni steels and Cumax  0.30 wt % (or higher) 

in high-Ni steels following typical stress relief times around 600°C. 

• A threshold Cu content for forming CRPs that contribute to hardening is  0.05 to 0.09 wt %. 

• CRP embrittlement is not athermal and decreases with increasing irradiation temperature. 

For P contributions to the TTS: 

• Phosphorous also increases embrittlement in low Cu steels, by a variety of mechanisms, including 

forming phosphide precipitates and enhancing MF contributions. 

• The hardening kinetics of phosphide precipitates are expected to be qualitatively similar to that for 

CRPs.

• The phosphorous contribution to hardening would be expected to saturate at high fluence.  

• Strong P-Mn interactions are consistent with the formation of stable Mn2P and Mn3P alloy phosphides; 

• Phosphorous also affects CRP hardening by increasing the CRP volume fractions (slightly) and 

number densities (significantly).  

• However, several other studies suggest that the effect of P decreases with increasing Cu at and above 

about 0.1 wt %.  

• This negative P-Cu synergism may be due to a combination of strength superposition reductions in the 

net phosphide contribution to TTS in steels with CRPs, as well as larger reductions in the phosphide 

TTS itself, compared to the corresponding smaller increases in the CRP contribution. 

• Complex P-Cu synergisms are not well understood and may enhance or retard TTS, depending on the 

combination of other variables.  

• It may be necessary to include phosphorous in both the MF and CRP terms or to use a separate 

phosphorous term in TTS fitting models. 
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3. Transition Temperature Shift (TTS) Database 

This chapter identifies the main sources of data utilized in this report and describes how the datasets 
used for model calibration and validation were prepared. The key databases include the Power Reactor 
Embrittlement Database (PR-EDB), which is an archive of information from U.S. reactor surveillance 
programs, the Irradiation Variable (IVAR) data, which are results from a major research program on 
irradiation effects, and the TTS database used for the analysis and modeling reported in Chaps. 4, 5, and 
7. The TTS analysis database was developed from the PR-EDB and later surveillance reports as described 
in Sects. 3.3 and 3.4. (See Appendix B, “Irradiation Variable [IVAR] Program Data Base,” and 
Appendix C, “Analysis Data Base.”) 

3.1 Power Reactor Embrittlement Database (PR-EDB) 

The PPR-EDB as reported in NUREG/CR-4816 [1] is an archival database that includes considerable 
detail on surveillance capsules that have been irradiated in U.S. power reactors. It is a relational database 
containing many linked attributes associated with surveillance data. In many cases, the PR-EDB includes 
multiple entries when data are presented in multiple sources, and generally more complete and detailed 
information than is needed specifically for embrittlement correlation development. Version 2 of the PR-
EDB through Update 121 was a primary source of data for the analysis and for cross-checking, 
identifying, and resolving discrepancies. Input data for the PR-EDB come from various surveillance 
reports, data logs, and official memorandums from nuclear power plants. Raw data files are constructed, 
and the input data are subjected to a rigorous quality assurance review prior to inclusion in the database. 
The data are categorized into (1) material history, (2) radiation environments, and (3) mechanical test 
results, along with the associated detailed references. The ORNL Radiation Safety Information 
Computational Center (865-574-6176, pdc@ornl.gov) is responsible for NRC software distribution, 
including the distribution of PR-EDB Version 2. 

Newer results not yet in Version 2 (Update 12) to the PR-EDB were extracted in 2003 and 2004 from 
industry reports [2,3] and individual surveillance capsule reports. The latter reports were identified and 
provided by C. Santos, who searched the ADAMS document-indexing facilities at the NRC through about 
March 2004. 

3.2 Guidance from Research Programs (IVAR Database) 

The Irradiation Variable (IVAR) database [4] is mentioned at various points in this report, particularly 
in Chap. 6, where it is directly compared with the transition temperature shift (TTS) model calibrated to 
the surveillance database. The IVAR materials, database, irradiations and testing program are described in 
some detail in Sect. 6.1; the IVAR database results from an extensive program, producing a large set of 
data from controlled, replicated experiments, using many different materials, including some that are 
typical of commercial RPV materials and others that have been remelted and heat-treated in order to 
explore individual and combined material variable trends. The key irradiation exposure variables were 
varied to clarify effects of fluence, flux, and irradiation temperature. 

The significance of the IVAR database is that it provides independent evidence of variable trends, in 
many cases with less uncertainty, without confounding effects from other variables and with better signal 
to noise ratios than can the surveillance data. Some preliminary IVAR results were available and were 
used for modeling insight as the TTS model was developed, and additional details have since emerged 
from the comparison of the TTS model with the IVAR data presented in Chap. 6. Although some of the 
theory in Chap. 2 and some trends from IVAR data and other sources were used for insight, the TTS 

1Update 12 to Version 2 of the PR-EDB was provided to the USNRC in 2004. 
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model described in Chap. 4 was calibrated solely on the surveillance database, so the comparison with 
IVAR data in Chap. 6 provides an independent check on predictive capability for data not used in fitting.  

3.3 Development of Charpy TTS Estimates 

The PR-EDB includes reported transition temperature shifts (TTSs) and upper shelf energy (USE) 
drops taken directly from surveillance reports. However, multiple entries appear for some heats, making it 
unclear which values to use. Additionally, the reported values were determined using various techniques 
over the years, including visual inspection of raw Charpy plots and various fitting techniques. To ensure 
that mean estimates of shift and drop determined on a consistent, repeatable basis were used, a computer 
program, FITCV, was written to fit the raw Charpy datasets from PR-EDB or other sources and to 
compute TTS and USE based on those fits. FITCV was first used and described in Sect. 2 of 
NUREG/CR-6551 [5] and is only summarized here. The same program has been used to estimate TTS for 
the additions to the database in 2000 and 2003–2004, so all shifts used in the present analysis are self-
consistent and consistent with those used in the Draft 2000, ASTM E900-02 and NUREG/CR-6551 
models.  

The general approach in FITCV is to fit modified hyperbolic tangent (tanh) curves to each set of raw 
Charpy data from the same heat of material tested in the same orientation and with the same neutron 
exposure. The program evaluates the two tanh fitting forms given by Eqs. (3-1) and (3-2) (and an 
exponential form if no upper shelf data are available), each calibrated by two independent least squares 
algorithms as an automatic check on convergence. The unirradiated and irradiated curves for the same 
heat and orientation are matched, and shifts and drops are computed from the difference of the fitted 
curves. The program chooses the best fit (minimum sum of squared residuals) automatically, but plots of 
the data and fits are also printed, showing the choice and the alternatives, and the choices are confirmed 
by individual review of the plots. 

The general symmetric tanh model form often used for modeling Charpy curves [6] is one of the 
options fitted by FITCV: 

)(tanh 3
2

1
3 LSEa

a

aT
aCv ++−= (3-1)

where 

Cv = Charpy impact energy 
a3 = fitting parameter equal to (USE - LSE)/2 
T = test temperature 
a1 = fitting parameter equal to temperature at the inflection point of the fitted curve 
a2 = fitting parameter related to the slope of the transition region 
LSE = lower shelf energy; LSE = 1.28 ft-lbs (see Appendix B in [5]). 

The symmetric tanh form in Eq. (3-1) does not do a good job of fitting the Charpy data for sets of 
data that exhibit an abrupt transition from the lower shelf and a more gradual transition to the upper shelf, 
which frequently occur. In such sets, the symmetric tanh curve does not agree well with the data in the 
lower transition region, near the 30 ft-lb (41J) temperature (T30), which is the part of the curve needing 
the best possible fit because it is where the irradiation-induced shift is calculated. An asymmetric form of 
the tanh model fits the data better than the usual tanh model in those cases. 
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The form of the asymmetric tanh is: 

)(tanh 3
24

1
3 LSEc

cTc

cT
cCv ++

+
−= (3-2)

where c1, c2, and c3 are analogous to a1, a2, a3 in Eq. (3-1), and c4 is a positive fitting parameter causing 
the hyperbolic tangent fit to have a more sharply curved transition in the lower region than in the upper 
region. The examples in Fig. 3.1 show that the asymmetric tanh is often able to come closer to the data 
than the symmetric tanh fit in the lower transition region. However, the symmetric tanh usually provides a 
better fit to sets with limited upper shelf data.  

Note that Eq. (3-1) is a special case of Eq. (3-2), where c4 = 0; hence, given sufficient data, Eq. (3-2) 
always fits the lower transition region at least as well as Eq. (3-1). Thus most of the shifts in the analysis 
database described in this report use Eq. (3-2).  

Fig. 3.1. Examples of symmetric and asymmetric tanh curve fits (from Fig. 2.1 in Eason, 
E. D., J. E. Wright, and G. R. Odette, Improved Embrittlement Correlations for Reactor 
Pressure Vessel Steels, NUREG/CR-6551, U.S. Nuclear Regulatory Commission, Washington, 
D.C., 1998).  
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Most sets of raw Charpy data include only specimens from a single plant that are either unirradiated 
or irradiated in a single capsule. However, in the case of unirradiated standard reference materials, raw 
Charpy data associated with different plants were pooled together, so that one unirradiated Cv vs. T curve 
was fitted for each standard reference material (SRM). The basis for this approach is that the unirradiated 
SRMs are the same three heats, regardless of which plant they were sent to, so combining the data from 
all plants gives the best average characterization of the heat in the unirradiated condition. This heat-based 
approach may have inadvertently increased the scatter for one of the SRMs, as discussed in Sect. 4.3.5 of 
this report, although it did not affect the correlation for plant materials. 

Plate and forging materials were often tested in two orientations, TL and LT [7]. The shift for each 
orientation is about the same, although the unirradiated and irradiated values of T30 are not. The two 
orientations contribute independent measurements of unirradiated and irradiated T30, so they were treated 
as separate observations in the statistical analysis. The same approach was used in calibrating earlier 
surveillance models [5,8–10]. 

3.4 Analysis Database  

The term “analysis database” is used to denote the information used for analysis, model development, 
and calibration. It is a subset of the more complete details available in PR-EDB and surveillance reports. 
The analysis database is in the form of an Excel spreadsheet where each row is an individual shift 
observation for one heat and the columns contain the details that are used for identifying that shift and all 
the independent variables used for developing the embrittlement shift correlation. The analysis database 
includes data on surveillance welds, plates, and forgings, but heat-affected-zone data (which are in 
PR-EDB) are not included. This exclusion was deliberate and was made in conjunction with the ASTM 
E10.02 committee because of concerns regarding the heat-affected zone results. The same heat-affected 
zone exclusion was invoked for the same reasons in the earlier modeling efforts back to 
NUREG/CR-6551. 

The analysis database used in the current modeling effort is contained in Appendix C of this report 
and is the result of the most recent cycle of updating, and was largely derived from the PR-EDB [1] as 
supplemented by recent capsule reports and corrections by members of the ASTM E10.02 committee. The 
steps in the updating process were (1) use the latest version of the PR-EDB (Version 2, Update 12), 
(2) search the available NRC documents for more recent surveillance reports, (3) tabulate and submit the 
extracted data for detailed review by the ASTM E10.02 committee in meetings held in January and June 
2004, and (4) collaborate with Jy-An Wang of ORNL regarding data verification.  

3.4.1 Database for Developing the Matrix Feature (MF) Term 

The July 16, 2004 analysis database file, DupsDiscreps7-04.xls (which contains Version 7-04 of the 
data), was the starting point for the initial matrix feature (MF) modeling, although it was revised before 
that round of modeling was complete. The only result presented in this report that came from Version 7-
04 is the analysis of the threshold separating low-Cu and high-Cu subsets. All other results presented in 
this report are from the database in file TTSDatabase8-04.xls (Version 8-04 of the data), completed 
August 23, 2004. Extensive comments are provided in TTSDatabase8-04.xls documenting the detailed 
changes to the data, including those made between Version 7-04 and Version 8-04. The main difference 
between the two databases is that some additional low-Cu points are included in Version 8-04. This 
difference arose because there were unknown values of irradiation temperature (Ti) that initially 
eliminated nine points from Vogtle unit 2, all of which are at low Cu. A value of Ti was provided for 
those points before completing Version 8-04 of the database, and they were included for all subsequent 
modeling work. The omitted points do not affect the threshold Cu level determined in the analysis below 
because the Vogtle 2 Cu values are not near the threshold. 
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Preliminary analysis and modeling using the Version 7-04 dataset also identified anomalies in 
composition and apparent low-Cu outliers (see Appendix E). Requests were made to members of the 
ASTM E10.02 committee to check the unusual and questionable points. The responses from committee 
members included revised values of S for the plate and welds from San Onofre Units 2 and 3, which were 
incorporated into the Version 8-04 database. Two of the Chauvenet outlier points identified in low-Cu 
materials are from weld WFA201, for which the unusually low Mo values (lowest in the database) were 
reviewed and confirmed. Another outlier had the largest negative shift ( 35 F) in the database; possible 
reasons for negative shifts include incorrect values of unirradiated T30 and fitting anomalies in the 
irradiated Charpy data. The four low-Cu outliers relative to the preliminary model remained Chauvenet 
outliers relative to the final model presented below. The revised PWR low-Cu fitting set contains 219 
points after the nine VO2 data points were added and the four outliers were removed.  

3.4.2 Database for Developing the Copper-Rich Precipitate (CRP) Term 

The Version 8-04 database (August 2004) was used for the preliminary copper-rich precipitate (CRP) 
term modeling and for all of the final models presented here (both MF term and CRP term). The database 
incorporates the additional data, corrections, and low-Cu outlier deletions made during the preliminary 
low-Cu analysis discussed in Sect. 3.4.1. Additionally, the high-Cu Chauvenet outliers identified in the 
NUREG/CR-6551 and the July 2000 modeling efforts [5,8] were still Chauvenet outliers and were 
removed, along with three points with unusual irradiation conditions and one point that was identified by 
Chauvenet analysis but also reflects unusual irradiation conditions. The Version 8-04 database is given in 
Appendix C, which is a CD containing the electronic file TTSDatabase8-04R1.xls. The details of all 
points removed as outliers or anomalies are in Appendix E.  

Previous modeling efforts had identified issues related to the SRM or correlation monitor data. Three 
SRM plates, referred to as ASTM, HSST-01, and HSST-02, are included in U.S. commercial reactor 
surveillance programs, each of which has been irradiated in many reactors. All three are in the high-Cu 
category (Cu > 0.072 wt %). The first modeling issue with the SRMs is that they unbalance the database 
for modeling heat chemistry effects because a large fraction of all the available surveillance data comes 
from these three heats, which are similar in composition except for Ni. A second issue is that including 
them in one or the other group of plate data can affect the results for those groups [note that plates in 
Combustion Engineering (CE)-manufactured vessels and non-CE-manufactured vessels are separated 
because they have significantly different shifts]. Furthermore, grouping the SRMs with either the CE or 
non-CE plate groups cannot be justified because in fact the three plates are not part of actual plant 
pressure vessels. A third issue is that the heat treatment of the plates may differ somewhat from plates that 
were welded into vessels and then postweld heat treated. Finally, concerns have been expressed for Plate 
HSST-02 because the unirradiated T30 value used in the analysis database (which is an average of values 
from several sources) may not be representative of the samples sent to some specific plants due to 
inhomogeneity of that plate. An error in unirradiated T30 would show up as a consistent offset between the 
model and measured shift TTS for that plate over a range in fluences. Such errors are of less concern for 
plates with an average amount of available data, but they could bias the correlation if the plate in question 
contributes much more data to the fit than most plates, as would be the case with HSST-02.  

To address the SRM issues, the data on standard reference materials were initially removed from the 
high-Cu dataset, and a randomly selected subset of SRM data was added back into the calibration and 
validation datasets as described in the following paragraphs. The objective was to sample the SRMs to 
obtain a similar number of shifts as in the typical surveillance heats from plant vessels (usually two to five 
shifts in each orientation or four to ten shifts total for each plate or forging heat chemistry). Without such 
sampling, the SRMs would get undue weight in the fit, and the effects of the SRM chemistry or of 
uncertainties in unirradiated T30 would be magnified. The sampling plan shown in Table 3.1 was used.  
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Table 3.1. Sampling of standard reference material data 
Sample size 

Heat ID 
TL or 

LT 
Plant type 

Total shifts 
available Calibration 

set
Validation 

set
SASTM LT PWR 21 5 1 
SASTM LT BWR 1 1 0 
SASTM TL PWR 4 4 0 
SHSS01 LT PWR 17 5 1 
SHSS02 LT PWR 61 5 1 
SHSS02 TL PWR 1 1 0 
SHHS02 TL BWR 2 2 0 

Total   107 23 3 

The random sampling of each of the three heats in the LT orientation was performed by first listing 
the data by increasing exposure time, assigning a uniformly distributed random number between 0 and 1 
to each shift, then dividing the data on each heat into five subsets. For example, the SASTM LT PWR 
data were divided into five subsets, with the five lowest-time shifts in the first subset, the five next 
lowest-time shifts in the next subset, and so on up to the four highest time shifts in the last subset. Then 
one shift was picked from each of the five subsets by taking the shift in that subset with the smallest 
random number. Because the numbers were assigned randomly, it would also be random which shift 
would have the smallest random number. The choice of the smallest random number is arbitrary; any 
other unbiased method of picking one number (e.g., the largest random number, the random number 
nearest 0.5) should work as well. This procedure ensured that there would be five shifts, including at least 
one with high, medium, and low exposure time, from each SRM heat. All shifts from the heat/orientation 
combinations with fewer than five shifts (e.g., SASTM TL) were included in the calibration set without 
sampling. 

The total number of SRM shifts after sampling is 23 in the calibration set, so a 10% validation sample 
should have no more than 3 shifts. The three validation shifts were selected by picking the shift in each 
heat in the LT orientation with a random number nearest to an arbitrary number, in particular, 0.55. 
Without the sampling, the three SRM heats would have contributed a total of 104 shifts to the PWR high-
Cu dataset and 3 shifts to the BWR high-Cu dataset, amounting to over 18% of all the available high-Cu 
PWR data. With the sampling, the 3 SRM heats contribute a more reasonable 23 out of 485 shifts (less 
than 5%) in the PWR high Cu dataset. 

It should be noted that a different random sample of SRMs could produce slightly different results, 
but any such differences would be expected to affect mainly the SRM coefficient. Any difference in the 
SRM coefficient would also be small, based on the fact (shown in Sect. 4.3.5 and Fig. 4.12) that all SRM 
data, including points that are not included in the calibration and validation samples, are reasonably 
consistent with the model and generally within the 5% and 95% bounds estimated for plate materials. The 
effect of a different SRM sample on the other parts of the embrittlement shift model would be negligible 
for several reasons. First, the number of points with the SRM chemical compositions would be unchanged 
in a different sample, and the same chemistry is used for all shifts from each of the three heats; hence 
there would be no change in chemistry input to the model. Second, the sample of SRM data is less than 
5% of the calibration data, so since they are a small subset and in reasonable agreement with the model, 
sampling the SRM data differently cannot have much effect. Finally, the SRM sample only affects the 
CRP term, since the materials are all high Cu, and the SRM heats have their own CRP coefficient 
specifically so that they cannot bias other parts of the model. 
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3.4.3 Calibration and Validation Datasets 

After the Chauvenet outliers, unusual irradiation points, and SRMs were removed, the database was 
partitioned into calibration and validation sets. The split was made on all remaining data, including PWR 
and BWR, with both high Cu (Cu > 0.072 wt %) and low Cu (Cu ≤ 0.072 wt %). The validation set is 
nominally 10% of the data, selected randomly by assigning uniform random numbers between 0 and 1, 
then selecting the data with random numbers in the range 0.45 to 0.55 (the middle tenth). The choice of 
the middle tenth was arbitrary; any other arbitrarily-selected tenth should work as well because the 
random numbers are approximately uniformly distributed. The data not selected in the process became the 
90% calibration set. The SRM samples defined in Table 3.1 were then added back into the appropriate 
calibration and validation sets. 

As shown in Table 3.2, the splits in the PWR datasets have nearly the desired 90% : 10% proportions, 
as does the split in the BWR high-Cu dataset. The BWR low-Cu set is really too small for the random 
sampling to give the desired proportions. (There should be two or three points in the BWR low-Cu 
validation set; random sampling produced only one.) However, even if the ideal 10% fraction were 
selected, the BWR low-Cu validation set would be too small. 

Table 3.2. Distribution of data by dataset (including SRM samples) 
Sample size (%)

Dataseta Total shifts 
available Calibration set Validation set 

PWR, high Cu 485 440 (91%) 45 (9%) 

PWR, low Cu 219 196 (89%) 23 (11%) 

BWR, high Cu 124 113 (91%) 11 (9%) 

BWR, low Cu 27 26 (96%) 1 (4%) 

Total 855 775 80 
aHigh Cu: > 0.072 wt %; low Cu: ≤ 0.072 wt %. 

A different random partitioning of the data into calibration and validation sets would be expected to 
make little or no difference in the results. The reason is that all the data, both calibration and validation 
sets, are reasonably consistent with the model as shown in Table 4.2 and in Figs. 4.8, 4.10, and 4.11. The 
greatest possible change in the calibration dataset would come from replacing 1/9 of the calibration points 
with the 10% validation set (any other change would reuse more than 8/9 of the calibration set). There is 
no significant difference between the calibration and validation sets as measured by the residuals relative 
to the model, (see Table 4.2) so replacing 1/9 of the calibration set by the validation data should have 
little or no effect on the model. 

3.4.4 Range of Data by Independent Variable 

The independent variables used in the TTS model, together with the range and mean value of each 
variable, are shown in Table 3.3. An additional independent variable not listed in Table 3.3 is product 
form, which can take on the values forging, plate (in CE manufactured vessels or other vessels), weld 
(Linde 80, Linde 1092, or other), and standard reference material (SRM). Note that three exposure 
variables, fluence, time-averaged flux, and effective full power exposure time, are mathematically related 
such that any two of the three can be considered independent variables for modeling; the two that are used 
in the model given in Chap. 4 are fluence and flux.  

The statistics in Table 3.3 are based on 855 datapoints, including all calibration and validation data, 
both PWR and BWR. Only the SRM data that were included in either calibration or validation sets have 
been included;  there are additional SRM  data that were not in those sets.  Adding in the rest of the  SRM  
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Table 3.3. Independent variables in the embrittlement shift model  
and their ranges and mean values over all calibration and  

validation data (855 datapoints) 
Variable Description Range Mean 

Cu Copper content (wt %) 0.01–0.41 0.136 
Mn Manganese content (wt %) 0.58–1.96 1.300 
Ni Nickel content (wt %) 0.044–1.26 0.565 
P Phosphorous content (wt %) 0.003–0.031 0.0119 
φt Neutron fluence, E > 1 MeV (n/cm2) 9.26 × 1015–7.13 × 1019 6.50 × 1018

φ Neutron flux, E > 1 MeV (n/cm2/s) 1.81 × 108–9.71 × 1011 5.13 × 1010

Ti Irradiation temperature ( F) 522–570 545 

data would change the count and perhaps slightly bias the mean chemistry but would not affect the ranges 
because all data on each SRM heat have the same heat-average chemistry. 

Some additional information about the variables in Table 3.3 is needed. The chemical composition 
variables are intended to represent the best available estimate of actual measured composition at the 
location where the shift is being analyzed. This is consistent with the use of average measured 
composition on surveillance samples from each heat (to the extent available) to develop the calibration 
database.  

The values of fluence and flux variables are intended to be estimates at the actual location where the 
shift is to be estimated, with the flux estimate averaged over the total effective full power operating time. 
This is consistent with the estimates for the surveillance specimens, for which dosimetry was based on the 
actual capsule location and the time averaging was done by dividing total accumulated fluence by the 
effective full power operating time to estimate time-averaged flux. 

The irradiation temperature is also intended to be a time-averaged estimate for the metal at the 
specific location where the shift is to be estimated. The best available metal temperature estimate for the 
surveillance specimens was the temperature of the coolant near the surveillance capsule, but coolant 
temperature may not be the best estimate of metal temperature in other cases. 

The range of data given in Table 3.3 is not by itself sufficient for estimating the limits of applicability 
of the model given in Chap. 4. The actual coverage of the data over the fitting variables and combinations 
of variables varies considerably, so it is necessary to review the actual distribution of data in 
TTSDatabase8-04.xls to determine the ranges of variables and variable combinations that are supported 
by a reasonable amount of data. For instance, forgings with Cu > 0.16 wt % or plates with Cu > 0.25 wt 
% are simply not available in the database, and the upper limit of Cu = 0.41 wt % in Table 3.3 applies 
only to welds. As another example, there are no low Mn (Mn < 0.93 wt %) materials in the database 
except A508 class 2 forgings, and the range of other chemistry variables in such forgings is limited 
(0.67 ≤ Ni ≤ 0.86 wt %, 0.01 ≤ Cu ≤ 0.16 wt %, and 0.004 ≤ P ≤ 0.02 wt %). Thus, application of the 
model to any materials with Mn < 0.93 and values of Ni, Cu, or P outside the ranges corresponding to 
A508 class 2 forgings would be an extrapolation beyond the available data. 

As an example of limits on exposure variable combinations, Table 3.3 shows that there are both high-
fluence and low-fluence data, and high-flux and low-flux data, so one might assume that the full range of 
the fluence/flux space is reasonably covered by data. Unfortunately, this assumption is not true. In fact, 
there are no high-fluence data at low flux. The highest available fluence in the database decreases as flux 
decreases, so in all the data with φ < 1 × 1010 n/cm2/s, the highest available fluence is φt = 1.9 × 1018

n/cm2. The highest available fluence in all the data with φ < 1 × 109 n/cm2/s is only φt = 2.8 × 1017 n/cm2.
Thus, estimating the shift at any fluence greater than 1.9 × 1018 n/cm2 for φ ≅ 1 × 1010 n/cm2/s (and 
similarly for lower flux levels) is an extrapolation beyond the available data.  
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3.4.5 Comparison with Prior Databases 

The dataset used in the final calibration of most constants in the current model is larger (at 
775 points) than the datasets used in prior modeling efforts. Some specific comparisons include 

• The July 2000 draft model [8] and ASTM E900-2 models [10] were calibrated on 736 points 

• The shift calibration set used in NUREG/CR-6551 [5] contained 609 points 

• Regulatory Guide 1.99 Rev. 2 was based on 177 points.  

In addition to the calibration data, there are additional data in the current TTS database that were not 
used for calibration but can be used to provide evidence of predictive capability of the TTS model. An 
additional 80 datapoints were randomly selected before the model development and reserved for 
validation purposes (see Table 3.2). An additional 81 randomly selected SRM shifts were excluded from 
the calibration and validation sets in the modeling effort discussed in this report, as shown in Table 3.1. 
These data are also available for comparison with the model, providing additional evidence of predictive 
capability. By comparison, all available non-outlier data were used in the earlier modeling efforts, leaving 
no independent surveillance data for validation and comparison. 

Counting both the calibration points and the additional data available for validation and comparison, 
the calibration dataset for the current model is actually a sample of data from a 27% larger database (200 
more usable points) than the one used in July 2000. The total TTS database is more than 5 times the size 
of the database used to develop Regulatory Guide 1.99 Rev. 2. More important than the gross increase in 
size, the additional points helped fill in areas of the database that were notably sparse in the earlier 
modeling efforts, including low copper, high fluence and long exposure time, and low flux data from 
BWR surveillance capsules. The imbalance in the NUREG/CR-6551 and July 2000 databases caused by a 
large number of points from just three SRM heats has also been addressed. Thus, the current calibration 
dataset, although only 5% larger than the one used for calibration in July 2000, is much better balanced. 
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4. Transition Temperature Shift (TTS) Model

The primary objective of this chapter is to present the revised embrittlement shift model and to 

demonstrate that it is a good fit to the calibration data and to other data not used for calibration. The main 

steps that produced the model, summarized in Sects. 4.1 and 4.2, should be viewed as just the latest steps 

in an iterative process of data collection and review, use of physical insight, empirical model calibration, 

and post-calibration analysis that has now gone through four major iterations, dating back to and 

including the NUREG/CR-6551modeling effort [1]. The emphasis in this chapter on the final baseline 

model and its quality of fit on relevant sets of data is deliberate, since intermediate models and 

preliminary significance tests on subsets of the relevant data, though useful during the modeling process, 

do not fairly characterize the final model and can be misleading.  

In addition to information presented in this chapter, the model is further justified by information in 

Chap. 5 on the shape and statistical significance of individual variable effects on relevant datasets, and by 

comparisons with an independent set of data showing similar trends, given in Chap. 6. The model 

presented in this chapter is considered the baseline model, and a slightly simplified model is presented in 

Sect. 7.3 that reflects the comparisons in Chap. 6 and subsequent sensitivity studies. 

4.1 TTS Analysis Methodology  

The following modeling guidelines were generally followed in developing the TTS model:  

1. use results of mechanistic studies to guide the overall model and help identify variable effects 

that should be looked for in the TTS data; 

2. use only the U.S. power reactor surveillance data for choosing appropriate mathematical 

fitting forms and calibrating the adjustable parameters;  

3. fit each part of the model to the most relevant data, considering numerical trade-off issues as 

well as physical mechanism issues; and 

4. make sure the model provides a reasonable fit in each of the key datasets, including high and 

low Cu; high and low flux; and forging, plate, and weld.  

The surveillance database has a very uneven distribution of data, signal-to-noise issues, and variable 

confounding, which limit what can be done under guideline 2. The imposed square root dependence of 

fluence in the MF term is an example where guideline 2 was relaxed in the present effort, and further 

relaxation of this guideline may be appropriate in the future to better reflect well-established results of 

mechanistic studies. Also, guidelines 3 and 4 are effectively constraints on the fit that imply that the sum 

of squares might be lower and that the calibrated constants might be somewhat different if they were 

simultaneously fitted to the entire database. Guidelines 3 and 4 were imposed because of lessons learned 

in past modeling iterations and because use of a single function to describe the entire database is not 

justified when different physical mechanisms are known to be active in different subsets of data (e.g., 

following from guideline 1, MF and CRP in low- and high-Cu subsets). 

The revised model presented in this report is based on multiple radiation damage features identified 

in mechanistic studies, as discussed in Chaps. 1 and 2. The best-understood damage features are MFs and 

copper-rich precipitates CRPs, which are represented by separate terms in the model. Other damage 

features have been identified, involving Ni, Mn, Si and P, which occur in materials both with and without 

Cu (see Sects. 2.1, 2.3.2, 2.4.1 and [2,3]). The MFs are important in materials with low Cu while both the 

MF and precipitation mechanisms are important in higher-Cu materials. In this report, the two terms are 

referred to as the “MF term” and the “CRP term,” but it should be noted that in an empirically calibrated 

model, the model terms will reflect all the physical embrittlement mechanisms that are active in the data 

and not necessarily according to the labels used to refer to the model terms. Thus, associating one term 

Appendix A

84



4-2

with MFs and the other with precipitation mechanisms is a useful concept that is physically motivated, 

but it does not restrict the features each empirically calibrated model term may reflect.  

The sum of the MF and CRP model terms estimates the total Charpy TTS at 30 ft-lb (41J). The U.S. 

surveillance TTS data are traditionally reported in degrees Fahrenheit, the same units used in the 

embrittlement model in Eq. (4-1). TTS may be converted by °C = (°F-32)/1.8.

termCRPtermMFTTS += (4-1)

The modeling guidelines specify that each part of the model should be calibrated on the most relevant 

subset of data. First, the MF term was initially developed on the low-Cu data, where, based on insights 

from guideline 1, it is the only term that applies. Then the MF term was held fixed while developing the 

CRP term. This approach provides temporary independence of the data domains for calibrating MF and 

CRP terms, preventing the fitting constants for fluence, temperature, chemistry, and product form 

variables that are present in both MF and CRP terms from trading off numerically during the nonlinear 

least squares iteration. Second, all available low-flux data, at both low and high Cu, were used to calibrate 

the two effective fluence fitting constants, which apply at all Cu levels. A similar rationale led to use of 

both low- and high-Cu data for calibrating the P*Mn term, which also applies at all Cu levels. Because 

low-flux data are scarce, all available low-flux data were used rather than setting aside a validation 

sample. Third, SRM plates were modeled as a separate product form so that the large number of measured 

TTS values for the three SRM plates could not unduly bias the model. By using a separate coefficient, the 

SRM plates, which are not part of any operating reactor vessel, cannot affect the calibration of 

coefficients for plates that are used in operating vessels. Finally, the PWR dataset1 is almost five times the 

size of the BWR dataset and so would dominate any model calibrated to the combined PWR and BWR 

data, so most of the preliminary model development was conducted on the PWR data; then the differences 

between the resulting PWR model and the BWR data were analyzed. This approach avoids the possibility 

that BWR trends could be masked by the much larger amount of PWR data, and it avoids confounding Ti

and flux, which both have relatively low values in the typical BWR data.2 The PWR data have a 

substantial range in Ti and are not as much affected by flux, adequately separating these effects. 

4.1.1 Summary of Steps Taken to Develop a Draft Model 

The first step in the data analysis was to confirm the earlier definition of the border between low-Cu 

and high-Cu data for separating the MF and CRP mechanisms. The threshold value of 0.072 wt % for 

high-Cu behavior had been calibrated in earlier modeling efforts on smaller databases, so the purpose was 

to check that value on the current database. Then the MF part of the model was calibrated to all the 

available low-Cu PWR data. Calibration and validation samples were not used in this preliminary MF 

calibration step because the low-Cu PWR dataset (219 points) is not considered large enough to set aside 

a statistically meaningful number of data values for later use in a model validation step. Next, the CRP 

term was developed on the 90% calibration sample of the high-Cu PWR data, holding the MF term fixed. 

Then the BWR data were compared to the resulting PWR model to determine what changes to the PWR 

model would be needed to predict BWR data. The only change that was necessary was to add a flux effect 

(effective fluence) in both terms of the model, which was then calibrated to all BWR data and 90% of the 

PWR data at medium and lower flux. Then the flux-related fitting constants were held fixed, and the rest 

                                                     
1“Database” refers to the complete set of surveillance data while “dataset,” “subset,” or just “set” refer to 

part of the database. 
2“Typical BWR” data are those with flux < 2 × 1010

n/cm2/s and T < 535°F. There are other data from 

surveillance specimens irradiated inside the shroud in BWR plants, and in an unusual BWR plant (Big 

Rock Point), that have flux and/or temperatures comparable to and higher than typical PWR irradiations.  
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of the fitting parameters in the CRP term were calibrated to a 90% sample of PWR and BWR high-Cu 

data. This produced a draft model. 

The draft model was reviewed in some detail, and several issues with it were identified. The P effect 

in the draft model (initially applicable only to higher Cu material) was contrary to clear P effects in low- 

or no-Cu materials tested in single-variable IVAR experiments [as shown in Ref. [4,5], Sect. 6.4.2, and 

Fig. 6.12 (c)] and to observations of P effects in low-Cu material worldwide, as discussed in Sect. 2.4.1. 

A significant interaction of P and Mn subsequently identified in the low-Cu surveillance data is the likely 

cause of the initial lack of an observed P effect in that subset of data. Potential improvements were 

identified for the draft method of choosing Cu saturation limits. An improved form for modeling P 

precipitation was also introduced. During the draft model review, the need for flux effects modeled by 

effective fluence in both MF and CRP terms, which was originally noted in the surveillance data, was 

confirmed on the independent IVAR database. The flux effects in both low and higher Cu IVAR materials 

are discussed in Sect. 6.6, and the flux effects in both low and higher Cu surveillance data are discussed in 

Sect. 5.2. These observations led to a second iteration of model calibration which is described in 

Sect. 4.1.2. 

4.1.2 Summary of Steps Taken to Calibrate the Baseline TTS Model 

In the second modeling iteration, the MF part of the model was again calibrated initially to all the 

available low-Cu PWR data. A preliminary MF term consisting of only a single calibrated coefficient, the 

temperature term from the draft model, and square root of fluence, was used in an attempt to model the 

interaction of P and Mn explicitly on the low-Cu PWR data without confounding that effect with product 

form effects and the effects of flux in BWR data. (Confounding of Mn and product form arises mainly 

from the lower average Mn in forging materials, as shown in more detail in Chap. 5, where effects of 

individual variables on TTS are discussed.) Then the resulting P*Mn term was held fixed while three 

coefficients were calibrated on the low-Cu PWR data to account for all other effects of chemistry and 

microstructure in the low-Cu forging, plate, and weld materials. Because of this procedure, the proper 

interpretation of the MF coefficients is that they reflect composition and other differences between 

product forms, given that an interaction effect of P and Mn is explicitly modeled. In particular, a 

significant relationship between P, Mn, and Ni can be found by regression analysis in the low-Cu data, so 

the P*Mn term and coefficients in the MF term implicitly contain an effect of Ni as well as product form 

and Mn. Efforts to explicitly model the known Ni effect in low-Cu data [shown in Sect. 6.4 and Fig. 6.12 

(a)] were unsuccessful, probably because of confounding. 

The MF term, including the P and Mn fitting constants, was then held fixed while updating the 

coefficients and constants of the CRP term on a 90% sample of the high-Cu PWR and BWR data. The 

other 10% sample of high-Cu data had been selected by random sampling as a validation set and were not 

used in this step. For this preliminary CRP update, the effective fluence fitting constants were held fixed 

at the values that had been calibrated in the draft model, to be updated in the next step for compatibility 

with the updated MF and CRP terms. Exploratory CRP term modeling was conducted in two forms, both 

with a single CRP coefficient, used to attempt to calibrate the Mn effect explicitly,, and with separate 

CRP coefficients for forgings, plates in Combustion Engineering (CE) and non-CE manufactured vessels 

(which are significantly different in their shifts), welds, and SRMs. It was found that an explicit effect of 

Mn could not be calibrated in the CRP term, given the fact than the P*Mn effect and different coefficients 

for forgings, plates and welds were already included in the MF term. As in the MF term, regression 

analysis found that Mn is strongly correlated with and can be estimated from Cu and Ni in the high-Cu 

data, complicating the modeling of Mn in the surveillance data. The Mn effects on higher Cu materials 

are discussed in more detail in Sects. 5.1, 6.4, and 6.7. 

The next step was to update the preliminary effective fluence (flux) fitting constants for 

compatibility with the updated MF and CRP terms. This was done in conjunction with an update to the P 
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and Mn coefficients in the MF term. It was by then clear that the effective fluence and P*Mn terms would 

be the only terms used for modeling those effects in both low- and high-Cu data, and thus they should be 

calibrated to both low- and high-Cu data. The dataset used for calibrating the four constants included all 

available low-flux data (< 5 × 1010 n/cm2/s), all low-Cu data ( ≤ 0.072 wt %), and 90% of the high-Cu 

PWR and BWR data. Better balance in the dataset is achieved by using all data in the subsets where data 

are relatively scarce (low flux and low Cu) and a random sample of the data at high Cu and higher flux, 

which are more plentiful. The updated flux-related and P*Mn fitting constants (four total) were held fixed 

for the remaining modeling.  

The MF fitting constants (other than the four effective fluence and P*Mn constants) were then 

updated on the 90% calibration set of low-Cu data (BWR and PWR). This produced the final MF term 

coefficients and temperature slope. The final MF term and effective fluence constants were held fixed 

while the final constants for the CRP term were updated using the 90% sample of high-Cu BWR and 

PWR data as the fitting set. Thus, except for the four effective fluence and P*Mn fitting constants, all 

fitting constants can be validated on the 10% samples of low- and high-Cu data reserved for that purpose. 

There is also partial validation of the two P*Mn fitting constants on the 10% random sample of high-Cu 

data. There is no validation set for the flux-related constants, as the low-flux data are so scarce that all 

available data were used to calibrate them. However, the comparison with flux effects in the IVAR data in 

Sect. 6.6 indicates that the physically based extrapolation of IVAR data to the BWR flux range is 

reasonably consistent with the flux-sensitive part of the TTS model. (see Fig. 6.20). The last remaining 

capsules (A, B, C) from the BWR Supplemental Surveillance Program (SSP) may provide additional low-

flux surveillance data for validation when available [6]. 

The result of the fitting process described above is that the 2 flux-related constants in the model are 

based on all low flux data (and most of the high flux data), the 2 constants in the P*Mn part of the MF 

term are based on all available low-Cu data (and most of the high-Cu data) and the 22 other fitting 

constants are calibrated on a 90% sample of BWR & PWR data. The CRP fitting constants are based on a 

fixed MF model calibrated mainly to low-Cu data, which means that the P and Ti terms and the product 

form coefficients in the CRP part of the model should be interpreted as the additional effect of those 

variables in high-Cu material, relative to the effects present in low-Cu material. This fitting approach 

provides both a good fit to both the low Cu data and to the higher Cu data, as is shown in Sect. 4.3. 

4.2 TTS Model 

Throughout this section, selected results are presented in the order originally developed, following 

the steps summarized above. Most preliminary models have been omitted to avoid confusion with the 

final model. The statistical justification for the final model form given in this section is presented in Sect. 

4.3, in the form of non-significant residual trends in all variables using the model, and in Chap. 5, in the 

form of significance analyses of the key variable effects. 

4.2.1 Threshold for High-Cu Behavior 

This subsection reports a preliminary study performed to see if the previously calibrated value of Cu 

threshold is reasonable for the enlarged dataset. This check is needed because the first step in the 

modeling effort is to split the data into low- and high-Cu sets based on a Cu threshold value, then 

calibrate an MF model on the low Cu data. Thus, the threshold value of Cu is needed to define “low Cu” 

before doing any calibration on the TTS data. The temperature dependence from the Jones & Williams 

model [7], based on a completely separate set of data, is used to help confirm the threshold. 

Some lack of precision in determining the threshold copper level for separating low-Cu and high-Cu 

behavior is unavoidable. For example, there is no practical difference between splitting the surveillance 

data at 0.07 and 0.072 wt % Cu, as there is only one datapoint in that range. The datapoint happens to be 
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in the BWR subset, so that splitting on either 0.07 or 0.072 wt % Cu produces identical results on the 

PWR subset. Thus, the uncertainty in the threshold is at least 0.002 wt %, and, based on the method of 

determining it below, the actual uncertainty is probably at least ±0.005 wt %. 

To determine the best value of copper for the split, the simple low-Cu model of Jones and Williams 

[7] (which was not used in the original calibration of the 0.072 value in [1]) was used to approximately 

account for the effects of temperature and fluence. The Jones and Williams model is usually presented in 

terms of Celsius temperature and dose measured by dpa. After conversion to Fahrenheit temperature and 

fluence in n/cm2, it takes the form 

Preliminary MF term = 2.766 × 10–8(1 – 0.001302*Ti)√φt (4-2)

where the coefficient 2.766 × 10–8 is fitted to the 214 PWR points in the Version 7-04 database with Cu ≤
0.072 wt %. The temperature coefficient was not fitted; it was merely converted from the Jones and 

Williams value.  

To determine whether 0.072 wt % Cu is a reasonable splitting value, the available PWR data were 

split by Cu into categories in the range 0.02 to 0.10 wt % Cu. The lowest categories had an increment of 

0.01 in copper, and categories above 0.05 wt % Cu (where the threshold was expected to be) had an 

increment of 0.005. For each category, the standard deviation and average value of the residuals relative 

to Eq. (4-2) were evaluated, and the average copper for each category was calculated. The coefficient a1 = 

2.766 × 10–8 in Eq. (4-2) was also refitted to the data in each Cu category, holding the temperature 

coefficient and fluence exponent fixed.  

Plotting the results, one can identify the approximate transition from MF to MF + CRP behavior by 

abrupt changes in three different measures: the best fit coefficient a1, the standard deviation of residuals 

about Eq. (4-2), and the average residual relative to Eq. (4-2). Up to about 0.07 wt % Cu in the PWR data, 

the results on all three measures, although scattered, do not show a consistent trend with Cu. For Cu 

categories above 0.07 wt %, the best fit coefficient increases, the average residual becomes increasingly 

negative, and the standard deviation increases, all indications that the CRP term must be added to 

reasonably fit the data. The results are shown in Figs. 4.1 through 4.3. The conclusion from this study is 

that 0.072 wt % Cu is a reasonably good threshold for high copper behavior in the updated surveillance 

database. The same value was used in the NUREG/CR-6551 modeling effort [1] and all model revisions 

since then. An independent analysis of Cu threshold (Cumin) in the IVAR database found values in the 

range 0.06 to 0.08 wt %, which are consistent with this estimate [see Sect. 6.4.1 and Fig. 6.8 (d)]. 
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Fig. 4.1. Apparent location of Cu threshold based on 
coefficient in Eq. (4-2) fitted to each Cu category. 
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Fig. 4.2. Apparent location of Cu threshold based on 
standard deviation of residuals relative to Eq. (4-2) for each 
Cu category. 
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Fig. 4.3. Apparent location of Cu threshold based on 
average residual relative to Eq. (4-2) for each Cu 
category. 

4.2.2 Matrix Feature (MF) Term 

Having established that Cu = 0.072 wt % is a reasonable value for separating low-Cu behavior 

(which can be modeled by just an MF term) from high-Cu behavior (which requires both MF and CRP 

terms), the next task is to calibrate an appropriate MF term for the low-Cu data. While fitting the Jones 

and Williams model in the preliminary work, it was apparent that the linear temperature term in that 

model is numerically more stable than the exponential (Arrhenius) form that had been previously used 

[1,8]. The ability to fit over the limited range of irradiation temperatures in surveillance data (522–562 F

for PWRs) is comparable. Considering the comparable fitting capability, numerical stability advantages, 

and common use of the linear form in the radiation damage field (e.g., Ref [7] and Sect. 2.3.4), a decision 

was made to use the linear temperature term for the revised low-Cu model. 

A decision was also made to hold the fluence exponent at the theoretical value of 0.5 for MF, rather 

than fit it to the data as in prior modeling efforts. This decision follows current common practice in the 

radiation damage field (see Sect. 2.4.2), and it was supported by preliminary models that gave fitted 

exponents slightly greater than 0.5 on the expanded low-Cu dataset. The fitted exponent in the July 2000 

modeling effort [8] was slightly less than 0.5, so the current and prior results of fitting the exponent could 

be viewed as clustering about 0.5, depending on the database. A final advantage to fixing the MF term 

exponent at 0.5 is that it then cannot trade off numerically with the fluence function in the CRP term. 

As a preliminary study, an MF term containing a single calibrated coefficient, the temperature term 

from the draft model, and the square root of fluence was calibrated to the Version 8-04 PWR low-Cu 

fitting set (219 points). The low-Cu residuals relative to this model [defined in Eq. (1-1)] show apparent 

trends with P, Mn, and P*Mn. The slope of the low-Cu residuals is statistically significant for Mn and 

P*Mn but not for P. However, the slope of the residuals with P is significant on the broader set of data 

affected by the final P*Mn interaction term (both low and high Cu), as discussed in Sect. 5.1.4. Moreover, 

the P effect in the MF term is in a direction consistent with the P effects previously calibrated in 

NUREG/CR-6551 [1] and Draft 2000 models [8], as shown in Fig. 4.4, such that increased P appears to 

produce increased shift in low-Cu steels. The slope of the residuals throughout this section is always 

opposite in sign to the slope of the effect that is missing from the model. Thus, the negative slope to the 

residuals in Fig. 4.4 can be cured by adding to the model a term with a positive slope with P.  
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Fig. 4.4. Residuals in low-Cu PWR data relative to single 
coefficient model, plotted against P. Dashed trend is not 
statistically significant.

The observation that the slope of the P residuals is not statistically significant in the preliminary 

models of the low-Cu surveillance database is contrary to studies worldwide that have found significant 

effects of P in low-Cu data [5,7], NUREG/CR-6551 and the previous Draft 2000 models [1,8], and 

controlled single-variable studies of the effect of P on no-Cu steel shown in Sect. 6.4 and Fig. 6.12c, 

which clearly show an effect of P. The reason for the lack of statistical significance for the P effect in 

low-Cu PWR surveillance data appears to be the interaction of P with Mn that is observed in the current 

surveillance database. The residual effect of P is significant in high-Mn, low-Cu steels, as shown in 

Fig. 4.5, but not in low-Mn, low-Cu steels, as shown in Fig. 4.6. When those two sets are combined, the 

trend with P is not significant over the low-Cu PWR data currently available (all two sided tests on slope 

of fitted residual trend, p < 0.05 for significance). The high-Mn plot is for Mn > 1.35 wt %, while the 

low-Mn plot is for Mn ≤ 1.35 wt %, with Ni in the typical range (Ni > 0.5 wt %) in both plots. The value 

of 1.35 wt % for Mn is approximately mid-range for the allowable content in the specification for RPV 

plates of SA 533 grade B class 1 steel, and is also approximately mid-range in the Mn values for a 

number of PWR data subsets evaluated in the analysis. Thus, the choice of 1.35 wt % is arbitrary but 

reasonable as a split for low- and high-Mn groups in these preliminary analyses. Moreover, the final 

calibrated term for Mn in the model is not dependent on the preliminary splits used for the various data 

subsets because it was calibrated to a broader dataset (see Sect. 5.1.5). The no-Cu IVAR materials 

showing a strong effect of P in controlled experiments had reasonably high Mn = 1.6 wt %, so these 

observations are reasonably consistent. 

In addition to the residual trends with chemistry, there are statistically significant differences in 

average residual among the different product forms. This was determined by t-tests on the low-Cu 

residuals relative to a preliminary single-coefficient MF term model (without a P*Mn term). Specifically, 

there is a statistically significant difference in average residuals for forging and plate and for forging and 

weld based on two sided t-tests and p < 0.05. Plate and weld average residuals are also significantly 

different on the broader dataset to which the MF coefficients apply (both low and high Cu materials), as 

discussed in Sect. 5.1. Thus, three separate MF coefficients were used for forging, plate, and weld. 
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Fig. 4.5. Residuals in low-Cu PWR data with Mn > 1.35  
wt % relative to single coefficient model, plotted against P. 
Dashed trend is statistically significant.
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Fig. 4.6. Residuals in low-Cu PWR data with Mn ≤ 1.35 
wt % relative to single coefficient model, plotted against P. 
Dashed trend is not statistically significant.
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The MF term was modified from the form shown in Eq. (4-2) to include a P*Mn term and three 

separate product form coefficients for forging, plate, and weld. These enhancements eliminated the 

significant residual trends with Mn and P*Mn, flattened further the trend with P, and eliminated the 

significant differences in average residual between the three product form groups. The final MF term, 

calibrated to a 90% sample of PWR and BWR low-Cu data in the analysis process described above, is 

( )( ) ei tPMnTAtermMF φ47.213.61001718.01 +−= (4-3a)
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Both MF and CRP terms use an effective fluence, calculated from fluence φt and flux φ as
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The effective fluence in Eq. (4-4) is greater than actual fluence for flux below 4.39 × 1010 n/cm2/s,

while above that breakpoint value, the fluence and effective fluence are the same (see Sect. 5.2.1 for 

discussion of effective fluence). The breakpoint, 4.39 × 1010, and the exponent, 0.259, were fitted 

simultaneously to all available low-flux data (< 5 × 1010 n/cm2/s), all low-Cu data (< 0.072 wt %), and 

90% of the high-Cu PWR and BWR data, as described in Sect. 4.1.2. Moreover, the fitted breakpoint, 

4.39 × 1010, remained relatively stable in preliminary and final calibration. The breakpoint approach was 

the result of preliminary analysis that showed only a slight residual trend with flux, in the expected 

direction but not statistically significant, in the PWR calibration data (which are mainly in the range 3 × 

1010 ≤ φ ≤ 2 × 1011 n/cm2/s). This may have been due to the narrow flux range and other limitations of the 

PWR data, as there is strong evidence of flux effects in the PWR range in IVAR data, as discussed in 

more detail in Sect. 6.6.  

Figure 4.7 shows typical curves based on Eq. (4-3) using the effective fluence form in Eq. (4-4) at 

assumed flux values of 1 × 109 and 1 × 1010 and for any flux greater than 4.39 × 1010 n/cm2/s. The shifts 

estimated by the MF term at 1 × 109 and 1 × 1010 n/cm2/s, respectively, are factors of 1.63 and 1.21 times 

the shift at 4.39 × 1010 n/cm2/s or higher flux. The statistical justification for including the effective 

fluence term in the MF term is given in Sect. 5.2, and additional supporting evidence is given in 

Sect. 6.6.2. 

The MF term model given by Eq. (4-3) is a good fit to the low-Cu data, as shown by the plot of 

model TTS vs measured TTS in Fig. 4.8. In that figure, a perfect fit with no scatter would put all data 

along the 1:1 diagonal line. In any real case, there is scatter, but Fig. 4.8 shows the scatter is evenly 

distributed around the 1:1 line with no consistent deviation above or below. Both PWR and BWR points 

are shown, with open symbols for the calibration data and filled symbols for validation data. The good fit 

is confirmed by analyzing the residuals relative to Eq. (4-3), using all available low-Cu data (calibration 

and validation subsets, PWR and BWR, a total of 246 points). The residuals do not show statistically 

significant trends in fluence, flux, Ti, time, chemistry variables, product form, or the chemical interactions 

P*Mn, P*Ni, or Mn*Ni. Further details on the quality of fit and comparison of calibration and validation 

data are given in Sect. 4.3. 
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The Ti term in Eq. (4-3a) has a steeper slope in the low-Cu surveillance data [–0.001718 in Eq. (4-3)] 

than in the Jones and Williams model [-0.001302 in Eq. (4-2)]. The different slopes may reflect 

differences in the materials used for calibration, different average values of fluence and other variables, or 

the fact that the temperature range of the surveillance data is smaller. The possibility of partial 

confounding of flux and temperature effects when fitting both effects simultaneously was ruled out by 

separately calibrating the temperature slope in narrow ranges of flux. The average of these subset values 

was the same as the overall calibration, and there was no obvious trend with flux, proving no apparent 

confounding of those variables.  
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The effective fluence form shown in Eq. 4-4 is used in both MF and CRP terms; it is presented here 

because it is used in Eq. 4-3a. The effective fluence form was originally developed to cause the high Cu 

BWR data to agree with the preliminary model calibrated to high Cu PWR data. During preliminary 

modeling, using effective fluence in both the MF and CRP terms produced better fits to the high-Cu, low-

flux data than using the effective fluence form in the CRP term only, as well as improving the fit to the 

low-Cu, low-flux data. Based on this empirical observation, the draft model from the first round of 

modeling had effective fluence in both terms. Significance tests on the draft model showed that disabling 

the flux effect by using fluence instead of effective fluence, in either the MF or CRP terms separately or 

both terms together, would produce significant mean residual errors on the low-flux BWR data with 

fluence > 1017 n/cm2. This provided a preliminary statistical justification for using effective fluence in 

both terms in the model, which was later confirmed on the baseline model as reported in Sect. 5.2. 

There are only 27 low flux (φ < 2 × 1010 n/cm2/s) data points, all from exposure in BWRs, in the low-

Cu dataset. Four of those points are at such low fluence (< 2 × 1017 n/cm2) that very small shifts would be 

expected with or without a flux effect (see Fig. 4.7). Thus, the ability to statistically identify significant 

fitting trends or residual effects with respect to flux using just the low-Cu dataset is quite limited – there 

are not enough data, and the shifts in low-Cu data at such low fluence values are generally small. Using 

effective fluence in the MF term is justified on the broader dataset to which the MF term applies (both 

low and higher Cu materials) where the effective fluence term is significant, as shown in Sect. 5.2.  

The flux effect in low Cu data was first identified in the surveillance data, but additional analysis of 

the low-Cu and no-Cu IVAR data confirmed that there is a statistically significant effect of flux in that 

dataset under controlled experimental conditions. The evidence in IVAR for a flux effect in no-Cu steels 

is shown in Sect. 6.6.2, providing independent support for a flux effect in the MF term. The IVAR data 

also show substantial effects of flux in the high-Cu materials, as has been known for some time (see Sect. 

6.6.1 and [4,9]). The TTS and IVAR flux effects are in different flux ranges, reflecting the different flux 

ranges in those databases, but the physically based extrapolation of IVAR data to the BWR flux range is 

reasonably consistent with the flux-sensitive part of the TTS model (see Fig. 6.20). 

4.2.3 Copper-Rich Precipitate (CRP) Term 

As discussed in Sect. 2.2.3, the CRP term models the shift due to precipitation of Cu, P, and other 

elements, which is negligible at low fluence, rises rapidly over a higher range of fluence and saturates at 

high fluence. The appearance of the shift vs fluence curve is a plateau as shown in Fig. 4.9, with 

amplitude that depends on temperature, material chemistry, and product form, but not on fluence (above 

the saturation value) or on flux. The fluence values at which the CRP-related shift makes the transition to 

full amplitude depend on chemistry and flux (see Sects. 2.3.1, 2.3.2, and 2.3.3). High Cu, low Ni, or low 

flux causes the transition to move toward lower fluence, while high Ni, low Cu, and higher flux cause the 

transition to move toward higher fluence. The saturating behavior and the effect of the variables is well 

known, shown with independent controlled experiments in IVAR data [4] and in British data [10], as 

discussed in Sect. 2.3.3. The precipitation behavior can be reasonably modeled by a tanh function, in the 

same form as Eq. (2-1) with LSE = 0 and a3 = ½, as is shown in Fig. 4.9, or by Avrami functions [4,11] 

which are similar in appearance to the tanh function. The alternative tanh form used in [12] to model the 

Cu effect was also tried, but it gave a substantially higher standard error (Se) than that used here. 
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Following the steps summarized in Sect. 4.1, preliminary CRP term models were developed based on 

high-Cu PWR calibration data, which were then extended to adequately model the BWR data by simply 

incorporating an effective fluence (flux) model in both MF and CRP terms. Then both MF and CRP terms 

were recalibrated in a second round of modeling that addressed several issues in the preliminary models. 

The final result of this process is the following CRP term: 

( ) ( ) ( )eee

i tNiCugPCuf
T

NiBtermCRP φ,,,
543

77.31

10.1

191.1+= (4-5a)
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platesfor SRM.

for welds

vesselsmfg.CEinplatesfor

vesselsmfg.CE-noninplatesfor

forgingsfor

B

2128

0.155

2.135

5.102

3.102

(4-5b)

It is clear in Eq. (4-5b) that calculations involving forgings and non-CE plates could use the same 

compromise coefficient of 102.4 with negligible (~ 0.1%) error. As in other recent model development 

efforts [8,13], the shifts for plates in CE-manufactured vessels are statistically significantly larger than in 

non-CE manufactured vessels, an empirical observation for which an accepted physical explanation is not 

yet available. There is also a special SRM coefficient, used for matching results with the surveillance data 

on standard reference materials but not used for calculations related to materials in actual vessels (see 

Sects. 5.1.5 and 5.1.6 for detailed discussions of product form effects, 5.1.2 for Ni effect, and 5.2.2 for Ti 

dependence).
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The copper and phosphorus precipitation term in the model, f(Cue, P), is built up from several 

functions. First, the effective Cu in solution, Cue, which is the amount of Cu available for precipitation, is 

zero below a threshold value of 0.072 and is also limited by a maximum saturation value that reflects the 

amount of Cu available for precipitation. The Cumax value appears to depend on Ni concentration, heat 

treatment details, and possibly other factors (see Sects. 2.3 and 4.2.1). Hence, an effective Cu is defined 

as

[ ] >
≤

=
 wt%CuforCuMaxCu

 wt%Cufor
Cu

e

e
072.0)(,min

072.00
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301.0
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The Cu saturation limits, Max(Cue), can only be calibrated for materials with Cu above the limits. 

Only the materials that have very high Cu (Cu > 0.243 wt % for the lowest limit in the current database) 

can affect the calibrated saturation limits because materials with Cu below the limits show only increasing 

shifts with higher Cu, with no limit behavior at all. The Linde 80 weld group is the only subset that has 

enough high-Cu data, with high enough Cu levels, to have confidence in the calibrated limits. This 

situation is discussed in detail in Sects. 5.1.3 and 7.2. 

None of the forging materials in the surveillance database and only one of the plates have nominal 

Cu values above 0.243 wt % (and that plate is just above the limit at 0.25 wt %), so the upper limits on Cu 

available for precipitation cannot be determined from the TTS database. Base metals should use the full 

Cu level, at least up to Cu = 0.25 wt %. This point is reiterated in Sect. 7.2.3, where the issue is further 

discussed under “Treatment of base metals.” 

The two large weld groups that have at least six welds with Cu > 0.243 wt % (Linde 80 and Linde 

1092) have individually calibrated Cu limits. It must be noted that the weld flux is only used as a means 

of grouping welds—there is no implication that weld flux directly affects the Cu limits. Most of the Linde 

80 weld group have 0.52 ≤ Ni ≤ 0.72 wt %, although one Linde 80 weld has much lower Ni (~ 0.1 wt %). 

The “typical Linde 80” group is defined as those welds with nominal Ni > 0.5 to distinguish the usual 

Linde 80 welds from the unusual low-Ni weld. The Linde 1092 weld group is generally in a higher Ni 

range than Linde 80 welds range, but some Linde 1092 welds have Ni values as low as 0.6 wt %. The “all 

other” welds are generally at lower Ni (≤ 0.5 wt %). An attempt was made to consider Ni in calibrating 

the Cumax limits, but it was unsuccessful, as discussed in Sects. 5.1.3 and 7.2. 

The effective Cu and P concentrations are simply combined on the basis that the observed 

precipitates generally include both Cu and P (see Sects. 2.3.2 and 2.4.1; see also [14,15]). Williams has 

noted that the mechanistic role of P appears to be similar to that of Cu in the precipitates, so that the sum 

of Cu and some multiple of P should be considered as the effective Cu available for precipitation3. The 

precipitation model includes a threshold concentration of both Cu (0.072) and P (0.008), below which 

precipitation is assumed to be negligible. The Cu threshold was calibrated in earlier studies and confirmed 

as reported above, while the P threshold (0.008) is a current calibrated (fitted) value determined along 

with the other CRP fitting constants using the high-Cu calibration set and least squares. Consequently,  

P – 0.008 was linearly combined with the effective Cu – 0.072 as in Eq. (4-5e). 

                                                     
3Williams, T. J., email to E. D. Eason, 6/18/2004  
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The chemistry term of the shift model in Regulatory Guide 1.99 Rev. 1 contained a linear 

combination of (Cu – 0.08) and (P – 0.008) terms, somewhat similar to the Cu and P terms in Eq. (4-5e). 

( ) [ ]
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The remaining CRP term is the saturating fluence function, which depends on Cu and Ni as well as 

flux and fluence. 
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The effective fluence from Eq. (4-4) and the effective Cu [limited by the values in Eqs. (4-5c) and 

(4-5d)] are used in the saturating term, not fluence and bulk Cu values.  

The Cu and Ni effects inside the tanh function, which move the location of the transition laterally as 

shown on Fig. (4-9), are known physical effects as discussed in Sect. 2.3.3. These effects were previously 

explored as part of the NUREG/CR-6651 modeling effort, with similar results for the Ni term (see [1], p. 

87). The database at the time was inadequate for calibrating the Cu effect, and numerical trade-offs were 

noted between Cu and Ni terms inside and outside of the tanh function, so including those terms was 

deferred. With the current database there was no difficulty calibrating the effects, and the Cu and Ni terms 

outside the tanh function did not change much as Cu and Ni terms inside the tanh function were 

calibrated. However, some change was noted, so the Cu and Ni fitting constants that control amplitude 

and those that control location of the transition are not completely numerically independent. 

The model of high-Cu behavior (Cu > 0.072 wt %) is given by Eqs. (4-1), (4-3), (4-4), and (4-5). It is 

a good fit, as shown by comparing model shifts and actual shifts for all PWR high-Cu data in Fig. 4.10 

and for all BWR high-Cu data in Fig. 4.11. In the BWR plot, two symbols (small square or circle, larger 

diamond) are plotted for some points. These are the atypical BWR data, which were irradiated at unusual 

locations for a BWR (denoted BWb in database) and in an unusual BWR (Big Rock Point, denoted BWa 

in database) such that the flux levels are more typical of PWR than BWR exposure. Indeed, some of the 

flux levels in this atypical BWR set are higher than in most PWR surveillance capsules. 

As detailed in Sect. 4.3, a further indication of the good fit is the fact that there are no significant 

residual trends in the high-Cu data with fluence, flux, Ti, exposure time, chemistry variables, and 

interactions P*Mn, P*Ni, Cue*Ni, Cue*Mn, and Mn*Ni. There is also no significant difference in average 

residual with product form variables or between high-flux (> 4.39 × 1010 n/cm2/s) and low-flux (≤ 4.39 × 

1010 n/cm2/s) subsets. The high flux and low flux comparison is for plate and weld, since only one of the 

BWR low flux observations is high-Cu forging material. 
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Fig. 4.10. Model shift vs measured shift, all PWR 
calibration and validation data with Cu > 0.072 wt %. 
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Fig. 4.11. Model shift vs measured shift, all BWR 
calibration and validation data with Cu > 0.072 wt %. 

4.3 Quality of Fit of Revised TTS Model  

This section presents several measures of goodness of fit of the revised TTS model and demonstrates 

predictive capability on surveillance data not used for fitting. Additional details on the TTS model trends, 

including analysis of their statistical significance on the available surveillance data, are given in Chap. 5.
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4.3.1 Model TTS vs Measured TTS Plots  

There are several ways to assess the quality of fit of the multivariable TTS model given above. The 

first, and perhaps clearest overall assessment, is given in the model shift vs measured shift plots, Fig. 4.8 

for low-Cu steels and Figs. 4.10 and 4.11 for high-Cu PWR and BWR data, respectively. Separate plots 

are given for those three subsets, both to avoid an overly dense cloud of points that cannot be interpreted 

easily and also to demonstrate the good fit in these important subsets of the surveillance database. A good 

model should be a reasonable fit to each of these major subsets (among others). The fact that the cloud of 

points on each of these plots is reasonably centered on the 1:1 line over the available range of measured 

shifts shows a reasonable fit. The plots also show that the fit is comparable on the calibration data used 

for model development (open symbols) and the validation sample used to show predictive capability 

(filled symbols). 

4.3.2 Statistical Measures 

Another typical indicator of the quality of fit is the standard error (Se), which is the standard 

deviation of residuals about the model, adjusted for the number of fitted constants in the model. Values of 

overall Se are given for the earlier models in [1,8], for example. However, with the expansion of the 

database in 2003–2004, it became apparent that Se is considerably smaller in the low-Cu data than in the 

high-Cu data. Thus, the overall Se depends on the relative amount of low-Cu and high-Cu data in the 

calibration set and hence has no validity as an indicator of quality of fit across different databases. Simply 

including less high-Cu data or increasing the amount of low-Cu data would have the same effect as 

improving the fit, in all cases causing the value of the overall Se to decrease. A similar result would be 

obtained by changing the proportion of forging and plate material (smaller Se) relative to weld material 

(larger Se). Because comparisons to the Se values found for the earlier models or possible future models 

on different databases would not be valid, the overall Se is not given for the revised model presented in 

this report. 

A more valid measure than overall Se is the standard deviation (Sd) of residuals about the model in 

the various subsets that have significantly different Sd, as given in Table 4.1. Standard deviation is used 

rather than standard error because many of the fitting constants in the model are fitted overall, not to the 

particular subsets shown in Table 4.1, and also because the Sd values are based on both calibration data 

used for fitting and validation data that were not used in fitting. The traditional standard error concept is 

not well suited to these complexities. The SRM data have not been included in the plate Sd values in 

Table 4.1, so that the tabulated values would be representative of plates in actual pressure vessels. The 

values of Sd in Table 4.1 should be considered when setting margins or analyzing uncertainties in 

applications.

In Table 4.1, the standard deviation of high-Cu 

welds is significantly greater than the standard 

deviation for high-Cu plates and forgings. The 

standard deviation of low-Cu welds is significantly 

greater than the standard deviation for low-Cu plates 

(but not low-Cu forgings). The standard deviation of 

forging and plate are not significantly different from 

each other in either high or low-Cu material. The 

standard deviation in the high-Cu subset is 

significantly greater than the corresponding value for 

the same product form in the low-Cu subset for both 

plate and weld. All of these significance tests used 

the F-test on variance with significance if p < 0.05. 

Table 4.1 Standard deviation (Sd) of residuals 
about the embrittlement shift model in 

various subsets, all PWR and BWR 
calibration and validation data except SRM 

All entries are TTS values measured in °F
Sd (points) Product 

Form Cu ≤ 0.072 wt %  Cu > 0.072 wt % 

Forging 17.5 (75)  19.8 (61) 

Plate 15.0 (78)  20.9 (309) 

Weld 18.6 (93)  26.3 (213) 
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4.3.3 Residual Analysis 

Another way to assess the quality of fit is by analyzing residual plots for variables that are in the 

model and variables that are not. Residual plots show the difference between the model estimate and the 

actual shift, plotted against variables of interest. A good multivariable fit shows residuals scattered about 

the zero residual line with no apparent trend when plotted against the variables that are in the model and 

those that are not. Interactions of key variables can also be analyzed, and a fit that adequately reflects 

interaction nonlinearities will show no significant trend in the interactions. If the slope of the residual 

trend were significantly different from zero for a variable in the model, it would indicate that the model 

does not accurately reflect the first-order (linear) effect of that variable. Similarly, a nonlinear pattern in 

the residuals for a variable in the model would indicate a model inaccuracy of a nonlinear form. Finally, if 

the slope of the residual trend were significantly different from zero for a variable that is not in the model, 

it would indicate that the variable should be added to the model for a better fit.  

The result of the residual analysis on the TTS model presented in this report is that there are no linear 

residual trends with slopes that are significantly different from zero, in either high- or low-Cu data, for all 

of the variables in the model and for all others that were analyzed. The statistical tests were two-sided, 

looking for a significant difference from zero slope in either direction. The residual plots are presented in 

Appendix F as Figs. F.1 through F.13 for low-Cu material and Figs. F.14 through F.28 for high-Cu 

material. The dashed line on each residual plot is the linear trend of the residuals, fitted to the residuals by 

least squares. Many of the trend lines are barely distinguishable from the zero residual line over the range 

of data. Moreover, there is no clear evidence of nonlinear trends in the residual plots for the modeling 

variables. Because the low-Cu residual indicates the quality of fit of the MF term separate from the CRP 

term, while both MF and CRP terms are reflected in the high-Cu residuals, it is useful to look at both 

measures of the fit. When the plots are interpreted, it is important to recall that the residual for these plots 

is defined as model TTS – measured TTS, so the residual and model slopes are reversed in sign. That is, a 

negative slope on these residual plots can be eliminated by making the slope of that variable more 

positive in the model. 

The residual plots in Figs. F.1 through F.28 also show both calibration and validation points. Overall, 

there is no obvious difference between the residual trends in calibration and validation data. A statistical 

comparison of the fit to calibration and validation sets is presented in Sect. 4.3.4. 

Additional residual analysis was performed by comparing the mean residuals of selected sets using 

Student-t tests. No significant differences in mean residual were found for different product forms, in 

either low-Cu or high-Cu material. If there had been significant differences, they would suggest 

calibration issues with the MF or CRP coefficients. The residuals for the product form groups that were 

analyzed are plotted in Figs. F.10 for low-Cu and F.23 for high-Cu data. None of the mean residuals for 

these product form groups were significantly different from zero. An additional comparison found no 

significant difference in mean residual in high-flux (φ > 4.39 × 1010) vs low-flux (φ ≤ 4.39 × 1010 n/cm2/s)

categories in either low-Cu or high-Cu material. The low-Cu flux comparison was conducted on all 

product forms combined because the amount of low-flux, low-Cu data is relatively small and all three 

product forms are represented in both high- and low-flux categories. That is not the case in the high-Cu 

data, so high-Cu comparisons were made on plate and weld separately, and not for forging material (there 

are not enough forging data with low-flux and high-Cu). As in the slope tests for continuous variables 

discussed above, the statistical tests were two-sided, looking for a significant difference between group 

means and from zero mean residual at p < 0.05. 

4.3.4 Calibration vs Validation Datasets and Predictive Capability 

The purpose of validation is to determine whether the model has predictive capability for data that 

were not used for calibrating it. In the present modeling effort, the validation is partial because there are 

insufficient data in the low-flux regime to be able to reserve a statistically meaningful sample of low-flux 
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data for validation. However, all of the model except the two flux-related fitting constants can be 

validated on a significant sample of data that were randomly selected prior to the modeling effort and that 

were not used in fitting. Future quantitative validation of the flux effect on surveillance data may be 

possible when data become available from the last remaining capsules of the BWR SSP [6]. An overall 

validation of many effects in the TTS model, including the effects of flux in both MF and CRP terms, is 

provided by comparison with the IVAR data in Chap. 6. 

The validation set consists of a 10% random sample of data that was not used in developing most of 

the model or in the final calibration of most of the fitting constants. The parts of the model that did use 

points from the 10% sample during development and final calibration are the two constants in the 

effective fluence submodel and the two constants in the P*Mn submodel. Those four fitting constants 

were calibrated to the broadest possible dataset intended to reflect all low and high-Cu data, at both low 

and high flux. Because two of those subsets, low flux and low Cu, are much smaller than the high-Cu 

subset of the surveillance data, all available data at medium to low flux (φ < 5 × 1010 n/cm2/s) and all 

available data at low-Cu were used to better balance the 90% sample of high-Cu data for this purpose. 

The two flux-related constants are not validated on the surveillance data because the flux effect is 

mainly evident in the range φ < 4.39 × 1010 n/cm2/s, and all available data in that range were needed and 

used for flux effect calibration. But the P*Mn term applies to all data, and the two constants in that term 

are validated by the 40 high-Cu validation points with φ > 5 × 1010 n/cm2/s which were not used to 

develop or calibrate the two constants. Additional confidence in the P*Mn term comes from theory and 

independent data that show strong P, Mn, and P-Mn interaction effects in low-Cu data (see Sects. 2.4.1 

and 6.7.1). Additional confidence also comes from the fact that similar values for the P*Mn constants 

were calibrated during development on the PWR low-Cu data (219 points) and in the final calibration of 

those constants on the broadest possible set of high and low-Cu, high and low flux points (830 points). 

Some comparisons of calibration and validation data have been discussed previously (see Figs. 4.8, 

4.10, and 4.11), and they also appear on the model vs actual shift plots and the residual plots in Appendix 

F. Qualitative comparisons of that sort show reasonable agreement of calibration and validation data. A 

more quantitative method of validation is to compare mean residual and Sd of residuals between key 

calibration and validation subsets.

Table 4.2 shows reasonable agreement of the mean and standard deviation of residuals between high- 

and low-flux, high- and low-Cu calibration and validation subsets. None of the differences between mean 

residuals and only one of the differences between Sd in corresponding calibration and validation subsets is 

statistically significant, as indicated by the superscript a in Table 4-2 (two-sided t test on means, F test on 

Sd, significant if p < 0.05). The one difference in Sd that is significant involves only two points in the 

validation set, a clearly inadequate sample for comparing Sd values. So the statistics on validation sets 

generally confirm the calibrated model and the estimated Sd values. Also, none of the mean residuals in 

Table 4.2 is significantly different from zero, confirming the overall quality of fit on these 8 subsets. The 

one validation mean that might appear different from zero, –7.9 in the high-Cu, low flux group, is for a 

small sample (15 points) and is not significantly different from zero based on a t test (which accounts for 

the greater uncertainty in small samples).

Appendix A

102



4-20

Table 4.2. Comparison of calibration and validation subsets by 
mean and standard deviation (Sd) of residuals 

The number of points is shown for subsets smaller than 40 points

Mean (points) Sd (points) 
Subset

Calibration Validation Calibration Validation 

Cu ≤ 0.072,  

φ > 4.39 × 1010 0.0 0.9
a
 (22) 17.0 14.6

a
 (22) 

Cu ≤ 0.072,  

φ ≤ 4.39 × 1010 1.7 −2.1
a
 (2) 19.5 0.2 (2) 

Cu > 0.072,  

φ > 4.39 × 1010 0.5 1.4
a 23.1 22.7

a

Cu > 0.072,  

φ ≤ 4.39 × 1010 0.6 −7.9
a
 (15) 21.2 26.7

a
 (15) 

aThe difference from the calibration value is not statistically significant. 

4.3.5 Comparison with SRM Data 

Although not set up as a statistical validation study, the SRM data provide additional insight on the 

predictive capability of the model, because about two-thirds of the SRM datapoints were not used in any 

way for calibrating any part of the model. The three SRM heats have their own CRP coefficients, so any 

partial validation from the SRM data is not necessarily representative of all plates or of the forgings and 

welds. The comparison of measured and model estimates of shift for the SRM data in Fig. 4.12 shows that 

the model is a reasonable representation of embrittlement behavior for all the data on the three SRM 

heats, with almost all SRM data falling within the 5% and 95% bounds (which were based on Sd for high-

Cu plates). 
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Fig. 4.12. Model shift vs measured shift for all SRM data. 
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Looking closer at Fig. 4.12, it appears that some of the points from Plate HSST-02 (triangle symbols) 

are reasonably distributed about the 1:1 line and others are offset below the 1:1 line (over-predicted) by 

an amount that is similar over a range of fluence (or shift). This evidence provides some support for the 

concept expressed at an ASTM E10.02 meeting in January 2004 that the average value of unirradiated T30

used for all shifts with this heat may not be representative of the specific piece of material sent to some of 

the plants because of inhomogeneity in the plate. Due to the SRM sampling, which limited the impact of 

this heat on the model, and the separate coefficient for SRM materials, which isolated all SRM materials 

from the coefficients fitted to other materials, the effect of this uncertainty on the predictions for vessel 

materials is considered to be negligible. 

4.3.6 Numerical Convergence Checks 

The calibration of the model relies on nonlinear least squares. As with any nonlinear solution 

algorithm, convergence is not guaranteed, and the solution to a nonlinear problem may not be unique. 

These uncertainties were addressed by fitting all the key intermediate and final models more than once, 

using different initial estimates of the fitting parameters and two completely different least squares 

solution algorithms. The solutions agreed to several digits, converging from different initial estimates and 

using different algorithms. This information provides a check on model implementation and inputs 

(which are quite different for the two solution algorithms) and reasonable confidence in the convergence 

of the results. 

4.3.7 Comparison with Prior Models 

The present model is similar in overall format to the NUREG/CR-6551 and July 2000 draft models 

[1,8], although differing in details. It includes all the effects except one from the prior models, although 

sometimes in different form. The linear MF temperature term is somewhat simpler than the Arrhenius 

term previously used. The P term in the MF part of the earlier models has been replaced by a P*Mn 

interaction in the MF part and a P precipitation term in the CRP part. The explicit use of Mn is new, but 

as in previous models, Mn is implicitly present in the form of lower coefficients for forgings, which have 

generally lower Mn compared to plates and welds.  

The flux-time effect inside the tanh function in the July 2000 model has been replaced by a 

stronger flux effect in both MF and CRP terms, using the effective fluence form, which is a better fit to 

the larger set of low-flux data now available and is supported by mechanistic understanding and studies of 

an independent database (see Sects. 2.3.1, 2.4.2, and 6.6). The previously identified long-time bias, 

represented by a constant offset in the July 2000 model, is not evident in the data now available (see Figs. 

C.4 and C.17), so it is omitted from the present model. It appears that roughly doubling the amount of 

long time data and using a separate SRM coefficient caused that bias to disappear. The location of the 

transition to CRP plateau behavior now varies with Cu, Ni, and flux; it varied only with flux or time in 

the earlier models. These well-established effects are evident in the IVAR data [4,5], had been previously 

considered in the NUREG/CR-6551 fitting effort [1], and have been observed and calibrated in other 

databases [12]. 
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5. Effects of Individual Variables on TTS 

In this chapter, individual variable effects in the TTS model given by Eqs. (4-1), (4-3), (4-4), and 

(4-5) are discussed in more detail. Plots are presented that show the trends in TTS as a function of 

variables that are in the TTS model, in most cases for various values and combinations of other variables. 

These are the same variable effects on which the residual plots in Appendix F are based. The fact that the 

residuals are reasonably distributed about the zero residual lines implies that the measured data are 

reasonably distributed about the TTS model trends shown in this chapter.  

The second objective of this chapter is to show that the individual variable effects in the TTS model 

are statistically significant on the applicable surveillance data. The level of probability (p) used in this 

report for concluding that an effect is significant is p < 0.05 unless otherwise stated. This is a typical 

significance level for engineering, where it is sometimes referred to as the 95% significance level. That 

level of significance means that the chance the observed effect or difference could arise from random 

variation is estimated to be less than 5%. Statistical significance is one form of evidence supporting the 

TTS model, and most effects in the model are also supported by physical understanding and other 

independent data, as indicated below by cross-references to the relevant parts in Chaps. 2 and 6.

5.1 Material Variables 

5.1.1 Copper 

Copper affects embrittlement in several ways. The matrix features in materials with Cu ≤ 0.072 wt % 

show a simple square root dependence on fluence (as shown in Fig. 4.7) without much effect of Cu. 

Materials with higher Cu have the same matrix features as low-Cu materials plus a saturating 

precipitation effect that depends on Cu, shown by the CRP term in Fig. 5.1. The CRP plateau in Fig. 5.1 

both increases in amplitude and shifts to lower fluence as the Cu level increases. The lateral shift is 

somewhat easier to see by focusing on the point on the transition that is halfway to full amplitude, marked 

by dots on Fig. 5.1. The transition occurs over a similar range in fluence at all Cu levels, which has the 

effect of increasing the slope of the transition as the Cu level increases. The sum of the square root 

dependence in Fig. 4.7 and the saturating plateau in Fig 5.1 is a rather “bumpy” curve for total shift in 

higher Cu materials, as shown in Fig 5.2.  
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Fig. 5.2. Effect of Cu and fluence on TTS Model (MF term + 
CRP term). 

The same effect shown in Figs. 5.1 and 5.2 can be plotted against Cu, as shown for average Ni in 

Fig. 5.3. There is also an interaction of Cu and Ni, such that the effect of Cu is enhanced at high Ni. The 

synergistic effect of Cu and Ni occurs with all product forms but is somewhat more complicated for high-

Cu welds because different Cu saturation levels apply in the three weld groups, which also have different 

ranges of Ni, as shown in Fig. 5.4. The saturation levels of Cu are discussed in Sect. 5.1.3. Because of the 

strong Cu-Ni interaction, it is important to have no significant residual trend relative to the interaction 

variable Cue*Ni, as is the case with the TTS model (see Fig. C.27). Note in both Figs. 5.3 and 5.4 the 

initial flat segment of the curve corresponds to low-Cu material, where the shift does not vary much with 

Cu, and the final flat segment at high Cu reflects the limit of Cu available for precipitation, Cumax.
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The effect of Cu on the amplitude of the CRP term can be easily shown to be statistically significant 

by disabling it, using the average Cu value (0.1729 wt %) in the Cu term for all the high-Cu calibration 

and validation data. The residual slope that results from disabling the term is significant on the high-Cu 

calibration and validation data. A one-sided test is appropriate because the direction of the residual slope 

from disabling the effect is known in advance. Similarly, the Cu effect on the CRP term plateau location 

can be shown to be significant by using the average Cu value in the tanh term while continuing to use the 

actual Cu values in the amplitude of the CRP term. As both effects of Cu are separately significant, the 

combined effect of taking Cu entirely out of the TTS model is also significant.  

5.1.2 Nickel 

There are effects of Ni on CRP amplitude and plateau location, as there are for Cu. There is an 

overall enhancement of shift by increasing Ni for any particular Cu, as shown in Fig. 5.5. The CRP 

plateau in Fig. 5.5 both increases in amplitude and shifts to higher fluence as the Ni level increases. The 

lateral shift due to increasing Ni is in the opposite direction to that caused by increasing Cu, as can be 

seen by focusing on the point on the transition that is halfway to full amplitude, marked by dots on both 

Figs. 5.1 and 5.5. Because of the lateral shift, the fluence effect curves at various Ni converge essentially 

to a single curve at low fluence, as shown in Fig. 5.5 for the CRP term and in Fig. 5.6 for total shift (MF 

term + CRP term).  

The convergence to essentially a single curve at low fluence corresponds to very small effects of Ni 

at low fluence and much larger effects at higher fluence, as shown for medium Cu levels in Fig. 5.7. 

Another implication is that the fluence at which the precipitation effect begins to be important varies more 

strongly with Cu than with Ni (compare the range in the fluence at TTS = 10°F on Figs. 5.1 and 5.5). For 

the higher Cu levels in welds, where the Cu saturation limits apply, there are different Ni curves within 

weld groups based on the different maximum Cu levels, as shown by the dashed curves in Fig. 5.8. Note 

that the curve segments for maximum Cu in Fig. 5.8 are upper bounds on TTS under the conditions used 

for plotting, and many materials within those weld categories will have lower Cu than the maximum and, 

hence, smaller shifts. 
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Both the effect of Ni on CRP amplitude and the effect of Ni on plateau location are statistically 

significant, as can be shown by temporarily disabling the effects by using the average Ni in each of those 

places (separately), then testing the significance of the resulting residual trend slope. The procedure is 

exactly as described above for Cu, and the average Ni value on the high-Cu calibration and validation 

data is 0.5444 wt %. 
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5.1.3 Maximum Cu Limits, Cumax

Calibration of the limits on the maximum copper available for precipitation present several 

challenges due to limited data, including insufficient data to calibrate limits applicable to base metals. 

None of the forging materials in the surveillance database has nominal Cu high enough to be usable for 

calibrating Cumax; only one of the plates does, and that plate is just above the lowest calibrated limit for 

welds of 0.25 wt %. The reason that lower-Cu materials are unusable for calibration is that the maximum 

Cu limit for a group of materials is determined solely by the materials with Cu values equal to or greater 

than the limit. The materials with lower Cu levels show only an increasing effect of Cu, with no limit 

behavior at all. Because of this, maximum Cu limits can only be determined if there are several materials 

that have Cu levels at and above the calibrated limit. There are only two weld groups, identified by their 

weld flux (Linde 80 and Linde 1092), for which there are at least six different material chemistries with 
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Cu > 0.243 wt % (the value of the lowest calibrated limit). The limits for any other welds must be based 

on very sparse data and information from other research, since there are insufficient data in the 

surveillance database for calibration.

The information available at this time suggests that the maximum Cu available for precipitation 

depends on the Ni concentration, postweld heat treatment, and possibly other factors as discussed in 

Sect. 2.3.2 and [1]. Thus, it is appropriate to consider Ni content as a possible way to group materials in 

large enough groups for estimating Cu maxima, and it is also appropriate to consider the two large high-

Cu weld groups, within which individual welds have similar welding and heat treatment details. Weld 

flux is just a way of grouping welds that may have similar welding procedure and heat treatment, with no 

implication that the particular flux used for the welding directly affects the embrittlement of the steel. 

Thus, the two weld groups with sufficient high-Cu data to be separately considered, Linde 80 and Linde 

1092, were examined in more detail, and Ni categories were also considered.

Three statistically justifiable categories are presented for the baseline model in Chap. 4: typical 

Linde 80 welds (the most common Linde 80 welds with nominal Ni > 0.5), Linde 1092 welds, and other 

welds. Low-Ni, medium-Ni, and high-Ni categories were also considered, but the current surveillance 

database is not adequate for calibrating Ni-based categories. A key difficulty with Ni categories in the 

surveillance database is that the Ni ranges of the particular Linde 80 and Linde 1092 datapoints that 

establish the Cu limits overlap substantially, yet those two weld categories have statistically significantly 

different limits. An additional difficulty with a Ni approach is that there are very few datapoints outside 

the medium-Ni range (nominally 0.5 to 0.75 wt % Ni) that have high enough Cu to be usable. Calibrating 

Cumax as a continuous function of Ni is not feasible at this time, either. The detailed discussion of these 

issues is given in Sect. 7.2, where a two-category version of the three Cumax categories in the baseline 

model is recommended for the simplified model presented in Sect. 7.3. All results in Chaps. 4, 5, and 6 

were generated with the baseline model containing 3 Cumax values. 

The baseline Cumax effect is statistically significant, as can be shown by taking out the variation of 

Cumax by weld group and analyzing the residuals that result from this change. The simplest way to take 

out the effect is to calibrate a model with a single best-fit value of Cumax (0.2646 wt % Cu) that is 

otherwise exactly like the baseline model. The average residual for the single-value Cumax model in the 

“other welds” category (−11.8°F) is significantly below the average residual of typical Linde 80 welds 

(8.7°F), which is significantly above the average residual of Linde 1092 welds (−6.3°F). It should be 

noted that the “other welds” and Linde 1092 weld groups do not have significantly different average 

residuals in this analysis, so there is also statistical merit in a slightly simpler “typical Linde 80” vs “all 

other” grouping, as discussed in Sect. 7.2. 

Only two welds establish the calibrated Cumax value for the baseline “other welds” category. One is 

an atypical Linde 80 weld in Crystal River 3 with very low Ni (0.1 wt %) and high Cu (0.41 wt %). The 

other is a Rotterdamse weld from Sequoyah 1 with Ni = 0.125 wt % and Cu = 0.37 wt %. Since it is 

effectively based on just two dissimilar welds, the limit on Cu for the baseline “other welds” should be 

considered highly uncertain. Although there are many Linde 1092 welds in the database, the Cumax value 

for the baseline Linde 1092 weld category is also not very well established, as there are only three Linde 

1092 welds at and above the calibrated Cumax level (0.301 wt % Cu). The only weld group that has a well-

established Cumax value is the typical Linde 80 weld group, which is calibrated on at least 21 Linde 80 

welds that have Cu levels at and above the calibrated Cumax value.  

5.1.4 Phosphorus 

The P effect in low-Cu surveillance materials ranges from almost no effect for low-Mn materials like 

ASTM A508 class 2 forgings to a clear linear effect of P for higher-Mn materials. This is a consequence 

of the P–Mn interaction, as shown in Fig. 5.9. The P effect in high-Cu material is the sum of the effect 

given by the MF term and an increase in the amplitude of the CRP plateau as P increases.  
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The increase in CRP term plateau amplitude due to increased P is similar in form but smaller in 

magnitude compared to the effects of Cu and Ni on plateau amplitude as described previously. In fact, 

based on Eq. (4-5e), increasing P from the threshold level of 0.008 wt % to the maximum value observed 

in the surveillance data, 0.031 wt %, will increase the CRP plateau amplitude the same amount as an 

increase in Cu from 0.072 to 0.103 wt %. P does not produce a lateral shift in the location of the plateau 

on the fluence plot, as do Cu and Ni. There will be an additional increase in TTS from the P* Mn2.47 term 

in the MF term, depending on the material Mn. Thus, there are two slopes on the curve of TTS vs. P for 

high-Cu material, a flatter slope coming from the MF term (at a slope that depends on Mn), which extends 

from P = 0 to the threshold value P = 0.008 wt %, then a steeper slope at higher P, where both the MF and 

CRP terms contribute some effect. This is shown by the CE plate curve in Fig. 5.9. 

The incorporation of phosphorus in the CRP term during model development was partly justified 

during model development by the fact that doing so eliminates the otherwise statistically significant 

residual trend with phosphorus in the high-Cu data. Similarly, incorporating phosphorus in the MF term 

was partly justified by the fact that doing so addresses the otherwise statistically significant residual trend 

with P*Mn and the significant trend with P in the low-copper data at above-average Mn (Figs. 4.5 and 4.6 

depict these residual effects graphically). In both cases additional justification came from theory and 

results of independent research on other databases, as discussed in Sects. 2.3.2 and 2.4.1. The other data 

show P effects in both low-Cu and high-Cu data, as shown in Sects. 6.4 and 6.7. Hardening features that 

are enriched in P are also observed in the radiation-damaged microstructure (see Sect. 2.4.1 and [2]). The 

way in which the empirical terms were incorporated in the model is also supported by the fact that the 

model produces no significant residual trends with phosphorus or its interactions with other key chemistry 

variables (P*Ni and P*Mn), both in low- and high-Cu surveillance data, as discussed in Sect. 4.3, and 

shown in the figures in Appendix F. 

After the model was completed, the significance of the P effects in both terms of the model was 

evaluated. If the final P*Mn2.47 effect in the MF term is disabled by setting P and Mn to their average 

values (0.0119 and 1.30 respectively over all calibration and validation data) for the MF term but not the 

CRP term, the slopes of the resulting three residual trends for P, Mn, and P*Mn (over all calibration and 

validation data) are all statistically significant. The same result is obtained if the value of P*Mn2.47 is set 

equal to its average value 0.02463 instead of setting P and Mn to their separate averages, while leaving P 

at its actual value in the CRP term. The significance tests are one-sided in this case because the directions 
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of the residual slopes from disabling the P term are known in advance. If the P effect in the CRP term is 

disabled by using the average value of P, but the P*Mn2.47 term in the MF term is still active, using actual 

P and Mn, the slope of the residuals is also statistically significant. Disabling both P*Mn2.47 in the MF 

term and the P effect in the CRP term also produces significant residual slope errors. This is evidence that 

both P terms, individually and together, are statistically significant in the final model. 

5.1.5 Manganese, Product Form 

The effect of Mn is partly explicit, via the P*Mn2.47 part of the MF term, and partly implicit in the 

MF and CRP term coefficients and correlations with other composition variables. As noted in the 

discussion of P in Sect. 5.1.4, the explicit effect of Mn can be shown to be statistically significant by 

putting the average values of P and Mn in the MF term and analyzing the residual slopes relative to Mn 

and P*Mn over all affected data. But an additional effect of Mn (and probably other variables) is included 

in the MF and CRP term coefficients. This is shown in Fig. 5.10, which plots the effect of Mn for selected 

product forms in high-Cu and low-Cu materials. The explicit effect of Mn, coming from the MF term, is 

shown by the curves identified in the legend, each of which is plotted over the corresponding range of Mn 

in the surveillance database for high-Cu or low-Cu materials and for the particular product form group. 

The apparent implicit effect of Mn (and probably other variables) in the MF and CRP term coefficients is 

suggested by the arrows, which approximately pass through the mid-range Mn values for each product 

form group (see Sect. 5.1.6 for additional product form information). Note that the apparent implicit 

effect of Mn is at least as large as the explicit effect in low-Cu material and clearly larger than the explicit 

effect in high-Cu material for the examples shown on Fig. 5.10. 
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As noted in Sect. 4.1, attempts were made to capture as much of the Mn effect as possible explicitly, 

by initially calibrating Mn effects with single MF and CRP coefficients. The fact that this effort did not 

take out more of the apparent Mn trend in the coefficients may indicate confounding of variables and 

suggests that other variables in addition to Mn may contribute to the apparent Mn trend in the product 

form groups.  
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Most of the apparent Mn effect for typical high-Cu surveillance materials is in the TTS model 

coefficients, not the explicit P*Mn2.47 term, as shown in Fig. 5.10. Thus, although the coefficients are 

identified in Eqs. (4-3b) and (4-5b) by product form labels, they also may be surrogates for average 

composition. For this reason, comparisons of the TTS model with plates or welds from other databases, 

which may have substantially lower Mn than typical surveillance materials, should use the most 

appropriate coefficient for the average composition, as is done for IVAR SMMS materials with Mn = 0 

and 0.8 in Fig. 6.8(c). The justification is the fact that the forgings have considerably lower average Mn 

than plates or welds in the surveillance database. The coefficients may also include unmodeled effects of 

Ni, particularly affecting the MF coefficients, as noted in Sect. 5.1.6. 

The hypothesis that the “product form” effect in previous TTS models could be a manganese effect 

(at least in part) was supported during the present analysis by the finding that either a manganese term or 

coefficients that vary by product form (or both) could reduce the residual difference between forging and 

other material groups. Introducing a P–Mn interaction effect in the MF term helped to account for the 

otherwise significant residual trend with Mn in the low-Cu surveillance data, but there is still a significant 

difference in the coefficients for forgings and other materials, where the main composition difference is 

Mn.

5.1.6 Additional Comments on Composition and Product Form 

The surveillance database contains numerical dependencies and confounding among the composition 

and product form variables used for fitting, of which the Mn issues discussed above are but one example. 

Independent variation of composition variables is possible, and some composition variables can and do 

vary reasonably independently within and between product forms (e.g., wide variations in Cu in some 

welds, depending on the weld wire copper coating or lack of copper coating, ~10× variation in P across 

the database, ~2× variation in Mn between A 508 class 2 and class 3 forgings, ~ 6× variation in Ni 

between low Ni and typical Linde 80 welds). Composition variables have been intentionally varied 

independently over moderate ranges in RPV-like research materials, as in IVAR (see Sect. 6.1), which 

allows separation of variables in those studies. But the composition values in the surveillance materials do 

tend to occur in “clumps” and limited ranges corresponding to typical steelmaking practice for some 

materials, as shown in Appendix G.  

The effect of typical steelmaking practices is to reduce the independence of composition and 

“product form” variables. Mn can be roughly estimated from Ni in both low-Cu and high-Cu data, using a 

statistically significant linear regression model. Mn can also be roughly estimated from Cu content in the 

high-Cu data by a statistically significant regression, and from forging vs plate and weld. Additional 

evidence includes the fact that the various product form groups do have different average values of Ni 

(see Appendix G). The average values of Cu also vary considerably by product form, but the average 

values of P do not. Other composition, microstructural, and mechanical property (e.g., unirradiated yield 

strength, upper shelf energy) variables may also be incorporated in what is referred to as the “product 

form effect.” These numerical dependencies that exist in the surveillance database must be accepted and 

worked around in calibrating the TTS model, as it is not feasible now to include different steels in the 

surveillance capsules to help separate the effects of composition variables. The result is that the explicit 

Mn effect in the MF term may be partly confounded with a Ni effect, and the Ni and Cu effects in the 

CRP term may be partly confounded with a Mn effect, and all composition effects may be partially 

confounded with the product form effect.  

As long as the TTS model is applied to estimate shifts in steels that are the same or similar to the 

steels represented in the surveillance database, the dependencies among the composition variables and 

coefficients cause no problems and the model should be directly applicable. The design of surveillance 

programs is intended to ensure that the surveillance materials are the same as, or as similar as possible to, 

the limiting materials in plants. However, the correlations among theoretically independent variables in 
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the TTS model should be considered when trying to reconcile results with other databases that have more 

independent variables, such as IVAR. In particular, the inability to calibrate an explicit Ni effect in the 

MF term on surveillance data, despite IVAR results [Figs. 6.10, 6.11, and 6.12(a)] suggesting there 

should be one, may be caused by the partial confounding of Ni with Mn and product form in the 

surveillance data. Similarly, Mn is known to affect high-Cu shifts [Figs. 6.7 and 6.8(c)] , so the inability 

to calibrate an explicit Mn effect in the CRP term may be related to partial confounding of Mn with Ni, 

Cu, and product form as well as to the explicit Mn effect contribution from the MF term.  

Fortunately, over the range of compositions that are present in both the surveillance and IVAR 

databases, the agreement with the TTS model is generally good, as shown in Sects. 6.3 and 6.4. This 

suggests that the numerical dependencies in the surveillance data discussed above have not prevented the 

calibration of a reasonably robust model. The TTS model provides both a reasonable representation of the 

surveillance data and a reasonable approximation of the main independent composition trends indicated 

by IVAR results, as shown and discussed in Chap. 6. 

The product form effects are statistically significant, as can be demonstrated by taking out the 

variation in coefficients. If a single coefficient is used in the MF term, all differences in mean residual 

between forging, plate, and weld are statistically significant over the data affected by that change (all 

calibration and validation data). If a single coefficient is calibrated in the CRP term, all product forms 

(including CE vs non-CE plates discussed in more detail in the following paragraphs) have significantly 

different mean residuals over the relevant data (high-Cu calibration and validation). These are all one-

sided comparisons because the previously calibrated effect was intentionally disabled by using a single 

coefficient. Clearly the product form effect, including both microstructural variations and all related 

implicit composition effects, is a significant contribution in the model.  

As first identified in the July 2000 modeling effort [3], there is a statistically significant difference 

between plates in CE-manufactured vessels and plates in other vessels, with the CE plates having greater 

shifts. The significant difference was independently noted by Professor Naiman in [4]. This difference 

was thought possibly to be caused by the grouping of SRMs with other plates (which was done in 2000). 

The current analysis proves otherwise because the difference between CE and non-CE plates is still 

significant in the present TTS model, where SRMs have their own coefficient in the CRP term to ensure 

that they could not affect the CE or non-CE plate coefficients.  

The physical cause of the “CE plate effect” has not yet been identified, but the empirical evidence of 

it is strong. The coefficients in Eq. (4-5b) indicate that for the same composition and exposure, the CRP 

contribution to shift is about a third larger for plates in CE manufactured vessels, producing a difference 

in mean shift that is significant (p < 0.0001) on a substantial amount of data (181 CE points, 128 non-CE 

points). Possible causes include any of the physical differences that could be associated with different 

manufacturers, including vessel fabrication and heat treatment practices, any material differences that 

may not be fully accounted for in the composition terms in the model, differences in surveillance 

programs including testing, capsule placement, and exposure variable estimates, and possibly differences 

in plant operation that may be associated with the manufacturer of the vessel. Some have questioned the 

statistical association of the plate differences with different manufacturers on the basis that any effects 

associated with the vessel manufacturer should also show up in weld data. However, the Linde 1092 and 

Linde 80 weld groups have significantly different Cu saturation limits in Eq. (4-5d), and they are in fact 

associated with CE and non-CE vessel manufacturers, respectively, with the highest-Cu members of the 

CE weld group having greater shifts because of the higher Cumax limit. Thus, broadly consistent CE vs 

non-CE shift differences are observed in both plates and welds. Differences in Ni content may contribute 

to this weld difference, although the substantial overlap in Ni content of the specific Linde 80 and Linde 

1092 welds that have high enough Cu to establish the significance of Cumax limits suggests that other 

factors may also be relevant (see Sect. 7.2.2). At this point, the difference in shift of CE and non-CE 

plates is adopted and accepted as a purely empirical part of the model. 
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5.2 Exposure Variables 

5.2.1 Fluence, Effective Fluence, and Flux 

The effect of fluence on radiation damage is well known and has been shown in several previously 

discussed plots, including Fig. 4.7 for the MF term, Figs. 4.9, 5.1, 5.5 for the CRP term, and Figs. 5.2 and 

5.6 for both terms combined. The effective fluence approach adjusts the fluence effect to account for 

greater embrittlement damage at the same fluence under lower flux conditions. The effect of a lower flux 

in the effective fluence approach is numerically equivalent to the effect of a higher fluence, hence the 

name.  

For the MF term, lower flux in the effective fluence form has the same effect as multiplying the MF 

shift by a factor greater than 1. The magnitude of the fluence multiplier can be determined by introducing 

Eq. (4-4) into Eq. (4-3) and working through the algebra. For instance, the effective fluence for a flux 

value of 1 × 109 n/cm2/s is a factor of 2.67 times the nominal fluence. The multiplier on shifts estimated 

by the MF term at a flux of 1 × 109 is a factor of 1.63 (= √2.67) times the shift at 4.39 × 1010 n/cm2/s or 

higher flux. The multiplier on MF shift arising from a particular lower value of flux is the same at any 

fluence, for any temperature, composition or product form. The effect of flux on the fluence plot is shown 

in Fig. 4.7. 

For the CRP term, lower flux causes the CRP plateau to be reached at a lower nominal fluence, but it 

does not increase the amplitude of shift at high fluence after reaching the CRP plateau. The effect of flux 

on CRP plateau location at various flux levels is shown in Fig. 5.11. Lower flux shifts the plateau to 

lower fluence without changing its amplitude. Combined with the MF term effect, the total shift is as 

shown in Fig. 5.12.  
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for φt < 8 × 10
16

 n/cm
2
.

In the surveillance data, the apparent effect of flux above 4.39 × 1010 n/cm2/s has a flatter slope 

compared to the effect below that value. This can be seen in the flat residuals on Figs. F.2 and F.15, 

which would show a residual slope above 4.39 × 1010 n/cm2/s if there were a strong effect of flux in that 

range. The observation of a much flatter, nonsignificant slope in PWR data motivated the piecewise form 

of effective fluence used in the TTS model. The break point is a calibrated value from the fit to both low- 

and high-flux data, and a completely flat function above the break point was assumed for the calibration, 

based on the observed nonsignificant effect in the PWR surveillance data. Note that the lack of a strong 

flux effect in the PWR data may be caused by limitations of the surveillance data, as discussed in 

Sect. 6.6.1. The piecewise form differs somewhat from a simple power law form, although they can give 

roughly similar results over the range in flux found in surveillance data (φ > 4 × 108 n/cm2/s) as shown in 

Fig. 5.13. 

Both curves in Fig. 5.13 are approximations of the fitted recombination model applied to individual 

materials in Sect. 6.6. The main difference is that the exponents for the curves in Fig. 5.13, though 

different from each other, are both constant values that would apply to many materials, while in the fitted 

recombination model the exponent is fitted to individual materials and is (theoretically) a function of flux, 

Cu diffusion rates, and other variables. Additional discussion of the flux effect, including the similarities 

and likely reasons for the differences between surveillance and IVAR results, is provided in Sect. 6.6. 

Figure 6.20 is a key result, showing that the extension of the flux dependent trend in the TTS model to 

higher flux levels is in reasonable agreement with the IVAR results, and the physically based 

extrapolation of the IVAR recombination model to the BWR flux range is in reasonable agreement with 

the TTS model. 

It is easy to check the significance of effective fluence in each term of the TTS model separately and 

the combined effect in both terms. For the MF term, the relevant data includes both low-Cu and high-Cu 

data with sufficiently high fluence (φt > 8 × 1016 n/cm2) to exhibit measurable effects. The significance 

test is done by simply using fluence instead of effective fluence in the MF term, while continuing to use 

effective fluence in the CRP term. The significance test asks whether the slope of the residuals is 

significantly greater than zero on all data with φ < 4.39 × 1010 n/cm2/s and φt > 8 × 1016 n/cm2. The first 

condition arises because only the data with φ < 4.39 × 1010 n/cm2/s show a substantial flux effect, while 

the second condition is based on the fact that measured shift is essentially zero below φt = 8 × 1016 n/cm2,

even  at  low  flux, as shown in Fig. 5.14.  Thus, data that do not meet both  conditions are  not useful  for  
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determining whether fluence or effective fluence should be used. The significance test is one-sided 

because the direction of the residual slope resulting from taking out the flux effect is known in advance. 

The slope of the residuals is statistically significant, confirming the significance of using effective flux in 

the MF term. Without flux in the MF term, there is also a statistically significant mean residual, –7.5°F, in 

the 103 BWR datapoints with φ < 2 × 1010 n/cm2/s and φt > 8 × 1016 n/cm2, again showing the need for 

using effective fluence in the MF term. 

Similarly, one can test for the significance of the flux effect on high Cu data, using effective fluence 

in the MF term and nominal fluence in the CRP term, or just use fluence (no flux effect) in both terms for 
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all data. Those analyses show that flux, modeled as effective fluence, is also significant in the CRP term 

and in both terms used together. The residuals for the latter case, again meeting the two tests φ < 4.39 × 

1010 n/cm2/s and φt > 8 × 1016 n/cm2, are shown in Fig. 5.15, where there is no doubt that the use of 

fluence rather than effective fluence leads to large negative residuals at low flux and a significant 

unmodeled trend with flux. Without a flux effect in either term, the average residual in the 103 BWR 

datapoints with φ < 2 × 1010 n/cm2/s and φt > 8 × 1016 n/cm2 is –15.9°F, which is significantly less than 

zero. A large cloud of higher-flux (φ > 4.39 × 1010 n/cm2/s) data has been omitted from Fig. 5.15. Because 

the effective fluence term in Eq. (4-4) has no effect on those data, the residuals are the same with or 

without effective fluence. Therefore, Figs. C.2 and C.15 show the residuals from φ > 4.39 × 1010 n/cm2/s

points for both fluence and effective fluence. 
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The flux effect, implemented as effective fluence in both MF and CRP terms, is also supported by 

significant trends with flux in the independent IVAR database. As in the surveillance data, the effects of 

flux are apparent in both the no-Cu steels (see Sect. 6.6.2) and the Cu-bearing steels (see Sect. 6.6.1) that 

are in the IVAR database.  

Although the calibration data range included a few flux observations as low as φ = 1.8 × 108 n/cm2/s, 

as shown in Table 3.3, the flux values in the surveillance database below about 4 to 6 × 108 n/cm2/s

correspond to fluence below about 8 × 1016 n/cm2, where the observed shifts are near zero with or without 

the effective fluence term, as shown in Fig. 5.14. Thus, the useful flux range in the calibration data is 

φ ≥ 4 × 108 n/cm2/s (the range of the data shown on Fig. 5.15), and applications to lower flux should be 

considered extrapolations beyond the currently available and usable data. Moreover, as noted in Chap. 3, 

the highest fluence that is available in surveillance data decreases as flux decreases, such that there are no 

data in the surveillance database with φ < 2 × 1010 n/cm2/s and φt > 5.1 × 1018 n/cm2. Applications at φ < 2 

× 1010 n/cm2/s and fluences higher than 5.1 × 1018 n/cm2 (and, similarly, above lower fluence values at 

lower flux levels) are also extrapolations beyond the currently available data. 
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5.2.2 Irradiation Temperature 

The TTS model presented in Chap. 4 requires values of Ti, the average temperature of the metal 

during irradiation. The surveillance database uses the time-averaged coolant temperature in the vicinity of 

the surveillance capsule as the best available estimate of Charpy specimen metal temperature during 

irradiation. This choice was one of necessity - the only other direct information on surveillance specimen 

temperature during irradiation is thermal monitor (melt wire) results, which only give an approximation 

of the maximum temperature reached over a period of time, not the average. In applications of the model, 

one should use the best available estimate of time-averaged metal temperature at the specific location in 

the vessel wall being analyzed, which will not be coolant temperature in many applications (e.g., at the tip 

of an assumed buried flaw or at any other location in the vessel wall). 

The temperature effect in the MF term is in the same form as that used by Jones and Williams [5], 

but the calibrated coefficient on temperature is somewhat larger than in their studies. The temperature 

coefficient in the MF term for surveillance data is also larger than the value found in IVAR, though the 

overall trends with temperature in the most similar steels are similar (see Sect. 6.5). The fact that the 

temperature effect in the TTS model adequately fits the surveillance data is supported by the zero residual 

slopes in Figs. C.3 and C.16.  

The temperature effect is shown for low-Cu and high-Cu cases on Fig. 5.16. The magnitude of the 

effect in this example is about 0.88 degrees increased shift per degree temperature decrease for the low-

Cu conditions (MF term only) and 0.65 degrees increased shift per degree temperature decrease for the 

high-Cu conditions shown on Fig. 5.16 (using both terms). These “degree shift per degree temperature” 

estimates depend on the conditions assumed when estimating them and would be different under other 

conditions (e.g., other product forms, different chemistry, different fluence).  

0

50

100

150

200

250

300

520 530 540 550 560

Irradiation Temperature, Ti, °F

M
o

d
e

l 
T

T
S

, °
F

Weld 0.2 Cu 1.4 Mn 0.6 Ni 0.01 P

Weld 0.04 Cu 1.4 Mn 0.6 Ni 0.01 P

Fig. 5.16. Effect of estimated irradiation temperature. 

The Ti effect is statistically significant in the MF term, as can be demonstrated by noting the 

significant slope to the residuals that results from disabling it (setting Ti equal to the average value over 

all calibration and validation data). 

The Ti effect in the CRP term is just a small empirical correction factor, partially counteracting the 

MF Ti effect to approximate the somewhat flatter overall temperature effect observed in high-Cu 

surveillance data compared to low Cu surveillance data. The Ti correction in the CRP term has little effect 

on estimated shift, amounting to −4.3%, +5.5% of the value of the CRP term (and hence a smaller 

percentage of total TTS) over the full range of temperatures in the database. The form of the correction 
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term was designed to facilitate removal without recalibration by setting it equal to 1 for all Ti, because 

CRP Ti terms were found to be small in prior calibration efforts.

A linear residual analysis finds that the baseline Ti term is not statistically significant, as shown by 

setting the CRP Ti term equal to 1 and checking the significance of the slope of the line fitted to residuals 

over all the high-Cu data (both calibration and validation). However, additional analysis of the data that 

are most affected by the CRP Ti term (the points at least ±15°F from average Ti), again with no Ti term in 

the CRP part, indicates a significant difference in low- and high-Ti residuals, suggesting a nonlinear trend 

in the same direction as the baseline Ti term and a significant average residual at low temperature. The 

direction of the apparent temperature trend in the surveillance data is a slightly flatter slope in the high-Cu 

data than in low-Cu data, as shown in Fig. 5-16, while the IVAR data from controlled experiments show 

the opposite trend—a steeper slope in high-Cu data than in low-Cu data, as shown in Figs. 6.13 and 6.14. 

The questionable significance and contrary direction of the trend led to additional analysis reported in 

Sect. 7.1. The CRP Ti term is included in the baseline model used for the results in Chaps. 4, 5, and 6 but 

has been dropped from the simplified model presented in Sect. 7.3 based on that analysis.  

It should be noted that the way the temperature effect is implemented in the TTS model, with a 

strong temperature term in the MF part and a small correction in the CRP term (or no CRP Ti term), 

works because (a) the temperature trend in low Cu surveillance materials is relatively strong and (b) the 

CRP term contribution to total shift is roughly comparable to the MF term contribution to total shift in the 

surveillance data. If some plant applications have much larger CRP contributions relative to the MF 

contributions than in the surveillance data, and if those applications are at temperatures far from the 

average in the surveillance database, the TTS model may underestimate the temperature effect. 
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6. Comparison of the IVAR Database with the Calibrated TTS Model Predictions

The purpose of this chapter is to compare the trends in the Irradiation Variable (IVAR) database with

the TTS model described in Chap. 4. The direct comparison was performed after the modeling effort in

Chaps. 3 to 5 was completed, though preliminary IVAR results on some of the variable trends were

available earlier.

6.1 The IVAR Program and Database

The main objective of the IVAR program was to develop an irradiation hardening and microstructure

database that provides a high-accuracy and high-resolution map of the individual and combined effects of

key RPV steel embrittlement variables, including: irradiation temperature (Ti), flux (φ), fluence (φt), alloy

composition (Cu, Ni, Mn, P, C, N, Mo, Sn/As/Sb, B), heat treatment and product form. Other IVAR

objectives were to study embrittlement mechanisms, to explore phenomena like late-blooming Mn-Ni rich

phases, and to develop a better understanding of deformation and fracture micromechanics in irradiated

RPV steels. The main focus of this chapter is to compare the IVAR yield stress change (�σy) database to

the predictions of the TTS model fitted to the surveillance data described in Chap. 4.

The IVAR database includes stress-strain curves determined by testing sub-sized tensile specimens

and associated information on CRPs and MFs derived from a variety of microanalytical characterization

techniques, with special emphasis on the small-angle neutron scattering (SANS) and resistivity-Seebeck

coefficient (RSC) methods [1,2]. The irradiations were carried out in three flux (φ) regimes and three

irradiation temperatures (Ti) in the IVAR facility at the University of Michigan Ford Research Reactor

[3]. The IVAR facility was designed by UCSB and ORNL and was operated by ORNL and University of

Michigan staff for a total of 27,650 reactor hours. The high- and low-flux irradiation assemblies and the

specimen subcapsule configuration are shown in Fig. 6.1. The nominal flux levels were � 8 � 10
10

(low),

� 3 � 10
11

(medium) and � 8 � 10
11

(high) n/cm
2
-s, E > 1 MeV. The irradiation temperatures were 270,

290 and 310°C. The irradiations at different fluxes were carried out over overlapping fluence ranges from

� 0.006 to 3.6 � 10
19

n/cm
2
.

The specimens were contained in a total of 80 individual capsules, which occupied one of the 54

IVAR locations for various periods of time. Capsules were inserted and removed during scheduled reactor

shutdown periods by using a transfer cask to move the entire irradiation assembly to a nearby hot cell.

When not occupied by an actual capsule, a dummy block was inserted in the location to provide a stable

neutronic environment. Extensive 3-D neutronics calculations were carried out by ORNL to provide a

flux map of the entire IVAR facility [4]. The map was validated and calibrated by multiple activation

reaction measurements. The flux map was found to be consistent with individual capsule Ni and Fe

dosimetry wire measurements, made as part of the IVAR program, to within � ±7%. The specimens in a

capsule were assigned a fluence corresponding to the full power irradiation time and the nominal flux at

the center of each capsule. The capsule temperatures were continuously monitored by 49 thermocouples,

that also provided feedback control for achieving the prescribed conditions, which remained extremely

stable and close to the nominal set points. Coupled with the thermocouple monitors, extensive heat

transfer calculations showed that the specimen temperatures were within ±5°C of the nominal values [5].

The IVAR alloy matrix included 41 split melt model steels (SMMS) with systematic single and

combined variations in the alloy Cu, Mn, Ni, and P and other compositional variables. The balance of

elements was nominally the same and was selected to match typical A533B RPV plate steels. The SMMS

were melted in final (approximately) 10-kg batches. One set of alloys with controlled composition

variations, from Laval University, was hot-rolled to 27-mm plate (LV alloys) and the other set, produced

at Sheffield University and acquired in collaboration with AEA Technology, was hot-rolled to 18-mm

plate (CM alloys). The baseline heat treatment for the LV SMMS was as follows: austenitize at 900°C for

1 h, air cool, temper at 664°C for 4 h, air cool, stress relieve at 600°C for 40 h, and air cool. The baseline

heat treatment for the CM SMMS was as follows: austenitize at 900°C for 30 min, salt quench to 450°C
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Fig. 6.1. The IVAR irradiation facility and specimen capsules.

and hold for 10 min, temper at 660°C for 4 h, air cool, stress relieve at 607°C for 24 h, cool at 8ºC/h to

300°C, and air cool. Additionally, a set of 9 CM SMMSs were heat treated to 15 combinations of stress

relief times and temperatures and then irradiated at high flux and at 290°C to 0.85 � 10
19

n/cm
2

[6]. The

SMMS experiments were complemented by irradiations of 14 commercial or program steels, including 10

welds, 3 plates, and 1 forging. Further perspective on the objectives and character of the SMMS is given

in the following paragraphs.

A subset of the IVAR data is compared with the TTS model predictions in the remainder of this

chapter. The IVAR data used in this report are summarized in Appendix B. The compositions and heat

treatments of the alloys are shown in Table 6.1; the irradiation conditions are summarized in Table 6.2.

The alloys include the following; their nominal compositions are noted.

• Twelve Cu-bearing SMMSs: Cu � 0.11 to 0.43 wt %, Ni � 0.18 to 1.7 wt %, Mn � 0.0 to 1.69 wt %,

and P � 0.002 to 0.008 wt %

• Nine nominally Cu-free SMMSs plus one SMMS with Cu = 0.05: Cu � 0.01 to 0.05 wt %, Ni = 0 to

1.68 wt %, Mn = 0.01 to 1.67 wt %, and P = 0.003 to 0.035 wt %
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Table 6.1. Alloy compositions and heat treatments
Composition (wt %)

Alloy Cu% Ni% Mn% Cr% Mo% P% C% Si% HT #
a

Prod. Form

CM1 0.01 0.01 1.67 0.04 0.56 0.003 0.13 0.15 1 SMMS
b

CM3 0.02 0.85 1.60 0.00 0.49 0.006 0.13 0.16 1 SMMS

CM4 0.02 0.86 1.53 0.05 0.55 0.031 0.16 0.16 1 SMMS

CM5 0.02 0.86 1.61 0.04 0.53 0.035 0.15 0.16 1 SMMS

CM6 0.02 1.68 1.50 0.05 0.54 0.007 0.15 0.17 1 SMMS

CM8 0.01 0.86 0.01 0.04 0.55 0.004 0.13 0.14 1 SMMS

CM9 0.01 0.86 0.85 0.04 0.55 0.003 0.15 0.15 1 SMMS

CM10 0.02 0.88 1.66 0.05 0.53 0.008 0.16 0.17 1 SMMS

CM13 0.11 0.83 1.61 0.00 0.51 0.004 0.15 0.16 1 SMMS

CM14 0.11 0.83 1.62 0.00 0.52 0.040 0.16 0.17 1 SMMS

CM19 0.42 0.85 1.63 0.01 0.51 0.005 0.16 0.16 1 SMMS

CM21 0.42 0.84 0.01 0.02 0.58 0.002 0.14 0.14 1 SMMS

CM22 0.42 0.84 0.84 0.02 0.56 0.002 0.14 0.14 1 SMMS

CM31 0.01 0.86 1.65 0.05 0.51 0.006 0.16 0.17 1 SMMS

LB 0.40 0.18 1.35 0.06 0.53 0.005 0.16 0.22 2 SMMS

LC 0.41 0.86 1.44 0.06 0.55 0.005 0.14 0.23 2 SMMS

LD 0.38 1.25 1.38 0.07 0.53 0.005 0.19 0.23 2 SMMS

LG 0.01 0.74 1.37 0.05 0.55 0.005 0.16 0.22 2 SMMS

LH 0.11 0.74 1.39 0.05 0.55 0.005 0.16 0.24 2 SMMS

LI 0.20 0.74 1.37 0.05 0.55 0.005 0.16 0.24 2 SMMS

MD 0.27 0.57 1.61 0.10 0.41 0.017 0.08 0.62 3 Weld

62W 0.23 0.60 1.61 0.12 0.39 0.020 0.08 0.59 4 Weld

63W 0.30 0.69 1.65 0.10 0.43 0.016 0.10 0.63 5 Weld

65W 0.22 0.60 1.45 0.09 0.39 0.015 0.08 0.48 6 Weld

BWA 0.21 0.63 1.69 0.14 0.40 0.014 0.08 0.45 7 Weld

BWC 0.08 0.62 1.30 0.08 0.31 0.009 0.08 0.37 8 Weld

WP 0.04 1.65 1.43 0.05 0.39 0.011 0.06 0.50 9 Weld

A302 0.14 0.20 1.20 0.24 0.60 0.015 0.21 0.28 10 Plate

JRQ 0.14 0.82 1.40 0.12 0.50 0.019 0.18 0.25 11 Plate

OV1 <0.02 <0.02 1.60 <0.02 <0.02 <0.002 <0.02 <0.02 12 Model alloy

OV12 <0.02 <0.02 <0.02 <0.02 <0.02 <0.002 <0.02 <0.02 12 Model alloy

OV9 <0.02 <0.02 <0.02 <0.02 <0.02 0.025 <0.02 <0.02 12 Model alloy

OV10 <0.02 <0.02 1.60 <0.02 <0.02 0.025 <0.02 <0.02 12 Model alloy
a
Heat Treatments:

1. Heat treatment for CM alloys: austenitize 900°C 30 min/ salt quench 450°C 10 min/ temper 660°C 4 h

air cool/stress relief 607°C 24 h followed by slow cool @8*C/h to 300°C air cool.

2. Heat treatment for Laval alloys: austenitize 900°C 1 h/air cool/temper 664°C 4 h air cool/stress relief

600°C 40 h to 300°C/air cool.

3. PWHT 607˚C, 22.5.

4. Submerged Arc Weld (SAW )(stress relieved (SR) 8 cycles of 6 h at 593–621˚C.

5. SAW, SR 48 h at 593–621°C.

6. SAW, SR 80 h at 593–621°C.

7. PWHT, 607˚C for 15 h, furnace cool.

8. PWHT, 607˚C for 13.5 h, furnace cool.

9. Austenitized 920˚C, water quench; tempered 600˚C, 42 h, 650°C, 6 h; slow cooled.

10. Normalized and tempered; 1700°F 6.5h/warer quench/1625°F 6.5h/warer quench/1200°F 6.5h/warer

quench/1125°F 6.5 h/furnace cool.

11. Normalized @ 900°C, quenched @ 880°C, tempered at 665˚C for 12 h, SR at 620˚C 40 h.

12. Normalize @ 775°C, 17 h; forced helium quench.
b
SMMS are Split Melt Model Steels
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Table 6.2. Irradiation conditions
Capsule ID Ti (°C) φ (n/cm

2
-s) φt (n/cm

2
)

A5 290 5.1 � 10
11

4.0 � 10
17

T1 290 7.8 � 10
11

7.0 � 10
17

T2 290 7.8 � 10
11

1.8 � 10
18

T3 290 7.8 � 10
11

3.4 � 10
18

T4 290 9.7 � 10
11

7.5 � 10
18

SR1 290 9.7 � 10
11

8.5 � 10
18

Piggyback
a

290 7.7 � 10
11

1.0 � 10
19

T5 290 7.8 � 10
11

1.4 � 10
19

T6 290 9.7 � 10
11

3.3 � 10
19

T7 270 9.2 � 10
11

3.8 � 10
18

T8 270 9.2 � 10
11

1.5 � 10
19

T9 310 9.8 � 10
11

4.0 � 10
18

T10 310 9.8 � 10
11

1.5 � 10
19

T11 290 2.6 � 10
11

4.0 � 10
17

T12 290 3.2 � 10
11

1.0 � 10
18

T13 290 3.1 � 10
11

2.4 � 10
18

T14 290 3.2 � 10
11

4.8 � 10
18

T15 290 2.6 � 10
11

8.5 � 10
18

T16 290 3.0 � 10
11

1.6 � 10
19

T17 270 2.5 � 10
11

4.3 � 10
18

T18 270 3.6 � 10
11

1.7 � 10
19

T19 310 2.3 � 10
11

4.0 � 10
18

T20 310 3.4 � 10
11

1.6 � 10
19

A1 290 7.0 � 10
10

6.0 � 10
16

A2 290 7.0 � 10
10

1.0 � 10
17

A3 290 7.0 � 10
10

2.3 � 10
17

A4 290 7.0 � 10
10

3.2 � 10
17

T21 290 1.0 � 10
11

3.0 � 10
17

T22 290 1.0 � 10
11

1.1 � 10
18

T23 290 8.0 � 10
10

2.4 � 10
18

T24 290 8.0 � 10
10

4.0 � 10
18

a
Piggyback irradiations were not part of the IVAR program. These

ORNL irradiations were carried out in space-compatible

subcapsules prepared by UCSB in the mouths of large CT

specimens in the Tenth HSSI Irradiation Series capsules.

• Five commercial welds: Cu � 0.21 to 0.30 wt %, Ni � 0.6 to 0.69 wt %, Mn � 1.45 to 1.69 wt. %, and

P � 0.014 to 0.020 wt %

• Two low-copper commercial welds: Cu � 0.04 to 0.06 wt %, Ni � 0.6 to 1.65 wt %, Mn � 1.3 to 1.43

wt %, and P � 0.009 to 0.011 wt %

• Two program plates: Cu � 0.14 wt %, Ni � 0.2 to 0.82 wt %, Mn � 1.2 to 1.4 wt %, and P � 0.015 to

0.019 wt%

• Four simple ferritic model alloys: Fe, Fe + 1.6 wt. % Mn, Fe + 0.025 wt % P, and Fe + 1.6 wt % Mn +

0.025 wt % P

Tests on flat tensile specimens with 9 × 2 × 0.5 mm gauge section were conducted on a computer-

controlled, semiautomated tensile instrument designed and constructed by UCSB on an Instron 1100

tabletop load frame. Cartridges of 29 specimens were loaded and tested in sequence. Each cartridge

included two unirradiated reference steels with precisely known yield and ultimate stresses to provide a

continuous system calibration. Except in a few cases, a minimum of two tensile tests was carried out for
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each alloy-irradiation condition. Replicate tensile tests showed an average standard deviation in �σy to be

� ±15 MPa.

Some additional perspective on the objectives and character of SMMSs is useful. The use of SMMS

was specifically intended to provide precise and controlled variations in key compositional variables and

variable combinations. The SMMS baseline composition, fabrication route, and heat treatment schedule

were selected to produce microstructures and properties that closely match those found in “typical” RPV

plates. The baseline heat treatment generally produced prior austenite grain sizes of � 50 �m and plate

microstructures ranging from tempered bainite to mixed tempered bainite-ferrite. The corresponding

unirradiated σy ranged from 400 to 525 MPa, again very similar to the range of strength levels of typical

A533B-type RPV steels. Thus, the SMMS are similar to their commercial counterparts, except that

(1) they are generally likely to exhibit less melt-to-melt variability than is characteristic of the wide range

of heavy- section RPV plates, and (2) the variation of key elements is intentionally wider than in typical

commercial steelmaking practice in order to identify variable trends and interactions. Thus, the matrix

includes some chemistry combinations that do not generally occur in commercial plates, such as higher-

than-typical Ni and Cu and lower-than-typical P and Mn and high P with low Cu.

Given their wide range of compositions, there may be some differences in the microstructures of the

SMMSs compared to what might characterize the corresponding range and average of plates in the TTS

database. For example, some SMMS microstructures may differ somewhat from the average for the plates

in the TTS database in particular details, such as dislocation densities. Thus, the SMMSs can be thought

of as a unique product form or as a small set of product forms that differ from those found in the TTS

database. The TTS database itself has three product form coefficients for plate as well as additional

product form coefficients for welds and forgings, so calibrating different coefficients for different product

forms is a normal feature of the TTS model.

Further details on the IVAR facility and materials are provided in Ref. [6].

6.2 Comparison of TTS Model Predictions and IVAR Data Trends—The TTS to �σ y

Conversion

The objective is to compare predictions of the TTS model developed in Chap. 4 to various subsets of

the IVAR database. To make this comparison, it is necessary to convert the TTS model predictions to �σy

by using a relation,

�σy = TTS/Cc (6-1)

As discussed in Chap. 2, the conversion factor Cc depends on a number of variables, including the

unirradiated Charpy properties and the �σy itself. Eq. (6-1) can be expressed as

Cc = C0 + C1TTS + C2TTS
2

… (6-2 )

Here the units are °C/MPa, MPa, °C for Cc, �σy and TTS, respectively.

Previous studies have shown that the Cc for welds is typically somewhat larger than for plates [6]. For

welds the expression was based on slightly modifying a fit to �σy – TTS data in Ref. [6] with data

reported by English from the PSF experiment [7], yielding

Ccw = 0.55 + 1.2 � 10
–3

TTS –1.33 � 10
-6

TTS
2

… (6-3)

This expression is also approximately equivalent to the model-based Cc described in Chap. 2, as well as

and the formulation reported in NUREG/CR-6778 [6]. For plates, Eq. (6-2) was least-square fit to a

compilation of ç – TTS data in Ref. [8], yielding

Ccp = 0.45 + 1.945 � 10
–3

TTS – 5.496 � 10
–6

TTS
2

+ 8.473 � 10
–9

TTS
3

(6-4)
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The corresponding �σy-TTS relations are shown in Fig. 6.2. While Eqs. (6-3) and (6-4) provide

reasonable conversions of TTS to �σy, the actual values for any particular alloy, and the effective average

for the TTS database, may vary from these “generic” estimates, which adds an element of uncertainty to

any quantitative TTS model IVAR �σy comparisons. Based on the fits of available data, estimated

conversion uncertainties for the �σy derived from the TTS model predictions are on average ⊕±10% up

to 20% in some individual cases.

Fig. 6.2. The relations used to convert TTS predictions to �σy data
for welds and plates.

6.3 The Fluence and Irradiation Temperature Dependence of �σ y in Welds and Plates

Given the TTS to �σy conversion uncertainties noted above, coupled with possible product form

differences, especially for the IVAR SMMS case, modest differences between the TTS model predictions

and the IVAR �σy are not unexpected. The welds and plates discussed in this section are among the

IVAR alloys that are the most similar to the steels in the TTS database. Figures 6.3a–f show the IVAR

data and the corresponding Chap. 4 TTS model predictions converted to �σy curves plotted against square

root fluence for six submerged-arc welds. The irradiations were carried out at 290°C at three dose rates,

representing the low (squares � 8 � 10
10

n/cm
2
), intermediate (circles � 3 � 10

11
n/cm

2
), and high

(diamonds � 8 � 10
11

n/cm
2
) IVAR flux regimes, respectively. Five of these welds (MW, 62W, 63W,

65W, and BWA) contain more than 0.2 wt % Cu, while one weld (BWC) contains only � 0.06 wt % Cu,

which is below the 0.072 wt % threshold for CRP contributions to TTS. Figures 6.3g–h show similar

plots for the A302B and JRQ plates with intermediate Cu (� 0.14 wt % in both cases) using the CE-plate
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Fig. 6.3 a–d. The TTS model predictions and the IVAR �σy data plotted against the
square root of fluence for four commercial Cu-bearing welds.

coefficients in the TTS model. In the case of the Cu bearing welds, the TTS model is in generally good

agreement with IVAR weld �σy data, especially at low flux and fluence. However, the TTS model tends

to slightly over predict the IVAR �σy data at higher flux and fluence in 3 out of the 5 cases (62W, 65W,

BWA). These differences are generally within the expected TTS model and IVAR �σy data uncertainties.

The TTS model prediction is also in good agreement with the IVAR �σy for the low Cu weld as well as

for the plate �σy data at low and intermediate flux.

The TTS model does not predict the systematic dose-rate effects observed in comparing HF, MF,

and LF subsets in Fig. 6.3, or those found in the SMMS comparison that are discussed below. (Note: due

to the expanded fluence scale the dose rate effects do not appear to be large in these figures. The effects

of dose rate are more clearly shown in Sect. 6.6 [see Figs. 6.15 to 6.18].) The TTS model does include a

dose rate effect, but it applies to the effect of flux noted when comparing typical BWR with PWR

surveillance data. The typical BWR flux range is well below the range of the IVAR flux levels, which
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Fig. 6.3 e–h. The TTS model predictions and the IVAR �σy data plotted against the
square root of fluence for a Cu-bearing, and low-Cu weld and two commercial plates.

overlap the PWR range. This different range of flux effects captured in the TTS model vs the flux effects

present in the IVAR data affects many of the comparisons throughout this chapter, as discussed in some

detail in Sect. 6.6.

Figure 6.4 compares the TTS model predictions to the available �σy data for the same welds and

plates at � 0.43 and � 1.6 � 10
19

n/cm
2
, for medium flux IVAR irradiations at 270, 290 and 310°C. MW

and JRQ IVAR data are not available at higher and lower irradiation temperatures. The TTS model lines

are plotted only over the range of Ti in the surveillance database. The irradiation temperature dependence

predicted by the TTS model is somewhat stronger than for the low-Cu IVAR �σy data and is, on average,

slightly weaker than the IVAR data for Cu bearing welds. However, the overall agreement is again

generally good and within the expected TTS model and IVAR data uncertainties.
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Fig. 6.4. The TTS model predictions and the IVAR �σy data at two fluences for
intermediate flux irradiations of five commercial welds and a plate at 270, 290, and
310°C.

6.4 The Fluence Dependence of �σ y in the SMMS Irradiated at 290°C

6.4.1 Cu-Bearing SMMS Irradiated at 290°C

For comparisons with SMMS, the Cumax categories and coefficients used in the TTS model must be

determined in part by expert judgment. The SMMS with Ni � 0.75 wt % are assigned Cumax = 0.30 wt %,

the value for the higher Ni weld category (Linde 1092) in the TTS database. Lower Ni SMMS (Ni < 0.75

wt %) are assigned Cumax = 0.24 wt %, the value for the medium Ni weld group (typical Linde 80) in the

TTS data.

The nominal baseline composition for the SMMS described in the following paragraphs and

elsewhere in this chapter are as follows: medium 0.8 wt % Ni; higher 1.4 (LV) to 1.6 (CM) wt % Mn; and

low 0.005 wt % P. The results are described in terms of composition variations with respect to these
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baseline values. Figure 6.5 compares TTS model �σy vs square root fluence curves to the IVAR data for

the three baseline medium-Ni SMMS compositions with varying Cu � 0.1, 0.2 and 0.4 wt % Cu (bulk)

Fig. 6.5 a–c. The TTS model predictions and the IVAR �σy data plotted against the square
root of fluence for three 0.8 wt % Ni SMMS with 0.1 (a), 0.2 (b), and 0.4 (c) wt % Cu.

irradiated at 290°C at low, medium, and high IVAR flux levels. The solid line is the TTS model

prediction, with the set of plate product form coefficients that provide the best agreement. As noted

above, the Cumax was 0.30 wt % Cu for Ni � 0.75 wt % and 0.24 wt % Cu for Ni < 0.75 wt %. Figure 6.6

shows similar plots for a high � 0.4 wt % Cu (bulk) SMMS composition with varying Ni � 0.2, 0.8, and

1.3 wt %. Note the 0.4% Cu and 1.3 wt % Ni SMMS is outside the range of all surveillance plates,

although there are welds with similar compositions. Figure 6.7 shows the corresponding plots for a high

� 0.4 wt % Cu (bulk), medium-Ni SMMS baseline composition with varying Mn � 0, 0.8 and 1.6 wt %.

The coefficients for forgings were used for the 0 and 0.8 wt % Mn SMMS because a substantial part of

the Mn effect in the TTS model is implicit in the differences between forging and other coefficients. With

the exception of the 0.0 wt % Mn alloy, whose composition is far outside the TTS database, the overall

agreement is good.
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Fig. 6.6 a–c. The TTS model predictions and the IVAR �σy data plotted against the
square root of fluence for three 0.4 wt % Cu SMMS with 0.2 (a) 0.4 (b) and 1.25 (c) wt %
Ni.

Figure 6.8a cross plots the Cu dependence predicted by the TTS model for CE-Plate coefficient

(B=135.2) and Cumax = 0.30 wt %, and the IVAR �σy data for SMMS baseline composition at 0.24 and

1.6 � 10
19

n/cm
2

for 290°C irradiations at the intermediate IVAR flux. The lines are the TTS model

predictions covering the range of compositions in the surveillance plate database. A similar cross plot for

Ni variations is shown in Fig. 6.8b for the SMMS with 0.4 wt % Cu, 1.4 wt % Mn, and 0.005 wt % P. In

this case curves are given for both Cumax = 0.24 (dashed) and 0.30 wt % (solid). Figure 6.8c shows the

corresponding Mn cross plot for the SMMS medium-Ni baseline composition, assuming Cumax = 0.30 wt

%. The effect of Mn shown in Fig. 6.8c is based on using the CE-Plate coefficient (solid lines) for higher

Mn and forging coefficient (B = 102.3, dashed lines) for lower Mn. The arrows in Fig. 6.8(a-c) show the

average Cu, Ni, and Mn contents of the steels in the TTS plate database. Overall, the TTS model
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predictions of the effects of Ni, Cu and Mn (as reflected in the forging coefficients), are in reasonably

good agreement with the IVAR �σy data trends.

Fig. 6.7 a–c. The TTS model predictions and the IVAR �σy data plotted against the
square root of fluence for three 0.4 wt % Cu SMMS with 0.0 (a), 0.8 (b), and 1.6 (c) wt %
Mn.

Figure 6.8 also supports the TTS fit of a Cumax between � 0.24 and 0.3 wt. %. Figure 6.8d shows that

the IVAR data are also consistent with a minimum Cu for CRP formation, Cumin. Here, the CRP

hardening of LV SMMS baseline composition is estimated by subtracting the �σy for the Cu free alloy

(LG), from the corresponding �σy for alloys with 0.1 (LH), 0.2 (LI) and 0.4 (LC) wt. % Cu alloys, and

plotting the result against the square root of Cu. These data are for irradiations to 0.48 and 1.56 � 10
19

n/cm
2

at intermediate flux and 290°C. For the SMMS with 0.4 wt % Cu (bulk) two values of Cumax = 0.24

and 0.30 wt % are shown. The �σy scales with the square root of the precipitate volume fraction, hence,

the dissolved Cu content. Thus the intercepts of the least-square lines with the with �σy = 0 axis provide

estimates of the Cumin, of 0.073 and 0.063 (rounded) wt % Cu for the lower and higher fluences,

respectively. Note: the values of �Cu = 0.25 and 0.5 correspond to Cu contents of 0.0625 and 0.25 wt %,
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respectively. As expected, the Cumin threshold decreases slightly with increasing fluence, and is in good

agreement with the value in the TTS model of 0.072 wt % Cu.

Fig. 6.8 a–d. The solid lines in a-c are TTS model predictions for a nominal CE plate
product form coefficients (B = 135) and the IVAR �σy data at two fluences plotted against
Cu (a), Ni (b), and Mn (c). The vertical arrows show the average compositions of these
elements in the TTS plate database. The horizontal dotted lines in Fig. 6.8c are for the
coefficients and average Mn composition of forgings in the TTS database. Fig. 6.8d plots the
estimated CRP hardening versus the square root of the dissolved Cu content to estimate
Cumin.

In summary, there is generally good agreement between the TTS model predictions and the IVAR

�σy data. However, there is a systematic effect of flux observed in the IVAR �σy data shown in Figs. 6.3,

6.5, 6.6 and 6.7, that is not captured by the TTS model. The TTS model does predict flux dependence of

�σy but only below the range of the IVAR data. The probable reasons that the TTS model does not fully

capture the effect of flux in the IVAR (and also the PWR surveillance) regimes are discussed in Sect. 6.6.
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6.4.2 Low-Cu SMMS Irradiated at 290°C

Figure 6.9 compares the nominal TTS model �σy curves plotted versus the square root of fluence

(solid lines) to IVAR data for four nominally Cu-free SMMS with similar compositions (� 0.8 wt % Ni, �

1.3 to 1.7 wt % Mn and � 0.005 wt % P) for 290°C irradiations at low, medium, and high flux. The slight

curvature of these predicted lines is due to the nonlinear TTS-to-�σy conversion. The dashed lines are

least squares fits to the IVAR �σy data, using the simple form, �σy = CF�(φt), where CF is a fitted

chemistry factor. The short dashed line in Fig. 6.9b is the fit to the data leaving out the seemingly

anomalous high-flux, high-fluence data point. Note there is a general trend for the measured �σy for this

irradiation condition to fall below the TTS model predictions. We believe this is due in part to a flux

effect discussed in Sect. 6.6.2. Overall, the TTS MF model systematically over predicts the CF, and thus

the �σy, for Cu-free IVAR data by a factor of about 1.33. However, the overall absolute average deviation

� 6.4 MPa is not large.
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Fig. 6.9 a-d. The TTS model predictions (solid lines) and best fit chemistry factor
(dashed lines) for the IVAR �σy data plotted against the square root of fluence for Cu-
free SMMS. The dotted line in Fig. 6.9b is the best fit ignoring the highest fluence data
point. The TTS models over predict the �σy in the lower sensitivity Cu-free SMMS.
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Figures 6.10a and b show that the TTS model greatly over predicts and slightly under predicts the �σy

in Cu-free SMMS with � 1.6 wt % Mn and � 0.0 and � 1.68 wt % Ni, respectively. These very low-and

high-Ni contents are outside the TTS database composition limits. Figures 6.10c and d show that the TTS

model greatly and somewhat over predicts the IVAR �σy for Cu-free SMMS with � 0.8 wt % Ni for � 0.0

and 0.8 wt % Mn, respectively. In this case the forging MF coefficient, that is appropriate for alloys with

lower Mn contents, was used in the TTS model. Again, the SMMS with no Mn is well outside the TTS

database composition limits.

Fig. 6.10 a–d. The TTS model predictions (solid lines) and best fit chemistry factor
(dashed lines) for the IVAR �σy data plotted against the square root of fluence for (a) and
(b) 0.0 and 1.6 wt % Ni Cu-free SMMS and (c) and (d) 0.0.and 1.6 wt % Mn. The TTS model
over predicts �σy in the three low-sensitivity steels and slightly under-predicts the �σy for the
high Ni SMMS.
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Figures 6.11a and b show that the TTS model slightly to significantly under predicts σy in � 0.8 wt %

Ni, � 1.6 wt % Mn, Cu free SMMS with � 0.031 and 0.035 wt % P. The underprediction is more severe

relative to the dotted line in Fig. 6.11b, which is the fit without the high flux, high fluence data point.

These P compositions are slightly outside the composition limits of the TTS plate database. Figure 6.11c

shows that the TTS model also significantly under predicts �σy for a very high Ni � 1.65 wt % weld with

� 0.04 wt % Cu, 1.43 wt % Mn, and 0.011 wt % P. Since the Ni content in this case is far beyond the TTS

database composition limits, these differences are not a specific matter of concern. However, these results

reaffirm the importance of Ni in MF hardening that was found in the SMMS data.

Fig. 6.11 a–c. The TTS model predictions (solid lines) and best fit chemistry factor
(dashed lines) for the IVAR �σy data plotted against the square root of fluence: (a) and
(b) for Cu-free SMMS with 0.031 (a) and 0.35 wt % P (b); and a high Ni (1.6 wt % Ni) low Cu
weld (c). The dotted line in Figs. 6.11b is the best fit ignoring the highest fluence data point.
The TTS model under-predicts �σy in these sensitive steels.
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Figure 6.12 summarizes Figs. 6.9, 6.10, and 6.11 with cross-plots the fitted CF slopes of the IVAR

data against Ni (Fig. 6.12a), Mn (Fig. 6.12b), P (Fig. 6.12c) and Cu (Fig. 6.12d). The open diamonds are

for the CF fits after dropping the high flux and high fluence data point. The solid lines are the

corresponding TTS model predictions. The arrows show the average composition of the plates (and where

pertinent, forgings) in the surveillance database. The strong effect of Ni in Fig. 6.12a in the IVAR �σy

data is not reflected in the TTS MF model predictions. The effect of Mn shown in the IVAR �σy data in

Fig. 6.12b is primarily reflected in the TTS MF model coefficient differences between plate (higher Mn)

Fig. 6.12 a–d. The solid lines are TTS model predictions at 290°C for IVAR SMMS
compositions, including one low-Cu weld, several Cu-free SMMS and a 0.1 wt % Cu
SMMS. The filled diamond symbols are the corresponding CF fits to the IVAR σy data plotted
against Ni (a), Mn (b), P (c), and Cu (d). The vertical arrows show the average compositions of
these elements in the TTS plate database. The horizontal dotted line in Fig. 6.12b is for the
TTS forging model. The open symbols are the IVAR data fits ignoring the highest fluence
data points. The dashed dotted line in Fig. 12d includes the TTS model CRP contribution to
hardening for > 0.072 wt % Cu.
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and forgings (lower Mn). The effect of P shown in Fig. 6.12c is stronger in the IVAR �σy data than

predicted by the TTS model. The IVAR �σy data in Fig. 6.12d shows there is a weak effect of Cu below

the threshold for CRP formation that is not reflected in the TTS model. Note, the 0.1 wt % Cu data is

included to show the rapid increase of �σy above the threshold for CRP formation of 0.072 wt %.

Indeed, the effects of Cu that are not treated in the TTS MF model, as well as the corresponding

weaker effect of P, at least partially explain the apparent systematic TTS model over prediction of the low

Cu IVAR �σy data. This is due to the fact that the IVAR SMMS are generally cleaner than the low Cu

alloys in the TTS database, which contain on average about 0.05 wt % Cu and 0.011 wt % P. However,

the generally higher Ni in the IVAR �σy has the opposite effect in making the IVAR steels slightly more

sensitive to irradiation hardening. The CF values fitted to the IVAR data are also generally biased to

lower values by the high flux IVAR �σy data. The analysis in Sect. 6.6.2 shows that high flux leads to

systematically lower �σy, even in low Cu steels. If the influence of the composition differences and flux

effects are accounted for, the TTS MF model predictions and the IVAR �σy data are in much better

agreement. Details of this analysis will be presented in a future report.

Finally, we note that the TTS MF model also includes flux dependence, but only below the range of

the IVAR data. Although the absolute flux dependent differences in the �σy are much smaller than for the

Cu-bearing alloys, as noted previously and discussed in Sect. 6.6.2, a systematic effect of flux is also

observed in the low Cu and Cu free IVAR �σy data. The reasons that the TTS MF model does not capture

the effect of flux in the IVAR and PWR surveillance regimes are discussed in Sects. 6.6.1 and 6.6.2.

6.5 The Irradiation Temperature Dependence of �σ y in the SMMS

Figures 6.13 and 6.14 show intermediate flux IVAR �σy data plotted against the irradiation

temperature (Ti) for several of the same SMMS shown in Sect. 6.4 at fluences of � 0.48 and 1.6 � 10
19

n/cm
2
, along with the corresponding TTS model curves using the coefficients for the CE plates. As shown

in Fig. 6.13, the TTS model predicts stronger irradiation temperature dependence than is observed in the

IVAR data for the four Cu-free SMMS. In contrast, Fig. 6.14 shows that the opposite is the case in the

more sensitive Cu-bearing SMMS. The absolute irradiation temperature dependence (slope) of IVAR �σy

data increases with the alloy Cu, Ni, and Mn contents, as well as with fluence.

a b

0

20

40

60

80

100

260 280 300 320

CM3
CM10
CM31
LG

∆σ
y

(M
P

a)

T
i
(ºC)

φt = 0.43 x 10
19

(n/cm
2
)

0

20

40

60

80

100

260 280 300 320

∆σ
y

(M
P

a)

T
i
(ºC)

φt = 1.6 x 10
19

(n/cm
2
)

0.00-0.05wt% Cu

0.74-0.88wt% Ni

1.37-1.88wt% Mn

0.005-0.008wt% P

Fig. 6.13 a–b. TTS model predictions and the �σy data for four Cu-free SMMS
irradiated in IVAR at 270, 390, and 310°C at intermediate flux to two fluences. The TTS
model predicts a stronger irradiation temperature dependence of �σy than observed in the
IVAR SMMS.
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Fig. 6.14 a–d. TTS model predictions and the �σy data for intermediate flux IVAR
irradiations to two fluences at 270, 290, and 310°C: (a) and (b) SMMS with 0.8 wt % Ni,
1.4 wt % Mn and 0.1, 0.2, and 0.4 wt % Cu; (c) and (d) SMMS with 0.4 wt % Cu, 1.4 wt %
Mn and 0.2, 0.8 and 1.25 wt % Ni. The TTS model generally predicts weaker irradiation
temperature dependence of σy than observed in the Cu-bearing IVAR SMMS.

The reasons for the decrease in CRP contribution to hardening with increasing irradiation

temperature were discussed in Chap. 2. In contrast, the TTS model predicts a weak increase in the CRP

contribution to �σy with increasing irradiation temperature. Possible reasons for this difference, and a

recommended simplification which reduces the discrepancy, are discussed in Chap. 7. However, as shown

in Fig. 6.4, the irradiation temperature dependence of the �σy data for the lower-sensitivity IVAR welds

and plates, which are most like the steels in the surveillance database, are more consistent with the TTS

model predictions, compared to the �σy vs Ti trends in the higher-sensitivity IVAR SMMS shown here.

In summary, the IVAR database shows that both MF and CRP hardening contributions decrease with

increasing irradiation temperature. This observation is consistent with the TTS model MF term but is not

consistent with the TTS model CRP term presented in Chap. 4, that shows a weak, but opposite, trend.
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Fig. 6.14 e–f. The TTS model predictions and the �σy data for intermediate flux IVAR
irradiations to two fluences at 270, 290, and 310°C for SMMS with 0.4 wt % Cu; 0.8 wt %
Ni; and 0.0, 0.8, and 1.6 wt % Mn. The TTS model generally predicts weaker irradiation
temperature dependence than observed in the IVAR results.

However, the CRP contribution in the TTS model is so small that the overall trend (MF plus CRP terms)

in high Cu TTS model predictions follows the expected trend of decreasing �σy with increasing

irradiation temperature. The absolute irradiation temperature dependence predicted by the TTS model is

stronger than observed in the low Cu SMMS and weaker than observed in Cu-bearing IVAR SMMS.

However, the agreement between the IVAR data and the TTS model is better for the welds and plates that

are most similar to surveillance steels.

6.6 Flux Effects

6.6.1 Flux Effects on Hardening in Cu-Bearing Steels

The systematic flux effect on CRP hardening observed in the IVAR database has been described in

detail elsewhere [9] and will be only summarized briefly here. Examples of such flux effects were shown

in Figs. 6.3, 6.5, 6.6, and 6.7. All these data show that the pre-plateau CRP hardening regime is shifted to

lower fluence with decreasing flux. Note, while these effects may look small on an expanded �σy vs log

fluence scale, the average difference between the �σy in the pre-plateau region for the highest and lowest

flux measure in IVAR is � 40%.

As discussed in Chap. 2, flux effects in the IVAR data are believed to be primarily due to

recombination enhanced by solute vacancy trapping, which reduces the efficiency of radiation enhanced

diffusion (RED) of solutes. The net Cu diffusion per unit fluence, given by D*t/φt, is smaller at higher

flux. Thus, the hardening curves are shifted to higher fluence with increasing flux. The flux effect can be

modeled using an effective fluence, φte, as

φte = φt(φr/φ)
p

(6-8)

The φr is an arbitrary reference flux that was taken as the intermediate IVAR flux of 3 � 10
11

n/cm
2
-s [9].

Since p is the slope of the log[D*t/φt](φ) curve between log[φ] and log[φr] in principle the flux depends

on the irradiation temperature, and the alloy composition and microstructure [9]. For example,

recombination, hence p, increases with higher alloy Mn and Ni contents because these solutes are vacancy
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traps. Also, p decreases with increasing irradiation temperature because the corresponding vacancy de-

trapping rates increase. The value of p also depends on the choice of the reference flux, φr (see Fig. 2.16),

decreases from a limiting, high flux value of 0.5 in the recombination-dominated regime, and may

approach 0 if the thermal diffusion coefficient of Cu, DCu, is very small. However if, as expected, the low-

temperature DCu, is larger than estimates based on extrapolations of tracer diffusion data from high

temperature, as indicated by thermal precipitation kinetics data in the range of 290 to 350°C, p goes

through a minimum and may reach values greater than 0.5 at low flux; in the limiting case where D* �

DCu, p may approach 1 at very low flux. These limiting values of p occur only if the actual and reference

flux are in the same mechanism regime, in which p is independent of flux. More generally p is lower than

the recombination limit of 0.5 and higher than the minimum flux independent value of 0. To reiterate, the

flux effect completely resides in D*; there is not flux effect if D* is independent of flux.

Figures 6.15 to 6.18 show the same Cu-bearing IVAR steel data presented in Figs. 6.3, 6.5, 6.6, and

6.7. The figures on the far left-hand side of Figs. 6.15 to 6.18 are for a solute vacancy trap enhanced

recombination model for the CRP contribution to �σy fitted to the individual alloy data sets and plotted

on a common effective fluence, φte, scale. In this case the MF term was modeled as �σy = CF�(φte) where

the CF is the fitted value for the individual alloy that has the same nominal composition, except for being

Cu free, as the corresponding Cu bearing steel. In the cases where Cu free alloy data were not directly

available, a simple linear correlation model, accounting for Cu, Ni, Mn and P effects in the MF for the Cu

bearing alloy, was used to estimate the MF CF. As expected, the fitted recombination model (FRM)

greatly reduces the flux dependence of �σy in Cu bearing steels.

The systematic effect of flux is more clearly shown in the corresponding measured minus predicted

�σy vs flux residuals shown in Figs. 6.15 to 6.18. The figures in the middle show that the residuals for the

FRM are generally well centered and, as expected, do not depend strongly on flux. In contrast, the figures

on the far right hand side of Figs. 6.15 to 6.18 show that the residuals for the TTS model has a strong flux

dependence, in some cases tending to slightly under predict the �σy data at the low IVAR flux (squares),

while over predicting the �σy at the high IVAR flux (diamonds). In a number of cases, there is an overall

bias in the average residual for the TTS model.

The TTS model also includes a flux effect on CRP and MF hardening, but with some key differences

with respect to the IVAR data. Although the flux ranges of IVAR and surveillance data overlap, the

calibrated TTS model has a flux effect only below 4.4 � 10
10

n/cm
2
-s, which is lower than the flux range

of the IVAR data. Note, above this threshold, a residual trend with flux can be detected in some

surveillance datasets that is in the same direction as shown by the IVAR data. However, the magnitude of

the effect in the TTS model residuals is not sufficiently large relative to the scatter in the data to be

statistically significant. Possible reasons for this difference between the effects of dose rate in the TTS

model and IVAR �σy are discussed in Sect. 6.6.1.

The TTS model also assumes a fitted constant effective fluence scaling exponent, p = 0.26.

Figure 6.19 plots p vs flux the recombination model shown previously in Fig. 2.16, taking φr = 4.4 � 10
10

n/cm
2
-s, using the same parameters that were described in Chap. 2. Curves are shown for trap

concentrations, Xt, of 0.03 and 0.01, effectively spanning the range of typical RPV steels with various Ni,

Mn. Cu,… solute contents. Figs 6.19a and 6.19b are for nominally high and low values of DCu,

respectively. The constant p = 0.26 from the TTS model shown as the horizontal dashed line is in

reasonable agreement with the physically based recombination model predictions in the flux range from

10
9

and 10
11

n/cm
2
-s: the average values of the predicted p are 0.29 and 0.20 for Xt = 0.03 and 0.01,

respectively, for the low DCu case; the corresponding values for the high DCu case are 0.33 and 0.24.

Overall, the FRM with the high DCu is most consistent with the TTS model.

The fitted FRM can also be used to physically extrapolate the IVAR data to lower fluxes. The flux

effect can be represented by a fluence-multiplier, Mφ(φ) = φte/φt, that is normalized to unity at a specified

flux. Figure 6.20 plots Mφ curves normalized at φr = 8 � 10
10

n/cm
2
-s, in the borderline region of over-
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Fig. 6.19. The flux scaling p values for a range of Xt and low and high nominal DCu.
The horizontal dashed line represents the fitted value in the TTS model.

Fig. 6.20. The Mφ = φte/φt effective fluence multiplying factor as a function of flux for
the TTS model, the FRM for various subsets of IVAR data and the corresponding Mφ
reported by Williams. The Mφ is normalized at 8 × 1010 n/cm2-s. The solid line is the TTS
model plotted over the approximate range of TTS data: the dashed extensions indicate how
the TTS model would extrapolate. Notably, the Mφ curves are similar at a low flux (2 × 109

n/cm2-s).
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overlapping fluxes between the IVAR and TTS surveillance databases. Figures. 6.20a and 6.20b assume

the nominal low and high estimates of DCu (see Chap. 2). Separate averages are shown for the SMMS

(solid line) and weld plus plate (long dashed line) alloy groupings. With one exception, the FRM Mφ(φ)

curves compare favorably with that for the TTS model, in spite of the latter’s “hockey stick” shape. The

exception is the high DCu FRM fitted to the weld and plate alloys. The Mφ in this case is significantly

larger than for the TTS model at low flux. However, this is due to an anomalously large Mφ in the A302B

plate, hence, this curve is not considered to be very reliable. The corresponding curve that does not

include the A302B data in the normalization is in better agreement with the TTS Mφ curve. Figure 6.20

also shows that the Mφ function reported by Williams [10] is in good agreement with the IVAR results.

Note, this figure also demonstrates the modest effect of flux predicted by the FRM in the region between

4.45 � 10
10

and 2 � 10
11

n/cm
2
-s, where a flux effect is not included in the TTS model because, for

reasons discussed below, it did not appear to be significant in the surveillance data. Note, the effect of

flux on φte is stronger than that of the corresponding �σy which scales with dose to a power that is less

than 1. For example, if �σy varies with �φte, then a ±20% variation in φte results in a ±10% difference in

�σy.

The FRM �σy hardening curves for the SMMS and welds tend to be shifted to slightly lower fluence

compared to the TTS model predictions. The opposite is the case for the plates. This effect can be simply

quantified in terms of the fluence at 50% of the maximum CRP hardening, φt0.5. Figure 6.21 shows the

average φt0.5 for both models at 2 � 10
9

and 2 � 10
11

n/cm
2
-s for separate SMMS, weld and plate alloy

groupings. As noted above, the FRM φt0.5 are lower for the SMMS and welds and higher for the plates

compared with the TTS model.

The fact that the TTS model does not find a strong flux effect in the range of the IVAR experiment is

not very surprising since:

• The PWR surveillance data and IVAR data have overlapping flux ranges, but the higher flux

surveillance data are sparse. About 95% of the surveillance data have flux < 2 � 10
11

n/cm
2
-s, which is

below the medium flux level (3 � 10
11

n/cm
2
-s) in the IVAR irradiations. Thus, the TTS model

calibration reflects mainly lower flux levels and only a small fraction of the IVAR flux range.

• It is inherently difficult to resolve an influence of any variable over the narrow range, in this case flux,

especially since the effects are relatively small compared to the scatter in the TTS database.

• The TTS model is necessarily simplified and must compromise to provide average fits for p for a wide

range of alloys and irradiation conditions, while the FRM model is physically based and is fitted to

individual alloys, each with a large set of high quality data.

• Most of the high Cu TTS data in the IVAR flux range are at high fluence on, or approaching, the flux

independent CRP hardening plateau, while the IVAR database explicitly explores a wide range of

fluence, with many experimental observations for each alloy. Since the main effect of flux is to shift

the fluence to reach rather than the magnitude of the CRP hardening plateau, it is not surprising that

the TTS data do not show a flux effect.

• The Ni and Mn solute contents of the IVAR SMMS are, on average, somewhat higher than in the TTS

database, thus enhancing recombination and flux effects.

In summary, as schematically illustrated in Fig. 6.22, it appears that a flux effect in the TTS

surveillance database can be detected only over the wide range of fluxes corresponding to typical BWR

and PWR surveillance capsule conditions. However, the more precise and well-controlled IVAR database

shows a systematic flux effect that is remarkably consistent with simply extrapolating the flux

dependence found in the TTS model to higher flux, in the region where the effect apparently flattens in

fitting the surveillance database. There is no physical basis to expect an abrupt end to the flux dependent

regime. Indeed, physical considerations suggest that the effect of flux should increase with increasing
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Fig. 6.21. The fluence at 50% of the maximum CRP hardening, φt0.5, for the TTS and
FRM models and various subsets of IVAR data ignoring the effect of the TTS to �σy

conversion. The φt0.5 is somewhat lower for the IVAR SMMS and commercial welds and
higher for plates for the FRM vs TTS model.

dose rate. The use of a constant p approximation is supported by the analysis provided in this section.

However, it must be recognized that the fitted p in the TTS model is a compromise average that does not

account for any of the relevant variables that affect p such as the alloy composition, microstructure and

irradiation temperature. The overall trends in the FRM and TTS models represented by a flux multiplier

Mφ(φ) function are remarkably consistent over a wide range of flux, and are supported by independent

results reported by Williams. Extrapolation of the TTS model to low flux, below the surveillance

database, is clearly uncertain, since there are no relevant TTS data. However, it is notable that the TTS

model extrapolation is bounded by the predictions of the FRM models that assume the high and low

values for DCu. This suggests that from a mechanistic perspective, extrapolating the TTS model to low

flux is justified by the current state of knowledge.
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Fig. 6.22. Schematic illustration of the ability of the TTS model to fit
a flux effect in scattered data over a wide range of dose rates
compared to the more precise data from the controlled IVAR
experiment.

6.6.2 Flux Effects on MF Hardening

The conventional view is that the MF contribution to hardening does not depend on flux. However, as

in the case of the CRP contribution, the MF hardening in the IVAR database on low Cu steels

systematically increases with decreasing flux, as shown in Figs. 6.9 to 6.11. The effect of flux can also be

accounted for by the effective fluence, φte, by least square fitting the scaling exponent, p, in Eq. (6-8) and

CF parameters models for each alloy with the expression

�σy = CF�φte = CF� [φt(φr/φ)
p
] (6-9)

Figures 6.23 to 6.25 show plots similar to those Figs. 6.15 to 6.18, except that in this case they are for

the low-Cu IVAR steels. The figures on the left are again the fits to the IVAR �σy data plotted on an

effective fluence, φte, scale. The figures in the middle are the measured minus predicted �σy residuals

plotted against flux for the effective fluence MF model in Eq. (6-9). The figures on the right are the

corresponding residuals for the TTS model, which does not have a flux effect in the MF term in the flux

range of the IVAR experiment, although it does at lower flux. As expected, the residuals for the fitted

effective fluence MF model are generally well centered around 0, and show neither a significant average

net bias nor any strong, systematic effect of flux. In contrast, the TTS model residuals show a systematic

flux effect and are sometimes not well centered around 0. The average fitted p is 0.42 for the data in

Fig. 6.23, which represent steels most like those in the IVAR database. The corresponding p for fits to

low and high sensitivity data in Figs 6.24 and 6.25 are 0.47 and 0.44, respectively. The p for the single

low Cu IVAR medium Ni weld is 0.125. These p values are broadly consistent with the observed effect of

flux on the CRP contribution to hardening.
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6-41

It is also clear that while the relative effect is fairly large, the absolute magnitude of the influence of

flux on the MF hardening is small to modest because of the corresponding low values of �σy. Thus, given

the minimal signal-to-noise ratio, a more detailed and quantitative analysis of flux effects on MF

hardening has not yet been attempted. However, as discussed in Chap. 2, the effects are likely to be due to

long-range solute diffusion. Thus, the physical arguments supporting a flux effect for the CRP

contribution also apply to the MF as well.

In summary, weak but systematic flux effects are observed in low Cu IVAR steels. The IVAR results

are broadly consistent with the use of a dose-rate-dependent effective fluence in the TTS MF model.

6.7 Effects of Other Variables

The TTS model includes a contribution to embrittlement from P in both the MF and CRP terms. The

P effect in the MF term simply adds to the composition independent contributions and depends strongly

on the alloy’s Mn content. Since the IVAR SMMS with systematic variations on P all contained � 1.6 wt

% Mn, the corresponding data cannot be used to directly address the specific issue of how P contributions

in low Cu steels vary with Mn. However, as shown in Fig. 6.26, IVAR irradiations of simple model alloys

do support an Mn-P interaction. Fe alloyed with 0.0125 wt % N softens by �σy � -31 MPa. This softening

is probably due to some recovery of quench hardening vacancy-N clusters and, perhaps, annealing of a

small amount of surface strain hardening introduced in preparing tensile specimens of this low strength

material, as well as data scatter. Adding 0.025 wt % P to Fe results in a �σy = 76 MPa, while the model

alloy with 1.6 wt. % Mn and 0.025 wt % P hardens by a �σy = 151 MPa. The corresponding �σy for the

Fe-1.6 wt % Mn model alloy is 46 MPa. Thus, there is clearly an additional contribution from a P-Mn

interaction, beyond the individual contributions of P and Mn.
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Fig. 6.26. The �σy for three simple model alloys
irradiated in IVAR at high flux and 290°C to 1.77 ×
1019 n/cm2, showing a Mn-P interaction leading to
higher hardening.
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The TTS model also includes a contribution of P to CRP embrittlement. In this case, P in excess of

the empirically determined threshold of 0.008 wt %, (note, the solubility of P is much lower than 0.008

wt %) adds to the CRP hardening above the threshold of 0.072 wt % Cu. This TTS model contribution

can be viewed as P adding to the hardening by CRPs, or, alternately, by forming separate phosphide

precipitates whose flux, fluence, irradiation temperature, and Ni dependence approximately mirror those

of the CRPs. However, as noted in Chap. 2, several earlier studies also showed that the effect of P

decreases with increasing Cu [11,12].

As shown in Fig. 6.27, P effects, including P-Cu synergisms, are also observed in the IVAR database.

Here the average σy at the four highest fluence data points for the high and intermediate flux IVAR

irradiations at 290°C are plotted against P for both Cu free and 0.1 wt % Cu SMMS. Least square fits

yield P hardening chemistry factors, CFp, which are the slopes of �σy versus P fits in Fig. 6.27, of 1450

and 666 MPa/wt % P for Cu contents well below (� 0.0 wt % Cu) and just above (0.1 wt % Cu) the CRP

threshold (0.072 wt. % Cu), respectively. The IVAR CFp are smaller than the equivalent values found by

Jones [11], who also reported that 0.1 wt % Cu reduced CFp by about 75%, compared to about 55% in the

subset of the Jones data shown in Fig. 6.27. Note, other subsets of the IVAR data also suggest a greater

reduction in the CFp at 0.1 wt % Cu than for the high fluence data shown in Fig. 6.27. Analyzing the

IVAR results is somewhat complicated by the larger-than-average scatter in the unirradiated yield stress

in the steels with higher P. However, the IVAR data, as well as all the test reactor results summarized in

Chap. 2, are consistent with a significant effect of P in low-Cu steels that is reduced at higher Cu.

Fig. 6.27. Averaged high fluence σy data for IVAR irradiations
at intermediate and high flux at 290°C plotted as a function of P
for SMMS with 0.8 wt % Ni, 1.6 wt % Mn and 0.0 and 0.1 wt % Cu.
The data show a Cu-P synergism leading to decreased hardening
due to P at higher Cu, consistent with some previous observations.
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It is useful to compare the P chemistry factor (CFp) estimates from the IVAR data to those predicted

by the TTS model. The CFp estimated from the TTS model depends on the flux, fluence, irradiation

temperature, the alloy Cu and Mn contents, as well as the �σy/TTS conversion factor. In the case of low

Cu steels, using nominal IVAR parameters of 1.6 wt % Mn, Ti = 290°C, φt = 1.5 � 10
19

n/cm
2

and

�σy/TTS = 1.82 MPa/°C, the TTS model estimate is CFp � 660 MPa/% P. This is lower than the value of

CFp for the IVAR Cu free SMMS of 1450 MPa/wt % P. For the � 0.1 wt % Cu, � 0.8 wt % Ni and � 1.6

wt % Mn alloy and a �σy/TTS = 1.65 MPa/°C, the TTS model estimate is CFp � 1820 MPa/wt % P,

which is higher than the corresponding IVAR CFp estimate of 666 MPa/wt % P. Using the approximate

average compositions of Cu-bearing surveillance database plates of � 0.14 wt % Cu, � 0.6 wt % Ni and �
1.3 wt % Mn, the TTS model estimate is CFp � 1050 MPa/wt % P. The TTS model estimate of CFp

decreases further at higher Cu; for example 0.25 wt % Cu, the TTS estimate is CFp � 880 MPa/wt % P.

These values compare reasonably with the estimated value CFp � 1060 MPa/wt % P found by averaging

the slopes for the IVAR data shown in Fig. 6.27.

In summary, both the IVAR data and information in the literature support a significant contribution of

P to �σy, especially in low Cu steels. Both theoretical considerations and IVAR model alloy data

discussed in Chap. 2 are also consistent with a strong P-Mn interaction. Previous results in the literature,

as well as the IVAR SMMS data, also indicate a significant P-Cu synergism, leading to a smaller P effect

at higher Cu levels. The TTS model predicts that the effect of P is larger just above the CRP threshold of

0.072 wt % Cu. However the effect of P in the TTS model decreases with further increases in Cu beyond

this threshold. Overall the effects of P predicted by the TTS model fall either somewhat on the low side

(low Cu) or within the expected range (for > 0.072 wt % Cu) found in other evaluations. The average

contribution of P to hardening derived from the IVAR data and predicted by the TTS model are generally

similar.

6.8 Conclusions

1. With the exception of the systematic effect of flux observed in the range of the IVAR database, the

overall agreement between the TTS model predictions and the IVAR �σy is reasonably good for the weld

and plate alloys most like those in the TTS database.

2. The predictions of the TTS CRP model are also in remarkably good agreement with the IVAR �σy data

for Cu-bearing (� 0.072 wt % Cu) SMMS. However, the systematic dose rate effects observed in the

SMMS �σy data in the range of IVAR fluxes, are not explicitly captured by the TTS model. The effect of

Mn observed in the IVAR database is reflected in product coefficients, rather than being treated directly.

3. While the absolute values are much smaller than the corresponding effects in the Cu-bearing alloys, the

systematic effect of flux observed in the range of the IVAR database for the low-Cu IVAR �σy data are

also not captured in the TTS MF model.

4. As noted above, the IVAR database indicates a systematic flux effect in the range of � 0.8 to 8 � 10
11

n/cm
2
-s, which is not predicted by the TTS model, which finds a flux effect that begins below 4.4 � 10

10

n/cm
2
-s. However, the predicted dose rate effects at lower fluxes are generally similar in both models.

This observation suggests that detecting flux effects in the TTS surveillance database is difficult except

over the widest range of dose rates. The IVAR results suggest that flux effects continue above 4.4 � 10
10

n/cm
2
-s, where the fitted TTS model flattens. Use of a constant average p flux scaling approximation in

the TTS model is generally supported by the analysis in this chapter as well as in Chap. 2. With the

exception of the flux effect noted above, the predictions of the TTS MF model are in reasonably good

agreement with the IVAR data, especially for alloys with compositions comparable to the preponderance

of the low-Cu TTS plate database (like CM10 and BWC). However, a simple direct comparison shows

that the TTS model tends to over predict the �σy in Cu-free medium-Ni, low-P SMMS. The differences

are probably due to (a) the fact that the IVAR SMMS are, on average, cleaner than the alloys in the TTS
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surveillance database; and, (b) unaccounted for flux effects, that occur in the TTS database at fluxes

below the IVAR range.

5. The TTS MF model does not reflect the significant effects of the wider range of Ni that are observed in

the SMMS and �σy data, or explicitly treat the effects of Mn. The effects of P are discussed below.

6. The IVAR database shows that both MF and CRP hardening contributions decrease with increasing

irradiation temperature. The absolute irradiation temperature dependence predicted by the TTS model is

generally stronger than observed in the low-Cu SMMS and weaker than observed in Cu-bearing SMMS.

However, the agreement is reasonably good for the welds and plates that are most similar to steels in the

TTS surveillance database. The IVAR data shows that the CRP contribution to �σy decreases with

increasing irradiation temperature, while the TTS model predicts a weak, but opposite effect.

7. The TTS model, IVAR data and information in the literature all support a significant contribution of P

to �σy. Both theoretical considerations and IVAR model alloy data are also consistent with a strong P-Mn

interaction that is found in the TTS MF model. Previous results in the literature, as well as the IVAR

SMMS data, also indicate a significant P-Cu synergism, leading to a smaller P effect at higher Cu levels.

In contrast, the TTS model predicts that the effect of P is larger above the CRP threshold of 0.072 wt %

Cu and 0.008 wt % P. However the effect of P in the TTS model decreases with increasing Cu beyond

this threshold. Overall the effects of P predicted by the TTS model fall either on the low side (low Cu) or

within the expected range (for > 0.072 wt % Cu) found in other evaluations.
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7. Discussion and TTS Model Simplification 

The summary of current mechanistic understanding in Chap. 2 and the detailed comparison of the 

baseline model and IVAR data in Chap. 6 were completed after the development and analysis of the 

baseline model presented in Chaps. 3, 4, and 5. Two sensitivity studies were then conducted, which 

motivated minor changes to Eqs. (4-5a) and (4-5d) of the baseline model, as discussed in this chapter. 

These changes both simplify the baseline model and bring it into better agreement with the current 

mechanistic understanding and other data presented in Chaps. 2 and 6. The changes also address the two 

aspects of the baseline model that have the least statistical support from the surveillance database, the Ti

term and Cumax values in the CRP part of the model. 

This chapter has two main purposes, to discuss the results of the sensitivity studies and to present a 

simplified model that implements the recommendations from those studies. All related information 

needed to properly apply the simplified model (e.g., the definitions of variables, units, revised standard 

deviation values for material groups) are also collected in Sect. 7.3 for ready reference. 

7.1 Discussion of the Irradiation Temperature Term in the CRP Part of the Baseline Model 

7.1.1 Background 

During the development of the embrittlement shift model, it was assumed that there could be some 

effect of irradiation temperature, Ti, on both MF and CRP features based on prior theory and on 

observations discussed in Sect. 2.3.4. The effect of Ti in the MF term has been studied by many authors; it 

is known to be a strong effect, and the accepted linear form presented by Jones and Williams [1] was used 

in the shift model. The best fitting form for the Ti effect in the CRP part of the model has been studied 

much less, but a linear form appears to work, as given by Eq. (2-34). 

Past experience with TTS models calibrated to the surveillance database suggested that the CRP Ti

term might turn out to be small relative to the stronger Ti effect in the MF term, which applies to all 

materials. Consequently, the fitting form that was chosen for modeling the CRP Ti effect was designed to 

allow removal of the term without recalibration. In particular, the effect was expressed as a multiplicative 

term in the CRP part that is a power law in the ratio of actual irradiation temperature, Ti, to the average 

irradiation temperature of the high-Cu calibration set (Tavg = 543.1°F); i.e.,

n

avg

i
i

T

T
termTCRP = (7-1)

This term is capable of representing linear or nonlinear effects with either increasing or decreasing 

shifts as temperature increases, depending on the value and sign of the exponent. It should be considered 

an empirical “fix-up” term, adjusting the stronger MF Ti term (which was calibrated to low-Cu data) as 

needed to better fit the high-Cu surveillance data. No claim is made that the CRP Ti term is an optimal 

fitting function for the surveillance data, but it is reasonably flexible and should be adequate for modeling 

a relatively small effect. 

When the value of the CRP temperature term is unity, which will happen if the exponent, n, calibrates 

(or is set equal) to zero, the term has no effect on the calculated shift. For any exponent, if the Ti term is 

removed from the model by setting the term equal to 1, the result would be an unbiased estimate overall, 

giving the same results as if the average irradiation temperature of the high-Cu calibration set were used 

for all CRP calculations at any Ti.
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The calibrated shift model confirmed the assumption that the CRP Ti term might be a small 

contribution, as the calibrated exponent turned out to be 1.10. Thus, the CRP contribution from the Ti

term is only −4.3% to +5.5% of the CRP term value at average temperature, over the entire range of 

temperatures (522–570°F) in the surveillance database. Since the CRP term is just part of the estimate of 

total shift, the contribution of the CRP Ti term to total shift is always less than ±5%. Moreover, the 

direction of the calibrated CRP term is to increase the CRP contribution to shift as irradiation temperature 

increases, which is opposite to the direction of the MF term temperature effect, indicating that the high-

Cu surveillance data have a slightly flatter temperature trend than the low-Cu surveillance data, as shown 

in Fig. 5.16 (the difference in slope is hard to see). The effect of the CRP Ti term in the shift model is 

typically much smaller than the MF Ti term, so the slope of the overall irradiation temperature trend is in 

the same direction for both low- and high-Cu surveillance materials, tending to decrease the shift as Ti

increases. 

The IVAR data and other data show a different trend, in which the higher Cu materials have a steeper 

temperature trend than the low-Cu materials, again with increasing irradiation temperature tending to 

decrease the hardening in both low- and high-Cu materials. Figures 6.14(a) and 6.14(b) show this trend, 

for example. Thus, the incremental CRP contribution from Ti in controlled IVAR experiments is opposite 

in direction to the incremental CRP contribution from Ti in surveillance materials. The overall 

temperature trend (combining both MF and CRP trends) is in the same direction and reasonably 

consistent between the IVAR data and surveillance data for materials with similar compositions, as shown 

in Fig. 6.4. 

Because of the relatively small calibrated CRP Ti effect and the questionable statistical significance 

(discussed in the next section), and because the effect of the calibrated CRP term is to flatten the overall 

temperature trend slope for high-Cu data rather than steepen it as shown in data from controlled 

experiments, a question was raised as to what the effect would be of removing the CRP Ti term. That 

effect is analyzed in the next section as a sensitivity study, in which the only change from the baseline 

model was to remove the CRP Ti term. 

7.1.2 Sensitivity Study on the CRP Ti Term 

The irradiation temperature term from the CRP part of the TTS model was effectively removed from 

the model by temporarily setting its exponent n = 0 in Eq. 7-1, which causes the value of the CRP 

temperature term to be unity for all temperatures. The effect of removing the temperature term was 

analyzed using all high-Cu calibration and validation data. This was done for direct comparison with the 

analysis done earlier for the baseline model in Chap. 4, which includes the temperature term in the CRP 

part. The analysis of the baseline model had shown a reasonably flat, nonsignificant residual trend with 

temperature in the high-Cu data, as shown in Fig. C.16.

After removing the temperature term from the CRP part of the model, there appears to be a small 

residual trend, as shown by the fitted linear residual trend line in Fig. 7.1. However, considering all high-

Cu calibration and validation data, the slope of this linear residual trend is not significantly less than zero. 

Deleting the CRP temperature term affects all high-Cu points to some extent, but the effect is predictably 

greatest at the high and low temperatures furthest from the average temperature. Thus, the planned 

approach for this sensitivity study was to examine the effect of removing the CRP temperature term on 

the residuals of points that are at least some ∆Ti interval above and below the average temperature. This 

approach can provide insight into whether removing the term would cause previously nonsignificant 

trends in variables other than Ti to become significant. It also can determine whether there might be a 

trend in the Ti residuals that is nonlinear. Such a trend would not necessarily be detected in the 

significance test on the slope of the CRP Ti term because that test assumes a linear trend in the 

temperature residuals.
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Fig. 7.1. Residual trend with temperature for high-Cu data, modified model 
without CRP Ti term, showing apparent residual effect (slope is not significant). 

The particular limiting values initially chosen for analysis, ±10°, ±15°, and ±20°F from the average 

value of Ti for high-Cu calibration data, were arbitrarily chosen to explore the competing issues of 

(a) being far enough from average temperature to show effects of deleting the term, if there are any, vs 

(b) having enough points to check significance using t-tests. If one does not go far enough out from the 

average temperature, a small effect should be expected to be nonsignificant, which is what is observed for 

the 312 points that are at least ±10° F from the average temperature. If one goes too far from average 

temperature, there are not enough points for a credible significance analysis, which is what is observed for 

the nine points that are at least ±20°F from the average temperature. The ±15° F analysis is a reasonable 

compromise that spreads the high- and low-temperature sets adequately and retains 83 points in the 

analysis (about 14% of the high-Cu data).  

The CRP Ti term was removed, producing a modified model, and residuals relative to the modified 

model were calculated for each point. The results of t-tests for points at least ±15° F from the average 

temperature are shown in Table 7.1. Two types of significance tests are summarized in Table 7.1. The 

first test determines whether the average residual at low temperatures is significantly greater than the 

average residual at high temperatures. If this difference in residuals at low and high temperatures is 

statistically significant, that is evidence that there may be a real Ti trend in the high-Cu surveillance data, 

and as stated that trend would be in the same direction as the baseline CRP Ti term. The second test 

determines whether the average residual at low temperature is significantly greater than zero, and whether 

the average residual at high temperature is significantly less than zero. These tests determine if the 

average deviation from the model at low and high temperatures is large relative to the scatter. It is 

possible for a significant trend to exist when comparing the low- and high-temperature data, whether or 

not the average residuals are individually far enough from zero to be significant. 

As shown in Table 7.1, the average residual of the low-temperature set is significantly greater than 

the average residual of the high temperature set. The significant difference is in the direction that suggests 

that the baseline CRP temperature trend may be real. That is, an effect that increases the incremental CRP 
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contribution to shift as temperature increases would reduce both the under-prediction of high temperature 

points and the over-prediction of low-temperature points, thus counteracting the residual pattern that is 

observed after removing the CRP Ti term. The average residuals at least 15°F above and below the 

average temperature are a factor of 2 different in absolute value (8.1 vs 3.7), an indication of nonlinearity. 

The fact that the low-temperature residual is significantly different from zero but the high temperature 

residual is not is another indication of nonlinearity. Thus, it appears that the residual trend from deleting 

the CRP Ti term, which was not significant over the full range of Ti when assumed to be linear, is 

statistically significant in the high and low-temperature data analyzed for Table 7.1. The significant 

difference in residuals and the significant average residual in the low-temperature data are visible in 

Fig. 7.1, where the points with Ti ≤ 528°F do appear to be high relative to the zero residual line, and some 

points with Ti ≥ 558°F (especially at Ti = 570°F) do appear to be low.

Table 7.1. Residual analysis of the points that are at least 15°F above and below 
average temperature, modified model without CRP Ti term 

Data with Ti ≤ 528°F Data with Ti ≥ 558°F

Average residual 8.1 °F –3.7 °F

Sd of residuals 20.9 °F 25.8 °F

Number of points 48 35 

Significant difference in average 

residual at high and low Ti

Yes, 8.1 > –3.7 Yes, 8.1 > –3.7 

Significant average residual? Yes, average residual 8.1 > 0 No, average residual -3.7 ~ 0 

The fact that significant residual differences exist in the low- and high-Ti data does not prove that a 

missing Ti term is the cause. What it does suggest is that there are some apparently real differences in the 

average residuals of those subsets of data, which may be due to unmodeled temperature effects or other 

causes. The fact that the high-Cu data show a flatter Ti trend than the low-Cu data in the collected 

surveillance data while the reverse is true in the controlled experiments is a strong indication that this 

particular residual trend may be due to causes other than an unmodeled Ti trend.  

The CRP Ti term that is in the baseline model reduces the apparent temperature residual trend, but not 

by much, as can be shown using the same low- and high-temperature data and the same analysis as in 

Table 7.1. The absolute values of the average residuals at high and low temperature are each reduced by 

less than 2°F by incorporating the baseline Ti term, which is not enough to be a significant reduction. The 

low-temperature average residual is still significantly greater than zero with or without the baseline Ti

term. Thus, by either the linear residual analysis or the analysis of low- and high-temperature subsets 

presented here, the baseline CRP Ti term is not a significant improvement over having no CRP Ti term at 

all.

7.1.3 Detailed Review of Low-Ti and High-Ti Surveillance Data 

The points in the low- and high-temperature datasets from Table 7.1 were examined in some detail, 

looking for data-related anomalies that could explain the apparent Ti trend in the surveillance data. In the 

high temperature subset, with Ti ≥ 558°F, the points at 570°F appear to be unusual, as shown by Fig. 7.1. 

These points are all from the Big Rock Point reactor, an early 67 MW BWR demonstration plant that was 

not typical of later BWR designs and that has now been decommissioned. The Big Rock Point data are 

the main cause of the negative average residual at Ti ≥ 558°F, as can be seen from the fact that the 7 Big 

Rock Point datapoints have an average residual of -25°F, while the average residual of the 28 other points 

with Ti ≥ 558°F is 1.6°F, not significantly different from zero. Because of the small amount of Big Rock 

Point data and its relatively large scatter, the difference between the mean residuals of Big Rock Point and 

the other Ti ≥ 558°F data is not statistically significant in a t-test. No other plant, BWR or PWR, has 
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estimated surveillance capsule temperature close to 570°F, as is clear in Fig. 7.1. The Big Rock Point 

temperature is far above mean temperature, so those points have more influence on the slope of the Ti

term (more “leverage”) than points nearer the mean temperature. Thus, there appear to be ample reasons, 

based on the unusual plant, the unusually large residual, and the Ti value that is unusually higher than the 

mean temperature, to consider the data at 570°F to be possibly atypical and to consider the effect of 

excluding those seven points from Ti term considerations. The underlying hypothesis that the Big Rock 

Point data may be different cannot be proven with the small sample of data, so this must be considered an 

exercise in exploring the implications of a hypothesis. 

If the Big Rock Point data were excluded from consideration, the residual difference from low to high 

temperature groups with no CRP Ti term would be reduced from 11.8 = 8.1 - (-3.7) to 6.5 = 8.1 - 1.6. The 

reduced difference (6.5°F) between average residuals at low and high Ti is not statistically significant. 

Thus, the exclusion of 7 datapoints from one atypical plant would change the statistical situation from an 

apparently real but nonlinear trend to no significant trend on either a linear or nonlinear (grouped data) 

basis.

There is no single plant in the low-temperature data group that has as much effect on significance as 

Big Rock Point does, but there is a possibly relevant pattern. The average residual in the Ti ≤ 528°F data 

is based on 9 BWR observations and 39 PWR observations. The significant positive average residual in 

the low-temperature group (8.1°F in Table 7.1) is caused by the PWR data, as can be seen from the fact 

that the average BWR residual in the Ti ≤ 528°F range is -4.7°F, which is not significantly different from 

zero (on 9 points), while the average PWR residual in the Ti ≤ 528°F range is +11.0°F, which is 

significantly greater than zero. Note that Ti ≤ 528°F is an unusually low irradiation temperature range for 

PWRs, most of which have reported surveillance temperatures in the range 540 – 560°F. Some of these 

unusually low PWR temperatures were reviewed by a working group of ASTM E10.02 subcommittee 

members in the 2004 data review, as indicated by comments in the appropriate cells of the database. But 

if some of these values are underestimates of the actual irradiation temperatures at the capsule locations, 

the shifts would be over-estimated, consistent with the positive average residual that is observed. This 

possibility of underestimated Ti in the PWR data has not been resolved and would affect any future 

modeling activity. 

7.1.4 Conclusions and Recommendations from the CRP Ti Term Sensitivity Study 

Removing the CRP temperature term from the TTS model contributes to an overall residual trend that 

is visible as shown in Fig. 7.1. Under a linear regression assumption, that residual trend is not significant, 

but analysis of the average residuals for the data furthest from (≥ 15°F above and below) the average 

temperature show a significant difference, and for Ti ≤ 528°F the average residual is significantly greater 

than zero. The average residuals of the surveillance data at high and low Ti are consistent with the 

direction of the trend in the baseline model, in which the high-Cu surveillance data show a flatter Ti trend 

than the low-Cu data, and the significance results suggest this trend may be real, though the baseline CRP 

Ti term does not adequately reflect the nonlinearity or strength of the trend. However, finding a 

significant difference between sets of data at low and high temperature does not prove that temperature 

causes the difference. 

Data from controlled experiments show that high-Cu data have a steeper Ti trend slope than low-Cu 

data, just opposite to the surveillance data. The IVAR temperature effect data are believed to be more 

reliable because they come from controlled experiments in which Ti was deliberately varied for the same 

material and the irradiation temperatures were measured. By comparison, the different temperatures in the 

surveillance data also correspond to different heats and plants, possibly confounding the effects of 

multiple variables, and all of the surveillance Ti values are estimates from coolant temperature. Thus, the 

IVAR results are the better indication of the actual Ti trend, strongly suggesting that the surveillance data 

pattern may be due to other factors. 
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Possible data issues have been identified that could explain the apparent trend in surveillance data, 

including unusual data from an unusual decommissioned plant (Big Rock Point) at the highest Ti value in 

the database. Without the data from this one plant, the difference in average residuals at low and high Ti

in the surveillance data would become nonsignificant, though the average residual at low Ti would still be 

significant. The positive average residual in the low-Ti group is due to PWR data with unusually low Ti

values compared to typical PWR plants. Some of these temperature data have been recently reviewed, but 

additional checking may be warranted, since an underestimate of the actual Ti values at the surveillance 

capsule in these PWR plants could explain the significant positive average residual. The possible 

contributions from these specific data issues must be regarded as unproven hypotheses. 

A simplified model is recommended, in which the CRP Ti term is removed from the baseline model 

by setting it to 1 for all Ti. The decision to present a simplified model is justified on the basis of the small, 

nonsignificant contribution of the baseline CRP Ti term to shift estimates and the contrary direction of the 

baseline CRP Ti term relative to controlled experiments. The fact that a statistically significant pattern 

exists in the surveillance data that suggests the need for a stronger, more nonlinear CRP Ti term in the 

same direction as the baseline term was considered in forming this recommendation. That data pattern is 

not believed to be caused by a temperature effect, based on the contrary evidence from controlled 

experiments and the unusual nature of the particular datapoints responsible for the surveillance data 

pattern.

The baseline CRP Ti term has little effect, so there is no motivation to revise all the results showing 

the baseline model in earlier chapters. Instead, the effects of the CRP Ti term deletion and the 

recommended change to Cumax values discussed in Sect. 7.2 are analyzed together in Sect. 7.3, where a 

simplified model incorporating both changes is presented. Deleting the CRP Ti term from the simplified 

model will slightly improve the agreement between the surveillance model and the IVAR data by slightly 

steepening the slopes of the TTS model plotted on Figs. 6.4, 6.14(a), and 6.14(b). The difference would 

be difficult to see, just as the change to exactly parallel lines (the result after deleting the CRP Ti term) 

would be difficult to see in Fig. 5.16. 

7.2 Discussion of the Maximum Cue Values for Material Groups 

7.2.1 Background 

The baseline model includes calibrated maximum Cu values at which the Cu effect in the CRP term 

of the model saturates, referred to here as Cumax values. The values were calibrated originally in both Ni 

and weld flux categories, based on the understanding that the Ni level and heat treatment control the Cu 

saturation values (see Sect. 2.3.2) plus successful experience using weld flux categories in previous 

models. The Cumax values and categories were considered both based on Ni ranges and weld categories, 

with the latter approach being used in Eq. (4-5d) of the baseline model. The reasons why a Ni-based 

approach did not work on the surveillance data are discussed in Sects. 7.2.2 and 7.2.3. 

The three categories in Eq. (4-5d) of the baseline model are typical Linde 80 welds (those with 

nominal Ni > 0.5 wt %), Linde 1092 welds, and all other materials. These categories apply to the CRP 

term, so they are only relevant to materials with higher Cu (Cu > 0.072 wt %). There are many materials 

in each of the three categories with Cu > 0.072 wt %, but most do not have high enough Cu to be affected 

by a saturation limit. The lowest calibrated saturation limit is 0.243 (typical Linde 80 category) so all 

materials with Cu < 0.243 wt % are unaffected by any of the calibrated Cu limits because the limit is 

never reached. Materials with Cu levels below-Cumax show only an increasing shift as Cu increases, with 

no limit behavior at all. Thus, for calibrating Cumax values, only the data with Cu > 0.243 wt % are 

potentially usable. 

After calibrating the baseline model, it became apparent that more discussion is needed on the basis 

and description of the Cumax categories. The value of Cumax depends on Ni, and for medium Ni materials 
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Cumax ≅ 0.25 wt % while for higher Ni materials, Cumax is higher, up to a solubility limit of about 0.3 wt % 

Cu, as described in Sect. 2.3.2. The value of Cumax in the surveillance database for low-Ni materials is 

contrary to this expectation, with a calibrated value (Cumax = 0.37 wt %) that exceeds both the solubility 

limit and the values of Cumax calibrated for the higher Ni materials. The Linde 1092 welds generally have 

higher Ni than the typical Linde 80 welds, so a higher calibrated value of Cumax is expected (and 

observed) for the Linde 1092 welds. But closer examination reveals that the higher calibrated value of 

Cumax is based on a small set of Linde 1092 welds with Ni values that substantially overlap the Ni range 

of the Linde 80 welds, thus casting doubt on Ni as the reason for the difference. It appears that the 

surveillance data are simply inadequate to confirm or calibrate the expected Ni effect on Cumax, because 

of data limitations. The next section shows these limitations by a detailed examination of the surveillance 

data available for confirmation or calibration of the Cumax values.

7.2.2 Analysis of Surveillance Data Usable for Calibrating the Cumax Values

Table 7.2 shows the total number of Cu > 0.072 wt % materials in each of the baseline Cumax

categories and provides additional details on the materials with Cu > 0.243 that are potentially usable for 

calibrating the Cumax values. The baseline categories correspond roughly to the Ni ranges shown in 

parentheses, though all the Linde 1092 welds have been included in the high Ni category even though a 

few have medium Ni. The “all other“ category only contains low-Ni materials in Table 7.2, so it will also 

be referred to as the “low-Ni” category in the following discussion.  

Some of the difficulties in estimating Cumax limits from the surveillance data are readily apparent in 

Table 7.2. There are only 6 different weld chemistries available for low-Ni materials that have a high 

enough Cu level (Cu > 0.243) to possibly help establish a Cumax value, despite the fact that there are 52 

heats in the “all other” category with Cu > 0.072 and Ni ≤ 0.5. Only two of those 6 welds have Cu values 

at and above the calibrated limit of Cumax = 0.37 wt %, thus, the calibrated value for the category is 

effectively determined by only two welds from different vessel manufacturers, a clearly inadequate 

sample. Similarly, there are many Linde 1092 welds, spanning the Ni range from 0.6 to 1.26 wt %, but 

only 6 different chemistries are available in the Linde 1092 welds with Cu > 0.243 wt %, and only 3 of 

those welds have Cu values at and above the calibrated limit of Cumax = 0.301 wt %. There are no high Ni 

(Ni ≥ 0.75 wt %) materials other than Linde 1092 welds that have a high enough Cu value (Cu > 0.243 wt 

%) to affect the value of Cumax for any category. Clearly, the samples available for calibrating two of the 

Cumax values are very small, both for the low-Ni data (two welds) and the Linde 1092 group (three welds).  

Looking in more detail at Linde 1092 welds, despite the generally higher Ni level of most Linde 1092 

welds (0.6 ≤ Ni ≤ 1.26 wt %) compared to typical Linde 80 welds (0.52 ≤ Ni ≤ 0.73 wt %), there are only 

2 of the 6 Linde 1092 welds with Cu > 0.243 that have Ni values higher than the Linde 80 welds, and one 

of those has Cu = 0.270 so it does not affect the calibrated Cumax = 0.301 for Linde 1092 welds. Thus, 

there is almost total overlap in Ni range of the typical Linde 80 points and the Linde 1092 points that are 

actually relevant to the calibrated Cumax. That overlap and the significant difference between Linde 80 and 

Linde 1092 calibrated Cumax values are the reasons why pure Ni categories were not used in the baseline 

model.  

The quantity of usable data is much larger for typical Linde 80 welds than for any other category. 

“Typical Linde 80” implies the usual high-Cu, medium Ni Linde 80 welds, which nominally have Ni > 

0.5 wt %, as opposed to a low-Ni Linde 80 weld in the database with Ni = 0.1 wt % and a few Linde 80 

welds with Cu < 0.07 wt %. There are 25 different heat chemistries in the medium Ni/typical Linde 80 

category that are at and above the calibrated limit for that category (Cumax = 0.243 wt %). 21 of the 25 are 

identified specifically as Linde 80 welds and 3 more are B&W welds that may be Linde 80 (the plant 

records should show whether they are or not, but requests to fill in this missing information during the 

2004 ASTM review were not met, so the database used for analysis is missing the weld flux for those 

3 welds). The only medium Ni heat that is clearly not Linde 80 is the plate heat with Cu = 0.25 wt %, 
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which is not far enough above the calibrated Cumax = 0.243 wt % to make any difference. Obviously, the 

Cumax value for the typical Linde 80 category is far better established than for any other category.

The low-Ni “all other” category is not so easy to identify with a particular weld group, because the 

two welds that establish the Cumax value are different (an unusual B&W Linde 80 weld with Ni = 0.1 wt % 

and high-Cu and a Rotterdamse weld with SMIT 89 flux and high Cu). There are several Linde 0091 

welds in the category, and two of them have Cu > 0.243 wt % (the two unknown weld flux cases shown 

in Table 7.2 also may be Linde 0091), but the known and possible Linde 0091 welds did not affect the 

calibrated limit for the low-Ni category, so it should not be described as a Linde 0091 Cumax value.

Table 7.2. Distribution of data for calibrating Cu saturation limits (calibration and validation data) 

All other materials 

(Ni ≤ 0.5 wt %) 

Typical Linde 80 welds 

(0.5 < Ni < 0.75 wt %, 

excluding Linde 1092 

welds) 

Linde 1092 welds 

(Ni ≥ 0.75 wt %) 

Product forms with data 

in the Category and  

Cu > 0.072

P, SRM, W F, P, SRM, W F, P, W 

Number of heats or 

welds in the Category 

with Cu > 0.072 

52 98 21 

Number of heats or 

welds in the Category 

with Cu > 0.243 wt % 

6 25 6 

Number of TTS 

observations with  

Cu > 0.243 wt % 

19 65 20 

Description of heats or 

welds in the Category 

with Cu > 0.243 wt % 

1 – Linde 80 weld 

2 – Linde 0091 welds, 

PWR vessels 

1 – Rotterdamse SMIT 

89 weld 

2 – CE welds (unknown 

weld flux, BWR 

vessels)

1 – CE plate 

21 – Typical Linde 80 

welds

3 – B&W welds 

(unknown weld flux, 

may also be Linde 80) 

6 – Linde 1092 welds 

(Note: only one of these six 

Linde 1092 welds has Ni ≥
0.75, and there are no other 

materials with Ni ≥ 0.75 and 

Cu > 0.243 wt % in the TTS 

database) 

7.2.3 Specific Issues Regarding the Cumax Limits 

Using strict Ni categories to specify Cumax. Because of the overlap in the Ni ranges for Linde 80 and 

Linde 1092 welds, strictly imposing the Ni limits shown in Table 7.2, rather than using the weld group 

categories, would penalize the many Linde 80 welds by increasing their Cumax limit, just to accommodate 

a few medium Ni Linde 1092 welds. There would also be inadequate statistical basis for a high Ni value 

of Cumax if this were done. In fact there are only 2 materials in the entire surveillance database (both Linde 

1092 welds) that have Ni levels above 0.73 wt % (the high end of the Linde 80 range) and high enough 

Cu (> 0.243 wt %) to possibly contribute to a Cumax value. There is only one Linde 1092 weld that 

actually falls in the originally-defined high Ni range (Ni ≥ 0.75 wt %) and has high enough Cu. Thus, if 

the Linde 1092 welds were strictly divided by Ni level, most of the subset that affects Cumax would go into 

the medium Ni category (where they would increase the calibrated Cumax for all the Linde 80 welds) and 

the Cumax value for the high Ni category would be based on just 1 or 2 welds. It would then be highly 

uncertain, just as the Cumax value for the low-Ni “all other” category is. 

Fitting Cumax as a continuous function of Ni. If feasible, it would be preferable to have a continuous 

function of Ni for estimating Cumax rather than the discrete categories shown in Table 7.2. Unfortunately, 

a continuous function of Ni for predicting Cumax is not feasible because the currently-available 
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surveillance data are inadequate for such an approach. The main problem is lack of data, which is evident 

in Table 7.2, where the lack of sufficiently high-Cu data at high and low-Ni is clear. Another problem is 

the pattern of the available data, which is evident when analyzing the residuals relative to a model that is 

otherwise like the baseline model but recalibrated for the best-fit single value of Cumax = 0.2646 wt %, as 

shown in Fig. 7.2. The points on Fig. 7.2 are the residuals relative to the single-value Cumax model for all 

the points in the surveillance database with Cu > 0.243 wt %, which are the only points that could 

possibly produce a Cumax function that spans a range similar to the baseline Cumax values. A linear function 

would be the obvious choice of fitting function in Fig. 7.2, because there are really only two clumps of 

data that have high enough Cu to be usable for a saturation limit. Fitting anything other than a linear 

function to the two clumps of data would be debatable at best. 
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Fig. 7.2. Nonsignificant linear residual trend when a single calibrated Cumax value is 
used, all available data with Cu > 0.243 wt %. 

In order to justify calibrating Cumax as a linear function of Ni, there should be a significant linear trend 

in the residuals on Fig. 7.2. Instead, the slope of the apparent linear residual trend line is not statistically 

significant. The lack of significance does not prove that there is no effect of Ni on Cumax, only that the 

effect, if any, is not large relative to the scatter in the surveillance data. For the residual definition used in 

Fig. 7.2, the positive apparent slope of the residual plot implies decreasing Cumax as Ni increases, opposite 

in sign relative to other results showing that higher Ni causes higher Cumax values (see Sect. 2.3.2). The 

results showing higher Cumax with higher Ni that are presented in Sect. 2.3.2 are based on controlled 

experiments and are considered more reliable than the surveillance residual trend. Thus, the facts that 

(a) the surveillance data show no significant effect of Ni on Cumax and (b) the slight apparent trend that is 

visible is contrary to the direction of the trend in controlled experiment data are both evidence that the 

surveillance data are inadequate to calibrate a continuous function Cumax(Ni).
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Significant differences in Cu > 0.243 wt % residuals by weld group. Though the trend line shown in 

Fig. 7.2 does not indicate a significant trend of residuals with Ni, significant differences are revealed 

when grouped by Linde 1092 welds, typical Linde 80 welds, and all other. The average residuals of the 

grouped data are statistically significantly different in t-tests. In particular, with a single Cumax value the 

average residual of the low-Ni “all other” data, (-11.8°F), is significantly below the average residual of 

typical Linde 80 welds (8.7°F), which is significantly above the average residual of Linde 1092 welds (-

6.3°F). Thus, there is a statistical justification for 3 grouped Cumax values but a lack of statistical 

justification for a linear function of Ni on the same set of surveillance data. It should be noted that the 

low-Ni and Linde 1092 groups do not have significantly different average residuals in the weld group 

analysis, so there is also statistical merit in a two-category “typical Linde 80” vs “all other” grouping, as 

discussed below. 

Several possible reasons why the significant difference by weld group does not translate into a 

significant continuous trend with Ni have been identified. They include the known importance of post-

weld heat treatment details, the near-total overlap in Ni range of the high-Cu members of the Linde 1092 

and Linde 80 weld groups, and the relative lack of surveillance data outside the medium Ni range. 

Additional possibilities include the fact that the overall difference in average residual of the two clumps 

of surveillance data is small relative to the scatter within each clump, making it difficult to justify any 

continuous function, and possible nonlinearity in the Ni effect that does not show up clearly in Fig. 7.2 

because of the limited number of very high-Cu heats that are available. All the possibilities mentioned in 

this paragraph should be considered hypotheses, as the actual reasons are not yet established. 

Uncertainty from medium Ni B&W welds that may or may not be typical Linde 80 welds. Three of 

the medium Ni welds that were used for determining the value Cumax = 0.243 were not specifically 

identified as Linde 80 (weld flux is blank, vessel manufacturer is Babcock & Wilcox), and they contribute 

7 of the 65 points used in the Cumax calibration for that category. The Cu values for these welds are 0.26, 

0.31, and 0.35. There is also a CE plate at Cu = 0.25 wt % that contributes another 7 points. The plate at 

0.25 wt % Cu and the weld at 0.26 wt % Cu had little effect on the calibrated value of Cumax = 0.243 

because the fitted Cumax value is close to the maximum actual Cu values for these materials (limiting Cu 

makes little difference when the unlimited value is nearly the same). Thus, there are really only 5 points 

from welds WDR302 and WQC102 that could have affected the calibrated value substantially. If those 

two welds are in fact Linde 80 welds, there is no issue and the calibrated value of Cumax = 0.243 is the 

best value to use. If not, there may be a slight inaccuracy in the calibrated value of Cumax for typical Linde 

80 welds.

To bound the possible inaccuracy, all the data in the medium Ni category in Table 7.2 that are not 

specifically listed as Linde 80 welds were moved into the “Other” category, including the plate and the 

three B&W welds that may be Linde 80. The value of Cumax for the typical Linde 80 category was 

recalibrated, and it changed only slightly, from 0.243 to 0.247. The third digit of the calibrated Cumax 

value is in any case somewhat uncertain and the measured composition is often only given to two digits, 

so whether the medium Ni welds with missing weld flux are in fact Linde 80 makes little difference.  

Treatment of base metals. The proper value of Cumax for base metals is not adequately established by 

the surveillance data, because there is only one plate heat with high enough Cu to affect any of the Cumax 

values (and it is barely high enough, at Cu = 0.25 wt % so it cannot substantially affect the calibrated 

Cumax limit). Cu levels in all other base metals do not exceed the Cumax limit calibrated for any of the 

groups, so no Cu limit behavior is observed. Thus, the base metals are assigned to the “all other” group, 

which means that their full Cu value is used without limit. This is an adequate approach up to Cu ≅ 0.25 

wt % ,which includes all current surveillance base metals and most or all plant base metals. 

Unusually high value of Cumax in the low-Ni category. The calibrated value of Cumax in the low-Ni or 

“all other” category is higher (0.37 wt % Cu) than the expected value of about 0.3 wt % based on the 

solubility of Cu (see Sect. 2.3.2 and [2]). The low-Ni Cumax value is also higher than the calibrated value 
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for the typical Linde 80 category, which has substantially higher Ni, contrary to the evidence that 

increased Ni generally causes a higher Cumax limit. Moreover, the statistical case for the particular 

calibrated value in the low-Ni category is based on so few datapoints (8 points from 2 welds) that it is 

highly uncertain. Finally, the grouped statistical analysis described in the preceding subsection found no 

significant difference between residuals in the low-Ni and Linde 1092 data. Consequently, a sensitivity 

study was conducted to determine the effect of combining the low-Ni data into a larger “all other” 

category. 

7.2.4 Sensitivity Study on Combining the Low-Ni Group in a Larger “All Other” Grouping 

A sensitivity approach was taken, in which the only change from the baseline model was to combine 

the low-Ni data with one of the other groups, without recalibration. The low-Ni group has only 19 high-

Cu datapoints (Cu > 0.243 wt %), and those are the only points that can be affected by the re-grouping 

changes being analyzed. Depending on the final Cumax value, not all of the 19 points will be affected. 

Thus, the approach used in the study was to apply the previously calibrated values of Cumax for either the 

typical Linde 80 or Linde 1092 weld group to the low-Ni data and analyze the effects on the 19 points, 

without recalibration. 

Combining the low-Ni and typical Linde 80 groups and using Cumax = 0.243 for all materials in those 

groups is not a reasonable choice. All 19 of the TTS points from the 6 welds with Ni < 0.5 and Cu > 

0.243 are affected by this choice, and the average residual for those points is large (–15.2°F), in the 

unconservative direction, and significantly less than zero. The average residual of the low-Ni group after 

combination is also significantly less than the average residual of the typical Linde 80 and Linde 1092 

groups. Thus, this combination is not recommended. 

Combining the low-Ni and Linde 1092 weld groups and using Cumax = 0.301 for all materials in those 

groups is a reasonable choice. The two Cumax values that would result in this case could be interpreted as 

values for typical Linde 80 welds (Cumax = 0.243) and “all other” (Cumax = 0.301). Only the 8 points from 

the 2 welds that currently establish the low-Ni Cumax value are affected by this choice, because all the 

other low-Ni welds have Cu ≤ 0.279 wt %. Thus, the average residual for the 19 high-Cu points in the 

low-Ni group is -7.1°F in this case, which is not significantly less than zero.  

The standard deviation of residuals for all welds with Cu > 0.072 wt % would increase slightly due to 

combining the Linde 1092 and “all other” categories in Table 7.2. The increase would be reduced if both 

the Cumax change and the deletion of the CRP Ti term are implemented, as these two recommended 

changes partially offset in the weld category. The two-category approach with typical Linde 80 and “all 

other” has an advantage over the similar two-category approach in the ASTM E 900-2 model, because the 

only weld group that has a well-established Cumax value (typical Linde 80) would be the only weld group 

that would be specifically mentioned in the model. The value used for Linde 1092 welds would still be 

the best available estimate for that weld group, so the change from three to two values of Cumax would not 

affect the second-largest group of very high-Cu welds. The only other weld group that has 2 or more 

welds with Cu > 0.243 wt % (Linde 0091) is also unaffected by the change, because the highest Cu level 

in such welds (0.279 wt %) is below both the baseline three category “all other” limit and the revised two-

category “all other” limit. 

It is better to use the calibrated Linde 1092 value (Cumax = 0.301 wt %) for the two-category “all 

other” group rather than to recalibrate a new value for the combined group. This can be seen by analyzing 

the consequences of a recalibration. There are only 12 welds with Cu > 0.243 wt % in the Linde 1092 and 

low-Ni categories combined. The shifts calculated for 7 of these 12 welds will not be affected by a 

recalibration, because their actual Cu values are below the Cumax values calibrated for both Linde 1092 

and low-Ni categories, and hence below any recalibrated compromise value. If a single value were re-

calibrated for the remaining 5 welds in the combined category with Cu > 0.243 wt %, it would be 

somewhat high for the 3 Linde 1092 welds and somewhat low for the 2 low-Ni welds. Thus, while the 
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original Linde 1092 value would be a best estimate for 3 out of 5 welds and statistically acceptable on the 

other two welds, the recalibrated result would not be a best estimate for either the Linde 1092 or the low-

Ni subsets. More importantly, the particular Cumax value calibrated to the low-Ni welds is higher than 

expected based on Cu solubility, so the net effect of a recalibration would be to penalize the Linde 1092 

welds by increasing their Cumax value to accommodate physically-questionable data.  

In a two-Cumax approach, the model trends shown in Figs. 5.4 and 5.8 would be modified as shown for 

“other materials” in Fig. 7.3 and 7.4. The corresponding curve for typical Linde 80 welds would look 

similar to the 0.6 Ni curve on Fig. 7.3, except the curve would be flat for any Cu > 0.243 instead of Cu > 

0.301. The 0.3 Cu curve on Fig. 7.4 would be plotted somewhat lower for the typical Linde 80 group, 

plotting at Cumax = 0.243 instead of 0.3, and it would be plotted only over the relevant Ni range 0.52 ≤ Ni 

≤ 0.73. 

The 8 points in the baseline “all other” group that are affected by the change from three to two Cumax

categories are shown in Fig. 7.5, with small filled diamond symbols for the baseline model plotting 

location and large filled diamond symbols for the plotted location after incorporation in the revised “all 

other” category. The trend line has been updated, and it remains nonsignificant and almost 

indistinguishable from the baseline residual Ni trend (and almost indistinguishable from the horizontal 

“no-trend” line) after making the change. The same 8 points would move by the same amount on all other 

residual plots for materials with Cu > 0.072. None of the residual plots is affected by the change to such a 

degree that previously nonsignificant trends would become significant, as shown in Sect. 7.3.3. 
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7.2.5 Conclusions and Recommendations Regarding Cumax

Limitations of the surveillance data for establishing Cumax values. The baseline values of Cumax for 

the Linde 1092 and “all other” categories in Eq. (4-5d) are not well established, being determined by only 

three and two welds respectively. The value of Cumax for the typical Linde 80 category is reasonably well 

established, calibrated to at least 21 different Linde 80 welds. The surveillance database is simply lacking 

in enough materials with sufficiently high Cu to reasonably establish the Cumax limits for materials other 

than typical Linde 80 welds.  

The lack of sufficient surveillance data with high enough Cu and either low or high levels of Ni 

prevents the confirmation or calibration of the Ni effect on Cumax that has been identified in other data. 

The possibility of expressing Cumax as a continuous function of Ni has been evaluated, and it also is not 

feasible with the present database.  

The surveillance database also does not contain enough plate or forging materials with high enough 

Cu levels to directly establish a Cumax limit for base metals. The assumption has been made that the full 

Cu level (which is ≤ 0.25 wt %) should be used for all base materials.  

Recommended change from three Cumax values to two Cumax values. Based on the additional analysis 

in Sect. 7.2.4, the baseline “all other” category should be combined with the baseline Linde 1092 weld 

category in a new category labeled “all other materials”. The typical Linde 80 category in the baseline 

model should be maintained. The Cumax value for the revised “all other” category would be 0.301 wt %, 

which is equal to the calibrated value for the Linde 1092 welds. The value Cumax = 0.301 is somewhat low 

for the two low-Ni welds that determined Cumax in the baseline “all other” category, but not low enough to 

cause a statistically significant error in that category. No other materials are affected by the revised “all 

other” Cumax value, because they are all either included in the typical Linde 80 weld group or they have 

Cu levels below 0.301 wt %. In particular, the four other very high-Cu welds from the baseline “all other” 

category all have Cu ≤ 0.279 wt %, so they are not affected by the revision. 

7.3 Simplified TTS Model 

In this section, a simplified model is presented incorporating the recommended changes of the 

previous two sections. The quality of fit and predictive capability of the simplified model are updated as 

well. All additional information needed to apply the model is included here for ready reference, even 

though some of this material was presented in earlier Chapters. 

7.3.1 Simplified Model Equations 

Implementing the recommendations in both Sects. 7.1.4 and 7.2.5 produces the following simplified 

model. 

termCRPtermMFTTS += (7-2)

tePMnT AMF term i φ)13.61)(0.001718-1( 47.2+= (7-3a)

=
−

−

−

for welds10x417.1
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7

7

7
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The effective fluence form in Eq. (7-5) applies to both the MF and CRP terms, Eqs. (7-3) and (7-4). 
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7.3.2 Variables, Units, Definitions, and Ranges of Applicability 

The units and descriptions of independent variables in Eqs. (7-2) through (7-5) are given in Table 7.3. 

The dependent variable, transition temperature shift (TTS), is estimated by Eq. (7-2) in degrees 

Fahrenheit. Both TTS and Ti may be converted by the usual formula T(°C) = [T(°F)-32]/1.8. 

Table 7.3. Independent variables in the embrittlement shift model  
and their ranges and mean values over all calibration  

and validation data (855 datapoints) 

Variable Description Range Mean 

Cu Copper content (wt %) 0.01–0.41 0.136 

Mn Manganese content (wt %) 0.58–1.96 1.300 

Ni Nickel content (wt %) 0.044–1.26 0.565 

P Phosphorous content (wt %) 0.003–0.031 0.0119 

φt Neutron fluence, E > 1 MeV (n/cm2) 9.26 × 1015–7.13 × 1019 6.50 × 1018

φ Neutron flux, E > 1 MeV (n/cm2/s) 1.81 × 108–9.71 × 1011 5.13 × 1010

Ti Irradiation temperature ( F) 522–570 545 

Appendix A

182



7-16

Two quantities are derived from the independent variables given in Table 7.3, the effective Cu in 

solution, Cue as defined in Eq. (7-4c), and the effective fluence (or flux-adjusted fluence) φte as defined 

by Eq. (7-5). An additional independent variable not listed in Table 7.3 is product form, which can take 

on the values for forging, plate (in CE manufactured vessels or other vessels), weld (typical Linde 80 or 

other), and SRM as defined in Eqs. (7-3b) and (7-4b). 

Some additional information about the variables is needed for application of the model. The chemical 

composition variables are intended to represent the best available estimate of actual measured 

composition at the location where the shift is being analyzed. This is consistent with the use of average 

measured composition on surveillance samples from each heat (to the extent available) to develop the 

calibration database. Generic default chemical composition values could be considered if measurements 

or better estimates are unavailable. The average composition does vary significantly in high-Cu (> 0.072 

wt %) and low-Cu categories and by class of forging or plate material, weld group etc. so it is necessary 

to define any default values on statistically-relevant material groupings. A list of mean, standard 

deviation, minima, and maxima of composition variables for various material groups in the surveillance 

database is given in Appendix G. 

The values of fluence and flux variables to be used in the model should be estimated at the actual 

location where the shift is to be estimated, with the flux estimate averaged over the relevant effective full 

power operating time. This is consistent with the estimates for the surveillance specimens, for which 

dosimetry was based on the actual capsule location and the time averaging was done by dividing total 

accumulated fluence by the effective full power operating time to estimate time-averaged flux. If an 

analysis is performed partway through the wall of the vessel, the average flux and fluence estimates 

should be made first at that specific location in the wall, using appropriate attenuation models, then those 

attenuated flux and fluence estimates should be used in the shift model. The location of greatest 

sensitivity to embrittlement will depend generally on both fluence and flux in the lower flux range. 

The irradiation temperature used in the model should also be a time-averaged estimate for the metal at 

the specific location where the shift is to be estimated. The best available metal temperature estimate for 

the surveillance specimens was the temperature of the coolant near the surveillance capsule, but coolant 

temperature is not necessarily the best estimate of metal temperature in applications. 

The overall range of data given in Table 7.3 is not by itself sufficient for estimating the limits of 

applicability of the model. The actual coverage of the data over the fitting variables and combinations of 

variables varies considerably, so it is necessary to review the actual distribution of data in TTSDatabase8-

04.xls (Appendix C) to determine the ranges of variables and variable combinations that are supported by 

a reasonable amount of data. Some information on the ranges of chemical composition variables in the 

database is tabulated by product form in Appendix E, where, for instance, it is clear that forgings with Cu 

> 0.16 wt % or plates with Cu > 0.25 wt % are simply not available in the database, and the upper limit of 

Cu = 0.41 wt % in Table 7.3 applies only to welds. As another example, there are no low Mn (Mn < 0.93 

wt %) materials in the database except A508 class 2 forgings, and the range of other chemistry variables 

in such forgings is limited (0.67 ≤ Ni ≤ 0.86 wt %, 0.01 ≤ Cu ≤ 0.16 wt %, and 0.004 ≤ P ≤ 0.02 wt %). 

Thus, application of the model to any materials with Mn < 0.93 and values of Ni, Cu, or P outside the 

ranges corresponding to A508 class 2 forgings would be an extrapolation beyond the available data.  

As an example of limits on exposure variable combinations, Table 7.3 shows that there are both high-

fluence and low-fluence data, and high-flux and low-flux data, so one might assume that the full range of 

the fluence/flux space is reasonably covered by data. Unfortunately, this assumption is not true. The 

highest available fluence in the database decreases as flux decreases, so in all the data with φ < 1 × 1010

n/cm2/s, the highest available fluence is φt = 1.9 × 1018 n/cm2. The highest available fluence in all the data 

with φ < 1 × 109 n/cm2/s is only φt = 2.8 × 1017 n/cm2. Thus, estimating the shift at any fluence greater 

than 1.9 × 1018 n/cm2 for φ ≅ 1 × 1010 n/cm2/s (and similarly for lower flux levels) is an extrapolation 

beyond the available data. 
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7.3.3 Goodness of Fit of the Simplified Model 

After deleting the CRP Ti term and choosing two Cumax values instead of three, the quality of fit of the 

simplified model in Eqs. (7-2) through (7-5) is not significantly changed from the baseline model. Only 

the results for higher Cu materials (Cu > 0.072 wt %) are affected by these simplifications, so that is the 

only subset of data discussed here; the results for lower Cu materials remain as given in Chap. 4. The 

model prediction vs actual shift plots for Cu > 0.072 wt % data are similar to the baseline model, as 

shown by comparing Figs. 7.6 and 7.7 below with Figs. 4.10 and 4.11. 

The table of standard deviations by product 

form is slightly changed from Table 4.1 which 

corresponds to the baseline model with the CRP 

Ti term. After the simplifications, the high-Cu 

standard deviations change slightly, with the 

values decreasing slightly for forgings and 

increasing slightly for plates and welds, as 

highlighted in Table 7.4. The sum of squared 

residuals over the Cu > 0.072 wt % calibration 

data increases about 1% with the simplifications. 

The mean residuals for the product forms listed 

in Table 7.4 are not significantly different from zero and pairs of means (forging vs plate, plate vs weld, 

forging vs weld) are not significantly different from each other.

None of the lines fitted to residual trends have a significant slope after the simplifications, both for 

variables in the model and for those variables not in the model that were checked. The plots showing this 

fact are given in Appendix H. These can be compared directly to the corresponding plots for the baseline 

model (See Appendix F, Figs. F.14 through F.28). The differences are not easy to see, and both baseline 

and simplified models have reasonably flat residual plots that indicate a good fit. 
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Fig. 7.6. Simplified Model shift (Eq. 7-2 through 7-5) vs 
measured shift, all PWR calibration and validation data with Cu > 
0.072 wt %. 

Table 7.4. Standard deviation (Sd) of residuals 
about the simplified embrittlement shift model in 

various subsets, all PWR and BWR calibration 
and validation data except SRM 

All entries are TTS values measured in °F
Sd (points) 

Product Form 
Cu ≤ 0.072 wt %  Cu > 0.072 wt % 

Forging 17.5 (75)  19.6 (61) 

Plate 15.0 (78)  21.2 (309) 

Weld 18.6 (93)  26.4 (213) 
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7.3.4 Predictive Capability 

The simplified model 

retains the predictive 

capability of the baseline 

model on the high-Cu data, 

and the prediction of low-Cu 

data is not affected by the 

simplifications. Table 7.5 

shows the statistical compari-

son of calibration and valida-

tion data for the simplified 

model, which can be 

compared to Table 4.2 for the 

baseline model. Though the 

highlighted numbers changed 

somewhat, the conclusion is 

the same – there is no significant difference between means or standard deviations of high-Cu (Cu > 

0.072 wt %) calibration and validation data at either low or high flux. None of the mean residuals is 

significantly different from zero, either. Thus, the simplified model predicts data not used in fitting about 

as well as it fits the calibration data used to develop the model. 

Table 7.5. Comparison of calibration and validation subsets  
by mean and standard deviation (Sd) of residuals for  

the simplified TTS model 
The number of points is shown for subsets smaller than 40 points

Mean (points) Sd (points) 
Subset

Calibration Validation Calibration Validation 

Cu ≤ 0.072,  

φ > 4.39 × 1010 0.0 0.9
a
 (22) 17.0 14.6

a
 (22) 

Cu ≤ 0.072,  

φ ≤ 4.39 × 1010 1.7 -2.1
a
 (2) 19.5 0.2 (2) 

Cu > 0.072,  

φ > 4.39 × 1010 0.4 2.9
a 23.2 23.7

a

Cu > 0.072,  

φ ≤ 4.39 × 1010 1.4 -7.5
a
 (15) 21.3 26.1

a
 (15) 

aThe difference from the calibration value is not statistically significant. 
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8. SUMMARY AND CONCLUSIONS 

The primary result of the present work is the physically motivated, empirically calibrated model of 

transition temperature shift (TTS) and the associated demonstration of the quality of fit and ability to 

predict data not used for fitting. This model is based on using separate terms for matrix features (MFs) 

and copper-rich precipitates (CRPs). It is a revision of earlier models of similar form, based on the larger 

surveillance database now available and on the continuing advances in mechanistic understanding. 

Following a detailed comparison in Chap. 6 of the baseline model given in Chap. 4 and the IVAR data, 

two sensitivity studies were conducted on the TTS data that resulted in a simplified model presented and 

discussed in Chap. 7. The following summary and conclusions are applicable to both models because the 

differences between the two models are slight and statistically nonsignificant. 

The embrittlement mechanisms underlying the revised TTS model are reviewed in Chap. 2, noting 

practical simplifications of the set of complex, interacting processes controlling TTS. The TTS model 

reflects reasonably well-understood physical effects of composition, particularly the main effects and 

interactions of Cu, Ni, P, and Mn, and the exposure variables fluence, flux, and irradiation temperature. 

These variables cause changes in the magnitude and fluence dependence of the shift, especially the CRP 

contribution that is a saturating function of Cu, Ni, and flux. The model also includes empirical treatment 

of product form by using different coefficients, which reflect several physical variables, including heat 

treatment, preirradiation microstructure, and unmodeled effects of alloy composition, especially for Mn 

and for the likely effects of Ni on matrix features. The coefficients also reflect other factors not yet 

explained physically, such as the difference in shifts between plates in CE and non-CE-manufactured 

vessels.

The database used to calibrate the TTS model was updated in 2003–2004 to include an important set 

of 62 additional low-flux BWR shifts and an additional 140 PWR shifts. All available surveillance data, 

both old and new, were reviewed for completeness, discrepancies, and duplicates, and the database was 

improved in quality by addressing the issues identified in this review. Random sampling was used to 

ensure better balance of the standard reference material (SRM) data relative to the data from actual vessel 

materials and to reserve a 10% sample of data for validating the predictive capability of the model on data 

not used for fitting. The combined effect of the database expansion, review, and sampling effort was to 

produce a TTS calibration set that is larger than any dataset that was previously modeled, as well as being 

better balanced and of generally higher data quality. 

The overall philosophy in calibrating the model was to fit the MF and CRP contributions to the most 

relevant data, which helps to avoid numerical tradeoffs between the various model terms. Thus, most of 

the MF constants are calibrated to low-Cu data (Cu ≤ 0.072 wt %) since there is no CRP contribution in 

that case. The MF term, which applies at all Cu levels, is then held fixed while calibrating the CRP term, 

again to avoid trade-offs between variables that appear in both terms. A few constants were calibrated to 

the entire range of Cu, either because of the scarcity of data (in the case of flux) or because the MF term 

is used for all data and there is no corresponding CRP term that can adjust for any differences in the low- 

and higher-Cu data (in the case of the P-Mn interaction term). Insights from prior research on 

embrittlement mechanisms are reflected in the model form and variables, and the fitting functions and 

calibrated constants are chosen to produce a reasonable empirical fit to the key TTS datasets, including 

high- and low-Cu material, PWR and BWR irradiations, and forging, plate, and weld product forms. 

The revised model contains, sometimes in different form, all effects that were in the earlier 

NUREG/CR-6551 model [1], which was based on a substantially smaller database, plus additional effects 

that have been subsequently characterized. The main differences from earlier models are  

• the use of a theoretical square root dependence on fluence and a linear temperature dependence in 

the MF term;  
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• inclusion of an explicit P-Mn interaction in the MF term and a P precipitation term in the 

CRP term;  

• separate CRP coefficients for plates in CE-manufactured vessels, plates in other vessels, 

and SRM plates (which are not part of any vessels);  

• variation in the fluence at which the CRP term becomes important as a function of Cu, Ni, 

and flux; and  

• incorporation of flux effects in both the MF and CRP terms by an effective fluence 

approach.

The goodness of fit of the model to the calibration and validation data is displayed in predicted vs 

measured plots, tabulated standard deviations within product form groups, and residual plots that 

separately consider the low-Cu data, where only the MF term applies, and the higher-Cu data, where both 

MF and CRP terms apply. Based on all of these measures, the fit to surveillance data is good, with no 

statistically significant residual trends found for any of the variables used for modeling or for other 

variables that were not. 

The predictive capability of most aspects of the model is validated on a subset of surveillance data 

not used in model development, comparing means and standard deviations of residuals and predicted vs 

measured plots. The model also compares favorably with SRM data, most of which were not used in the 

calibration. The two fitting constants in the effective fluence part of the model are not validated by the 

sample of data set aside for validation because all of the relatively scarce low-flux data were needed for 

calibration. However, the effective fluence (flux effect) part of the model, as well as all other variable 

effects, are generally supported by comparisons with the IVAR data, which were also not used in 

calibrating the model. 

The rather complex variable trends in the model are shown in a series of plots in Chap. 5, and each 

variable effect is discussed in some detail, including analysis of the statistical significance of the effect 

and discussion of variable confounding. All key terms in the TTS model are statistically significant for 

the relevant data, and most also have support from the physical understanding described in Chap. 2 and 

the separate set of data generated in the controlled IVAR experiments discussed in Chap. 6. The 

temperature correction in the CRP part of the baseline model presented in Chap. 4, a small adjustment 

that partially counteracts the temperature effect of the MF term to slightly improve the fit to the high-Cu 

surveillance data, is contrary to trends observed in controlled experiments; hence, this term is not 

included in the simplified model presented in Chap. 7. 

The TTS model is compared in Chap. 6 to data from the controlled IVAR experiments, which are 

completely independent of the surveillance data used for calibrating the TTS model. The form of the TTS 

model is also reasonably independent of the IVAR data, although it was based in part on physical insights 

from the literature on embrittlement, which includes some previous results of IVAR experiments. 

However, specific fitting functions used in the TTS model, such as the saturating CRP function and 

effective fluence form, differ from the functions previously used to characterize IVAR data. Thus, the 

comparison with IVAR data in Chap. 6 can be considered an independent check on the TTS model. 

Notably, the IVAR database is a very large collection of results from test reactor irradiations and 

postirradiation testing of materials selected to systematically study the effects of variables that influence 

radiation hardening and embrittlement. A quantitative comparison is made, using an empirical conversion 

between the TTS that characterizes the surveillance data and the yield strength increase that characterizes 

the IVAR data. Generally good agreement is shown between the TTS model and the IVAR results on 

welds and plates that are very similar to the surveillance materials. Good agreement is also found with 

IVAR results on the split-melt model steels over the range of compositions that encompass the 

surveillance database. Where some disagreements occur, they are generally associated with the wider 

variation of composition variables in the IVAR database and known limitations of the available 

surveillance data. The IVAR data generally provide more precise evaluations of the effects of individual 
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variables and variable combinations under controlled conditions, while the TTS model reflects average 

effects of many variables over a wide range of alloys and irradiation conditions. 

The main difference between the TTS and IVAR data trends is the range of flux over which 

significant dose rate effects are observed. This difference arises in part from the fact that the majority of 

observations in the IVAR database have higher flux than the 95th percentile flux in the TTS database, and 

there is a relatively narrow overlapping flux range in which both databases have substantial data. 

Physically based extrapolation of the flux effect identified in IVAR down to the lower flux levels of BWR 

surveillance data, based on an enhanced recombination mechanism, shows good agreement with the 

calibrated TTS flux effect, and numerical extrapolation of the flux-dependent part of the empirical TTS 

model to the higher flux levels in IVAR also shows agreement, suggesting that the two databases 

emphasize different parts of the same continuum of flux effects, as discussed in Sect. 6.6.1.  

The key new insight in the TTS modeling effort, that flux effects are evident in both low-Cu (or no-

Cu) and higher-Cu materials, is supported by the IVAR data, as discussed in Sect. 6.6.2. The flux effect in 

the MF term was originally incorporated in the TTS model because it is statistically significant in fitting 

the surveillance data. Since that empirical observation was made, a broadly similar MF flux effect was 

found in the low-Cu (no-Cu) data from controlled experiments in the IVAR database, as described in 

Sect. 6.4.2. While the absolute flux effect on the MF term in the IVAR data is relatively small, it is 

systematic and can be rationalized based on mechanistic considerations discussed in Sect. 2.4.2. Thus, 

flux effects have been found to affect both MF and CRP terms in two independent databases and are 

included in the revised model. 

In conclusion, the TTS model presented in this report is a good fit to the available surveillance data, 

with no significant residual trends in the model variables or in other variables that were considered, on 

both low- and higher-Cu subsets of the data. The slightly simplified version of the model given in 

Sect. 7.3 is recommended for applications. All major variable effects in the model are statistically 

significant, and most variable trends are also supported by physical understanding and quantitative 

agreement with trends in the independent IVAR database. The model has predictive capability for data 

not used in fitting, including a 10% random sample of surveillance data reserved for validation, SRM data 

not used in fitting, and the independent IVAR database of test reactor irradiations. 
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Appendix A. Publications List 

Irradiation embrittlement of RPV beltline materials is currently evaluated using Regulatory Guide 

1.99 Revision 2 (RG1.99/2), which presents methods for estimating the shift in Charpy transition 

temperature at 30 ft-lb (TTS) and the drop in Charpy upper shelf energy ( USE). The purpose of the 

work reported here is to improve on the TTS correlation model in RG1.99/2 using the broader database 

now available and current understanding of embrittlement mechanisms.  

This report is also a record of work performed in part at ORNL under the Heavy-Section Steel 

Irradiation (HSSI) Program, which is sponsored by the NRC Office of Nuclear Regulatory Research. A 

list of publications for the ORNL HSSI Program is given in Sect. A.1.  

The HSSI Program includes both follow-on research and the direct continuation of work that was 

performed under the Heavy-Section Steel Technology (HSST) Program. Previous HSST reports related to 

irradiation effects in pressure vessel materials and those containing unirradiated properties of materials 

used in HSSI and HSST irradiation programs are listed in Sect. A.2.  
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Welds, HSSI Series 2 and 3, USNRC Report NUREG/CR-5696 (ORNL/TM-11804), August 1991.  
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Appendix B. Irradiation Variable (IVAR) Program Data Base 

Irradiation Variable (IVAR) program test reactor data, as described in Chap. 6, is collected in the 

IVAR Data Base (filename IVAR_database.doc). 

The compact disc included in the pocket on the back cover of this report contains a copy of the IVAR 

Data Base, along with the Analysis Data Base (See Appendix C) and a pdf version of this report.  

All three files are transmitted together if sent electronically. 

Appendix A

200



Appendix A

201



C-1

Appendix C. Analysis Data Base 

The complete surveillance data base used for the modeling and analysis, as described in Chap. 3 of 

this report, is TTSDatabase8-04R1.xls, a file in Microsoft Excel format. 

The compact disc included in the pocket on the back cover of this report contains a copy of 

TTSDatabase8-04R1.xls, along with the IVAR Data Base (See Appendix B) and a pdf version of this 

report.

All three files are transmitted together if sent electronically. 
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Appendix D. Explanations of the Specialized Terms and Parameters Used in
Chapters 2 and 6 

D.1 Terms related to radiation damage production, point defects and defect clusters 

Cascade: The small (several tens of nm) region of the crystal lattice where the primary and secondary 

recoiling atoms slow down and initially produce a dense concentration of vacancies and self interstitial 

atom (SIA) and small clusters of these defects. 

Cascade aging: The spatially correlated rearrangement of the cascade over the period of time from about 

100 ps up to a gs, involving additional recombination and clustering of vacancies, SIA and solutes. The 

residual SIA and SIA clusters quickly leave the cascade region. The vacancy clusters coarsen and form 

complexes with solutes. However, the vacancy clusters eventually dissolve leaving behind solute cluster 

remnants that can be very stable, and can even grow by the long-range diffusion of additional solutes. The 

solute clusters may be somewhat diffuse relative to well-formed precipitates. Vacancy cluster solute 

complexes and their solute remnants are believed to be one of the primary matrix features that contribute 

to hardening in both low Cu and Cu-bearing steels. 

Dislocation loop: A dislocation line that closes on itself to form a nearly circular loop; a prismatic loop is 

composed of edge dislocation segments. 

Displacements-per-atom (dpa, nd): A measure of the neutron damage dose that represents the computed 

fraction of atoms that have been displaced from their atomic lattice positions. Also, in ASTM E 170: the 

mean number of times each atom of a solid is displaced from its lattice site during an exposure to 

displacing radiation, as calculated following standard procedures.  

Fraction of vacancies that recombine and the fraction that escape recombination to reach sinks (gr and 
gs, nd): The fraction of vacancies that recombine versus vacancies that escape recombination during long 

range diffusion and annihilate at sinks thus determining the steady-state vacancy concentration  

Frenkel pair: The SIA and vacancy produced by an atomic displacement event. 

Primary recoiling atom (PRA): The high-energy ionized atom that is created by interactions between 

neutrons and the atomic nucleus that slows down by collisions with other atoms and with electrons. The 

multiplying chain reaction atomic collisions continue until the n’th generation of collided atoms has 

insufficient energy to create additional displaced atoms. 

Cascade recombination: The reaction between a vacancy and SIA in a displacement cascade that 

annihilates both defects, thus healing the crystal lattice. Cascade recombination rapidly annihilates about 

60 to 70 percent of the vacancies SIA created by atomic displacements.  

Self-interstitial atom (SIA): Two atoms sharing a single crystal lattice site 

SIA clusters: Two-dimensional platelet shaped aggregates of SIA that are equivalent to a prismatic 

dislocation loop. 

Vacancy: A crystal lattice site that is missing an atom. 

Vacancy production cross-section (σv, vacancies-m2/atom): The effective area per atom for a neutron to 

produce a vacancy that, when multiplied by neutron flux (φ, n/m2-s), gives the generation rate per lattice 
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site of creating vacancies, Gv (atom fraction of vacancies created/s). The rate of creating SIA, Gi, is the 

same as that for vacancies.  

Vacancy cluster: Compact spherical or polyhedral three-dimensional aggregates of vacancies 

Vacancy-solute cluster complex: A vacancy cluster with solutes segregated to and near the surface. These 

features form in aged cascades. 

D.2 Terms related to irradiation-induced changes in the yield stress, ∆σy (MPa), and 
transition temperature shifts, TTS (°C). 

Critical stress for cleavage fracture (σ*, MPa): The internal tensile stress near the tip of a notch or crack 

required to initiate cleavage fracture. In the case of Charpy tests, σ* has generally been found to be 

independent of temperature and irradiation.

Dislocations and dislocation density (ρ, m-2): Line defects that glide to propagate slip between atomic 

planes at a critical value of a resolved shear stress. Dislocations also serve as sinks for SIA and vacancies, 

especially at jogs which are short dislocation segments connecting longer dislocation segments that do not 

lie entirely in the same glide plane. The dislocation density, ρ, is the total length of dislocations per unit 

volume.  

Dislocation Burger’s vector (b m or nm, 0.248 nm): The close packed spacing in the ferrite lattice that 

defines the unit distance of slip. 

Elastic shear modulus of Fe (µ, 80 GPa)

Obstacle strength parameters αi (nd): The numerical coefficient ( 1) that characterizes the strength of the 

i’th-type obstacle for retarding the glide of dislocations. Obstacles are classified as being weak (w), 

medium strength (m) or strong (o).  

Orowon obstacle: A strong obstacle to dislocation glide, with αo up to 1, which is bypassed by a 

dislocation looping around, rather than shearing through, the feature. Fine scale Mo2C precipitates in low 

alloy steels are Orowon obstacles. 

Parameters that characterize irradiation induced features - fi (nd), Ni (/m
3), ri (m or nm): The volume 

fraction, number density and radius of feature i that retards dislocation glide and increases the critical 

resolved shear stress 

Superposition and the superposition parameter (S, nd): The method used to combine the strengthening 

contributions from various obstacles to dislocation slip needed to predict the total σy and ∆σy.

Superposition can be modeled by a superposition parameter, S, that depends on the strengths (αi) of the 

different obstacles. The limiting superposition laws are linear sum (LS) and root sum of the squares (RSS) 

combinations of the individual contributions, σyi. The S parameter can be used along with the medium 

strength (σym) and strong (σyo) obstacle yield stress contributions to interpolate between LS and RSS laws 

to determine the net σy and ∆σy. The yield stress contribution from weak obstacles follows the LS law.  

Taylor factor (nd, T  3): The factor that relates the critical resolved shear stress to the uniaxial yield 

stress.
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Maximum elastic fracture temperature TT10 and TTS10 shifts [TTS10 = TT10i (irradiated) - TT10u

(unirradiated), °C]: The highest temperature at which Charpy specimens undergo cleavage fracture in the 

linear elastic loading regime, prior to plastic yielding. This also marks the highest elastic load. At higher 

temperatures, if cleavage occurs, it is only after general plastic yielding. At lower temperatures the 

fracture is in the linear elastic regime, but occurs at a lower load compared to that at TT10. The TT10

condition typically occurs at about 10J of absorbed energy. Irradiation hardening increases TT10, and 

TTS10 can be related to the temperature dependence of σy(T).

TTS due to the irradiation induced reduction in the Charpy upper shelf energy (TTSuse, °C): Irradiation 

induced decreases in the Charpy upper shelf energy (∆USE) lead to reductions in the slope of the energy-

temperature curve. This adds an increment of TTSuse to the TTS10 in the TTS at 41 J. The ∆USE can be 

correlated with ∆σy and TTSuse from the observation that the lower-to-upper shelf transition occurs over 

an approximately constant temperature interval.  

TTS to ∆σy ratio (Cc, °C/MPa): The overall coefficient relating TTS to ∆σy. Cc can be predicted by semi-

empirical models (Chap. 2) and represented by a polynomial with coefficients (C0, C1, C2,..) fitted to pairs 

of TTS-∆σy data (Chap. 6).

D.3 Terms related to the concentrations and diffusion of solutes and defects and the 
annihilation of defects by sinks. 

Atomic volume of Cu and Fe atoms (vcu and vfe, m
3): Volume occupied by a Cu or Fe atom  1.18x10-29

and  1.15x10-29 m3, respectively. 

Chemical Cu diffusion coefficient (Dcu or DCu, m
2/s): The diffusion coefficient for Cu (and other solutes) 

that accounts for the effects of both finite concentrations of multiple alloying elements and the non-ideal 

solution behavior of the diffusing species. The effects of solutes on diffusion are due to their 

corresponding effect of solute j on vacancy concentrations and various atomic jump frequencies and can 

be approximately characterized by a factor (1 + Xjbj) that multiplies the by the intrinsic diffusion 

coefficient. The effects of non-ideality are represented by the solution thermodynamic factor (TDF) that 

also multiplies the solute modified diffusion coefficient.  

Weight fraction concentration of species i, (Ci , wt %): The weight fraction of the species in %.  

Atomic fraction concentration of species i, (Xi, atom fraction): The atomic fraction of the species. The 

species include solutes, vacancies, SIA and solute vacancy traps that can have units of the absolute atom 

fraction, %, or atomic parts per million (appm). 

Concentration of vacancies under irradiation (Xv, nd): The excess steady-state fractional concentration of 

vacancies that just balances vacancy production by displacements and their annihilation at sinks. 

Effective fluence (φte, n/m2): The actual fluence adjusted for dose rate effects at a flux, φ, different than a 

specified reference flux, φr. The choice of φr is arbitrary. However, once φr is selected, the effective 

fluence at other fluxes can by determined by a scaling relation in the form φte = (φr/φ)p (see next definition 

for exponent p). 

Effective fluence scaling exponent (p, nd): The exponent (p  1) that scales the actual to effective fluence. 

The value of p depends of the flux, reference flux, irradiation temperature and the alloy composition and 

microstructure. However, in fitting the TTS model to the surveillance database it is assumed that p is an 

average constant. 
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Equilibrium concentration of vacancies (Xve, nd): The concentration of vacancies in the absence of 

irradiation.

Intrinsic Cu tracer diffusion coefficient (Dcu or DCu, m
2/s): The coefficient for the diffusion of Cu (and 

other solutes) at very low concentrations. 

Molar volume of Cu (Vcu, m
3/mole): Volume occupied by a 6.02x1023 of Cu atoms  7.15x10-6 m3/mole.

Radiation enhanced Cu diffusion (RED) and the RED diffusion coefficient (D*, m2/s): The enhancement 

of the diffusion rate of Cu (and other solutes) due to the excess concentration of vacancies under 

irradiation, that is characterized by a RED coefficient D*.  

RED factor (K, m4): The factor that when multiplied by flux gives the enhancement term for Cu (and 

other solute) diffusion under irradiation that adds to the thermal Cu coefficient of Cu, Dcu.

Ratio of the Cu to self-diffusion coefficient [Dcu/Dsd, nd]: The diffusion coefficients of solutes, such as Cu, 

are generally not the same as those for the self-diffusion of matrix (Fe) atoms. The corresponding ratio 

[Dcu/Dsd] is much less temperature dependent than Dcu, and when multiplied by the irradiation enhanced 

self-diffusion coefficient, which can be estimated with some accuracy, provides a good means to model 

D* at low temperatures.  

Lattice recombination and recombination coefficient (R, nd): The reaction between a vacancy and SIA 

during long-range diffusion that annihilates both defects, thus healing the crystal lattice, where R is 

characterized by a recombination radius (rr, nm), Dv, Di and the atomic volume of Fe, vfe.

Molar volume of Cu (Vcu, m
3/mole): Volume occupied by a 6.02x1023 of Cu atoms.

Self-diffusion coefficient (Dsd, m
2/s): The diffusion coefficient for an Fe atom in the ferrite matrix.  

Vacancy and SIA sinks and sink strength (St, m-2): A site where SIA and vacancy defects lose their 

individual identity (are annihilated). The total sink strength, St, is used in defect conservation equations. 

Dislocations are the primary defect sinks in RPV steels, and St is often approximated as the total 

dislocation density, ρ.

Vacancy and SAI diffusion coefficients (Dv and Di, m2/s): The diffusion coefficients for thermally 

activated migration of vacancies and SIA that control the steady state concentration of these species that 

balances their production, recombination and annihilation rates. Within the framework of the rate theory 

models described in Chapter 2, for technical reasons it is not necessary to know Di, which is much higher 

than Dv.

Solute vacancy trapping energy (Xt and Ht, kJ/mole): The trap concentration (Xt) and binding energy (Ht)

between a vacancy and a solute atom trap, that adds to the activation energy for the jumps of vacancies 

between lattice sites.

Substitutional solute: A solute that replaces an Fe atom on a crystal lattice site.  

Spherical cluster sink strength (Ss, m
-2): The sink strength for a dilute concentration of spherical sinks rate 

Ss  4 rsNs. Note features that act as sinks can also act as sources by emitting vacancies or solutes at a 

rate proportional to the sink strength 
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D.4 Terms related to irradiation induced features and their evolution under irradiation as 

well as fitting the IVAR ∆σy Data  

Activity (aij, nd) and activity coefficient Γij (nd) of a element i in phase j: The activity, aij, of an element in 

solution is a measure of its effective thermodynamic concentration relative to its actual concentration as 

described by the activity coefficient Γij = aij/Xij that can be related to the solutes enthalpy of solution, Hij.

Avrami transformation equation: A simple representation of the φt (or time) dependence of precipitate 

volume fraction (fp) and precipitate hardening ∆σyp that varies between 0 and 100% of the maximum 

values of fpm and ∆σypm. The parameters in Avrami model used to fit the IVAR ∆σy data are ∆σypm, φte at 

63% precipitation and maximum hardening, p that scales the effective fluence, φte and β that sets the φte

interval for the transformation.  

Chemistry factor for matrix features [CF, MPa/ (1023 n/m2)]: The composition dependent coefficient for 

matrix feature hardening that multiplies the square root of the fluence (or effective fluence) in fitting the 

low Cu IVAR data.

Coherency misfit strain parameter (δ  0.03, nd): The ratio of the difference between the lattice 

parameters for Cu and Fe divided by the lattice parameter of Fe.  

Cluster dynamics models are based on the rates of absorbing and emitting Cu by CRP clusters of size n 

up to a maximum nmax [β(n) and α(n), number/cluster-s]: In the simplest cluster dynamics models of 

nucleation, growth and coarsening, CRPs (and MNPs) simultaneously dissolve by emitting [α(n)] and

grow by absorbing [β(n)] mobile Cu atoms (n = 1), and other solute atoms, respectively.  

Cu in equilibrium with CRP with a radius rp (Xcur, nd): The solubility of Cu is higher for small 

precipitates due to the interface (Gibbs-Thompson effect) and misfit strain energies, as well as the bcc vs 

fcc crystal structure. 

Cu rich precipitates (CRPs): Coherent bcc phases of Cu alloyed with varying amounts of Mn, Ni, Si and 

P with a fraction of Cu in the precipitate, Xcup  0.5.

Cu supersaturation (SS, nd): The ratio of the Cu in solution, Xcu, to the equilibrium solubility of Cu, Xcue.

Effective fluence factor (Mφ, nd): The flux dependent factor that multiplies the actual fluence to determine 

the effective fluence, normalized to 1 at a reference flux. Mφ provides a convenient basis to compare 

different models of flux effects.  

Enthalpy of solution of solute i (Hi, kJ/mole): The thermodynamic parameter that governs the activity and 

solubility limit of a solute.  

Equilibrium solubility of Cu (Xcue, nd): The solubility limit of Cu in equilibrium with nearly pure bcc Cu 

phase.

Fitted recombination model (FRM): The Avrami effective fluence model fit to IVAR ∆σy data to 

optimize the parameters β, φtet, ∆σypm and p for individual alloys. 

Fluence at 50% of the maximum CRP hardening (φt0.5, 1023n/m2): The fluence at ∆σypm/2.
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Irradiation temperature coefficient (CT, °C-1): The temperature sensitivity coefficient in a function 

∆σy(Ti) = ∆σy(290)[1 - CT(Ti - 290)]. 

Late blooming phases (LBPs): Mn, Ni, Si, P phases (MNPs) that form in low or Cu free RPV steels that 

contain little or no Cu. The LBP nucleation rate is low compared to those for CRPs and MNPs with 

significant contents of Cu.  

Manganese-nickel rich precipitates (MNPs): Coherent bcc phases of Mn, Ni, Cu and P with a fraction of 

Cu in the precipitate, Xcup < 0.5.

Matrix Features (MF): MF are defined as the obstacles to dislocation slip that form in both low Cu and 

Cu-bearing steels. Possible MF include dislocation loops, dislocation solute atmospheres, phosphide 

precipitates (PP, separately defined) and especially vacancy cluster solute complexes and their solute 

cluster remnants.  

Nucleation barrier: Below a critical size Cu clusters shrink faster than they grow, so CRPs (and other 

phases) must nucleate by statistical fluctuations. The rate of nucleation can be described by equations 

containing a pseudo activation energy barrier or directly simulated using cluster dynamics models.

Particle matrix interface energy (γpm, J/m2): The energy of the generally coherent interface separating 

CRPs and MNPs from the Fe matrix. The γpm depends on the composition of the precipitate. 

Precipitate volume fraction and maximum volume fraction (fp and fpm, nd): The volumetric fraction of 

precipitates up to a solute (Cu) limited maximum.  

Phosphide precipitates (PP): Solute atom-P precipitates such as Mn2P and Mn3P.  

D.5 Terms related to experimental facilities and characterization methods 

 
Irradiation variable facility (IVAR): The facility at the University of Michigan Ford Research Reactor 

that was used to irradiate specimens that were tested to produce the IVAR database. The IVAR facility 

had three temperature zones in each of three flux regimes. The facility had 54 locations for subcapsules 

that were inserted and removed during reactor shutdown periods. Each subcapsule held up to several 

hundred specimens.  

Resistivity-Seebeck coefficient characterization (RSC): Dissolved solutes contribute to the electrical 

resistivity and Seebeck coefficient of an alloy. The effects of an individual element, i, can be represented 

by individual coefficients ki and κi for the resistivity and Seebeck coefficient, respectively. Clustering and 

precipitation removes solutes from solution and, thus, results in changes in the resistivity (∆ρ) and 

Seebeck (∆S) coefficient. The ki and κi can be used along with the measured ∆ρ and ∆S to estimate the 

total amount of precipitation.  

Model Alloys: Simple Fe-Mn-Ni-P-… ferritic alloys used to study embrittlement mechanisms.

Small angle neutron scattering characterization (SANS): Small microstructural features, like CRPs, 

produce scatter of a well-collimated cold neutron beam at small angles. The scattering intensity as a 

function of both the scattering angle and the angle from the direction of a strong imposed magnetic field 

is reduced to magnetic and nuclear scattering cross sections. These scattering cross sections are analyzed 

to provide CRP (and MNP) rp, Np and fp parameters, as well as estimates of the CRP (and MNP) 
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composition. MF can also be detected by SANS in some cases, but generally produce only weak 

scattering. Well defined PPs and LBP MNPs can also be characterized by SANS.  

Split melt model steels (SMMS): Special small melt heats of low alloy steels with controlled variations in 

combinations of Cu, Ni, Mn, P and other minor elements heat treated to produce mechanical properties 

and microstructures very similar to RPV plates.  
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Appendix E. Points Excluded from Fitting Sets 

Twelve points were removed from the database during the model development process, as listed by 

group below.  

E.1 Low Cu Chauvenet Outliers 

See the description of Chauvenet outlier analysis in the Introduction for information on this analysis 

technique.

• Heat FGIN02, plant Ginna, forging in capsule T (1 point),  

• Heat WFA201, plant Farley 2, weld in capsules X and Z (2 points),  

• Heat WCL101, plant Callaway 1, weld in capsule U (1 point)  

The above four points were identified as Chauvenet outliers during preliminary low-Cu modeling and 

remained Chauvenet outliers relative to the revised model. FGIN02 has the largest recorded negative shift 

(–35 F) in all the PWR data (the physical impossibility of such a large negative shift suggests a possibly 

incorrect value of unirradiated T30), and WFA201 has the lowest recorded Mo of all materials in the 

database (the Mo value was checked by a member of ASTM E10.02 and is believed to be correct). 

E.2 High-Cu Chauvenet Outliers 

• Heat PBR_01, plant Big Rock Point, plate in capsule 124 (1 point)  

This is one of the atypical BWR points, with the highest flux, fluence, and temperature of all data in 

the database (1.63 × 1012 n/cm2/s flux, 1.07 × 1020 n/cm2 fluence, 570°F). It was found to be a Chauvenet 

outlier in the preliminary amplitude study of high-Cu, high-fluence (> 2 × 1019 n/cm2) data and was 

excluded from further consideration. It could also be excluded on the basis of its unusual irradiation, 

which is well beyond the flux and fluence values expected in applications, so it is listed below as well. 

The four Chauvenet outliers identified in the NUREG/CR-6551 [1] and July 2000 [2] modeling 

efforts remained outliers relative to the revised model: 

• Heat WCK101, plant Cook 1, weld in capsules U and T (2 points) 

• Heat WSQ201, plant Sequoyah 2, weld in capsule U (1 point) 

• Heat WTM201, plant Surry 2, weld in capsule W1 (1 point)

E.3 Unusual Irradiations 

Three points in the high-Cu subset were excluded from the modeling sets because they were 

irradiated in two reactors at substantially different irradiation temperatures (Ti) or in both a PWR and a 

BWR reactor at different flux values. Since the damage accumulation varies with Ti and flux, 

representative values of Ti and flux for these three points were considered more uncertain than usual: 

• Heat PMON01, plants Monticello (BWR) and Prairie Island 1(PWR), plate in capsule W 

• Heat WTP301, plants Turkey Point 3 and Davis Besse 1, weld in capsules V and A5 

• Heat WZN101, plants Zion 1 and Davis Besse 1, weld in capsules Y and A5  

Other points irradiated in two reactors were left in the modeling datasets if the reactors were of like 

kind and similar Ti. Where small Ti variations occurred during irradiation, usually due to operating 

condition changes, a time-weighted average Ti was used. 
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As noted above, the following point can be considered both an unusual irradiation and a Chauvenet 

outlier, so it is listed in both places. 

• Heat PBR_01, plant Big Rock Point, plate in capsule 124 (1 point)  

This is one of the atypical BWR points, with the highest flux, fluence, and temperature of all data in 

the database (1.63 × 1012 n/cm2/s flux, 1.07 × 1020 n/cm2 fluence, 570°F).

E.4 References 

1. Eason, E. D., J. E. Wright, and G. R. Odette, Improved Embrittlement Correlations for Reactor 

Pressure Vessel Steels, NUREG/CR-6551, U.S. Nuclear Regulatory Commission, Washington D.C., 

1998. 

2. Kirk, M., C. Santos, E. D. Eason, J. E. Wright, and G. R. Odette, “Updated Embrittlement Trend 

Curve for Reactor Pressure Vessel Steels,” Proc. Structural Mechanics in Reactor Technology 

(SMiRT) Conference, 2003, 2003. 
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Appendix F. Residual Plots for Low-Cu and High-Cu Datasets, Baseline Model 

The plots in Figs. F.1 through F.28 are based on the following definition of residual: 

Residual = Model TTS – Measured TTS, (F-1)

which implies that a negative residual is an underestimate by the model of the actual shift. The linear 

trend of the residuals fitted by least squares is shown by a dashed line on each plot. A residual plot for a 

variable in the model that shows no significant residual slope trend, denoted “N.S.” in the legend, 

indicates that the model correctly captures the trend of the variable to first order. A similar result for a 

variable not included in the model implies that the variable would be unlikely to improve the fit 

significantly if it were added. 

The residual plots for the low-Cu data, Figs. F.1 through F.13, are based on the matarix feature (MF) term 

model, Eqs. (4-3) and (4-4). The residual plots for the high-Cu data, Figs. F.14 through F.28, are based on 

the complete model, including both MF and copper-rich–precipitate (CRP) terms, i.e., Eqs. (4-1), (4-3), 

(4-4), and (4-5). 

Appendix A

214



F-2

-100

-80

-60

-40

-20

0

20

40

60

80

100

1.E+16 1.E+17 1.E+18 1.E+19 1.E+20

Fluence, n/cm
2

P
re

d
ic

te
d

-A
c
tu

a
l 

T
T

S
, 

°F

PWR Calibration

BWR Calibration

PWR Validation

BWR Validation

Trend (N.S.)

Fig. F.1. Residuals plotted against fluence, calibration and validation 

data with Cu ≤ 0.072 wt %.  
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Fig. F.2. Residuals plotted against flux, calibration and validation data 

with Cu ≤ 0.072 wt %. 
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Fig. F.3. Residuals plotted against Ti, calibration and validation data 

with Cu ≤ 0.072 wt %. 
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Fig. F.4. Residuals plotted against time, calibration and validation data 

with Cu ≤ 0.072 wt %. 
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Fig. F.5. Residuals plotted against Mn, calibration and validation data 

with Cu ≤ 0.072 wt %. 
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Fig. F.6. Residuals plotted against P, calibration and validation data with 

Cu ≤ 0.072 wt %. 
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Fig. F.7. Residuals plotted against Ni, calibration and validation data 

with Cu ≤ 0.072 wt %. 
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Fig. F.8. Residuals plotted against Cu, calibration and validation data 

with Cu ≤ 0.072 wt %. 
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Fig. F.9. Residuals plotted against Si, calibration and validation data 

with Cu ≤ 0.072 wt %. 
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Fig. F.11. Residuals plotted against P*Mn
2.47

, calibration and validation 

data with Cu ≤ 0.072 wt %. 
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Fig. F.12. Residuals plotted against P*Ni, calibration and validation data 

with Cu ≤ 0.072 wt %. 
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Fig. F.13. Residuals plotted against Mn*Ni, calibration and validation 

data with Cu ≤ 0.072 wt %. 
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Fig. F.14. Residuals plotted against Fluence, calibration and validation 

data with Cu > 0.072 wt %. 
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Fig. F.15. Residuals plotted against Flux, calibration and validation data 

with Cu > 0.072 wt %. 

-100

-80

-60

-40

-20

0

20

40

60

80

100

520 530 540 550 560 570 580

Irradiation Temperature, Ti, °F

P
re

d
ic

te
d

-A
c
tu

a
l 
T

T
S

, °
F

PWR Calibration

BWR Calibration

PWR Validation

BWR Validation

Trend (N.S.)

Fig. F.16. Residuals plotted against Ti, calibration and validation data 

with Cu > 0.072 wt %. 
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Fig. F.17. Residuals plotted against Time, calibration and validation data 

with Cu > 0.072 wt %. 
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Fig. F.18. Residuals plotted against Mn, calibration and validation data 

with Cu > 0.072 wt %. 
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Fig. F.19. Residuals plotted against P, calibration and validation data 

with Cu > 0.072 wt %. 
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Fig. F.20. Residuals plotted against Ni, calibration and validation data 

with Cu > 0.072 wt %. 

Appendix A

224



F-12

-100

-80

-60

-40

-20

0

20

40

60

80

100

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45

Cu, wt %

M
o

d
e
l 

- 
A

c
tu

a
l 

T
T

S
, 

°F

PWR Calibration

BWR Calibration

PWR Validation

BWR Validation

Trend (N.S.)

Fig. F.21. Residuals plotted against Cu, calibration and validation data 

with Cu > 0.072 wt %. 
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Fig. F.22. Residuals plotted against Si, calibration and validation data 

with Cu > 0.072 wt %. 
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Fig. F.23. Residuals plotted against Product Form, calibration and validation data 

with Cu > 0.072 wt %. 
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Fig. F.24. Residuals plotted against P*Mn, calibration and validation 

data with Cu > 0.072 wt %. 
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Fig. F.25. Residuals plotted against P*Ni, calibration and validation data 

with Cu > 0.072 wt %. 
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Fig. F.26. Residuals plotted against Mn*Ni, calibration and validation 

data with Cu > 0.072 wt %. 
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Fig. F.27. Residuals plotted against Cue*Ni, calibration and validation 

data with Cu > 0.072 wt %. 
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Fig. F.28. Residuals plotted against Cue*Mn, calibration and validation 

data with Cu > 0.072 wt %. 
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Appendix G. Means, Standard Deviations, and Range of Chemistry Variables by Material 
Group, Surveillance Data 

The statistics in the following tables were calculated for the referenced material groups in the 

surveillance database, giving each heat in each group equal weight regardless of the number of shift 

estimates available for that heat. The number of heats used in the statistics for each sample is given by n.  

Table G.1. Low-Cu Materials 

Cu ≤ 0.072 wt % except as noted

 Mn P Ni Cu 

Forging A508 Class 2 (low Cu), n = 15

Minimum 0.5800 0.0040 0.6900 0.0100 

Mean 0.6646 0.0092 0.7321 0.0443 

Std deviation 0.0525 0.0027 0.0356 0.0175 

Maximum  0.7900 0.0140 0.8100 0.0700 

Forging A508 Class 3 (1 heat has Cu > 0.072 wt %), n = 6 

Minimum 1.2070 0.0090 0.6970 0.0460 

Mean 1.2897 0.0105 0.7290 0.0593 

Std deviation 0.0776 0.0018 0.0321 0.0105 

Maximum  1.4100 0.0130 0.7870 0.0770 

Plate A533B1 (low Cu), n = 21 

Minimum 1.1600 0.0030 0.5600 0.0290 

Mean 1.3759 0.0080 0.6079 0.0506 

Std deviation 0.1058 0.0034 0.0339 0.0124 

Maximum  1.5500 0.0140 0.6800 0.0700 

Low-Cu welds Ni ≤ 0.5 (some Linde 0091 & Linde 124), n = 19 

Minimum 1.0800 0.0030 0.0600 0.0100 

Mean 1.3372 0.0082 0.1074 0.0369 

Std deviation 0.1338 0.0035 0.0433 0.0136 

Maximum  1.5500 0.0180 0.2200 0.0700 

Low-Cu welds 0.5 < Ni < 0.75 (some Linde 80 & LW320), n = 7 

Minimum 1.4170 0.0110 0.6570 0.0220 

Mean 1.6303 0.0133 0.7091 0.0344 

Std deviation 0.2375 0.0021 0.0276 0.0088 

Maximum  1.9600 0.0170 0.7360 0.0490 

Low-Cu welds Ni ≥ 0.75 (most Linde 124, 1 has Cu > 0.072 wt %), n = 16 

Minimum 0.9370 0.0040 0.7600 0.0100 

Mean 1.3164 0.0115 0.9203 0.0397 

Std deviation 0.1692 0.0043 0.0540 0.0199 

Maximum  1.7000 0.0200 0.9730 0.0800 
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Table G.2. High-Cu Materials 
Cu > 0.072 wt %

 Mn P Ni Cu 

Forging A508 Class 2 (high Cu), n = 9 

Minimum 0.6100 0.0080 0.6700 0.0800 

Mean 0.6810 0.0141 0.7770 0.1220 

Std deviation 0.0433 0.0047 0.0635 0.0313 

Maximum  0.7250 0.0200 0.8600 0.1600 

Plate A302B and A302B1, n = 18 

Minimum 1.2626 0.0070 0.0560 0.0900 

Mean 1.3878 0.0134 0.2524 0.1400 

Std deviation 0.0585 0.0060 0.1794 0.0468 

Maximum  1.4600 0.0314 0.6300 0.2400 

Plate A302BM, n = 19 

Minimum 1.1600 0.0070 0.4410 0.0950 

Mean 1.3669 0.0111 0.5407 0.1812 

Std deviation 0.1297 0.0033 0.0571 0.0449 

Maximum  1.6450 0.0180 0.6300 0.2500 

Plate A533B1 (high Cu), n = 52 

Minimum 1.2100 0.0050 0.4810 0.0730 

Mean 1.3505 0.0108 0.5755 0.1303 

Std deviation 0.0686 0.0029 0.0616 0.0412 

Maximum  1.5000 0.0170 0.7580 0.2410 

Other high Cu welds (Ni < 0.5) (some Linde 0091, others), n = 24 

 Mn P Ni Cu 

Minimum 1.0500 0.0080 0.0440 0.0800 

Mean 1.3685 0.0144 0.1560 0.1849 

Std deviation 0.2320 0.0040 0.1113 0.0883 

Maximum  1.8200 0.0210 0.4070 0.4100 

Typical Linde 80 welds (Ni > 0.5), n = 32 

Minimum 1.2600 0.0090 0.5200 0.0800 

Mean 1.5475 0.0152 0.6073 0.2800 

Std deviation 0.1291 0.0031 0.0508 0.0624 

Maximum  1.8800 0.0220 0.7300 0.3900 

Linde 1092 welds, n = 20 

Minimum 1.1220 0.0120 0.6000 0.1550 

Mean 1.3316 0.0158 0.8689 0.2349 

Std deviation 0.1323 0.0036 0.2024 0.0610 

Maximum  1.5700 0.0240 1.2600 0.3600 
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Appendix H. Residual Plots for the Simplified Model 
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Fig. H.1. Residuals plotted against fluence, calibration and validation data with 

Cu > 0.072 wt %. 
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Fig. H.2. Residuals plotted against Flux, calibration and validation data with Cu 

> 0.072 wt %. 
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Fig. H.3. Residuals plotted against Ti, calibration and validation data with  

Cu > 0.072 wt %. 
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Fig. H.4. Residuals plotted against exposure time, calibration and validation 

data with Cu > 0.072 wt %. 
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Fig. H.5. Residuals plotted against Mn, calibration and validation data with  

Cu > 0.072 wt %. 
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Fig. H.6. Residuals plotted against P, calibration and validation data with  

Cu > 0.072 wt %. 
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Fig. H.7. Residuals plotted against Ni, calibration and validation data with  

Cu > 0.072 wt %. 
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Fig. H.8. Residuals plotted against Cu, calibration and validation data with  

Cu > 0.072 wt %. 
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Fig. H.9. Residuals plotted against Si, calibration and validation data with  

Cu > 0.072 wt %. 
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Fig. H.10. Residuals plotted against product form, calibration and validation 

data with Cu > 0.072 wt %. 
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Fig. H.11. Residuals plotted against P*Mn, calibration and validation data with  

Cu > 0.072 wt %. 
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Fig. H.12. Residuals plotted against P*Ni, calibration and validation data with  

Cu > 0.072 wt %. 
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Fig. H.13. Residuals plotted against Mn*Ni, calibration and validation data with 

Cu > 0.072 wt %. 

-100

-80

-60

-40

-20

0

20

40

60

80

100

0.0 0.1 0.2 0.3

Cue*Ni Interaction

M
o

d
e
l 

- 
A

c
tu

a
l 

T
T

S
, 

°F

PWR Calibration

BWR Calibration

PWR Validation

BWR Validation

Trend (N.S.)

Fig. H.14. Residuals plotted against Cue*Ni, calibration and validation data with 

Cu > 0.072 wt %. 
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Fig. H.15. Residuals plotted against Cue*Mn, calibration and validation data 

with Cu > 0.072 wt %. 
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1

1. EXECUTIVE SUMMARY

Irradiation embrittlement of reactor pressure vessels has been a longstanding issue

of worldwide concern in regulating nuclear power reactors operating over long periods of

planned and extended life. Embrittlement of reactor pressure vessel (RPV) steels is an

extremely complex phenomenon, whose magnitude depends on the synergistic interaction

of a large number metallurgical and irradiation variables. Irradiation embrittlement is

manifested as increases in Charpy impact and fracture toughness reference transition

temperatures. However, both of these temperature shifts primarily derive from

irradiation-induced increases in the yield and flow stress, which can be measured with

good precision using small tensile specimens. Thus the core element of the UCSB

irradiation variables (IVAR) program was to measure yield and ultimate stress changes in

a large number of RPV steels with controlled, or known, variations in key embrittlement

variables.

Specifically, the objective of the IVAR program was to develop a database on

irradiation hardening (and microstructure) that provides an accurate and high-resolution

map of the individual and combined effects of key RPV steel embrittlement variables.

These variables include: irradiation temperature (Ti), neutron flux (�), neutron fluence

(�t), the alloy chemical composition (Cu, Ni, Mn, P, C, N, Mo, Sn-As-Sb, B), heat

treatment (austenitizing, quenching, tempering, stress relief and cooling time-temperature

history conditions) and product form (submerged arc welds, plates and split melt model

alloys). A total of 57 steel alloys were irradiated in this part of the IVAR program. Other

IVAR objectives were to study key embrittlement mechanisms, to explore theoretically

predicted phenomena, like late-blooming Mn-Ni rich phases, and to develop a better

understanding of deformation and fracture micromechanics in irradiated RPV steels.

These mechanism studies included irradiations of a large number of simple model alloys;

however, since our major focus is on embrittlement of RPV steels, the model alloy results

are also not included in this report.

This document provides a compilation of yield stress (��y) and ultimate stress

(��u) change data, along with complementary information on alloy and irradiation

conditions, for a large set of commercial type and split melt model RPV steels that were

irradiated in the UCSB IVAR facility at the University of Michigan Ford Nuclear Reactor

(FNR). This is the core part of the large IVAR experimental matrix, which consists of

1537 different combinations of alloy and irradiation conditions. These data do not include

an extensive study of the effects of heat treatment on irradiation hardening and dissolved

copper content that was reported previously [1], hence, are not presented in this report.

The irradiations were carried out in low, medium and high flux (�) regimes and three

irradiation temperatures (Ti) to overlapping ranges of fluences (�t) [2,3]. The IVAR

facility was conceptually designed by UCSB and the Oak Ridge National laboratory

(ORNL) Heavy Section Steel Irradiation (HSSI) Program. The engineering design and

construction was carried out by ORNL and the facility was operated by the University of

Michigan and ORNL staff for a total of 27,650 reactor hours between 1997 and 2003.

Neutron dosimetry was based on a detailed flux map developed by ORNL for the UCSB

IVAR and adjoining ORNL Irradiation-Annealing-Reirradiation (IAR) facilities [3]. The

flux map, that was derived from three-dimensional neutron transport calculations using
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spectral adjustment procedures to fit multiple activation reaction dosimeter

measurements. The data at dosimeter locations throughout the IVAR facility was then fit

by physically motivated functions to describe the continuous spatial distribution of the

flux. The nominal flux was taken at that at the center of each specimen subcapsule. The

corresponding fluence was assumed to be the flux multiplied by the equivalent time of

reactor full power operation. We report here flux values for neutrons with energies

greater than 1 MeV (> 1MeV), but these can be translated to fluxes with other energy

thresholds, as well as to dpa [3]. The range of flux for specimen irradiations is from � 0.7

to 0.98 x 10
16

n/m
2
-s, and the corresponding fluences range from 0.01 to 3.32 x 10

23

n/m
2
. The precision of the flux and fluence estimates are estimated to be about ± 8% at

one standard deviation.

Irradiations were carried out at 270, 290 and 310°C. The temperatures in the

IVAR facility were monitored by a large number of thermocouples. Detailed heat transfer

calculations were used to design and optimize the control system algorithms to maintain

the samples at their target temperatures by increasing or decreasing the power to a large

number of resistance heaters distributed throughout the IVAR facility [2]. Sensitivity

studies indicated the specimen temperatures were maintained within a few degrees of

their target values, except for one brief overpower transient. The overall uncertainty in

the specimen temperatures is estimated to be about ± 5°C at one standard deviation.

Various subsets of the RPV steels were irradiated to total of 40 different �-�t-Ti capsule

irradiation conditions.

Irradiations were carried out on a set of commercial type steels that included 13

commercial type submerged arc welds (SAW) and 3 base metals. A total of 41 split melt

model steels (SMMS) were used to provide systematic and controlled variations in key

elements such as Cu, Ni, Mn and P. While the SMMS are small heat model alloys, they

were processed to produce microstuctures and mechanical properties that are very similar

to those found in actual RPV steels. The SMMS composition matrix also provided a basis

for assessing synergisms between the composition variables, such as the effect of

Ni-Mn-Cu interactions. The welds and plates were irradiated in the as-received condition.

The SMMS were given an austenitize, quench or normalize, temper, stress relieve and

cool heat treatment, either in billet sections or equivalent stack-ups of coupons. The

SMMS from the LV series were air quenched (normalized) and air cooled after the final

stress relief. Those from the CM-series were salt bath quenched and cooled to 300°C at a

rate of 8°C per hour following the final stress relief. Two alloys in the base CM and LV

matrix were irradiated in the as tempered condition.

Post irradiation tests were carried out on sub-sized dog-bone shaped coupon

tensile specimens. The tensile specimens were fabricated by precision die punching 0.5

mm thick coupons. The coupons were cut from sections of weld and plate, and for the

SMMS alloys from forged or hot rolled billets. The tensile specimens held in magazine

cartridges containing 29 individual lower loading fixtures, for positioning on a semi

automated computer controlled load frame. The tensile tests were carried out at ambient

temperature at a strain rate of � 10
-3

/s. The load-extension data (mostly, but not entirely

digital) was converted to engineering stress strain data based on cross section area

measurements on each specimen. The data presented in this report are based on

measurements of the 0.2% offset yield stress (�y) and the ultimate tensile stress (�u) at
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maximum load. Two standard reference material specimens were included in each test

cartridge to assure high precision in all measurements. In almost all cases the irradiated

�yi and �ui were based on the average of multiple tests. The normal ± one standard

deviation (SD) uncertainty was determined for each set of specimens in this case. In the

few cases, with only one test, no SD uncertainty could be assigned. The average one SD

of the measured �y and �u were ±11.8 MPa and ±13.5 MPa, respectively.

The irradiation induced changes in the yield stress (��y) and ultimate tensile

stress (��u) data were taken as the difference between the irradiated �yi and �ui and

unirradiated control values of �yu and �uu, respectively. In most cases, the data

unirradiated �yu and �uu were based on the overall average of multiple tests on a large

number (typically 8 to 20) of the as-processed control specimens. However, in some

cases there were significant specimen group to-group variations in �yu and �uu. This is

believed to be primarily due to compositional, microstructural, heat treatment

time-temperature history and specimen punching variations for different billet-coupon

locations. In order to minimize the effects of such variations, all irradiated specimens

could be traced to particular billet and coupon location. In those cases when the

variability was significant, the irradiated specimens were paired with groups of

unirradiated controls that were taken from nearby billet-coupon locations that showed

similar behavior. Microhardness maps were also used to assess property gradients within

and between the coupons, as well as on selected specimens. While tedious, this approach

to grouping data was effective in reducing the scatter in the ��y and ��u.

Since the main objective of this program was to provide a comprehensive map of

the effects of combinations of material and metallurgical variables on the irradiation

hardening of RPV steels, the significance of uncertainties in any individual ��y data

point is greatly reduced compared to typical cases involving only a few materials and

irradiation conditions. The database provides an overall “image” or “map” of irradiation

hardening behavior, that can be viewed from a wide variety of perspectives, by taking

various cross cuts though embrittlement variable space. The cross cuts show smooth and

systematic variations in hardening as a function of different variables, as well as similar

behavior for alloys with similar compositions. Thus there is a very large effective

multiplicity in the IVAR database. Given the massive amount of data, extracting key

trends is best done by the use of physically based models. Such a model-based analysis

was carried out to assess the synergistic effects of flux, fluence and composition [4].

Another recent analysis compared the IVAR database to predictions of a transition

temperature shift model fit to the power reactor surveillance database [5].

2. EXPERIMENTAL AND DATA REDUCTION PROCEDURES

2.1 Description of the IVAR Facility

UCSB and ORNL researchers collaborated in the conceptual design of the IVAR

facility. The detailed engineering design and construction was carried out by ORNL and

the facility was operated by ORNL and the University of Michigan staff for a total of

27,650 reactor hours between 1997and 2003. Note the following sections borrow

information and figures from two detailed ORNL reports on the thermal analysis [2] and
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flux mapping [3] of the IVAR facility. As shown in Figure 1a, the IVAR facility was

located on the east face of the FNR core, in a cage-like assembly, along with the two

other HSSI facilities IAR-1 and IAR-2. The front plate of the assembly acted as a thermal

shield to attenuate gamma fluxes, thus reducing heating in the specimens. Measurements

taken in the high flux region of the IVAR facility showed the gamma heating resulted in

maximum temperatures below 150°C [2]. The specimen target temperatures were

achieved by activating an array of resistive heaters coupled with a large number of

thermocouples, and an automatic control system that are described below. As shown in
Figure 1a, the IVAR and HSSI IAR facilities were mounted on a movable carriage riding
on a rail track. This allowed them to be moved to the fixed position at the core face
during irradiation, and then moved to a retracted to a position at the end of an irradiation
cycle. The facility insertions and retractions were carried out while the reactor operated at

full power, with the specimens pre-heated to 90% of their target temperature, greatly

minimizing normal start-up and shutdown thermal transients. The entire facility was

surrounded by a boral shield that reduced thermal neutron fluxes and, hence, the

corresponding radioactivity levels of the samples, by about a factor of 10. The separate

high-flux (HF) and intermediate/low-flux (IF/LF) regions are also shown in Figure 1b.

The HF and IF/LF regions are shown more clearly in the perspective drawing in

Figure 2 and in the elevation view in Figure 3. The HF specimen basket section is about

63 cm high by 6 cm wide by 4 cm deep. The high flux section accommodated a vertical

stack up of nine 50.8 x 50.8 x 12.7 mm specimen subcapsules that were 1 subcapsule

wide and 2 subcapsules deep in the horizontal plane. Thus there were a total of 18 full

size high flux capsules. There were 2 capsules in both the 270 and 310°C zones and 10

capsules in the 290°C zone. The temperature zones were separated by approximately 2.5

cm gas insulating gaps. The sub-capsule holder basket and housing assembly were made

out of stainless steel to minimize heat conduction. The IF/LF specimen basket is 37 cm

high, 6 cm wide and 16 cm deep. This accommodates a total vertical stack-up of 4

capsules that is 1 capsule wide and 10 capsule thicknesses deep. The IF/LF specimen

basket contained 9 full sub-capsules at both 270°C and 310°C, and 18 at 290°C. There is

also space for 4 half-size specimen packets in the IF/LF portion of the facility opposite a

thermocouple blade, which is located in the center of the IF basket. A map of the location

of the 58 sub-capsule locations is shown in Figure 3.

As is also shown in Figure 2, both the HF and IF/LF specimen baskets were

positioned at the bottom of a 6061aluminum sealed thimble that extended to above the

top of the reactor pool. The capsule baskets were suspended in position by a cable

attached to the shield plug. A low positive pressure helium purge provided for good heat

transfer as well as corrosion-oxidation protection. The gas flow was continuously

monitored for moisture.

The basic FNR operation cycle involved 12-day irradiation cycles separated by 4-day

maintenance and fueling shutdown periods. The subcapsules were inserted and removed,

as needed, during the scheduled reactor shutdown periods. This was accomplished by

using a transfer cask to move the entire irradiation shied plug and basket assembly to a

nearby hot cell for removal and insertion of the specimen subcapsules, which are

described in more detail below. The subcapsules were made of 6061 aluminum. Dummy

capsule was used to provide a stable neutronic environment when the location was not
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occupied by an actual specimen subcapsule. These dummy subcapsules contained masses

of steel and aluminum typical of those for a specimen subcapsules.

Figure 1a. IVAR and IAR irradiation facility at the east face of the FNR [2].

Figure1b. Cross section view through the IVAR facility at the FNR core midplane [2].
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Figure 2. Perspective views of the IVAR facility [2].
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Figure 3 Elevation side view of the IVAR HF and IF/LF facility with the code

specifying the subcapsule positions [2]. The boxes show the locations of the dosimeters

used in the flux mapping study [3].
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2.2 Temperature Monitoring and Control

The thermal analysis and design of the IVAR facility is described in detail in an

ORNL report [2]. The main conclusions from that report are summarized here. Since the

gamma heating is low, the target specimen temperatures were achieved by controlling the

current through 50 electrical resistance heaters, permanently located in 25 separate heater

zones in the specimen basket housing, as shown in Figure 4. There were 11 heater zones

in the HF housing and 14 heater zones in the IF/LF housing. Temperatures were

monitored by 49 permanent thermocouples (28 in HF housing, while 21 in MF/LF).

Some of the thermocouples in the IF zone were positioned in blades that ended at the

center of the capsule locations.

Heater and thermocouple locations that optimized the temperature distribution

throughout both sections of the facility were determined by extensive three-dimensional

finite element (FE) heat transfer calculations using the ORNL-in house HEATIG7.2 code

[2]. This thermal model incorporated details of the as-built facility configuration. The
analysis considered thermal expansion of various components, and modeled the details of
the specimen packet and heater plate/thermocouple regions to relate the thermocouple to
the specimen temperatures. The analysis included nuclear heating derived from the full
neutron field characterization described in the following section. To improve the assumed
distribution of nuclear heating in the models, a pre-irradiation experiment was performed
in which the facility was placed against the reactor face with no electrical heating. The
thermocouple readings for this test were compared to predictions of the thermal model.
The assumed nuclear heating distribution was then adjusted to achieve the best match
with the thermocouple data. The root mean square deviation between the calculated and
observed thermocouple readings was 0.8°C. The control set-point target temperature of
all the thermocouples were extracted from the thermal model based on the condition that
all the specimen packets were within the desired temperature ranges.

Additional analyses, including more detailed models of the specimen packets, were
performed using the optimized temperature control algorithm showed that even with to
50% reductions in either thermal conductivity or nuclear heat generation (separately), the
specimen temperatures were maintained within ±5°C. The predictions of the thermal

models were also consistent with measurements by thermocouples attached directly to the

specimens in the adjoining IAR facilities [2]. Since the complex heat transfer paths were

primarily though the capsule holder, basket assembly and capsules, the small amount of

gamma heating itself has little local effect on the temperatures of the specimens

themselves, although those in the capsule center might run up to a few °C higher than the

ones on the front and back bottom. However, given the random positioning, and high

effective multiplicity, the specimens for a given alloy, such a small potential temperature

variation would have little effect on conclusions derived from an analysis of the IVAR

database.

Actual operation and monitoring was performed through a supervisory control and

data acquisition (SCADA) system, which consists of the main control computer (SCADA

node), electronic heater controllers, electronic flow controllers, and moisture monitoring

sensors with a man-machine interface that was remotely accessible at all times. The
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Figure 4 Locations of heater zones in IVAR facility [2]
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IVAR SCADA and the SCADA node and those that controlled the HSSI-IAR facilities

served as backups for one another. Except for one 45 hour period, related to weather

induced power outages, when temperatures in a few locations rose up to 35°C above the

setpoints, the temperature control was outstanding. The transient occurred early in the

irradiation program (in March after a January start-up) and showed no discernable effects

when comparing data that did and did not experience the transient.

Figures 5 (HF) and 6 (MF/LF) show that all the thermocouples operated within

±3°C of their target temperatures. Figure 7, shows the stability of temperatures measured

by thermocouples 6, 32, and 46, located in three temperature regions of the facility,

during a 10-day period in March, 1999. Figure 8 shows a corresponding expanded view

for a 60 min period, demonstrating a short time temperature variation less than 1°C. The

average standard deviation of the thermocouple temperatures was about ±3°C around

their set point. Alarms were set at ±5°C.

2.3 Dosimetry

This section briefly summarizes the characterization of the neutron field in the IVAR
facility carried out by ORNL HSSI program [3]. The characterization consisted of
neutron transport calculations, measurements using radiometric monitors and
determination of best-estimate irradiation parameters. The best estimates of neutron
fluxes were obtained by performing least-squares adjustments of the calculated
multi-group neutron spectra based on measured specific activities, or reaction rates, from
a large set of radiometric monitors. More detailed information is available in a
comprehensive ORNL HSSI dosimetry report [3].

Figure 9 shows a top view of the coordinate system used in the dosimetry study. The

vertical origin is at the reactor midplane (z = 0) and the horizontal origin is at the center

of the IVAR capsule (x = 0) and the just inside of the thermal shield (y = 0). Two types of
neutron dosimeters were used in the experiments: bare Fe, Ni, and Al-0.100%Co gradient
wires; and fission radiometric dosimeter sets (FRDs). After irradiation the long gradient
wires, often spanning the entire specimen region, were finely sectioned and counted to give a
high-resolution map of flux variations with position. The standard FRD contained Co, Fe,
Ni, Ti, and Cu wires, as well as NpO2 and UO2. The NpO2 and UO2 dosimeters were
encapsulated in vanadium. The FRDs were located in a 0.89-mm thick gadolinium vials to
attenuate thermal neutrons and sealed inside stainless steel tubes. Prior to the initiation of

the specimen irradiations, 16 Fe, Ni and Co dosimetry wire sets and 7 FRDs were

optimally distributed throughout the IVAR volume and irradiated for 437 full reactor

power h. The activation reactions used in the dosimetry for IVAR are summarized in

Table 1. The locations of the dosimeter packets are shown in Fig. 3.
The neutron transport calculations were performed with the 3-D TORT code, which

was developed for modeling complex geometries and large flux gradients that are
characteristic of the IVAR and IAR facilities. The reactor and the HSSI/UCSB capsules
were modeled as two separate neutronic regions, using the TORT discontinuous mesh
option as is shown in Figure 10. A total of 540,400 space cells (10,808 cells horizontally
and 50 planes vertically) formed 217 rectangular "bodies" and 53 material zones. The
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Figure 5 The temperature distribution in the HF region of the HSSI-UCSB facility [2]
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Figure 6 The temperature distribution in the MF/LF region of the HSSI-UCSB facility[2].

Half sized subcapsules were used in

this location to accommodate a

thermocouple blade assembly which

monitored the temperatures along the

centerline of the capsule locations.
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Figure 7 Temperature plots for three thermocouples (one from each temperature zone) in
the IVAR facility for a partial-cycle of reactor operation showing excellent temperature
control [2].

Figure 8 Temperature plots for two thermocouples (same temperature zone) in the IVAR
facility for 80 minutes, demonstrating excellent temperature stability and control [2].
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Figure 9 Horizontal cross section of the IVAR and IAR facilities, showing the flux map
coordinate system [3].
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Table 1 Nuclear Reactions Used in the ORNL Reaction Rate Measurements

Reaction Dosimeter type

46
Ti (n,p) 46Sc FRDs

54
Fe (n,p)

54
Mn Gradient wires, FRDs

58
Fe (n,�)

59
Fe Gradient wires

59
Co (n, �)

60
Co FRDs

58
Ni (n,p)

58
Co Gradient wires, FRDs

63
Cu (n,�)

60
Co FRDs

237
Np (n,f)

95
Zr FRDs

237
Np (n,f)

103
Ru FRDs

237
Np (n,f)

141
Ce FRDs

238
U (n,f)

95
Zr FRDs

238
U (n,f)

103
Ru FRDs

238
U (n,f)

141
Ce FRDs

Figure 10 Schematic drawing of the major parts of the TORT geometry model for the
neutron transport calculation of the HSSI/UCSB irradiation facilities. The large box
region on the left is the FNR core. The irradiation capsules are on the right [3].
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Table 2 Threshold � and dpa Spatial Variation Fit Constants [3]

Et (MeV) Region A Bx xo Bz zo �

(cm-2s-1) (cm-1) (cm) (cm-1) (cm) (cm-1)
1 HF 2.520 0.0058 -6.066 0.03976 -0.2434 0.1598

MF/LF 2.389 0.04360 -1.6090 0.1486
All 2.464 0.05863 -5.919 0.03952 -0.3017 0.1550

0.5 HF 3.750 0.05689 -6.218 0.04001 -0.3986 0.1401
MF/LF 4.026 0.04422 -1.5290 0.1451

All 3.724 0.05706 -6.175 0.03969 -0.4604 0.1384

0.1 HF 5.487 0.05752 -5.963 0.04015 -0.6028 0.1285
MF/LF 6.371 0.04543 -1.6410 0.1413

All 5.472 0.0574 -6.008 0.03978 -0.6728 0.1283

dpa HF 3.516 0.05738 -6.124 0.03984 -0.3932 0.1494
MF/LF 3.543 0.04453 -1.5740 0.1454

All 3.451 0.05788 -6.005 0.03957 -0.4556 0.1457

Units: A (cm
2
/s), By (cm

-1
), xo (cm); Bz (cm

-1
), zo (cm), � (cm

-1
)

Table 3 Comparisons of Capsule Dosimeter and ORNL Flux Map Results

Capsule - � C1/HF � X?/MF � X?/LF �

Final ORNL flux map 9.7 x 10
15

3.2 x 10
15

7.0 x 10
14

NIST subcapsule dosimetry 9.7 x 10
15

3.4 x 10
15

6.0 x 10
14

Units: � (n/m
2
-s)
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calculation was performed in 47 energy groups using the modified SAILOR library
cross-sections, including the P approximation to the anisotropic angular scattering
dependence and a S directional quadrature set. The transport model used a neutron source
determined for the FNR power distribution over three core cycles.

The calculated 47-group (j) neutron energy (Ej) spectrum, �(x,y,z,j) were used along

with ENDF-B energy dependent reaction cross sections, �i(Ej), to determine spectral

averaged cross sections, <�i(x,y,z)>t for neutron with energies greater than a specified

threshold energy, Ej > Ek, taken as 0.1, 0.5 and 1 MeV, for the various nuclear reactions

(i) at the (x,y,z) locations of the dosimeter sets. The spectral averaged reaction cross

sections are given by

<�i(x,y,z)>k = �j�k�(x,y,z,j)�i(j)/�j�k�(x,y,z,j) (1)

The total flux at x,y,z greater than Et, �k(x,y,z) is

�k(x,y,z) = �j�k �(x,y,z,j) (2)

The reaction rates are related to the threshold fluxes and cross sections as

Ri(x,y,z) = <�i(x,y,z)>k�k(x,y,z) (3)

Measured to calculated Ri(x,y,z) ratios were used to determine the best-estimate �k(x,y,z)
at the dosimeter locations. The LSL-M2 code iteratively adjusted the flux spectrum
�(x,y,z,j), and corresponding <�i(x,y,z)>k, at the location of each dosimeter set to a least
square convergence between all the calculated and measured Ri(x,y,z). A smooth
�k(x,y,z) spatial flux function was then least square is fit to the �k(x,y,z) data points as

�k(x,y,z) = A cos [Bx(x-x0)] cos [Bz(z-z0)] exp (-�y) (4)

A total of 256 reaction rates at 129 locations in all three irradiation facilities were

used to adjust the calculated neutron fluxes. In addition to the threshold fluxes, the

�(x,y,z,k) were used to calculate the displacement per atom (dpa) rate in iron using

American Society for Testing and Materials (ASTM) E-693 dpa cross sections [6]. The

least square fit constants A, Bx, x0, Bz, z0, and � are summarized in Table 2. They were

used to calculate the flux (or dpa) at the centers of each subcapsule. The horizontal

isoflux profiles at the reactor midplane are shown in Figure 11a. The corresponding axial

flux profiles at the centers of the HF, IF and LF are shown in Figure 11b.

In addition to IVAR flux map provided by ORNL, Ni and Fe dosimetry wires were

included in all of the IVAR subcapsules. However, only three sets of these were actually

counted and analyzed to compare to the ORNL flux map. The activity measurements and

analysis were provided by the National Institute of Standards and Technology (NIST) for

wires located in the HF, MF and LF regions along the IVAR centerline extending from

the reactor core. The results, that are summarized in Table 3, show that the NIST

subcapsule flux measurements agree very well with the ORNL flux map. The average

deviation from the mean value is ±3.6%.

The fluence for each capsule, m, was taken as the product of flux at its center at �tkm =
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�k(xm,ym,zm) and the capsule full power irradiation time, tm,

�tkm = �kmtm (5)

Table 4 summarizes the �km andf �tkm for E > 1 MeV for all 40 IVAR capsules that

provided data included in this report.

Fig. 11a Isoflux contours (E > 1 MeV) for the IVAR and IAR at the reactor midplane [3].
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Fig. 11b Vertical isoflux contours (E > 1 MeV) at the center of IVAR facility.
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Table 4 IVAR Capsule Irradiation Conditions

Capsule �-category � �t Ti

T1 HF 0.78 0.07 290
T2 HF 0.78 0.18 290
T3 HF 0.78 0.34 290
T4 HF 0.97 0.75 290
T5 HF 0.78 1.36 290
T6 HF 0.97 3.32 290
T7 HF 0.92 0.38 270
T8 HF 0.92 1.52 270
T9 HF 0.98 0.40 310

T10 HF 0.98 1.47 310
T11 MF 0.26 0.04 290
T12 MF 0.32 0.10 290
T13 MF 0.31 0.24 290
T14 MF 0.32 0.48 290
T15 MF 0.26 0.85 290
T16 MF 0.30 1.57 290
T17 MF 0.25 0.43 270
T18 MF 0.36 1.71 270
T19 MF 0.23 0.40 310
T20 MF 0.34 1.60 310
T21 LF 0.10 0.03 290
T22 LF 0.10 0.11 290
T23 LF 0.08 0.24 290
T24 LF 0.08 0.40 290
T25 LF 0.08 0.26 270
T26 LF 0.12 0.41 270
T27 LF 0.07 0.24 310
T28 LF 0.11 0.38 310
T29 HF 0.89 0.44 290
T30 LF 0.07 0.02 290
T31 HF 0.72 0.06 290
T32 MF 0.26 0.02 290
VT1 MF 0.21 0.84 270/290
VT2 MF 0.21 0.84 290/270
SR1 HF 0.97 0.85 290
A1 LF 0.07 0.01 290
A2 LF 0.07 0.01 290
A3 LF 0.07 0.02 290
A4 LF 0.07 0.03 290
A5 HF 0.51 0.04 290

Units: �(1016n/m2-s), �t(1023n/m2), Ti(°C)
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2.4 RPV Steel Alloys

The large set of RPV steels investigated in the IVAR program were classified in three

general groups:

1. CM-Series SMMS: A set of 31 complex A533B-type split-melt bainitic low alloy

steels with composition variants to evaluate the effects of various combinations of Cu

(0.0 to 0.8%), Ni (0.0 to 1.6%), Mn (0 to 1.6%) and P (0.005 to 0.040%). The

compositions given in the text are nominal. The measured compositions, in weight

percent, unless otherwise stated, and heat treatments are shown in Table 5. A total of

31 variants around a base composition were used to evaluate the effects of: a)

combinations of Cu (0.0 to 0.8%), Ni (0.0 to 1.6%), Mn (0 to 1.6%) and P (0.005 to

0.040%) contents; and, b) single variable modifications of Mo, N, C, B and As + Sn +

Sb contents. All 31 alloys nominally contained 0.15%C, 0.005%Al and 0.25%Si. The

alloys were fabricated by Sheffield University in collaboration with AEA

Technology, Harwell and UCSB. They were melted and re-melted in final

(approximately) 10-kg ingots followed by hot forging to 18 mm plate. The alloys

received a baseline heat treatment consisting of: austenitize at 900°C for 0.5h; salt

bath quench to 450°C with a 10 min hold; air cool; temper at 660°C for 4h: air cool;

stress relief anneal at 607˚C for 24 h; and programmed cool at 8˚C/h to 300˚C; and air

cool. This will be referred to as the standard stress relief (SSR) heat treatment. The

SSR yielded prior austenite grain sizes averaging about 50 �m and microstructures

ranging from tempered bainite (most CM alloys) to mixed tempered ferrite-bainite.

Banding was observed in some alloys. The unirradiated yield stress of the CM-series

alloys varied from about 385 to 495MPa, with an average �y � 470 MPa.

2. LV-Series SMMS: A second set of 10 complex A533-type split-melt bainitic steels

was also used to evaluate the effects of systematic variations in Cu and Ni content.

The compositions and heat treatments are also shown in Table 6. The LV-series

alloys were fabricated to UCSB specifications by CANMET and supplied by MRK

associates. They were melted and remelted in final (approximately) 20-kg ingots

hot-rolled to 27-mm plate. The LV-series alloys contain about 1.4%Mn versus a base

composition of 1.6%Mn for the CM-series. The baseline heat treatment for the alloys

was as follows: austenitize at 900°C for 1 h; air quench (normalize); temper at 664°C

for 4 h; air cool; stress relieve at 600°C for 40 h, furnace cool to 300°C; air cool. The

microstructures and unirradiated properties of the LV-series and CM-series alloys are

very similar. The LV-series steels have been irradiated in previous programs at a

variety of conditions, primarily around 300°C, as summarized in more detail

elsewhere [7]. The unirradiated yield stress of the LV-series alloys varied from about

470 to 550MPa, with an average �y � 500 MPa

3. CWP-Series Welds and Plates: A set of 16 commercial-type welds (13) and base
metals (3) was used to link the IVAR results to irradiated tensile and fracture
property data for many of these steels from other programs, including surveillance
data in some cases. The compositions and heat treatments are given in Table 7. This
information was taken from the literature, or based on documentation provided by
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Table 5 CM-Series Alloys Chemistries and Heat Treatment

Alloy Cu Ni Mn Cr Mo P C Si S Notes

CM1 0.01 0.01 1.67 0.04 0.56 0.003 0.13 0.15 0.004

CM2 0.01 0.01 1.65 0.04 0.56 0.041 0.14 0.16 0.004

CM3 0.02 0.85 1.60 0.05 0.49 0.006 0.13 0.16 0.000

CM4 0.02 0.86 1.53 0.05 0.55 0.031 0.16 0.16 0.003

CM5 0.02 0.86 1.61 0.04 0.53 0.050 0.15 0.16 0.000

CM6 0.02 1.68 1.50 0.05 0.54 0.007 0.15 0.17 0.003

CM7 0.00 1.70 1.55 0.05 0.56 0.047 0.16 0.17 0.003

CM8 0.01 0.86 0.01 0.04 0.55 0.004 0.13 0.14 0.002

CM9 0.01 0.86 0.85 0.04 0.55 0.003 0.15 0.15 0.003

CM10 0.02 0.88 1.66 0.05 0.53 0.008 0.16 0.17 0.004

CM11 0.34 0.85 1.64 0.02 0.53 0.006 0.15 0.18 0.003

CM12 0.86 0.84 1.65 0.02 0.51 0.006 0.15 0.17 0.003

CM13 0.11 0.83 1.61 0.00 0.51 0.004 0.15 0.16 0.000

CM14 0.11 0.83 1.62 0.00 0.52 0.040 0.16 0.17 0.000

CM15 0.22 0.02 1.59 0.02 0.58 0.002 0.14 0.15 0.003

CM16 0.22 0.82 1.58 0.00 0.51 0.004 0.16 0.25 0.000

CM17 0.22 1.59 1.54 0.00 0.50 0.004 0.16 0.25 0.000

CM18 0.43 0.02 1.70 0.02 0.56 0.002 0.14 0.15 0.003

CM19 0.42 0.85 1.63 0.01 0.51 0.005 0.16 0.16 0.003

CM20 0.43 1.69 1.63 0.02 0.50 0.006 0.16 0.16 0.003

CM21 0.42 0.84 0.01 0.02 0.58 0.002 0.14 0.14 0.003

CM22 0.42 0.84 0.84 0.02 0.56 0.002 0.14 0.14 0.003

CM23 0.01 0.83 1.62 0.04 0.55 0.002 0.26 0.15 0.003

CM24 0.02 0.87 1.65 0.05 0.52 0.006 0.34 0.15 0.003

CM25 0.01 0.87 1.53 0.05 0.52 0.003 0.14 0.17 0.002 200 appmN

CM26 0.01 0.87 1.66 0.05 0.52 0.006 0.16 0.17 0.003 0.02%Sn+As+Sb

CM27 0.01 0.84 1.60 0.05 0.51 0.002 0.16 0.16 0.003 10 ppmB

CM28 0.42 0.84 1.60 0.02 0.51 0.002 0.16 0.17 0.003 10 ppmB

CM29 0.21 0.02 1.68 0.02 0.02 0.002 0.14 0.14 0.003

CM30 0.22 0.85 1.64 0.42 0.50 0.006 0.16 0.16 0.003

CM31 0.01 0.86 1.65 0.05 0.51 0.006 0.16 0.17 0.003

Compositions in weight %; Other common elements (otherwise noted):  N < 50 ppm. Sn/As/Sb � 0.005,  Al �
0.01 to 0.03%, B < 1ppm; Heat treatment for CM alloys: austenitize 900°C 30 min/ salt quench 450°C 10 min/ 
temper 660°C 4hrs air cool/ stress relief 60
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Table 6 LV-Series Alloys Chemistries and Heat Treatments

Alloy Cu Ni Mn Mo P C Si S

LA 0.40 0.00 1.37 0.55 0.005 0.14 0.22 �0.015

LB 0.40 0.18 1.35 0.55 0.005 0.14 0.22 �0.015

LC 0.41 0.86 1.44 0.55 0.005 0.14 0.23 �0.015

LD 0.38 1.25 1.38 0.55 0.005 0.19 0.23 �0.015

LG 0.00 0.74 1.37 0.55 0.005 0.16 0.22 �0.015

LH 0.11 0.74 1.39 0.55 0.005 0.16 0.24 �0.015

LI 0.20 0.74 1.37 0.55 0.005 0.16 0.24 �0.015

LJ 0.42 0.81 1.34 0.55 0.005 0.16 0.13 �0.015

LK 0.80 0.81 1.13 0.55 0.005 0.13 0.13 �0.015

LO 0.41 0.86 1.44 0.55 0.005 0.14 0.23 �0.015

Compositions in weight %; Heat treatment for L alloys: austenitized 900�C/1h; air cool; temper 
664ºC/4h; air cool; stress relieved at  600ºC/40h; furnace cooled to 300ºC; air cooled. wth the 
exception of LO, which was not stress relieved after tempering

Table 7 CWP-Series Alloys Chemistry and Heat Treatment

Alloy Cu Ni Mn Cr Mo P C Si S HT

A 0.21 0.63 1.69 0.14 0.40 0.014 0.08 0.45 0.013 1

B 0.28 0.69 1.63 0.10 0.40 0.018 0.09 0.54 0.009 2

C 0.06 0.62 1.30 0.08 0.31 0.009 0.08 0.37 0.010 3

62W 0.23 0.60 1.61 0.12 0.39 0.020 0.08 0.59 0.007 4

63W 0.3 0.69 1.65 0.10 0.43 0.016 0.10 0.63 0.011 5

65W 0.22 0.60 1.45 0.09 0.39 0.015 0.08 0.48 0.015 6

67W 0.27 0.69 1.44 0.09 0.39 0.011 0.08 0.50 0.012 7

73W 0.31 0.60 1.56 0.25 0.58 0.005 0.10 0.45 0.005 8

MW 0.27 0.57 1.61 0.10 0.41 0.017 0.08 0.62 0.007 9

HSST02 0.14 0.67 1.55 0.04 0.53 0.009 0.23 0.20 0.014 10

A302B 0.14 0.20 1.20 0.24 0.60 0.015 0.21 0.28 0.017 11

JRQ 0.14 0.82 1.40 0.12 0.50 0.019 0.18 0.25 0.004 12

RWP 0.04 1.65 1.43 0.05 0.39 0.011 0.06 0.50 0.005 13

RWG 0.24 1.71 1.21 0.09 0.35 0.008 0.04 0.60 0.007 13

RWV 0.56 1.66 1.36 0.05 0.41 0.010 0.04 0.38 0.010 13

EPRI C 0.35 0.60 1.55 0.04 0.44 0.005 0.16 0.17 0.009 14

* Compositions in weight %; Heat Treatments: 1. SAW SR 607˚C for 15 h, furnace cooled; 2. SAW SR 
607˚C for 23 h, furnace cooled; 3. SAW SR 607˚C for 13.5 h, furnace cooled; 4. SAW SR 593-621˚C 
for 48h, slow cooled; 5. SAW SR 48 h at 593-621˚C, slow cooled; 6. SAW SR 80 h at 593-621; 7. 
PWHT, 607˚C for 15 h, furnace cool; 8.  PWHT 607˚C, 40h; 9 PWHT 607˚C, 22.5h; 10. Austenitized 
913°C 4h/air cool/Austenitized 871°C 4h/air cool/ Temper 663°C 4h/air cool/Stress rel. 621°C 
40h/furnace cool; 11. Normalized and  tempered; 927°C 6.5h/water quench/885°C 6.5h/water 
quench/649°C 6.5h/water quench/607°C 6.5 h/furnace cool; 12.Normalized @ 900°C, quenched @ 
880°C, tempered at 665˚C for 12 h, SR at 620˚C 40h; 13. Austenitized 920˚C, water quench; tempered
600˚C, 42 h, 650°C, 6h;  slow cooled; 14. SAW, PWHT 620˚C, 50h
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the supplier. The CWP series consists of: a) three intermediate � 0.6% Ni
submerged arc welds (SAW) provided by Babcock and Wilcox (BWA, B and C)
with from � 0.06 to 0.28% Cu; b) a set of 6 intermediate � 0.6% Ni SAW
(62W-73W and MW) with from � 0.2 to 0.35% Cu supplied by the ORNL HSSI
program; c) three high 1.6%Ni SAW with 0.04 to 0.55% Cu supplied by Rolls
Royce; d) an intermediate 0.6% Ni SAW used in previous EPRI-sponsored research
programs [7] with about 0.35% Cu; e) the intermediate � 0.67% Ni HSST-02 A533B
correlation monitor plate with � 0.14% Cu; f) a low � 0.27Ni, 0.15% Cu A302 plate
supplied by the ORNL HSSI program; and, g) the intermediate Ni (� 0.8%)
International Atomic Energy Agency (IAEA) JRQ reference plate with � 0.14% Cu.

Note, he use of SMMS was specifically intended to provide precise and controlled

variations in key compositional variables and variable combinations. The SMMS baseline

composition, fabrication route, and heat treatment schedule were selected to produce

microstructures and mechanical properties that closely match those found in “typical”

RPV plates. Thus, the SMMS are similar to their commercial counterparts, except that:

(a) they are likely to exhibit less melt-to-melt variability than is characteristic of the wide

range of heavy section RPV plates; and (b) the variation of key elements is intentionally

wider than in typical commercial steelmaking practice in order to identify variable trends

and interactions.

2.5 Heat Treatments and Specimen Preparation

The coupon tensile specimens shown in Figure 12, with a gage section 9 mm x 2 mm

x 0.5 mm, were prepared by precision die punching the heat treated coupons precision

lapped to 0.5±0.005 mm thick. Punching and tensile testing a calibration alloy after about

every 500 IVAR specimens had been punched was used to monitor the quality of the die.

The ductility of the annealed 316 stainless sheet calibration alloy was very sensitive to

the die quality. When a reduction of ductility was observed, the die assembly was sent to

the fabricator for sharpening. This was done several times during the specimen

fabrication process.

Tensile specimen fabrication from the CM alloy material involved the procedure

shown in Figure 13a. Segments were cut from the as-forged billets and 2mm of surface

material was removed from each face. Then the remaining material was EDM sliced into

0.7 mm thick, 70 mm by 35 mm wafers. A stack of four wafers was clamped between

two ground 6 mm steel plates. This assembly was placed in a positive pressure helium

purged retort furnace at 900°C for 30 minutes. The assembly was then immediately

transferred to an adjacent sodium nitrite salt quenching bath at 450°C for 10 minutes,

then allowed to air cool. The clamped wafers were then tempered at 664°C for 4 hrs in

another positive pressure helium purged retort furnace and air-cooled. The wafers were

then commercially precision lapped to a 0.5mm thickness. Tensile specimens were

punched in T orientation from the lapped wafers and the end tabs engraved with codes

indicating the wafer they were taken from and their location in that wafer. The tensile

specimens were then stress relieved in a third positive pressure helium purged retort
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furnace at 607°C for 24 hours, followed by slow cooling at 8°C per hour to 300°C and

subsequent air cooling.

In the case of the LV alloys, the billets were sectioned and heat-treated intact. After the

air quench-normalization, temper and stress relief treatments in positive pressure helium

purged retort furnaces described previously, wafers 0.7mm thick were EDM and lapped

to 5 mm thickness prior to punching tensile specimens. This procedure produced very

uniform unirradiated tensile properties in the LV-series alloys. In the case of the

commercial weld and plate alloys, CWP, specimens were fabricated from the material in

the as received condition using the same lapping and punching procedure described

above. The specimen orientation in the welds is shown in Figure 13b.

2.6 Sub-Capsules and Sub-Capsule Loading

The IVAR facility held 58 full sized 6061T6 aluminum 50.8x50.8x12.52 mm

irradiation subcapsules. The capsule consisted of a square frame with a � 1.25 mm (final

dimension) lid on each side, secured by 6 stainless steel screws. The capsules were

manufactured 0.5 mm oversize in all dimensions, then machined and ground after loading

to achieve precise final geometry. Small ventilation holes in the capsule walls allowed

for gas circulation.

The irradiation sub-capsules contained tensile specimens, SANS coupons,

multi-purpose interstitial pieces from the coupon regions between tensile specimen

punch-outs that served as multipurpose specimens. Some capsules also contained fracture

toughness specimens, but these are not the focus of this report. High purity iron and

nickel dosimetry wires were included in each capsule.

Figure 12 The IVAR tensile specimens.
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Figure 13a Schematic illustration of the specimen fabrication process and orientation for

the forged billet of CM, LV and CWP plate alloys.

.

Figure 13b Schematic illustration of the specimen orientation for the CWP welds.

Section cut from center of weld

Base
Metal

Submerged
Arc Weld

Section from weld area center
is wafered into approx. 0.7mm
thick coupons.

Note, the top 3 mm of the weld
was ground off before sectioning

60

Coupons are lapped to 0.5mm thick.
Tensile specimens punched as shown

Base
Metal
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Figure14 Illustration of typical specimen loading configurations for the IVAR

subcapsules.

As shown in Figure 14, the capsules were designed to hold two rows of stacks of

nine tensile specimens. A typical capsule contained approximately 200 tensile specimens

and 32 SANS coupons. Gaps between the tensile stacks were filled with either the

multi-purpose coupons described above, or precision machined aluminum plugs. During

final capsule assembly, any gaps or variations in tensile stack height were filled with

annealed pure aluminum shim. The specimen stack-up was slightly larger than the

thickness of the capsule frame. Thus the specimens were press fit loaded by the top and

bottom lids. Final assembled capsule volume, including the capsule material, was

approximately 50% steel and 50% aluminum (including the inserts). This mix was

duplicated in the dummy capsules used in the unoccupied subcapsule sites.

After removal from the irradiation facility the subcapsules were stored at the FNR

hot cell for a minimum of 6 months, and often much longer. The capsules were than

shipped to UCSB for inspection, disassembly and specimen storage prior to testing in the

UCSB warm facility. The specimens were found to remain press fit loaded in their

subcapsules after irradiation, and they showed little sign of oxidation or corrosion.

2.7 Tensile Testing

Tests on the flat tensile specimens described above were conducted on a modified

computer-controlled, semi-automated Instron 1100 tabletop load frame designed and

constructed by UCSB, as shown in Figure 15. Prior to loading, the activated specimens

were cleaned using a brief ultrasonic bath in 15% phosphoric acid/ethanol solution,

which removed any oxide particles. This treatment also provided a stable oxidation

resistant surface finish and greatly reduced contamination during testing (except in the

grips themselves activity levels were negligible). Up to 29 specimens were manually

loaded in bolt-tightened lower end-tab grips in a magazine cartridge shown in Figure 16.

The bottom grips provided good specimen axial alignment. The specimen cartridge was

then attached to a precision ball-screw locating stage permanently mounted on the load

SANS specimens inserted
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frame, which provided precise alignment of the specimens under the upper grip. Each

specimen cartridge also included two reference steels with precisely known yield and

ultimate stresses to provide a continuous system calibration. Dead weight load cell

checks were also performed at intervals throughout the testing period.

As shown in Figure 17, a pneumatically actuated 0.22 MPa hydraulic upper grip

assembly attached to the crosshead load cell was used to grip the top end tab of a tensile

specimen, after it had been properly positioned by the stage. The upper grips were

programmed to release when the load fell 5% below the maximum load, leaving the

specimen intact. This minimized friable contamination of the testing chamber, and

assured that no fractured tensile end tabs were trapped in the grip. The stage was then

moved under computer control to position the next specimen under the top grip, and a

new test sequence initiated. The displacements were measured by cross head velocity

multiples by time.

Figure 15 Full view of automated tensile testing system.
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Figure 16 Detail view of lower specimen grip assembly

Figure 17 Detail view of the hydraulic upper grip.
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The tests were conducted at ambient temperature at a strain rate of � 10
-3

/s. The

majority of the test load-displacement data were digitally recorded and analyzed using

dedicated software to obtain 0.2% offset yield stress, �y, and ultimate tensile stress at

maximum load, �u. The loads were converted to engineering stress based on width and

thickness measurements on the gauge section of each specimen. The engineering strains

were defined as the gauge section extension divided by the original gauge length. The

load-displacement curves were visually examined in all cases to assure that the

computer-based results were valid. Early in the experimental program some

load-displacement data were recorded using a conventional x-y plotter and analyzed

manually.

Typical test result plots shown in Fig. 18 for an unirradiated and irradiated alloy.

The slope of the initial approximately linear portion of the load-displacement trace was

least squares fit. This slope reflects both the steel elasticity and machine compliance, The

�y is obtained at the cross point of a line with the linear fit shifted by 0.2% strain. The �u

specified at the maximum load. Except in a very few cases, a minimum of two tensile

tests was carried out for each alloy-irradiation condition. Yield stress and ultimate stress

change, ��y and ��y, are then calculated by subtracting the stress values for the

corresponding unirradiated control specimens group. The average standard deviation of

��y and ��u for all the alloy-irradiation conditions were 11.8 and 13.5 MPa, respectively.

Table 8 shows the corresponding average and standard deviations for the various alloy

classes.

.

2.8 Data Reduction

Baseline tensile tests on unirradiated material indicated some variability in properties

in several of the CM alloys. One systematic variation was associated with the location in

the coupon that the specimen had been punched from. In this case, a few specimens that

had been taken from the outer edges of the coupon typically had a lower �yu and �uu than

the majority of specimens taken from the interior region of the coupon. Such variations

generally averaged around 15 to 20 MPa, but were much higher in a few cases. The A to

N code, shown in Fig. 19, was used to track the specimen coupon location. Some

variations in baseline unirradiated tensile properties were also observed for specimens

from different billet locations, especially if they were heat-treated at different times.

Systematic pairing of the unirradiated-irradiated data by the billet heat treatment group

and coupon location also helped reduced scatter of the baseline unirradiated �y and �u,

This approach required dealing with as many as four control specimen groups for

individual alloys. The effectiveness of the procedure was demonstrated by the

consistency of different sets of paired data for irradiations in the same capsule.

Table 9 summarizes all of the cases in which the average CM baseline �y data for an

unirradiated specimen group varied by a maximum of more than 15 MPa. Unusual

characteristics of some of the alloys are indicated the final column. Table 10 illustrates

the effect of pairing grouped data for the CM 22 alloy, which showed the most �yu

variability, for the T16 irradiation. Without pairing the average ��y is 168.5 ± 29.5 MPa.

Assuming the total SD for the ��y includes the root sum square for the SDs for both �yu

unirradiated groups (7 and 6 MPa) and �yi (11.9 MPa), ��y = 168.5 ± 15.1 MPa. Note the
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average ��y is not affected by the grouping in this case. However, in cases with different

numbers of grouped irradiated control group data points, this was not always the case.

Nevertheless, the effects of grouping on the average ��y were generally small.

Figure 18. Examples of engineering stress-strain plots of unirradiated (a) and irradiated

(b) CM20 specimens from the T6 subcapsule.
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Table 8 Average Standard Deviations for ��y and ��u

All alloys CM LV CWP
Average SD ��y (MPa) 11.8±4.5 12.7±3.4 8.4±2.8 12.1±6.1

Average SD ��u (MPa) 13.5±5.6 16.9±3.7 7.2±2.4 11.2±5.4
Unit: MPa

Table 9 Alloys With Groups of Average Unirradiated ��Variations of 15 MPa

Units: �y and �u (MPa), composition (wt.%)

Data from coupon edge specimens are not included

Fig. 19 Coded used to identify IVAR tensile specimen locations in a coupon.

Alloy �� �u Cu Ni Mn P Note

CM 22 63 74 0.42 0.84 0.84 0.002 Lower Mn

CM5 56 38 0.02 0.86 1.61 0.050 High P

CM21 34 21 0.42 0.80 0.00 0.002 Low Mn

CM28 27 36 0.42 0.80 1.40 0.002 B added

CM17 27 27 0.22 1.59 1.54 0.004

CM16 25 35 0.22 0.82 1.58 0.004

CM23 25 19 0.01 0.83 1.62 0.002 High C

CM14 24 35 0.11 0.83 1.62 0.040 High P

CM10 23 34 0.02 0.88 1.66 0.008

CM3 19 38 0.02 0.85 1.60 0.006

CM19 19 24 0.42 0.85 1.63 0.005

CM11 16 25 0.34 0.85 1.64 0.006
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Table 10 Tensile test comparisons from two batches of alloy CM 22 irradiated in the
IVAR T16 capsule.

CM22 �y ��y �u ��u

�yu Group 1 406±7 482±6

�yi Group 1 583 177 638 156

�yu Group 2 446±6 515±7

�yi Group 2 606 160 652 137

Average � �y 168.5±15.1 147±13.5

Units: �y, �u, ��y and ��y (MPa)

3. Summary of the IVAR Irradiations and Organization of the Database

The original IVAR irradiation matrix consisted of 28 subcapsules (T1 to T28)

isothermally irradiated over the range of �, �t and Ti as described previously. Two

additional capsules were used to study the effects of Ti variations (VT1 and VT2). This

involved irradiations to a fleunce of � 4.2x10
22

n/m
2

at 270°C (VT1) or 290°C (VT2)

followed by an additional irradiation fluence increment of � 4.2x10
22

n/m
2

at 290°C

(VT1) or 270°C (VT2). Thus the specimens experience a total fluence of 8.4x10
23

n/m
2

with low to high and high to low temperature variations. The temperature sequencing was

simply accomplished by exchanging capsules between 270 and 290°C MF locations.

Another subcapsule (SR1) HF 290°C irradiation to � 10
23

n/m
2

focused on the effect of

stress relief heat treatment time and temperature on ��y and ��u, as well as it’s

relationship to the start of life dissolved versus pre-precipitated Cu, for a range of alloy

compositions. Data for the standard stress relief treatment (SSR) from SR1 irradiation are

included in this report. The base IVAR irradiation matrix was subsequently

supplemented by 9 additional subcapsules (T29 to T32 and A1 to A5). The primary

objective of most of these subcapsules was to clarify embrittlement mechanisms by

irradiating a large set of model alloys that were acquired about half way though the IVAR

program. However, a number of RPV steel alloys (CM, LV and CWP) were also included

in these irradiations and are reported here. Thus we present the IVAR ��y and ��u

database from 40 subcapsule irradiations representing a total of 1537 combinations of

material-irradiation conditions.

The ��y and ��u (MPa) data tables are organized by alloy series (CM, LV and CWP)

into three Appendices A to C. Each page of data contains a summary of the average ��y

and ��u data and corresponding 1 SD measures of data scatter for the specified alloy. If

no data is entered for an irradiation condition, then it was not included in that particular

irradiation. The data tables also include the irradiation capsule designation, flux category

(HF, MF and LF), the actual � (10
16

n/m
2
-s, E > 1 MeV), �t (10

23
n/m

2
-s, E > 1 MeV) and

Ti (°C). The alloy identification code and key element chemistry is included at the top of

each data page.
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CM1
Cu% Ni% Mn% Mo% P%
0.01 0.01 1.67 0.56 0.003

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 -8 11 -15 16
T2 0.18 HF 0.78 290 -6 13 -14 15
T3 0.34 HF 0.78 290 -4 15 -10 19

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 7 11 -2 9
T6 3.32 HF 0.97 290 -3 12 -20 6
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 -3 10 -5 11
T12 0.10 MF 0.32 290 -5 17 -9 6
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 -3 12 -17 19
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 10 8 1 9
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 -16 8 -16 10
T22 0.11 LF 0.10 290 -3 15 -9 19
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 -5 11 -17 16
T7 0.38 HF 0.92 270 -6 10 -13 16
T8 1.52 HF 0.92 270 11 10 -1 9
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 29 12 24 9
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 1 8 -4 9
T9 0.40 HF 0.98 310 -11 8 -22 9
T10 1.47 HF 0.98 310 8 16 -7 17
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 7 13 2 14
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 6 11 -3 13
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 11 14 9 16

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A1
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CM2
Cu% Ni% Mn% Mo% P%
0.01 0.01 1.65 0.56 0.041

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 -10 12 -20 16
T2 0.18 HF 0.78 290 11 12 3 19
T3 0.34 HF 0.78 290 22 14 13 24

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 68 20 59 21
T6 3.32 HF 0.97 290 68 9 60 15
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 4 10 1 15
T12 0.10 MF 0.32 290 6 22 5 21
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 36 10 25 15
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 61 9 50 16
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 7 9 5 15
T22 0.11 LF 0.10 290 21 9 10 15
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 36 20 23 22
T7 0.38 HF 0.92 270 22 10 11 16
T8 1.52 HF 0.92 270 69 9 58 15
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 91 22 92 24
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 51 10 43 22
T9 0.40 HF 0.98 310 18 15 9 24
T10 1.47 HF 0.98 310 65 9 57 15
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 50 10 36 17
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 39 17 30 24
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 53 10 41 15

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A2
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CM3
Cu% Ni% Mn% Mo% P%
0.02 0.85 1.60 0.49 0.006

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 1 13 -7 17

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 7 17 -2 24
T2 0.18 HF 0.78 290 16 12 10 4
T3 0.34 HF 0.78 290 6 13 -17 23

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 6 18 -4 12

SR1 0.85 HF 0.97 290 32 12 21 16
T5 1.36 HF 0.78 290 20 12 11 17
T6 3.32 HF 0.97 290 30 12 13 16
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 14 16 5 21
T12 0.10 MF 0.32 290 17 18 20 8
T13 0.24 MF 0.31 290 21 21 4 24
T14 0.48 MF 0.32 290 7 16 -6 21
T15 0.85 MF 0.26 290 21 13 8 18
T16 1.57 MF 0.30 290 24 14 16 20
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 8 12 2 16
T22 0.11 LF 0.10 290 18 12 8 17
T23 0.24 LF 0.08 290 12 15 9 19
T24 0.40 LF 0.08 290 16 14 8 20
T7 0.38 HF 0.92 270 13 14 5 22
T8 1.52 HF 0.92 270 25 12 13 16
T17 0.43 MF 0.25 270 29 12 19 17
T18 1.71 MF 0.36 270 52 13 35 17
T25 0.26 LF 0.08 270 14 16 -6 16
T26 0.41 LF 0.12 270 21 12 12 16
T9 0.40 HF 0.98 310 -5 15 -11 16
T10 1.47 HF 0.98 310 21 16 8 24
T19 0.40 MF 0.23 310 20 13 16 19
T20 1.60 MF 0.34 310 17 16 4 20
T27 0.24 LF 0.07 310 8 16 1 25
T28 0.38 LF 0.11 310 16 18 12 20
VT1 0.84 MF 0.21 270/290 -2 12 -24 18
VT2 0.84 MF 0.21 290/270 12 21 -9 22

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A3
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CM4
Cu% Ni% Mn% Mo% P%
0.02 0.86 1.53 0.55 0.031

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 21 14 15 19
T2 0.18 HF 0.78 290 28 14 26 15
T3 0.34 HF 0.78 290 26 13 27 16

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 50 13 45 15
T6 3.32 HF 0.97 290 68 13 64 16
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 14 33 3 28
T12 0.10 MF 0.32 290 15 17 14 19
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 36 14 23 15
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 67 13 64 16
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 15 22 16 24
T22 0.11 LF 0.10 290 26 19 24 16
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 31 14 23 17
T7 0.38 HF 0.92 270 47 13 41 15
T8 1.52 HF 0.92 270 58 13 50 15
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 84 16 67 18
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 53 25 48 31
T9 0.40 HF 0.98 310 49* - 49* -
T10 1.47 HF 0.98 310 54 19 40 26
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 43 20 35 24
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 42 14 35 18
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 72 25 70 37

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A4
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CM5
Cu% Ni% Mn% Mo% P%
0.02 0.86 1.61 0.53 0.035

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 2 17 -6 18
T2 0.18 HF 0.78 290 16 12 10 16
T3 0.34 HF 0.78 290 23 13 12 21

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 75 28 79 22
T6 3.32 HF 0.97 290 63 14 56 16
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 -1 23 -8 27
T12 0.10 MF 0.32 290 21 15 14 20
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 62 24 49 21
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 89 25 79 22
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 5 16 0 21
T22 0.11 LF 0.10 290 14 32 3 32
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 54 21 40 18
T7 0.38 HF 0.92 270 31 24 27 22
T8 1.52 HF 0.92 270 98 21 84 18
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 125 21 107 17
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 39 10 28 10
T9 0.40 HF 0.98 310 37 27 27 20
T10 1.47 HF 0.98 310 63 21 48 18
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 70 39 54 35
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 62 21 50 17
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 75 22 61 18

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A5
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CM6
Cu% Ni% Mn% Mo% P%
0.02 1.68 1.50 0.54 0.007

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 -6 11 -15 13
T2 0.18 HF 0.78 290 1 21 -11 3
T3 0.34 HF 0.78 290 11 20 -2 22

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 49 10 34 10
T6 3.32 HF 0.97 290 55 15 44 21
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 3 10 -2 17
T12 0.10 MF 0.32 290 1 9 -8 13
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 20 23 4 29
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 60 22 36 28
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 2 5 -2 10
T22 0.11 LF 0.10 290 10 6 2 9
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 37 10 25 10
T7 0.38 HF 0.92 270 9 11 4 17
T8 1.52 HF 0.92 270 50 11 36 12
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 190 10 146 14
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 39 10 28 10
T9 0.40 HF 0.98 310 14 8 17 11
T10 1.47 HF 0.98 310 28 18 13 24
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 35 10 21 11
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 25 10 19 10
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 69 5 53 10

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A6
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CM7
Cu% Ni% Mn% Mo% P%
0.00 1.70 1.55 0.56 0.047

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 10 22 7 27
T2 0.18 HF 0.78 290 15 52 13 58
T3 0.34 HF 0.78 290 33 22 30 27

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 39 14 30 29
T6 3.32 HF 0.97 290 97 15 96 18
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 6 27 -4 30
T12 0.10 MF 0.32 290 10 27 3 25
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 45 24 40 23
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 61 4 53 20
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 17 25 27 26
T22 0.11 LF 0.10 290 29 14 28 18
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 46 12 39 25
T7 0.38 HF 0.92 270 33 24 30 30
T8 1.52 HF 0.92 270 81 27 69 30
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 163 23 150 31
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 55 17 50 20
T9 0.40 HF 0.98 310 39 27 36 33
T10 1.47 HF 0.98 310 67 19 55 23
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 78 24 70 27
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 56 17 51 20
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 101 19 97 25

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A7
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CM8
Cu% Ni% Mn% Mo% P%
0.01 0.86 0.01 0.55 0.004

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 -9 15 5 18
T2 0.18 HF 0.78 290 -7 11 2 15
T3 0.34 HF 0.78 290 7 6 12 11

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 12 7 1 16
T6 3.32 HF 0.97 290 -2 8 -18 11
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 0 12 7 17
T12 0.10 MF 0.32 290 5 9 12 12
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 -8 12 -7 14
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 26 15 21 17
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 2 7 12 11
T22 0.11 LF 0.10 290 6 9 11 12
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 7 6 -2 9
T7 0.38 HF 0.92 270 -1 15 -6 22
T8 1.52 HF 0.92 270 14 12 9 16
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 35 7 31 12
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 11 9 10 10
T9 0.40 HF 0.98 310 4 12 3 11
T10 1.47 HF 0.98 310 18 6 18 10
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 -3 22 -6 30
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 -5 17 -10 25
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 15 6 12 10

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A8
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CM9
Cu% Ni% Mn% Mo% P%
0.01 0.86 0.85 0.55 0.003

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 8 8 10 20
T2 0.18 HF 0.78 290 2 8 5 17
T3 0.34 HF 0.78 290 2 9 3 17

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 1 8 -18 17
T6 3.32 HF 0.97 290 20 10 7 20
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 -4 11 -11 24
T12 0.10 MF 0.32 290 2 8 2 19
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 14 8 10 20
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 20 9 13 18
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 -1 14 2 25
T22 0.11 LF 0.10 290 -7 9 -12 18
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 2 10 -8 22
T7 0.38 HF 0.92 270 11 11 3 24
T8 1.52 HF 0.92 270 11 19 -6 29
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 35 10 17 18
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 13 8 13 17
T9 0.40 HF 0.98 310 14 8 8 17
T10 1.47 HF 0.98 310 24 8 23 17
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 1 10 -11 25
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 13 8 5 18
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 24 18 16 28

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A9
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CM10
Cu% Ni% Mn% Mo% P%
0.02 0.88 1.66 0.53 0.008

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 -3 10 -8 14

T31 0.06 HF 0.72 290 1 17 -10 23
T1 0.07 HF 0.78 290 11 7 14 12
T2 0.18 HF 0.78 290 10 9 8 16
T3 0.34 HF 0.78 290 9 9 6 15

T29 0.44 HF 0.89 290 15 7 2 13
T4 0.75 HF 0.97 290 23 15 17 13

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 29 13 21 19
T6 3.32 HF 0.97 290 18 12 -1 18
T32 0.02 MF 0.26 290 0 16 -8 20
T11 0.04 MF 0.26 290 2 7 2 13
T12 0.10 MF 0.32 290 6 8 4 16
T13 0.24 MF 0.31 290 22 16 17 23
T14 0.48 MF 0.32 290 26 11 18 15
T15 0.85 MF 0.26 290 22 13 12 17
T16 1.57 MF 0.30 290 31 13 20 18
T30 0.02 LF 0.07 290 4 8 -1 15
T21 0.03 LF 0.10 290 2 9 3 15
T22 0.11 LF 0.10 290 10 8 20 14
T23 0.24 LF 0.08 290 10 23 2 27
T24 0.40 LF 0.08 290 22 13 16 18
T7 0.38 HF 0.92 270 9 9 8 13
T8 1.52 HF 0.92 270 23 11 6 15
T17 0.43 MF 0.25 270 34 12 24 15
T18 1.71 MF 0.36 270 53 18 33 23
T25 0.26 LF 0.08 270 26 18 17 27
T26 0.41 LF 0.12 270 25 11 18 16
T9 0.40 HF 0.98 310 4 7 -4 13
T10 1.47 HF 0.98 310 38 13 27 17
T19 0.40 MF 0.23 310 19 16 12 20
T20 1.60 MF 0.34 310 25 12 19 16
T27 0.24 LF 0.07 310 7 13 -6 18
T28 0.38 LF 0.11 310 8 11 -8 15
VT1 0.84 MF 0.21 270/290 34 11 23 16
VT2 0.84 MF 0.21 290/270 30 17 21 24

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A10
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CM11
Cu% Ni% Mn% Mo% P%
0.34 0.85 1.64 0.53 0.006

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 33 14 18 22

T31 0.06 HF 0.72 290 71 17 55 29
T1 0.07 HF 0.78 290 70 13 57 19
T2 0.18 HF 0.78 290 119 13 103 21
T3 0.34 HF 0.78 290 132 15 108 21

T29 0.44 HF 0.89 290 146 9 125 23
T4 0.75 HF 0.97 290 149 13 131 10

SR1 0.85 HF 0.97 290 153 10 135 7
T5 1.36 HF 0.78 290 180 7 153 11
T6 3.32 HF 0.97 290 168 15 137 19
T32 0.02 MF 0.26 290 38 22 28 36
T11 0.04 MF 0.26 290 56 14 49 22
T12 0.10 MF 0.32 290 110 13 100 20
T13 0.24 MF 0.31 290 189 6 135 12
T14 0.48 MF 0.32 290 172 7 152 12
T15 0.85 MF 0.26 290 189 20 160 17
T16 1.57 MF 0.30 290 197 6 170 12
T30 0.02 LF 0.07 290 53 9 45 14
T21 0.03 LF 0.10 290 65 14 57 19
T22 0.11 LF 0.10 290 124 13 112 21
T23 0.24 LF 0.08 290 165 6 140 14
T24 0.40 LF 0.08 290 175 12 153 14
T7 0.38 HF 0.92 270 162 6 151 16
T8 1.52 HF 0.92 270 198 6 166 11
T17 0.43 MF 0.25 270 198* - 168* -
T18 1.71 MF 0.36 270 272 13 225 11
T25 0.26 LF 0.08 270 187 10 167 17
T26 0.41 LF 0.12 270 209 11 180 13
T9 0.40 HF 0.98 310 132 17 125 26
T10 1.47 HF 0.98 310 156 6 133 11
T19 0.40 MF 0.23 310 124 8 108 14
T20 1.60 MF 0.34 310 147 6 118 12
T27 0.24 LF 0.07 310 117 12 98 11
T28 0.38 LF 0.11 310 115 8 89 11
VT1 0.84 MF 0.21 270/290 218 7 189 15
VT2 0.84 MF 0.21 290/270 206 8 173 12

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A11
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CM12
Cu% Ni% Mn% Mo% P%
0.86 0.84 1.65 0.51 0.006

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 63 5 54 12
T2 0.18 HF 0.78 290 91 14 71 23
T3 0.34 HF 0.78 290 120 10 95 16

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 143 3 144 11
T5 1.36 HF 0.78 290 144 8 113 23
T6 3.32 HF 0.97 290 149 21 115 37
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 52 12 41 24
T12 0.10 MF 0.32 290 91 8 67 11
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 139 10 121 8
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 167 8 144 12
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 43 11 18 21
T22 0.11 LF 0.10 290 114 8 99 19
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 139 8 109 15
T7 0.38 HF 0.92 270 136 3 124 12
T8 1.52 HF 0.92 270 165 7 124 14
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 242 7 205 13
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 169 8 142 19
T9 0.40 HF 0.98 310 124 5 114 13
T10 1.47 HF 0.98 310 126 8 110 5
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 110 8 83 5
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 86 15 75 18
VT1 0.84 MF 0.21 270/290 176 8 144 11
VT2 0.84 MF 0.21 290/270 167 9 134 8

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A12
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CM13
Cu% Ni% Mn% Mo% P%
0.11 0.83 1.61 0.51 0.004

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 16 7 9 11
T2 0.18 HF 0.78 290 28 8 13 16
T3 0.34 HF 0.78 290 37 9 28 14

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 46 11 39 18

SR1 0.85 HF 0.97 290 57 11 60 20
T5 1.36 HF 0.78 290 78 15 65 22
T6 3.32 HF 0.97 290 66 8 44 14
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 19 12 14 8
T12 0.10 MF 0.32 290 25 3 14 7
T13 0.24 MF 0.31 290 94 14 33 21
T14 0.48 MF 0.32 290 52 17 12 17
T15 0.85 MF 0.26 290 94 11 85 16
T16 1.57 MF 0.30 290 112 15 100 24
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 15 9 9 14
T22 0.11 LF 0.10 290 25 4 25 5
T23 0.24 LF 0.08 290 48 11 43 18
T24 0.40 LF 0.08 290 62 6 52 14
T7 0.38 HF 0.92 270 32 19 28 17
T8 1.52 HF 0.92 270 101 14 90 22
T17 0.43 MF 0.25 270 90* - 70* -
T18 1.71 MF 0.36 270 180 18 159 31
T25 0.26 LF 0.08 270 72 10 59 17
T26 0.41 LF 0.12 270 85 16 69 21
T9 0.40 HF 0.98 310 34 11 36 3
T10 1.47 HF 0.98 310 57 19 47 26
T19 0.40 MF 0.23 310 35 13 31 16
T20 1.60 MF 0.34 310 46 10 35 17
T27 0.24 LF 0.07 310 25 13 18 19
T28 0.38 LF 0.11 310 37 20 29 31
VT1 0.84 MF 0.21 270/290 78 10 71 17
VT2 0.84 MF 0.21 290/270 98 10 80 18

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A13

Appendix B

50



CM14
Cu% Ni% Mn% Mo% P%
0.11 0.83 1.62 0.52 0.040

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 -2 20 -5 23
T2 0.18 HF 0.78 290 8 22 -2 26
T3 0.34 HF 0.78 290 48 19 44 27

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 85 15 80 15
T6 3.32 HF 0.97 290 94 16 87 20
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 21 19 20 26
T12 0.10 MF 0.32 290 24 17 17 20
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 63 18 59 20
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 105 28 101 32
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 1 23 -7 22
T22 0.11 LF 0.10 290 24 17 22 22
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 56 16 48 16
T7 0.38 HF 0.92 270 34 17 26 24
T8 1.52 HF 0.92 270 103 16 96 16
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 175 25 158 24
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 69 14 61 15
T9 0.40 HF 0.98 310 25 17 17 21
T10 1.47 HF 0.98 310 69 22 59 24
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 64 17 54 17
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 41 16 33 16
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 116 21 111 24

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM15
Cu% Ni% Mn% Mo% P%
0.22 0.02 1.59 0.58 0.002

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 6 10 6 9

T31 0.06 HF 0.72 290 22 12 15 15
T1 0.07 HF 0.78 290 31 7 25 9
T2 0.18 HF 0.78 290 51 12 52 12
T3 0.34 HF 0.78 290 51 10 49 9

T29 0.44 HF 0.89 290 35* - 20* -
T4 0.75 HF 0.97 290 45 9 33 16

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 45 6 33 1
T6 3.32 HF 0.97 290 51 7 42 9
T32 0.02 MF 0.26 290 2 11 -5 17
T11 0.04 MF 0.26 290 24 9 22 9
T12 0.10 MF 0.32 290 48 18 48 14
T13 0.24 MF 0.31 290 39 7 22 11
T14 0.48 MF 0.32 290 43 8 33 12
T15 0.85 MF 0.26 290 39 5 28 11
T16 1.57 MF 0.30 290 46 7 39 8
T30 0.02 LF 0.07 290 13 9 10 11
T21 0.03 LF 0.10 290 36 9 36 14
T22 0.11 LF 0.10 290 49 7 48 11
T23 0.24 LF 0.08 290 34 8 22 11
T24 0.40 LF 0.08 290 37 9 29 11
T7 0.38 HF 0.92 270 62 8 61 13
T8 1.52 HF 0.92 270 67 12 50 16
T17 0.43 MF 0.25 270 53 8 42 8
T18 1.71 MF 0.36 270 71 16 54 16
T25 0.26 LF 0.08 270 53 5 41 8
T26 0.41 LF 0.12 270 53 5 41 8
T9 0.40 HF 0.98 310 48 7 44 13
T10 1.47 HF 0.98 310 41 7 27 12
T19 0.40 MF 0.23 310 38 9 29 16
T20 1.60 MF 0.34 310 31 12 21 15
T27 0.24 LF 0.07 310 38 7 27 8
T28 0.38 LF 0.11 310 26 5 17 8
VT1 0.84 MF 0.21 270/290 55 5 45 11
VT2 0.84 MF 0.21 290/270 58 14 46 16

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM16
Cu% Ni% Mn% Mo% P%
0.22 0.82 1.58 0.51 0.004

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 12 15 -1 24

T31 0.06 HF 0.72 290 29 9 12 15
T1 0.07 HF 0.78 290 34 15 16 24
T2 0.18 HF 0.78 290 72 14 50 25
T3 0.34 HF 0.78 290 99 18 77 25

T29 0.44 HF 0.89 290 110 7 96 13
T4 0.75 HF 0.97 290 124 17 112 18

SR1 0.85 HF 0.97 290 134 22 120 26
T5 1.36 HF 0.78 290 143 19 125 18
T6 3.32 HF 0.97 290 151 16 127 29
T32 0.02 MF 0.26 290 14 14 12 21
T11 0.04 MF 0.26 290 27 20 12 27
T12 0.10 MF 0.32 290 72 21 57 31
T13 0.24 MF 0.31 290 165 13 108 16
T14 0.48 MF 0.32 290 148 14 128 16
T15 0.85 MF 0.26 290 165 14 140 17
T16 1.57 MF 0.30 290 179 13 156 16
T30 0.02 LF 0.07 290 26 9 17 21
T21 0.03 LF 0.10 290 21 16 4 26
T22 0.11 LF 0.10 290 74 15 48 25
T23 0.24 LF 0.08 290 142 13 123 16
T24 0.40 LF 0.08 290 153 14 131 22
T7 0.38 HF 0.92 270 114 29 93 37
T8 1.52 HF 0.92 270 170 13 148 16
T17 0.43 MF 0.25 270 174 14 156 16
T18 1.71 MF 0.36 270 238 14 204 16
T25 0.26 LF 0.08 270 151 15 134 18
T26 0.41 LF 0.12 270 175 14 146 20
T9 0.40 HF 0.98 310 93 14 78 25
T10 1.47 HF 0.98 310 137 13 123 17
T19 0.40 MF 0.23 310 132 7 105 16
T20 1.60 MF 0.34 310 126 16 115 18
T27 0.24 LF 0.07 310 83 13 68 19
T28 0.38 LF 0.11 310 107 14 94 17
VT1 0.84 MF 0.21 270/290 186 17 159 17
VT2 0.84 MF 0.21 290/270 167 16 140 21

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM17
Cu% Ni% Mn% Mo% P%
0.22 1.59 1.54 0.50 0.004

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 10 11 -3 14

T31 0.06 HF 0.72 290 45 23 44 16
T1 0.07 HF 0.78 290 53 8 42 14
T2 0.18 HF 0.78 290 113 8 96 12
T3 0.34 HF 0.78 290 148 9 131 12

T29 0.44 HF 0.89 290 158 2 134 8
T4 0.75 HF 0.97 290 202 11 172 19

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 259 18 219 22
T6 3.32 HF 0.97 290 270 12 237 18
T32 0.02 MF 0.26 290 30 16 24 19
T11 0.04 MF 0.26 290 42 10 36 13
T12 0.10 MF 0.32 290 84 9 67 19
T13 0.24 MF 0.31 290 273 23 144 27
T14 0.48 MF 0.32 290 228 12 193 18
T15 0.85 MF 0.26 290 273 21 235 22
T16 1.57 MF 0.30 290 307 15 264 17
T30 0.02 LF 0.07 290 34 23 36 17
T21 0.03 LF 0.10 290 39 12 30 16
T22 0.11 LF 0.10 290 128 10 107 14
T23 0.24 LF 0.08 290 212 19 186 18
T24 0.40 LF 0.08 290 242 15 215 21
T7 0.38 HF 0.92 270 158 16 141 17
T8 1.52 HF 0.92 270 298 11 252 17
T17 0.43 MF 0.25 270 262 14 229 18
T18 1.71 MF 0.36 270 366 29 313 31
T25 0.26 LF 0.08 270 244 12 217 17
T26 0.41 LF 0.12 270 264 18 226 17
T9 0.40 HF 0.98 310 146 18 132 26
T10 1.47 HF 0.98 310 235 13 199 17
T19 0.40 MF 0.23 310 180 13 156 19
T20 1.60 MF 0.34 310 224 13 192 18
T27 0.24 LF 0.07 310 141 20 117 20
T28 0.38 LF 0.11 310 152 21 127 27
VT1 0.84 MF 0.21 270/290 296 14 262 21
VT2 0.84 MF 0.21 290/270 303 11 268 17

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM18
Cu% Ni% Mn% Mo% P%
0.43 0.02 1.70 0.56 0.002

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 29* - 5* -

T31 0.06 HF 0.72 290 57 2 51 4
T1 0.07 HF 0.78 290 61 9 55 17
T2 0.18 HF 0.78 290 64 10 52 20
T3 0.34 HF 0.78 290 66 8 59 15

T29 0.44 HF 0.89 290 66 18 50 37
T4 0.75 HF 0.97 290 59 11 43 5

SR1 0.85 HF 0.97 290 77 12 66 15
T5 1.36 HF 0.78 290 75 13 61 22
T6 3.32 HF 0.97 290 83 8 64 15
T32 0.02 MF 0.26 290 31 11 15 27
T11 0.04 MF 0.26 290 53 10 42 20
T12 0.10 MF 0.32 290 63 15 45 30
T13 0.24 MF 0.31 290 74 8 62 16
T14 0.48 MF 0.32 290 63 9 47 16
T15 0.85 MF 0.26 290 74 12 62 33
T16 1.57 MF 0.30 290 71 8 52 15
T30 0.02 LF 0.07 290 44 3 38 9
T21 0.03 LF 0.10 290 39 8 21 17
T22 0.11 LF 0.10 290 65 10 59 17
T23 0.24 LF 0.08 290 66 8 61 18
T24 0.40 LF 0.08 290 58 9 47 20
T7 0.38 HF 0.92 270 66 19 52 33
T8 1.52 HF 0.92 270 97 11 69 20
T17 0.43 MF 0.25 270 69 15 46 24
T18 1.71 MF 0.36 270 82 21 64 34
T25 0.26 LF 0.08 270 92 9 80 22
T26 0.41 LF 0.12 270 72 9 57 15
T9 0.40 HF 0.98 310 64 12 51 30
T10 1.47 HF 0.98 310 76 13 64 22
T19 0.40 MF 0.23 310 61 8 56 15
T20 1.60 MF 0.34 310 54 17 29 26
T27 0.24 LF 0.07 310 46 13 25 21
T28 0.38 LF 0.11 310 51 16 46 24
VT1 0.84 MF 0.21 270/290 80 9 57 16
VT2 0.84 MF 0.21 290/270 75 12 57 21

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM19
Cu% Ni% Mn% Mo% P%
0.42 0.85 1.63 0.51 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 54 7 35 13

T31 0.06 HF 0.72 290 73 6 555 13
T1 0.07 HF 0.78 290 81 7 65 14
T2 0.18 HF 0.78 290 123 6 103 12
T3 0.34 HF 0.78 290 147 4 124 12

T29 0.44 HF 0.89 290 150 9 129 12
T4 0.75 HF 0.97 290 152 9 124 10

SR1 0.85 HF 0.97 290 165 12 148 17
T5 1.36 HF 0.78 290 170 5 145 14
T6 3.32 HF 0.97 290 190 6 156 12
T32 0.02 MF 0.26 290 36 9 19 15
T11 0.04 MF 0.26 290 70 6 54 13
T12 0.10 MF 0.32 290 124 7 108 14
T13 0.24 MF 0.31 290 188 7 136 12
T14 0.48 MF 0.32 290 171 5 148 13
T15 0.85 MF 0.26 290 188 5 155 12
T16 1.57 MF 0.30 290 198 5 163 12
T30 0.02 LF 0.07 290 53 3 37 8
T21 0.03 LF 0.10 290 72 9 58 13
T22 0.11 LF 0.10 290 141 10 120 13
T23 0.24 LF 0.08 290 168 6 156 15
T24 0.40 LF 0.08 290 178 9 163 13
T7 0.38 HF 0.92 270 169 4 147 15
T8 1.52 HF 0.92 270 205 8 174 20
T17 0.43 MF 0.25 270 214 5 186 12
T18 1.71 MF 0.36 270 268 6 234 13
T25 0.26 LF 0.08 270 191 5 173 13
T26 0.41 LF 0.12 270 201 5 173 16
T9 0.40 HF 0.98 310 131 8 109 16
T10 1.47 HF 0.98 310 153 8 119 12
T19 0.40 MF 0.23 310 132 7 105 6
T20 1.60 MF 0.34 310 143 6 114 16
T27 0.24 LF 0.07 310 114 8 93 16
T28 0.38 LF 0.11 310 110 6 90 16
VT1 0.84 MF 0.21 270/290 214 6 191 13
VT2 0.84 MF 0.21 290/270 192 5 167 15

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM20
Cu% Ni% Mn% Mo% P%
0.43 1.69 1.63 0.50 0.006

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 62 10 45 16

T31 0.06 HF 0.72 290 92 11 83 17
T1 0.07 HF 0.78 290 111 11 91 17
T2 0.18 HF 0.78 290 183 10 162 17
T3 0.34 HF 0.78 290 224 11 196 16

T29 0.44 HF 0.89 290 226 10 199 16
T4 0.75 HF 0.97 290 250 12 221 11

SR1 0.85 HF 0.97 290 253 10 224 16
T5 1.36 HF 0.78 290 280 22 233 36
T6 3.32 HF 0.97 290 331 14 285 19
T32 0.02 MF 0.26 290 49 10 44 16
T11 0.04 MF 0.26 290 98 10 86 16
T12 0.10 MF 0.32 290 163 11 146 17
T13 0.24 MF 0.31 290 314 10 188 20
T14 0.48 MF 0.32 290 270 11 236 18
T15 0.85 MF 0.26 290 314 11 258 17
T16 1.57 MF 0.30 290 307 13 262 25
T30 0.02 LF 0.07 290 60 16 49 24
T21 0.03 LF 0.10 290 99 10 87 17
T22 0.11 LF 0.10 290 199 11 181 17
T23 0.24 LF 0.08 290 260 11 229 16
T24 0.40 LF 0.08 290 293 12 253 19
T7 0.38 HF 0.92 270 240 13 221 17
T8 1.52 HF 0.92 270 331 16 283 7
T17 0.43 MF 0.25 270 314 10 266 16
T18 1.71 MF 0.36 270 384 10 338 16
T25 0.26 LF 0.08 270 289 10 251 17
T26 0.41 LF 0.12 270 305 13 261 16
T9 0.40 HF 0.98 310 209 12 193 20
T10 1.47 HF 0.98 310 269 13 223 16
T19 0.40 MF 0.23 310 233 10 188 17
T20 1.60 MF 0.34 310 259 13 214 20
T27 0.24 LF 0.07 310 204 13 177 17
T28 0.38 LF 0.11 310 211 10 183 18
VT1 0.84 MF 0.21 270/290 337 14 290 32
VT2 0.84 MF 0.21 290/270 327 11 277 18

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)

A20

Appendix B

57



CM21
Cu% Ni% Mn% Mo% P%
0.42 0.84 0.01 0.58 0.002

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 46 11 32 11

T31 0.06 HF 0.72 290 70 11 62 10
T1 0.07 HF 0.78 290 57 11 47 10
T2 0.18 HF 0.78 290 85 14 73 14
T3 0.34 HF 0.78 290 100 14 83 13

T29 0.44 HF 0.89 290 92 12 81 9
T4 0.75 HF 0.97 290 107 12 86 7

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 105 9 86 12
T6 3.32 HF 0.97 290 106 14 88 17
T32 0.02 MF 0.26 290 36 14 19 15
T11 0.04 MF 0.26 290 58 18 42 18
T12 0.10 MF 0.32 290 79 15 66 14
T13 0.24 MF 0.31 290 118 9 95 11
T14 0.48 MF 0.32 290 113 10 97 13
T15 0.85 MF 0.26 290 118 21 104 24
T16 1.57 MF 0.30 290 111 12 98 20
T30 0.02 LF 0.07 290 43 8 36 15
T21 0.03 LF 0.10 290 57 13 47 11
T22 0.11 LF 0.10 290 82 8 71 12
T23 0.24 LF 0.08 290 110 8 98 12
T24 0.40 LF 0.08 290 106 12 93 13
T7 0.38 HF 0.92 270 99 9 83 10
T8 1.52 HF 0.92 270 119 8 104 12
T17 0.43 MF 0.25 270 124 10 109 15
T18 1.71 MF 0.36 270 134 9 110 11
T25 0.26 LF 0.08 270 117 9 100 11
T26 0.41 LF 0.12 270 108 9 92 11
T9 0.40 HF 0.98 310 98 9 83 9
T10 1.47 HF 0.98 310 104 8 88 16
T19 0.40 MF 0.23 310 90 9 72 13
T20 1.60 MF 0.34 310 70 11 58 12
T27 0.24 LF 0.07 310 75 24 63 16
T28 0.38 LF 0.11 310 83 8 70 11
VT1 0.84 MF 0.21 270/290 109 14 85 15
VT2 0.84 MF 0.21 290/270 105 13 93 13

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM22
Cu% Ni% Mn% Mo% P%
0.42 0.84 0.84 0.56 0.002

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 29 9 14 12

T31 0.06 HF 0.72 290 75 3 60 3
T1 0.07 HF 0.78 290 67 11 53 11
T2 0.18 HF 0.78 290 110 8 97 6
T3 0.34 HF 0.78 290 134 10 124 8

T29 0.44 HF 0.89 290 134 3 122 10
T4 0.75 HF 0.97 290 137 13 114 11

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 151 9 128 12
T6 3.32 HF 0.97 290 165 6 137 7
T32 0.02 MF 0.26 290 37 3 36 5
T11 0.04 MF 0.26 290 57 11 47 16
T12 0.10 MF 0.32 290 92 11 77 9
T13 0.24 MF 0.31 290 156 8 117 9
T14 0.48 MF 0.32 290 154 10 135 10
T15 0.85 MF 0.26 290 156 9 130 12
T16 1.57 MF 0.30 290 169 15 147 16
T30 0.02 LF 0.07 290 45 8 36 14
T21 0.03 LF 0.10 290 54 14 42 10
T22 0.11 LF 0.10 290 113 6 97 15
T23 0.24 LF 0.08 290 153 10 132 9
T24 0.40 LF 0.08 290 151 18 135 16
T7 0.38 HF 0.92 270 139 6 118 8
T8 1.52 HF 0.92 270 191 32 162 26
T17 0.43 MF 0.25 270 175 10 154 10
T18 1.71 MF 0.36 270 240 19 201 16
T25 0.26 LF 0.08 270 164 23 141 22
T26 0.41 LF 0.12 270 189 13 166 15
T9 0.40 HF 0.98 310 117 7 97 13
T10 1.47 HF 0.98 310 140 25 117 19
T19 0.40 MF 0.23 310 115 13 97 12
T20 1.60 MF 0.34 310 110 26 92 17
T27 0.24 LF 0.07 310 113 24 96 30
T28 0.38 LF 0.11 310 94 7 82 12
VT1 0.84 MF 0.21 270/290 173 10 153 7
VT2 0.84 MF 0.21 290/270 179 7 157 13

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM23
Cu% Ni% Mn% Mo% P%
0.02 0.83 1.62 0.55 0.002

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 10* - -5* -
T2 0.18 HF 0.78 290 -3 17 -4 14
T3 0.34 HF 0.78 290 5 15 2 11

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 17 3 7 5
T6 3.32 HF 0.97 290 26 24 13 20
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 3 35 -2 23
T12 0.10 MF 0.32 290 -2 15 -2 12
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 12 7 7 6
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 6 5 11 5
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 -6 15 -4 9
T22 0.11 LF 0.10 290 19 31 10 13
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 14 6 6 6
T7 0.38 HF 0.92 270 20 23 15 21
T8 1.52 HF 0.92 270 24* - 19* -
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 25 14 15 17
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 19* - 21* -
T9 0.40 HF 0.98 310 -13 15 -13 11
T10 1.47 HF 0.98 310 13* - 13* -
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 15 3 7 4
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 13 5 8 5
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 29 7 23 6

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM24
Cu% Ni% Mn% Mo% P%
0.02 0.87 1.65 0.52 0.006

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 -2 13 -7 13
T2 0.18 HF 0.78 290 -5 17 -14 17
T3 0.34 HF 0.78 290 -3 12 -11 12

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 14 13 -4 25
T6 3.32 HF 0.97 290 13 14 4 12
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 -4 17 -7 21
T12 0.10 MF 0.32 290 -5 14 -16 14
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 17 12 9 24
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 16 5 11 5
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 6 16 6 13
T22 0.11 LF 0.10 290 -3 16 -13 14
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 5 15 -4 29
T7 0.38 HF 0.92 270 1 13 -9 13
T8 1.52 HF 0.92 270 12* - -8* -
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 32 12 13 7
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 24 13 18 22
T9 0.40 HF 0.98 310 0 12 -10 12
T10 1.47 HF 0.98 310 27* - 25* -
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 22 12 18 12
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 18 12 12 22
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 23 13 2 30

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM25
Cu% Ni% Mn% Mo% P%
0.01 0.87 1.53 0.52 0.003

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 6 7 -1 14
T2 0.18 HF 0.78 290 10 9 0 15
T3 0.34 HF 0.78 290 8 31 4 45

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 33 11 2 22
T6 3.32 HF 0.97 290 22 20 4 28
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 -7 24 -12 30
T12 0.10 MF 0.32 290 11 9 3 17
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 18 7 12 28
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 30 9 21 21
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 2 8 0 14
T22 0.11 LF 0.10 290 15 9 1 19
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 18 9 8 14
T7 0.38 HF 0.92 270 8 16 2 27
T8 1.52 HF 0.92 270 34 19 23 30
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 24 7 14 18
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 26 19 12 23
T9 0.40 HF 0.98 310 16 8 13 21
T10 1.47 HF 0.98 310 25 7 15 15
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 23 10 7 19
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 23 7 11 14
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 35 8 32 14

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM26
Cu% Ni% Mn% Mo% P%
0.01 0.87 1.66 0.52 0.006

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 3 17 -7 22
T2 0.18 HF 0.78 290 7 24 -1 31
T3 0.34 HF 0.78 290 14 8 5 8

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 25 12 27 17
T6 3.32 HF 0.97 290 34 17 16 14
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 -2 10 -9 12
T12 0.10 MF 0.32 290 5 11 -6 11
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 12 20 8 20
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 13 13 5 17
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 6 8 -7 8
T22 0.11 LF 0.10 290 -2 21 -12 24
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 5 6 -13 14
T7 0.38 HF 0.92 270 13 16 19 21
T8 1.52 HF 0.92 270 30* - 31* -
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 33 10 19 12
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 11 16 7 17
T9 0.40 HF 0.98 310 15 7 9 8
T10 1.47 HF 0.98 310 39* - 36* -
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 24 6 24 9
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 17 21 16 28
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 na - - -

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM27
Cu% Ni% Mn% Mo% P%
0.02 0.84 1.60 0.51 0.002

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 -7 16 -8 19
T2 0.18 HF 0.78 290 12 18 5 19
T3 0.34 HF 0.78 290 -12 16 -20 18

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 19 9 8 8
T6 3.32 HF 0.97 290 21 9 5 11
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 12 17 3 19
T12 0.10 MF 0.32 290 1 16 -4 19
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 4 10 -6 12
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 28 10 13 13
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 12 16 12 19
T22 0.11 LF 0.10 290 6 23 -3 24
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 9 9 1 9
T7 0.38 HF 0.92 270 -5 17 3 16
T8 1.52 HF 0.92 270 3* - -11* -
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 24 11 5 12
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 16 8 2 9
T9 0.40 HF 0.98 310 17 8 8 8
T10 1.47 HF 0.98 310 23* - 13* -
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 5 5 -13 8
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 8 8 -3 11
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 na - - -

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM28
Cu% Ni% Mn% Mo% P%
0.42 0.84 1.60 0.51 0.002

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 58 12 37 21
T2 0.18 HF 0.78 290 129 17 116 13
T3 0.34 HF 0.78 290 141 16 123 22

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 184 10 160 15
T6 3.32 HF 0.97 290 184 17 156 20
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 64 16 51 13
T12 0.10 MF 0.32 290 115 16 97 21
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 186 10 165 11
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 203 10 171 11
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 77 17 67 24
T22 0.11 LF 0.10 290 128 12 111 18
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 169 11 142 12
T7 0.38 HF 0.92 270 158 20 130 40
T8 1.52 HF 0.92 270 202 13 170 13
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 267 15 221 14
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 213 10 182 11
T9 0.40 HF 0.98 310 115 14 99 27
T10 1.47 HF 0.98 310 170 11 143 12
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 154 10 124 11
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 129 13 109 15
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 223 16 194 17

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM29
Cu% Ni% Mn% Mo% P%
0.21 0.02 1.68 0.02 0.002

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 55 15 57 25
T2 0.18 HF 0.78 290 61 28 48 41
T3 0.34 HF 0.78 290 76 14 64 35

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 79 9 56 12
T6 3.32 HF 0.97 290 80 30 66 45
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 38 24 17 24
T12 0.10 MF 0.32 290 55 21 55 32
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 74 7 59 13
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 81 12 60 16
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 36 17 40 32
T22 0.11 LF 0.10 290 57 16 44 25
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 64 7 42 15
T7 0.38 HF 0.92 270 63 19 47 22
T8 1.52 HF 0.92 270 89* - 53* -
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 108 8 67 12
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 88 10 75 12
T9 0.40 HF 0.98 310 64 25 59 35
T10 1.47 HF 0.98 310 86* - 71* -
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 76 7 59 12
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 48 8 23 13
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 na - - -

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM30
Cu% Ni% Mn% Mo% P%
0.22 0.86 1.64 0.50 0.006

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 33 3 18 5
T2 0.18 HF 0.78 290 72 10 55 17
T3 0.34 HF 0.78 290 92 8 76 14

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 135 10 116 11
T6 3.32 HF 0.97 290 170 13 141 20
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 30 10 24 16
T12 0.10 MF 0.32 290 69 9 57 14
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 138 10 119 13
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 165 11 138 13
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 35 10 27 16
T22 0.11 LF 0.10 290 87 12 67 23
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 141 9 115 12
T7 0.38 HF 0.92 270 110 16 89 24
T8 1.52 HF 0.92 270 178* - 145* -
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 227 11 188 17
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 173 11 150 15
T9 0.40 HF 0.98 310 91 13 79 18
T10 1.47 HF 0.98 310 132* - 110* -
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 122 10 98 15
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 101 10 91 16
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 na - - -

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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CM31
Cu% Ni% Mn% Mo% P%
0.01 0.80 1.65 0.51 0.006

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 0 8 -5 16
T2 0.18 HF 0.78 290 7 9 -6 12
T3 0.34 HF 0.78 290 11 7 6 9

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 na - - -

SR1 0.85 HF 0.97 290 na - - -
T5 1.36 HF 0.78 290 24 6 12 9
T6 3.32 HF 0.97 290 25 12 16 17
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 5 12 -1 20
T12 0.10 MF 0.32 290 3 6 -4 9
T13 0.24 MF 0.31 290 na - - -
T14 0.48 MF 0.32 290 12 6 -3 12
T15 0.85 MF 0.26 290 na - - -
T16 1.57 MF 0.30 290 25* 6 15* 9
T30 0.02 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 6 13 6 18
T22 0.11 LF 0.10 290 7 6 0 11
T23 0.24 LF 0.08 290 na - - -
T24 0.40 LF 0.08 290 21* - 11* -
T7 0.38 HF 0.92 270 5 7 -5 9
T8 1.52 HF 0.92 270 30* - 17* -
T17 0.43 MF 0.25 270 na - - -
T18 1.71 MF 0.36 270 30 6 7 9
T25 0.26 LF 0.08 270 na - - -
T26 0.41 LF 0.12 270 24 7 14 11
T9 0.40 HF 0.98 310 4 8 -1 2
T10 1.47 HF 0.98 310 23* - 12* -
T19 0.40 MF 0.23 310 na - - -
T20 1.60 MF 0.34 310 15 6 0 9
T27 0.24 LF 0.07 310 na - - -
T28 0.38 LF 0.11 310 15 7 2 14
VT1 0.84 MF 0.21 270/290 na - - -
VT2 0.84 MF 0.21 290/270 na - - -

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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LA
Cu% Ni% Mn% Mo% P%
0.40 0.00 1.37 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 40 8 29 8

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 54 13 43 11
T2 0.18 HF 0.78 290 63 17 53 14
T3 0.34 HF 0.78 290 84 9 74 6

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 80 15 73 12
T5 1.36 HF 0.78 290 84 8 71 8
T6 3.32 HF 0.97 290 96 10 81 9
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 59 8 49 8
T12 0.10 MF 0.32 290 64 13 49 13
T13 0.24 MF 0.31 290 73 13 62 11
T14 0.48 MF 0.32 290 80 10 74 9
T15 0.85 MF 0.26 290 76 19 66 17
T16 1.57 MF 0.30 290 90 14 79 16
A1 0.006 LF 0.07 290 27* - 19* -
A2 0.01 LF 0.07 290 38* - 29* -
A3 0.02 LF 0.07 290 57* - 42* -
T30 0.02 LF 0.07 290 na - - -
A4 0.03 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 55 7 45 9
T22 0.11 LF 0.10 290 70 10 63 9
T23 0.24 LF 0.08 290 75 7 68 7
T24 0.40 LF 0.08 290 64 18 58 19
T7 0.38 HF 0.92 270 88 6 76 6
T8 1.52 HF 0.92 270 96 25 81 23
T17 0.43 MF 0.25 270 107 8 93 10
T18 1.71 MF 0.36 270 120 10 99 12
T25 0.26 LF 0.08 270 87 6 77 6
T26 0.41 LF 0.12 270 102* - 90* -
T9 0.40 HF 0.98 310 68 8 61 9
T10 1.47 HF 0.98 310 84 9 74 8
T19 0.40 MF 0.23 310 51 12 45 12
T20 1.60 MF 0.34 310 83 6 69 6
T27 0.24 LF 0.07 310 55 8 49 9
T28 0.38 LF 0.11 310 55 8 49 8
VT1 0.84 MF 0.21 270/290 97 9 83 8
VT2 0.84 MF 0.21 290/270 84 6 74 7

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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LB
Cu% Ni% Mn% Mo% P%
0.40 0.18 1.35 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 na - - -

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 73 9 64 7
T2 0.18 HF 0.78 290 87 9 85 7
T3 0.34 HF 0.78 290 96 9 91 7

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 80 14 77 8
T5 1.36 HF 0.78 290 98 13 90 12
T6 3.32 HF 0.97 290 100 9 95 12
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 52 9 51 9
T12 0.10 MF 0.32 290 85 9 80 7
T13 0.24 MF 0.31 290 91* - 91* -
T14 0.48 MF 0.32 290 94 12 87 10
T15 0.85 MF 0.26 290 86 12 81 10
T16 1.57 MF 0.30 290 89 9 85 7
A1 0.006 LF 0.07 290 na - - -
A2 0.01 LF 0.07 290 na - - -
A3 0.02 LF 0.07 290 na - - -
T30 0.02 LF 0.07 290 na - - -
A4 0.03 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 64 9 56 7
T22 0.11 LF 0.10 290 84 9 79 7
T23 0.24 LF 0.08 290 80 10 77 7
T24 0.40 LF 0.08 290 79 9 79 7
T7 0.38 HF 0.92 270 94 11 91 12
T8 1.52 HF 0.92 270 114 12 102 10
T17 0.43 MF 0.25 270 124 10 112 8
T18 1.71 MF 0.36 270 136 10 115 8
T25 0.26 LF 0.08 270 97 9 91 7
T26 0.41 LF 0.12 270 110 9 99 7
T9 0.40 HF 0.98 310 73 11 74 8
T10 1.47 HF 0.98 310 78 10 75 7
T19 0.40 MF 0.23 310 51 13 54 10
T20 1.60 MF 0.34 310 71 9 69 7
T27 0.24 LF 0.07 310 54 9 52 7
T28 0.38 LF 0.11 310 51 7 53 7
VT1 0.84 MF 0.21 270/290 111 11 100 9
VT2 0.84 MF 0.21 290/270 102 9 93 8

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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LC
Cu Ni Mn Mo% P%

0.41 0.86 1.44 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 51 5 38 5

T31 0.06 HF 0.72 290 59 8 51 4
T1 0.07 HF 0.78 290 73 6 55 5
T2 0.18 HF 0.78 290 116 4 98 5
T3 0.34 HF 0.78 290 150 4 133 5

T29 0.44 HF 0.89 290 154 5 140 4
T4 0.75 HF 0.97 290 145 5 136 7
T5 1.36 HF 0.78 290 174 5 155 5
T6 3.32 HF 0.97 290 193 4 169 6
T32 0.02 MF 0.26 290 38 5 33 4
T11 0.04 MF 0.26 290 66 5 51 6
T12 0.10 MF 0.32 290 111 5 95 5
T13 0.24 MF 0.31 290 155 6 134 5
T14 0.48 MF 0.32 290 169 6 155 5
T15 0.85 MF 0.26 290 188* - 170* -
T16 1.57 MF 0.30 290 198 5 176 5
A1 0.006 LF 0.07 290 31 4 21 4
A2 0.01 LF 0.07 290 42 3 30 7
A3 0.02 LF 0.07 290 61 4 46 4
T30 0.02 LF 0.07 290 53 5 37 5
A4 0.03 LF 0.07 290 75 5 59 5
T21 0.03 LF 0.10 290 71 6 55 5
T22 0.11 LF 0.10 290 129 5 111 5
T23 0.24 LF 0.08 290 168 6 152 5
T24 0.40 LF 0.08 290 176 4 163 5
T7 0.38 HF 0.92 270 155 5 137 4
T8 1.52 HF 0.92 270 212 5 181 4
T17 0.43 MF 0.25 270 214 5 183 4
T18 1.71 MF 0.36 270 257 5 220 5
T25 0.26 LF 0.08 270 187 5 169 5
T26 0.41 LF 0.12 270 202 4 177 5
T9 0.40 HF 0.98 310 127 9 114 9
T10 1.47 HF 0.98 310 161 6 138 5
T19 0.40 MF 0.23 310 132 5 117 5
T20 1.60 MF 0.34 310 148 7 129 9
T27 0.24 LF 0.07 310 119 4 107 4
T28 0.38 LF 0.11 310 122 4 112 4
VT1 0.84 MF 0.21 270/290 205 6 183 5
VT2 0.84 MF 0.21 290/270 200 5 177 5

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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LD
Cu Ni Mn Mo% P%

0.38 1.25 1.38 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 50 8 32 4

T31 0.06 HF 0.72 290 61 3 48 4
T1 0.07 HF 0.78 290 64 5 47 3
T2 0.18 HF 0.78 290 125 4 102 3
T3 0.34 HF 0.78 290 163 4 126 3

T29 0.44 HF 0.89 290 165 7 149 4
T4 0.75 HF 0.97 290 170 6 158 3
T5 1.36 HF 0.78 290 216 4 186 5
T6 3.32 HF 0.97 290 245 3 212 4
T32 0.02 MF 0.26 290 36 4 23 5
T11 0.04 MF 0.26 290 64 4 46 3
T12 0.10 MF 0.32 290 112 4 92 5
T13 0.24 MF 0.31 290 175 4 149 4
T14 0.48 MF 0.32 290 200 3 177 3
T15 0.85 MF 0.26 290 233 3 205 4
T16 1.57 MF 0.30 290 252 4 219 3
A1 0.006 LF 0.07 290 34* - 25* -
A2 0.01 LF 0.07 290 na - - -
A3 0.02 LF 0.07 290 62* - 32* -
T30 0.02 LF 0.07 290 51 3 32 3
A4 0.03 LF 0.07 290 80* - 60 -
T21 0.03 LF 0.10 290 73 5 55 4
T22 0.11 LF 0.10 290 138 4 116 5
T23 0.24 LF 0.08 290 198 4 172 7
T24 0.40 LF 0.08 290 215 5 191 5
T7 0.38 HF 0.92 270 166 5 144 5
T8 1.52 HF 0.92 270 253 5 211 5
T17 0.43 MF 0.25 270 242 3 202 3
T18 1.71 MF 0.36 270 305 3 261 4
T25 0.26 LF 0.08 270 217 3 189 4
T26 0.41 LF 0.12 270 231 3 202 3
T9 0.40 HF 0.98 310 145 3 126 3
T10 1.47 HF 0.98 310 199 5 168 6
T19 0.40 MF 0.23 310 164 3 140 3
T20 1.60 MF 0.34 310 195 6 166 4
T27 0.24 LF 0.07 310 146 3 131 3
T28 0.38 LF 0.11 310 158 3 141 3
VT1 0.84 MF 0.21 270/290 246 6 212 6
VT2 0.84 MF 0.21 290/270 240 4 207 6

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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LG
Cu Ni Mn Mo% P%

0.01 0.74 1.37 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 24 8 13 7

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 20 9 8 9
T2 0.18 HF 0.78 290 25 7 14 6
T3 0.34 HF 0.78 290 30 7 19 7

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 33 9 28 9
T5 1.36 HF 0.78 290 40 8 29 7
T6 3.32 HF 0.97 290 49* - 42* -
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 25 7 15 6
T12 0.10 MF 0.32 290 26 8 17 7
T13 0.24 MF 0.31 290 38 8 26 7
T14 0.48 MF 0.32 290 35 7 27 6
T15 0.85 MF 0.26 290 41 7 32 6
T16 1.57 MF 0.30 290 42 7 33 6
A1 0.006 LF 0.07 290 na - - -
A2 0.01 LF 0.07 290 na - - -
A3 0.02 LF 0.07 290 na - - -
T30 0.02 LF 0.07 290 na - - -
A4 0.03 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 20 9 10 10
T22 0.11 LF 0.10 290 30 7 19 6
T23 0.24 LF 0.08 290 34 10 23 9
T24 0.40 LF 0.08 290 33 11 23 9
T7 0.38 HF 0.92 270 32 7 21 6
T8 1.52 HF 0.92 270 49 7 38 7
T17 0.43 MF 0.25 270 49 9 38 7
T18 1.71 MF 0.36 270 57 8 37 12
T25 0.26 LF 0.08 270 42 8 24 10
T26 0.41 LF 0.12 270 49 7 35 7
T9 0.40 HF 0.98 310 29 7 21 6
T10 1.47 HF 0.98 310 38 8 29 9
T19 0.40 MF 0.23 310 35 7 28 7
T20 1.60 MF 0.34 310 33 7 29 6
T27 0.24 LF 0.07 310 32 8 24 10
T28 0.38 LF 0.11 310 32 7 26 6
VT1 0.84 MF 0.21 270/290 35 7 25 7
VT2 0.84 MF 0.21 290/270 36 11 23 12

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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LH
Cu Ni Mn Mo% P%

0.11 0.74 1.39 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 13 4 11 3

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 20 4 16 3
T2 0.18 HF 0.78 290 24 4 22 2
T3 0.34 HF 0.78 290 28 4 24 4

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 37 4 34 2
T5 1.36 HF 0.78 290 60 4 52 2
T6 3.32 HF 0.97 290 70 4 62 2
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 18 8 18 8
T12 0.10 MF 0.32 290 26 5 22 3
T13 0.24 MF 0.31 290 36 4 36 2
T14 0.48 MF 0.32 290 46 4 42 2
T15 0.85 MF 0.26 290 61 4 56 2
T16 1.57 MF 0.30 290 74 5 67 3
A1 0.006 LF 0.07 290 na - - -
A2 0.01 LF 0.07 290 na - - -
A3 0.02 LF 0.07 290 na - - -
T30 0.02 LF 0.07 290 na - - -
A4 0.03 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 18 5 16 4
T22 0.11 LF 0.10 290 21 5 20 2
T23 0.24 LF 0.08 290 40 5 37 3
T24 0.40 LF 0.08 290 47 5 40 3
T7 0.38 HF 0.92 270 31 4 27 2
T8 1.52 HF 0.92 270 81 5 69 3
T17 0.43 MF 0.25 270 77 4 60 7
T18 1.71 MF 0.36 270 123 5 98 2
T25 0.26 LF 0.08 270 58 4 52 3
T26 0.41 LF 0.12 270 65 5 54 3
T9 0.40 HF 0.98 310 19 8 19 8
T10 1.47 HF 0.98 310 40 4 40 2
T19 0.40 MF 0.23 310 18 5 17 6
T20 1.60 MF 0.34 310 38 13 39 3
T27 0.24 LF 0.07 310 25 6 25 4
T28 0.38 LF 0.11 310 21 5 19 3
VT1 0.84 MF 0.21 270/290 73 4 64 3
VT2 0.84 MF 0.21 290/270 73 4 64 2

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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LI
Cu Ni Mn Mo% P%

0.20 0.74 1.37 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 25 8 14 10

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 42 11 20 7
T2 0.18 HF 0.78 290 68 7 51 8
T3 0.34 HF 0.78 290 82 6 66 7

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 105 12 91 13
T5 1.36 HF 0.78 290 115 6 96 7
T6 3.32 HF 0.97 290 139 13 119 15
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 38 10 25 11
T12 0.10 MF 0.32 290 66 7 51 8
T13 0.24 MF 0.31 290 104 6 85 7
T14 0.48 MF 0.32 290 107 13 93 8
T15 0.85 MF 0.26 290 132 6 114 7
T16 1.57 MF 0.30 290 137 12 117 10
A1 0.006 LF 0.07 290 na - - -
A2 0.01 LF 0.07 290 na - - -
A3 0.02 LF 0.07 290 na - - -
T30 0.02 LF 0.07 290 na - - -
A4 0.03 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 39 9 29 9
T22 0.11 LF 0.10 290 79 6 62 7
T23 0.24 LF 0.08 290 106 6 89 8
T24 0.40 LF 0.08 290 125 6 113 7
T7 0.38 HF 0.92 270 95 6 80 7
T8 1.52 HF 0.92 270 146 7 124 7
T17 0.43 MF 0.25 270 146 10 124 9
T18 1.71 MF 0.36 270 200 10 163 8
T25 0.26 LF 0.08 270 127 10 105 9
T26 0.41 LF 0.12 270 133 6 106 7
T9 0.40 HF 0.98 310 70 6 60 7
T10 1.47 HF 0.98 310 116 6 97 7
T19 0.40 MF 0.23 310 76 6 66 7
T20 1.60 MF 0.34 310 96 8 85 7
T27 0.24 LF 0.07 310 66 7 57 7
T28 0.38 LF 0.11 310 75 6 65 7
VT1 0.84 MF 0.21 270/290 146 13 128 17
VT2 0.84 MF 0.21 290/270 143 7 122 7

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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LJ
Cu Ni Mn Mo% P%

0.42 0.81 1.34 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 48 13 31 7

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 68 12 47 5
T2 0.18 HF 0.78 290 111 12 91 4
T3 0.34 HF 0.78 290 122 13 103 5

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 141 12 117 4
T5 1.36 HF 0.78 290 154 12 130 6
T6 3.32 HF 0.97 290 158 12 134 10
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 56 12 39 4
T12 0.10 MF 0.32 290 101 12 83 4
T13 0.24 MF 0.31 290 139* - 121* -
T14 0.48 MF 0.32 290 154 13 132 6
T15 0.85 MF 0.26 290 162 13 140 8
T16 1.57 MF 0.30 290 167 12 139 5
A1 0.006 LF 0.07 290 na - - -
A2 0.01 LF 0.07 290 na - - -
A3 0.02 LF 0.07 290 na - - -
T30 0.02 LF 0.07 290 na - - -
A4 0.03 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 58 12 42 6
T22 0.11 LF 0.10 290 114 13 96 8
T23 0.24 LF 0.08 290 142 12 124 4
T24 0.40 LF 0.08 290 151 13 133 5
T7 0.38 HF 0.92 270 136 12 116 4
T8 1.52 HF 0.92 270 183 12 150 5
T17 0.43 MF 0.25 270 188 12 162 5
T18 1.71 MF 0.36 270 225 12 182 4
T25 0.26 LF 0.08 270 172 12 151 4
T26 0.41 LF 0.12 270 176 12 150 5
T9 0.40 HF 0.98 310 110 12 93 5
T10 1.47 HF 0.98 310 136 12 111 4
T19 0.40 MF 0.23 310 103 12 86 5
T20 1.60 MF 0.34 310 120 12 99 4
T27 0.24 LF 0.07 310 94 12 79 8
T28 0.38 LF 0.11 310 97 13 76 7
VT1 0.84 MF 0.21 270/290 182 13 157 7
VT2 0.84 MF 0.21 290/270 169 12 157 5

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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LK
Cu Ni Mn Mo% P%

0.80 0.81 1.13 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 41 8 36 7

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 64 8 55 6
T2 0.18 HF 0.78 290 85 13 77 10
T3 0.34 HF 0.78 290 105 10 95 9

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 112 8 102 8
T5 1.36 HF 0.78 290 122 13 106 15
T6 3.32 HF 0.97 290 128 9 109 9
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 54 8 46 6
T12 0.10 MF 0.32 290 88 8 78 7
T13 0.24 MF 0.31 290 110* - 113* -
T14 0.48 MF 0.32 290 129 11 119 13
T15 0.85 MF 0.26 290 137 10 118 6
T16 1.57 MF 0.30 290 127 9 111 8
A1 0.006 LF 0.07 290 na - - -
A2 0.01 LF 0.07 290 na - - -
A3 0.02 LF 0.07 290 na - - -
T30 0.02 LF 0.07 290 na - - -
A4 0.03 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 50 11 42 9
T22 0.11 LF 0.10 290 85 8 72 7
T23 0.24 LF 0.08 290 122 10 110 7
T24 0.40 LF 0.08 290 120 17 111 8
T7 0.38 HF 0.92 270 114 9 105 7
T8 1.52 HF 0.92 270 150 8 132 7
T17 0.43 MF 0.25 270 162 14 142 14
T18 1.71 MF 0.36 270 203 14 171 13
T25 0.26 LF 0.08 270 137 14 125 15
T26 0.41 LF 0.12 270 152 19 135 19
T9 0.40 HF 0.98 310 72 8 67 9
T10 1.47 HF 0.98 310 125 19 130 35
T19 0.40 MF 0.23 310 71 17 74 8
T20 1.60 MF 0.34 310 89 8 84 10
T27 0.24 LF 0.07 310 70 9 66 6
T28 0.38 LF 0.11 310 64 12 57 10
VT1 0.84 MF 0.21 270/290 164 9 147 9
VT2 0.84 MF 0.21 290/270 148 8 135 6

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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L0
Cu Ni Mn Mo% P%

0.41 0.86 1.44 0.55 0.005

Capsule t -code Ti y ±SD u ±SD
A5 0.04 HF 0.51 290 32 9 25 8

T31 0.06 HF 0.72 290 na - - -
T1 0.07 HF 0.78 290 62 11 54 8
T2 0.18 HF 0.78 290 124 10 119 9
T3 0.34 HF 0.78 290 168 10 155 10

T29 0.44 HF 0.89 290 na - - -
T4 0.75 HF 0.97 290 185 9 170 8
T5 1.36 HF 0.78 290 196 11 181 9
T6 3.32 HF 0.97 290 221 11 189 9
T32 0.02 MF 0.26 290 na - - -
T11 0.04 MF 0.26 290 56 10 47 11
T12 0.10 MF 0.32 290 96 9 89 8
T13 0.24 MF 0.31 290 148* - 149* -
T14 0.48 MF 0.32 290 182 9 173 8
T15 0.85 MF 0.26 290 199 10 186 11
T16 1.57 MF 0.30 290 212 9 197 8
A1 0.006 LF 0.07 290 na - - -
A2 0.01 LF 0.07 290 na - - -
A3 0.02 LF 0.07 290 na - - -
T30 0.02 LF 0.07 290 na - - -
A4 0.03 LF 0.07 290 na - - -
T21 0.03 LF 0.10 290 55 10 48 9
T22 0.11 LF 0.10 290 121 17 112 14
T23 0.24 LF 0.08 290 174 10 159 9
T24 0.40 LF 0.08 290 188 9 179 8
T7 0.38 HF 0.92 270 155 10 148 8
T8 1.52 HF 0.92 270 225 10 200 9
T17 0.43 MF 0.25 270 226 10 197 8
T18 1.71 MF 0.36 270 279 9 249 8
T25 0.26 LF 0.08 270 194 9 179 8
T26 0.41 LF 0.12 270 212 9 188 8
T9 0.40 HF 0.98 310 150 9 146 8
T10 1.47 HF 0.98 310 187*        -   169*       -

T19 0.40 MF 0.23 310 142 9 136 9
T20 1.60 MF 0.34 310 165 9 152 8
T27 0.24 LF 0.07 310 125 9 120 8
T28 0.38 LF 0.11 310 129 9 125 8
VT1 0.84 MF 0.21 270/290 221 10 201 10
VT2 0.84 MF 0.21 290/270 218 12 198 11

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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EPRI C
Cu% Ni% Mn% Mo% P%
0.35 0.60 1.30 0.44 0.005

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 62 8 47 8
T1 0.07 HF 0.84 290°C 79 5 61 8
T2 0.19 HF 0.84 290°C 111 5 95 8
T3 0.34 HF 0.78 290°C 128 7 117 8

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C 120 6 105 9
T5 1.36 HF 0.78 290°C 140 5 119 8
T6 3.32 HF 0.97 290°C 151 6 128 9
T32 0.02 MF 0.26 290°C 42 8 28 10
T11 0.04 MF 0.27 290°C 69 5 50 8
T12 0.10 MF 0.32 290°C 106 5 89 8
T13 0.25 MF 0.32 290°C 129 5 117 8
T14 0.48 MF 0.32 290°C 138 5 121 8
T15 0.85 MF 0.26 290°C 146* - 127* -
T16 1.57 MF 0.30 290°C 145 5 121 8
T30 0.02 LF 0.07 290°C 45 7 29 9
T21 0.03 LF 0.11 290°C 69 5 49 9
T22 0.10 LF 0.11 290°C 124 8 110 12
T23 0.24 LF 0.08 290°C 145 6 130 8
T24 0.40 LF 0.08 290°C 145 5 121 8
T7 0.38 HF 0.92 270°C 137 5 117 14
T8 1.52 HF 0.92 270°C 162 6 136 8
T17 0.43 MF 0.25 270°C 175 7 153 8
T18 1.71 MF 0.36 270°C 212 5 173 8
T25 0.26 LF 0.08 270°C 162 6 142 8
T26 0.41 LF 0.12 270°C 160 5 139 9
T9 0.40 HF 0.98 310°C 116 9 106 9
T10 1.47 HF 0.98 310°C 129 5 110 8
T19 0.40 MF 0.23 310°C 102 5 88 8
T20 1.60 MF 0.34 310°C 113 6 100 8
T27 0.24 LF 0.08 310°C 90 7 81 9
T28 0.38 LF 0.11 310°C 90 5 75 8
VT1 0.84 MF 0.21 270°/290° 168 7 146 9
VT2 0.84 MF 0.21 290°/270° 161 5 137 9

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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MW
Cu% Ni% Mn% Mo% P%
0.27 0.57 1.61 0.41 0.017

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C na - - -
T1 0.07 HF 0.84 290°C 49 12 29 10
T2 0.19 HF 0.84 290°C 74 9 55 9
T3 0.34 HF 0.78 290°C 103 14 84 10

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C na - - -
T5 1.36 HF 0.78 290°C 138 11 115 9
T6 3.32 HF 0.97 290°C na - - -
T32 0.02 MF 0.26 290°C na - - -
T11 0.04 MF 0.27 290°C 43 9 27 9
T12 0.10 MF 0.32 290°C 59 8 39 8
T13 0.25 MF 0.32 290°C na - - -
T14 0.48 MF 0.32 290°C 119 9 99 10
T15 0.85 MF 0.26 290°C na - - -
T16 1.57 MF 0.30 290°C 160 11 136 10
T30 0.02 LF 0.07 290°C na - - -
T21 0.03 LF 0.11 290°C 36 9 32 9
T22 0.10 LF 0.11 290°C 71 9 54 9
T23 0.24 LF 0.08 290°C na - - -
T24 0.40 LF 0.08 290°C 127 9 109 11
T7 0.38 HF 0.92 270°C na - - -
T8 1.52 HF 0.92 270°C na - - -
T17 0.43 MF 0.25 270°C na - - -
T18 1.71 MF 0.36 270°C na - - -
T25 0.26 LF 0.08 270°C na - - -
T26 0.41 LF 0.12 270°C na - - -
T9 0.40 HF 0.98 310°C na - - -
T10 1.47 HF 0.98 310°C na - - -
T19 0.40 MF 0.23 310°C na - - -
T20 1.60 MF 0.34 310°C na - - -
T27 0.24 LF 0.08 310°C na - - -
T28 0.38 LF 0.11 310°C na - - -
VT1 0.84 MF 0.21 270°/290° na - - -
VT2 0.84 MF 0.21 290°/270° na - - -

* Single test data; "na" - not available; f(1016n/m2-s); ft(1023n/m2); Ti(°C)
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A weld
Cu% Ni% Mn% Mo% P%
0.24 0.63 1.69 0.40 0.014

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C na - - -
T1 0.07 HF 0.84 290°C 35 19 23 10
T2 0.19 HF 0.84 290°C 69 19 76 22
T3 0.34 HF 0.78 290°C 91 17 78 11

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C na - - -
T5 1.36 HF 0.78 290°C 113 16 94 10
T6 3.32 HF 0.97 290°C 129 16 118 11
T32 0.02 MF 0.26 290°C na - - -
T11 0.04 MF 0.27 290°C 31 20 18 14
T12 0.10 MF 0.32 290°C 51 23 40 11
T13 0.25 MF 0.32 290°C na - - -
T14 0.48 MF 0.32 290°C 106 15 92 10
T15 0.85 MF 0.26 290°C na - - -
T16 1.57 MF 0.30 290°C 126 25 110 20
T30 0.02 LF 0.07 290°C na - - -
T21 0.03 LF 0.11 290°C 33 15 19 10
T22 0.10 LF 0.11 290°C 75 16 61 10
T23 0.24 LF 0.08 290°C na - - -
T24 0.40 LF 0.08 290°C 100 16 90 10
T7 0.38 HF 0.92 270°C 89 15 76 10
T8 1.52 HF 0.92 270°C 148 16 123 11
T17 0.43 MF 0.25 270°C na - - -
T18 1.71 MF 0.36 270°C 165 15 141 10
T25 0.26 LF 0.08 270°C na - - -
T26 0.41 LF 0.12 270°C 119 16 104 10
T9 0.40 HF 0.98 310°C 86 28 82 22
T10 1.47 HF 0.98 310°C 109 15 95 10
T19 0.40 MF 0.23 310°C na - - -
T20 1.60 MF 0.34 310°C 81 15 73 10
T27 0.24 LF 0.08 310°C na - - -
T28 0.38 LF 0.11 310°C 70 17 63 16
VT1 0.84 MF 0.21 270°/290° 131 29 116 22
VT2 0.84 MF 0.21 290°/270° 141 22 121 15

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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B weld
Cu% Ni% Mn% Mo% P%
0.35 0.69 1.63 0.40 0.018

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C na - - -
T1 0.07 HF 0.84 290°C na - - -
T2 0.19 HF 0.84 290°C na - - -
T3 0.34 HF 0.78 290°C 116 13 100 6

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C na - - -
T5 1.36 HF 0.78 290°C 132 12 107 7
T6 3.32 HF 0.97 290°C 169 18 140 13
T32 0.02 MF 0.26 290°C na - - -
T11 0.04 MF 0.27 290°C na - - -
T12 0.10 MF 0.32 290°C na - - -
T13 0.25 MF 0.32 290°C na - - -
T14 0.48 MF 0.32 290°C 115 12 100 8
T15 0.85 MF 0.26 290°C na - - -
T16 1.57 MF 0.30 290°C 135 12 117 9
T30 0.02 LF 0.07 290°C na - - -
T21 0.03 LF 0.11 290°C na - - -
T22 0.10 LF 0.11 290°C na - - -
T23 0.24 LF 0.08 290°C na - - -
T24 0.40 LF 0.08 290°C 132 12 111 7
T7 0.38 HF 0.92 270°C 118 14 96 12
T8 1.52 HF 0.92 270°C 148 12 125 6
T17 0.43 MF 0.25 270°C na - - -
T18 1.71 MF 0.36 270°C 192 13 154 7
T25 0.26 LF 0.08 270°C na - - -
T26 0.41 LF 0.12 270°C 141 13 114 18
T9 0.40 HF 0.98 310°C 101 14 86 6
T10 1.47 HF 0.98 310°C 115 13 97 8
T19 0.40 MF 0.23 310°C na - - -
T20 1.60 MF 0.34 310°C 120 11 96 6
T27 0.24 LF 0.08 310°C na - - -
T28 0.38 LF 0.11 310°C 92 12 75 8
VT1 0.84 MF 0.21 270°/290° 160 18 132 12
VT2 0.84 MF 0.21 290°/270° 151 11 128 7

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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C weld
Cu% Ni% Mn% Mo% P%
0.06 0.62 1.30 0.31 0.009

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C na - - -
T1 0.07 HF 0.84 290°C 38 13 25 15
T2 0.19 HF 0.84 290°C na - - -
T3 0.34 HF 0.78 290°C na - - -

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C na - - -
T5 1.36 HF 0.78 290°C 33 7 29 6
T6 3.32 HF 0.97 290°C 81 15 67 14
T32 0.02 MF 0.26 290°C na - - -
T11 0.04 MF 0.27 290°C na - - -
T12 0.10 MF 0.32 290°C 24 9 14 9
T13 0.25 MF 0.32 290°C na - - -
T14 0.48 MF 0.32 290°C 39 9 31 6
T15 0.85 MF 0.26 290°C na - - -
T16 1.57 MF 0.30 290°C 43 16 40 11
T30 0.02 LF 0.07 290°C na - - -
T21 0.03 LF 0.11 290°C 26 13 20 7
T22 0.10 LF 0.11 290°C 45 6 34 6
T23 0.24 LF 0.08 290°C na - - -
T24 0.40 LF 0.08 290°C 44 25 39 17
T7 0.38 HF 0.92 270°C 50 7 38 7
T8 1.52 HF 0.92 270°C 50 17 42 16
T17 0.43 MF 0.25 270°C na - - -
T18 1.71 MF 0.36 270°C 53 10 39 7
T25 0.26 LF 0.08 270°C na - - -
T26 0.41 LF 0.12 270°C 47 17 37 13
T9 0.40 HF 0.98 310°C 42 10 37 7
T10 1.47 HF 0.98 310°C 43 23 42 12
T19 0.40 MF 0.23 310°C na - - -
T20 1.60 MF 0.34 310°C 58 7 48 6
T27 0.24 LF 0.08 310°C na - - -
T28 0.38 LF 0.11 310°C 22 14 23 10
VT1 0.84 MF 0.21 270°/290° 47 9 38 8
VT2 0.84 MF 0.21 290°/270° 48 9 34 8

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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62W
Cu% Ni% Mn% Mo% P%
0.21 0.54 1.51 0.38 0.016

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 46 8 28 8
T1 0.07 HF 0.84 290°C 45 8 29 8
T2 0.19 HF 0.84 290°C 70 8 51 8
T3 0.34 HF 0.78 290°C 107 8 82 9

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C 94 9 73 8
T5 1.36 HF 0.78 290°C 107 8 77 8
T6 3.32 HF 0.97 290°C 149 11 120 13
T32 0.02 MF 0.26 290°C 31 8 14 8
T11 0.04 MF 0.27 290°C 37 10 25 8
T12 0.10 MF 0.32 290°C 67 14 42 14
T13 0.25 MF 0.32 290°C 77 12 61 11
T14 0.48 MF 0.32 290°C 98 8 78 9
T15 0.85 MF 0.26 290°C 115* - 90* -
T16 1.57 MF 0.30 290°C 129 9 98 8
T30 0.02 LF 0.07 290°C 14 17 7 13
T21 0.03 LF 0.11 290°C 32 8 20 8
T22 0.10 LF 0.11 290°C 80 17 62 11
T23 0.24 LF 0.08 290°C 99 9 76 8
T24 0.40 LF 0.08 290°C 111 9 85 9
T7 0.38 HF 0.92 270°C 83 16 64 18
T8 1.52 HF 0.92 270°C 131 16 97 15
T17 0.43 MF 0.25 270°C 114 10 89 10
T18 1.71 MF 0.36 270°C 167 9 130 8
T25 0.26 LF 0.08 270°C 112 8 85 9
T26 0.41 LF 0.12 270°C 115 11 87 10
T9 0.40 HF 0.98 310°C 87 8 75 9
T10 1.47 HF 0.98 310°C 112 8 90 11
T19 0.40 MF 0.23 310°C 73 11 52 9
T20 1.60 MF 0.34 310°C 93 9 66 8
T27 0.24 LF 0.08 310°C 62 16 51 8
T28 0.38 LF 0.11 310°C 77 8 59 11
VT1 0.84 MF 0.21 270°/290° 134 10 115 10
VT2 0.84 MF 0.21 290°/270° 141 9 113 8

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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63W
Cu% Ni% Mn% Mo% P%
0.30 0.69 1.65 0.43 0.016

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 60 11 44 8
T1 0.07 HF 0.84 290°C 64 7 49 5
T2 0.19 HF 0.84 290°C 109 17 88 9
T3 0.34 HF 0.78 290°C 130 13 115 10

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C 135 7 118 6
T5 1.36 HF 0.78 290°C 162 10 137 6
T6 3.32 HF 0.97 290°C 201 11 173 6
T32 0.02 MF 0.26 290°C 39 7 23 5
T11 0.04 MF 0.27 290°C 53 10 36 7
T12 0.10 MF 0.32 290°C 83 13 68 6
T13 0.25 MF 0.32 290°C 119 10 112 5
T14 0.48 MF 0.32 290°C 145 8 124 5
T15 0.85 MF 0.26 290°C 171* - 143* -
T16 1.57 MF 0.30 290°C 183* - 154* -
T30 0.02 LF 0.07 290°C 33 7 22 5
T21 0.03 LF 0.11 290°C 56 10 40 7
T22 0.10 LF 0.11 290°C 111 10 93 7
T23 0.24 LF 0.08 290°C 139 7 116 5
T24 0.40 LF 0.08 290°C 155 7 137 5
T7 0.38 HF 0.92 270°C 118 12 104 8
T8 1.52 HF 0.92 270°C 194 9 165 6
T17 0.43 MF 0.25 270°C 166 7 144 5
T18 1.71 MF 0.36 270°C 228 10 186 7
T25 0.26 LF 0.08 270°C 157 7 132 5
T26 0.41 LF 0.12 270°C 165 10 141 6
T9 0.40 HF 0.98 310°C 127 10 114 5
T10 1.47 HF 0.98 310°C 145 8 129 8
T19 0.40 MF 0.23 310°C 123 9 104 6
T20 1.60 MF 0.34 310°C 134 10 114 7
T27 0.24 LF 0.08 310°C 96 7 84 5
T28 0.38 LF 0.11 310°C 112 7 96 5
VT1 0.84 MF 0.21 270°/290° 188 9 159 9
VT2 0.84 MF 0.21 290°/270° 184 8 158 5

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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65W
Cu% Ni% Mn% Mo% P%
0.22 0.60 1.45 0.39 0.015

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 39 12 25 10
T1 0.07 HF 0.84 290°C 45 8 29 8
T2 0.19 HF 0.84 290°C 64 7 52 6
T3 0.34 HF 0.78 290°C 82 8 72 6

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C 100 11 86 8
T5 1.36 HF 0.78 290°C 117 7 100 6
T6 3.32 HF 0.97 290°C 139 15 121 12
T32 0.02 MF 0.26 290°C 25 11 18 7
T11 0.04 MF 0.27 290°C 35 10 23 9
T12 0.10 MF 0.32 290°C 64 10 48 9
T13 0.25 MF 0.32 290°C 81 8 71 6
T14 0.48 MF 0.32 290°C 95 10 84 7
T15 0.85 MF 0.26 290°C 124* - 107* -
T16 1.57 MF 0.30 290°C 129 8 109 8
T30 0.02 LF 0.07 290°C 36 8 26 6
T21 0.03 LF 0.11 290°C 27 13 21 9
T22 0.10 LF 0.11 290°C 73 7 61 6
T23 0.24 LF 0.08 290°C 90 10 75 8
T24 0.40 LF 0.08 290°C 99 9 86 7
T7 0.38 HF 0.92 270°C 84 7 77 12
T8 1.52 HF 0.92 270°C 141 13 117 8
T17 0.43 MF 0.25 270°C 114 9 95 8
T18 1.71 MF 0.36 270°C 163 11 131 12
T25 0.26 LF 0.08 270°C 109 7 91 7
T26 0.41 LF 0.12 270°C 104 13 88 9
T9 0.40 HF 0.98 310°C 83 7 77 7
T10 1.47 HF 0.98 310°C 118 12 102 10
T19 0.40 MF 0.23 310°C 82 9 70 9
T20 1.60 MF 0.34 310°C 89 11 77 9
T27 0.24 LF 0.08 310°C 66 8 54 8
T28 0.38 LF 0.11 310°C 77 7 64 7
VT1 0.84 MF 0.21 270°/290° 138 8 121 6
VT2 0.84 MF 0.21 290°/270° 144 16 122 14

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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67W
Cu% Ni% Mn% Mo% P%
0.27 0.59 1.44 0.39 0.011

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 26 16 18 15
T1 0.07 HF 0.84 290°C 40 22 33 20
T2 0.19 HF 0.84 290°C 67 19 54 21
T3 0.34 HF 0.78 290°C 70 16 61 15

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C 67 17 57 15
T5 1.36 HF 0.78 290°C 89 18 73 17
T6 3.32 HF 0.97 290°C 120 20 106 19
T32 0.02 MF 0.26 290°C 20 19 15 22
T11 0.04 MF 0.27 290°C 45 18 33 16
T12 0.10 MF 0.32 290°C 44 16 33 15
T13 0.25 MF 0.32 290°C 62 18 62 17
T14 0.48 MF 0.32 290°C 79 26 69 21
T15 0.85 MF 0.26 290°C 100* - 85* -
T16 1.57 MF 0.30 290°C 99 22 86 23
T30 0.02 LF 0.07 290°C 27 17 19 16
T21 0.03 LF 0.11 290°C 24 22 18 17
T22 0.10 LF 0.11 290°C 53 20 45 15
T23 0.24 LF 0.08 290°C 66 16 55 16
T24 0.40 LF 0.08 290°C 79 20 71 20
T7 0.38 HF 0.92 270°C 65 16 51 15
T8 1.52 HF 0.92 270°C 106 16 87 16
T17 0.43 MF 0.25 270°C 79 17 70 15
T18 1.71 MF 0.36 270°C 146 16 123 15
T25 0.26 LF 0.08 270°C 92 16 78 15
T26 0.41 LF 0.12 270°C 97 16 81 15
T9 0.40 HF 0.98 310°C 63 19 57 16
T10 1.47 HF 0.98 310°C 84 17 71 15
T19 0.40 MF 0.23 310°C 55 16 47 17
T20 1.60 MF 0.34 310°C 81 17 72 19
T27 0.24 LF 0.08 310°C 56 16 49 15
T28 0.38 LF 0.11 310°C 47 19 43 20
VT1 0.84 MF 0.21 270°/290° 120 17 104 16
VT2 0.84 MF 0.21 290°/270° 122 17 102 16

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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73W
Cu% Ni% Mn% Mo% P%
0.31 0.60 1.56 0.58 0.017

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 51 15 35 16
T1 0.07 HF 0.84 290°C 67 16 49 15
T2 0.19 HF 0.84 290°C 98 18 84 13
T3 0.34 HF 0.78 290°C 129 13 113 12

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C 132 14 103 11
T5 1.36 HF 0.78 290°C 154 14 131 14
T6 3.32 HF 0.97 290°C 165 13 143 12
T32 0.02 MF 0.26 290°C 28 13 15 12
T11 0.04 MF 0.27 290°C 64 13 48 12
T12 0.10 MF 0.32 290°C 91 13 76 12
T13 0.25 MF 0.32 290°C 127 13 98 9
T14 0.48 MF 0.32 290°C 147 15 127 13
T15 0.85 MF 0.26 290°C 167* - 148* -
T16 1.57 MF 0.30 290°C 164 15 143 15
T30 0.02 LF 0.07 290°C 38 13 26 13
T21 0.03 LF 0.11 290°C 60 13 45 12
T22 0.10 LF 0.11 290°C 112 14 96 13
T23 0.24 LF 0.08 290°C 150 16 129 14
T24 0.40 LF 0.08 290°C 131 13 112 12
T7 0.38 HF 0.92 270°C 118 14 100 15
T8 1.52 HF 0.92 270°C 173 14 147 13
T17 0.43 MF 0.25 270°C 169 15 142 13
T18 1.71 MF 0.36 270°C 212 15 179 15
T25 0.26 LF 0.08 270°C 139 13 119 13
T26 0.41 LF 0.12 310°C 152 13 135 12
T9 0.40 HF 0.98 310°C 116 16 110 13
T10 1.47 HF 0.98 310°C 144 13 123 12
T19 0.40 MF 0.23 310°C 120 13 106 13
T20 1.60 MF 0.34 310°C 130 16 113 14
T27 0.24 LF 0.08 310°C 84 14 74 13
T28 0.38 LF 0.11 310°C 90 15 80 14
VT1 0.84 MF 0.21 270°/290° 172 15 147 14
VT2 0.84 MF 0.21 290°/270° 155 13.0 128 13

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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RWV
Cu% Ni% Mn% Mo% P%
0.24 1.71 1.21 0.35 0.008

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 45 7 34 8
T1 0.07 HF 0.84 290°C 61 8 40 9
T2 0.19 HF 0.84 290°C 89 8 69 9
T3 0.34 HF 0.78 290°C 128 6 108 8

T29 0.44 HF 0.89 290°C 137 13 118 16
T4 0.78 HF 1.00 290°C na - - -
T5 1.36 HF 0.78 290°C 197 6 175 8
T6 3.32 HF 0.97 290°C na - - -
T32 0.02 MF 0.26 290°C 41 7 30 9
T11 0.04 MF 0.27 290°C 47 8 34 8
T12 0.10 MF 0.32 290°C 74 6 53 8
T13 0.25 MF 0.32 290°C na - - -
T14 0.48 MF 0.32 290°C 161 14 142 15
T15 0.85 MF 0.26 290°C na - - -
T16 1.57 MF 0.30 290°C 245 24 216 16
T30 0.02 LF 0.07 290°C 37* 36* -
T21 0.03 LF 0.11 290°C 54 6 41 8
T22 0.10 LF 0.11 290°C 105 6 86 8
T23 0.24 LF 0.08 290°C na - - -
T24 0.40 LF 0.08 290°C 192 6 172 8
T7 0.38 HF 0.92 270°C na - - -
T8 1.52 HF 0.92 270°C 246 9 214 11
T17 0.43 MF 0.25 270°C na - - -
T18 1.71 MF 0.36 270°C na - - -
T25 0.26 LF 0.08 270°C na - - -
T26 0.41 LF 0.12 270°C na - - -
T9 0.40 HF 0.98 310°C na - - -
T10 1.47 HF 0.98 310°C 203 9 179 8
T19 0.40 MF 0.23 310°C na - - -
T20 1.60 MF 0.34 310°C na - - -
T27 0.24 LF 0.08 310°C na - - -
T28 0.38 LF 0.11 310°C na - - -
VT1 0.84 MF 0.21 270°/290° na - - -
VT2 0.84 MF 0.21 290°/270° na - - -

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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RWP
Cu% Ni% Mn% Mo% P%
0.04 1.68 1.43 0.39 0.011

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C na - - -
T1 0.07 HF 0.84 290°C 25 3 19 3
T2 0.19 HF 0.84 290°C 29 5 25 4
T3 0.34 HF 0.78 290°C 36 3 33 3

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C na - - -
T5 1.36 HF 0.78 290°C 60 3 52 3
T6 3.32 HF 0.97 290°C na - - -
T32 0.02 MF 0.26 290°C na - - -
T11 0.04 MF 0.27 290°C 22 3 15 3
T12 0.10 MF 0.32 290°C 17 4 12 3
T13 0.25 MF 0.32 290°C na - - -
T14 0.48 MF 0.32 290°C 42 4 37 3
T15 0.85 MF 0.26 290°C na - - -
T16 1.57 MF 0.30 290°C 75 3 64 5
T30 0.02 LF 0.07 290°C na - - -
T21 0.03 LF 0.11 290°C 18 5 13 7
T22 0.10 LF 0.11 290°C 31 5 23 5
T23 0.24 LF 0.08 290°C na - - -
T24 0.40 LF 0.08 290°C 49 3 45 4
T7 0.38 HF 0.92 270°C na - - -
T8 1.52 HF 0.92 270°C 70 4 60 3
T17 0.43 MF 0.25 270°C na - - -
T18 1.71 MF 0.36 270°C na - - -
T25 0.26 LF 0.08 270°C na - - -
T26 0.41 LF 0.12 270°C na - - -
T9 0.40 HF 0.98 310°C na - - -
T10 1.47 HF 0.98 310°C 54 3 49 3
T19 0.40 MF 0.23 310°C na - - -
T20 1.60 MF 0.34 310°C na - - -
T27 0.24 LF 0.08 310°C na - - -
T28 0.38 LF 0.11 310°C na - - -
VT1 0.84 MF 0.21 270°/290° na - - -
VT2 0.84 MF 0.21 290°/270° na - - -

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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RWV
Cu% Ni% Mn% Mo% P%
0.60 1.72 1.36 0.41 0.010

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 114 5 104 4
T1 0.07 HF 0.84 290°C na - - -
T2 0.19 HF 0.84 290°C na - - -
T3 0.34 HF 0.78 290°C na - - -

T29 0.44 HF 0.89 290°C 263 4 243 3
T4 0.78 HF 1.00 290°C na - - -
T5 1.36 HF 0.78 290°C 334 8 296 8
T6 3.32 HF 0.97 290°C na - - -
T32 0.02 MF 0.26 290°C 67 3 62 6
T11 0.04 MF 0.27 290°C na - - -
T12 0.10 MF 0.32 290°C na - - -
T13 0.25 MF 0.32 290°C na - - -
T14 0.48 MF 0.32 290°C 299 8 270 10
T15 0.85 MF 0.26 290°C na - - -
T16 1.57 MF 0.30 290°C 364 8 324 8
T30 0.02 LF 0.07 290°C 86 7 74 8
T21 0.03 LF 0.11 290°C na - - -
T22 0.10 LF 0.11 290°C na - - -
T23 0.24 LF 0.08 290°C na - - -
T24 0.40 LF 0.08 290°C 319 9 289 9
T7 0.38 HF 0.92 270°C na - - -
T8 1.52 HF 0.92 270°C 366 8 320 8
T17 0.43 MF 0.25 270°C na - - -
T18 1.71 MF 0.36 270°C na - - -
T25 0.26 LF 0.08 270°C na - - -
T26 0.41 LF 0.12 270°C na - - -
T9 0.40 HF 0.98 310°C na - - -
T10 1.47 HF 0.98 310°C 314 11 282 9
T19 0.40 MF 0.23 310°C na - - -
T20 1.60 MF 0.34 310°C na - - -
T27 0.24 LF 0.08 310°C na - - -
T28 0.38 LF 0.11 310°C na - - -
VT1 0.84 MF 0.21 270°/290° na - - -
VT2 0.84 MF 0.21 290°/270° na - - -

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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HSST 02
Cu% Ni% Mn% Mo% P%
0.14 0.67 1.55 0.53 0.009

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 46 18 23 24
T1 0.07 HF 0.84 290°C 46 4 30 4
T2 0.19 HF 0.84 290°C 71 5 61 4
T3 0.34 HF 0.78 290°C 101 9 84 9

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C 97 11 81 5
T5 1.36 HF 0.78 290°C 117 15 91 6
T6 3.32 HF 0.97 290°C 144 6 110 26
T32 0.02 MF 0.26 290°C 48 7 32 6
T11 0.04 MF 0.27 290°C 49 5 33 5
T12 0.10 MF 0.32 290°C 54 19 39 15
T13 0.25 MF 0.32 290°C 90 4 75 4
T14 0.48 MF 0.32 290°C 113 11 95 9
T15 0.85 MF 0.26 290°C 112* - 84* -
T16 1.57 MF 0.30 290°C 136 5 113 6
T30 0.02 LF 0.07 290°C 39 5 23 4
T21 0.03 LF 0.11 290°C 50 5 34 5
T22 0.10 LF 0.11 290°C 78 5 61 4
T23 0.24 LF 0.08 290°C 93 5 75 5
T24 0.40 LF 0.08 290°C 112 5 96 6
T7 0.38 HF 0.92 270°C 81 8 65 4
T8 1.52 HF 0.92 270°C 140 5 115 4
T17 0.43 MF 0.25 270°C 136 4 114 4
T18 1.71 MF 0.36 270°C 190 5 156 5
T25 0.26 LF 0.08 270°C 107 4 86 4
T26 0.41 LF 0.12 270°C 129 5 107 7
T9 0.40 HF 0.98 310°C 88 7 76 9
T10 1.47 HF 0.98 310°C 123 12 107 8
T19 0.40 MF 0.23 310°C 84 5 70 5
T20 1.60 MF 0.34 310°C 96 6 76 10
T27 0.24 LF 0.08 310°C 76 5 64 5
T28 0.38 LF 0.11 310°C 77 4 63 4
VT1 0.84 MF 0.21 270°/290° 137 8 115 15
VT2 0.84 MF 0.21 290°/270° 137 4 110 4

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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JRQ
Cu% Ni% Mn% Mo% P%
0.14 0.82 1.40 0.50 0.019

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 28 12 23 11
T1 0.07 HF 0.84 290°C 20 9 19 10
T2 0.19 HF 0.84 290°C 39 8 37 11
T3 0.34 HF 0.78 290°C 52 9 50 10

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C 59 8 55 10
T5 1.36 HF 0.78 290°C na - - -
T6 3.32 HF 0.97 290°C 129 9 115 10
T32 0.02 MF 0.26 290°C 15 8 12 10
T11 0.04 MF 0.27 290°C 13 10 11 12
T12 0.10 MF 0.32 290°C 30 10 22 12
T13 0.25 MF 0.32 290°C 53 9 46 14
T14 0.48 MF 0.32 290°C na - - -
T15 0.85 MF 0.26 290°C 92* - 82* -
T16 1.57 MF 0.30 290°C na - - -
T30 0.02 LF 0.07 290°C 13 8 16 11
T21 0.03 LF 0.11 290°C 16 10 13 14
T22 0.10 LF 0.11 290°C 38 10 36 10
T23 0.24 LF 0.08 290°C 60 11 57 11
T24 0.40 LF 0.08 290°C 52 23 46 23
T7 0.38 HF 0.92 270°C 61 15 55 16
T8 1.52 HF 0.92 270°C 121 8 106 10
T17 0.43 MF 0.25 270°C 89 9 77 10
T18 1.71 MF 0.36 270°C na - - -
T25 0.26 LF 0.08 270°C 75 9 64 13
T26 0.41 LF 0.12 270°C 89 10 73 11
T9 0.40 HF 0.98 310°C 38 8 38 12
T10 1.47 HF 0.98 310°C 79 9 69 11
T19 0.40 MF 0.23 310°C 43 8 41 10
T20 1.60 MF 0.34 310°C 72 9 62 12
T27 0.24 LF 0.08 310°C 32 8 25 12
T28 0.38 LF 0.11 310°C 40 8 42 10
VT1 0.84 MF 0.21 270°/290° 108 9 98 10
VT2 0.84 MF 0.21 290°/270° 117 10 106 13

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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A302
Cu% Ni% Mn% Mo% P%
0.14 0.02 1.20 0.60 0.015

Capsule t -code Ti y ±SD u ±SD
T31 0.06 HF 0.72 290°C 7 19 2 19
T1 0.07 HF 0.84 290°C 12 23 9 23
T2 0.19 HF 0.84 290°C 13 25 6 22
T3 0.34 HF 0.78 290°C 31 19 25 20

T29 0.44 HF 0.89 290°C na - - -
T4 0.78 HF 1.00 290°C 23 18 24 19
T5 1.36 HF 0.78 290°C 36 18 29 19
T6 3.32 HF 0.97 290°C 53 20 45 20
T32 0.02 MF 0.26 290°C 26* - 19* -
T11 0.04 MF 0.27 290°C 27 50 11 40
T12 0.10 MF 0.32 290°C 10 19 0 20
T13 0.25 MF 0.32 290°C 71 24 56 22
T14 0.48 MF 0.32 290°C 42 6 33 8
T15 0.85 MF 0.26 290°C 41* - 30* -
T16 1.57 MF 0.30 290°C 66 27 58 22
T30 0.02 LF 0.07 290°C 45 67 34 53
T21 0.03 LF 0.11 290°C 3 2 -3 3
T22 0.10 LF 0.11 290°C 58 49 43 38
T23 0.24 LF 0.08 290°C na - - -
T24 0.40 LF 0.08 290°C 52 23 46 23
T7 0.38 HF 0.92 270°C 15 28 1 28
T8 1.52 HF 0.92 270°C 67 18 57 19
T17 0.43 MF 0.25 270°C na - - -
T18 1.71 MF 0.36 270°C 73* - 56* -
T25 0.26 LF 0.08 270°C na - - -
T26 0.41 LF 0.12 270°C 55 32 48 25
T9 0.40 HF 0.98 310°C 21 30 17 28
T10 1.47 HF 0.98 310°C 39 30 32 28
T19 0.40 MF 0.23 310°C 23 25 16 20
T20 1.60 MF 0.34 310°C 47 25 41 23
T27 0.24 LF 0.08 310°C 89 29 68 25
T28 0.38 LF 0.11 310°C 47 38 35 31
VT1 0.84 MF 0.21 270°/290° 62 19 57 21
VT2 0.84 MF 0.21 290°/270° 47 19 27 28

* Single test data; "na" - not available; (1016n/m2-s); t(1023n/m2); Ti(°C)
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Appendix C 
 

Comparison of the Predictions of CM-3(2) 
to the IVAR and RADAMO Databases 
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Table of IVAR Chemistry Values 
 

Composition  [wt-%] 
Alloy Product Form

Cu Ni Mn P Si 
62W Weld 0.23 0.6 1.61 0.02 0.59
63W Weld 0.3 0.69 1.65 0.016 0.63
65W Weld 0.22 0.6 1.45 0.015 0.48
67W Weld 0.27 0.69 1.44 0.011 0.5
73W Weld 0.31 0.6 1.56 0.005 0.45
A302 Plate 0.14 0.2 1.2 0.015 0.28
A508 Forging 0.06 0.8 1.3 0.005 0.01
BW-A Weld 0.21 0.63 1.69 0.014 0.45
BW-B Weld 0.28 0.69 1.63 0.018 0.54
BW-C Weld 0.06 0.62 1.3 0.009 0.37
CM1 SMMS 0.01 0.01 1.67 0.003 0.15
CM10 SMMS 0.02 0.88 1.66 0.008 0.17
CM11 SMMS 0.34 0.85 1.64 0.006 0.18
CM12 SMMS 0.86 0.84 1.65 0.006 0.17
CM13 SMMS 0.11 0.83 1.61 0.004 0.16
CM14 SMMS 0.11 0.83 1.62 0.04 0.17
CM15 SMMS 0.22 0.02 1.59 0.002 0.15
CM16 SMMS 0.22 0.82 1.58 0.004 0.25
CM17 SMMS 0.22 1.59 1.54 0.004 0.25
CM18 SMMS 0.43 0.02 1.7 0.002 0.15
CM19 SMMS 0.42 0.85 1.63 0.005 0.16
CM2 SMMS 0.01 0.01 1.65 0.041 0.16
CM20 SMMS 0.43 1.69 1.63 0.006 0.16
CM21 SMMS 0.42 0.84 0.01 0.002 0.14
CM22 SMMS 0.42 0.84 0.84 0.002 0.14
CM23 SMMS 0.01 0.83 1.62 0.002 0.15
CM24 SMMS 0.02 0.87 1.65 0.006 0.15
CM25 SMMS 0.01 0.87 1.53 0.003 0.17
CM26 SMMS 0.01 0.87 1.66 0.006 0.17
CM27 SMMS 0.01 0.84 1.6 0.002 0.16
CM28 SMMS 0.42 0.84 1.6 0.002 0.17
CM29 SMMS 0.21 0.02 1.68 0.002 0.14
CM3 SMMS 0.02 0.85 1.6 0.006 0.16
CM30 SMMS 0.22 0.85 1.64 0.006 0.16
CM31 SMMS 0.01 0.86 1.65 0.006 0.17
CM4 SMMS 0.02 0.86 1.53 0.031 0.16
CM5 SMMS 0.02 0.86 1.61 0.05 0.16
CM6 SMMS 0.02 1.68 1.5 0.007 0.17
CM7 SMMS 0 1.7 1.55 0.047 0.17



 C-3

Composition  [wt-%] 
Alloy Product Form

Cu Ni Mn P Si 
CM8 SMMS 0.01 0.86 0.01 0.004 0.14
CM9 SMMS 0.01 0.86 0.85 0.003 0.15
EPRI-C Weld 0.4 0.6 1.36 0.006 0.51
HSST02 Plate 0.14 0.67 1.55 0.009 0.2
JRQ Plate 0.14 0.82 1.4 0.019 0.25
LA SMMS 0.4 0 1.37 0.005 0.22
LB SMMS 0.4 0.18 1.35 0.005 0.22
LC SMMS 0.41 0.86 1.44 0.005 0.23
LD SMMS 0.38 1.25 1.38 0.005 0.23
LG SMMS 0 0.74 1.37 0.005 0.22
LH SMMS 0.11 0.74 1.39 0.005 0.24
LI SMMS 0.2 0.74 1.37 0.005 0.24
LJ SMMS 0.42 0.81 1.34 0.005 0.13
LK SMMS 0.8 0.81 1.13 0.005 0.13
LO SMMS 0.41 0.86 1.44 0.005 0.23
Midland Weld 0.27 0.57 1.61 0.017 0.62
Palisades Weld 0.2 1.2 1.3 0.01 0.18
RR-WG Weld 0.24 1.71 1.21 0.008 0.6
RR-WP Weld 0.04 1.65 1.43 0.011 0.5
RR-WV Weld 0.56 1.66 1.36 0.01 0.38
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Alloy: CM1

Product: SMMS

Cu= 0.01

Ni= 0.01

Mn= 1.67

P= 0.003

High Flux (φ = 9x1011 n/cm2/s)
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Alloy: CM2

Product: SMMS

Cu= 0.01

Ni= 0.01

Mn= 1.65

P= 0.041

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-6

Alloy: CM3

Product: SMMS

Cu= 0.02

Ni= 0.85

Mn= 1.6

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-7

Alloy: CM4

Product: SMMS

Cu= 0.02

Ni= 0.86

Mn= 1.53

P= 0.031

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)

-40

-20

0

20

40

60

80

100

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

SMMS Weld
Plate Forging
CM-3(2) Lower Bound
Upper Bound

-30
-20
-10

0
10
20
30
40
50
60
70
80

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

-30

-20

-10

0

10

20

30

40

50

60

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

 



 C-8

Alloy: CM5

Product: SMMS

Cu= 0.02

Ni= 0.86

Mn= 1.61

P= 0.05

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-9

Alloy: CM6

Product: SMMS

Cu= 0.02

Ni= 1.68

Mn= 1.5

P= 0.007

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-10

Alloy: CM7

Product: SMMS

Cu= 0

Ni= 1.7

Mn= 1.55

P= 0.047

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)

-40

-20

0

20

40

60

80

100

120

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

SMMS Weld
Plate Forging
CM-3(2) Lower Bound
Upper Bound

-40

-20

0

20

40

60

80

100

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

-30

-20

-10

0

10

20

30

40

50

60

70

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

 



 C-11

Alloy: CM8

Product: SMMS

Cu= 0.01

Ni= 0.86

Mn= 0.01

P= 0.004

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-12

Alloy: CM9

Product: SMMS

Cu= 0.01

Ni= 0.86

Mn= 0.85

P= 0.003

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-13

Alloy: CM10

Product: SMMS

Cu= 0.02

Ni= 0.88

Mn= 1.66

P= 0.008

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-14

Alloy: CM11

Product: SMMS

Cu= 0.34

Ni= 0.85

Mn= 1.64

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-15

Alloy: CM12

Product: SMMS

Cu= 0.86

Ni= 0.84

Mn= 1.65

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-16

Alloy: CM13

Product: SMMS

Cu= 0.11

Ni= 0.83

Mn= 1.61

P= 0.004

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-17

Alloy: CM14

Product: SMMS

Cu= 0.11

Ni= 0.83

Mn= 1.62

P= 0.04

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-18

Alloy: CM15

Product: SMMS

Cu= 0.22

Ni= 0.02

Mn= 1.59

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-19

Alloy: CM16

Product: SMMS

Cu= 0.22

Ni= 0.82

Mn= 1.58

P= 0.004

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-20

Alloy: CM17

Product: SMMS

Cu= 0.22

Ni= 1.59

Mn= 1.54

P= 0.004

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-21

Alloy: CM18

Product: SMMS

Cu= 0.43

Ni= 0.02

Mn= 1.7

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-22

Alloy: CM19

Product: SMMS

Cu= 0.42

Ni= 0.85

Mn= 1.63

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)

-50

0

50

100

150

200

250

300

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

SMMS Weld
Plate Forging
CM-3(2) Lower Bound
Upper Bound

-50

0

50

100

150

200

250

300

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

-50

0

50

100

150

200

250

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

 



 C-23

Alloy: CM20

Product: SMMS

Cu= 0.43

Ni= 1.69

Mn= 1.63

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-24

Alloy: CM21

Product: SMMS

Cu= 0.42

Ni= 0.84

Mn= 0.01

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-25

Alloy: CM22

Product: SMMS

Cu= 0.42

Ni= 0.84

Mn= 0.84

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-26

Alloy: CM23

Product: SMMS

Cu= 0.01

Ni= 0.83

Mn= 1.62

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-27

Alloy: CM24

Product: SMMS

Cu= 0.02

Ni= 0.87

Mn= 1.65

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-28

Alloy: CM25

Product: SMMS

Cu= 0.01

Ni= 0.87

Mn= 1.53

P= 0.003

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-29

Alloy: CM26

Product: SMMS

Cu= 0.01

Ni= 0.87

Mn= 1.66

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-30

Alloy: CM27

Product: SMMS

Cu= 0.01

Ni= 0.84

Mn= 1.6

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-31

Alloy: CM28

Product: SMMS

Cu= 0.42

Ni= 0.84

Mn= 1.6

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-32

Alloy: CM29

Product: SMMS

Cu= 0.21

Ni= 0.02

Mn= 1.68

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-33

Alloy: CM30

Product: SMMS

Cu= 0.22

Ni= 0.85

Mn= 1.64

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-34

Alloy: CM31

Product: SMMS

Cu= 0.01

Ni= 0.86

Mn= 1.65

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-35

Alloy: LA

Product: SMMS

Cu= 0.4

Ni= 0

Mn= 1.37

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-36

Alloy: LB

Product: SMMS

Cu= 0.4

Ni= 0.18

Mn= 1.35

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-37

Alloy: LC

Product: SMMS

Cu= 0.41

Ni= 0.86

Mn= 1.44

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-38

Alloy: LD

Product: SMMS

Cu= 0.38

Ni= 1.25

Mn= 1.38

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-39

Alloy: LG

Product: SMMS

Cu= 0

Ni= 0.74

Mn= 1.37

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-40

Alloy: LH

Product: SMMS

Cu= 0.11

Ni= 0.74

Mn= 1.39

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-41

Alloy: LI

Product: SMMS

Cu= 0.2

Ni= 0.74

Mn= 1.37

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-42

Alloy: LJ

Product: SMMS

Cu= 0.42

Ni= 0.81

Mn= 1.34

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-43

Alloy: LK

Product: SMMS

Cu= 0.8

Ni= 0.81

Mn= 1.13

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-44

Alloy: LO

Product: SMMS

Cu= 0.41

Ni= 0.86

Mn= 1.44

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-45

Alloy: BW-A

Product: Weld

Cu= 0.21

Ni= 0.63

Mn= 1.69

P= 0.014

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-46

Alloy: BW-B

Product: Weld

Cu= 0.28

Ni= 0.69

Mn= 1.63

P= 0.018

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-47

Alloy: BW-C

Product: Weld

Cu= 0.06

Ni= 0.62

Mn= 1.3

P= 0.009

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-48

Alloy: 62W

Product: Weld

Cu= 0.23

Ni= 0.6

Mn= 1.61

P= 0.02

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-49

Alloy: 63W

Product: Weld

Cu= 0.3

Ni= 0.69

Mn= 1.65

P= 0.016

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-50

Alloy: 65W

Product: Weld

Cu= 0.22

Ni= 0.6

Mn= 1.45

P= 0.015

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)

-50

0

50

100

150

200

250

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

SMMS Weld
Plate Forging
CM-3(2) Lower Bound
Upper Bound

-50

0

50

100

150

200

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

-40
-20

0
20
40
60
80

100
120
140
160
180

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]



 C-51

Alloy: 67W

Product: Weld

Cu= 0.27

Ni= 0.69

Mn= 1.44

P= 0.011

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)

0

50

100

150

200

250

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

SMMS Weld
Plate Forging
CM-3(2) Lower Bound
Upper Bound

-50

0

50

100

150

200

250

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

-50

0

50

100

150

200

0 1E+19 2E+19 3E+19 4E+19

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

 



 C-52

Alloy: 73W

Product: Weld

Cu= 0.31

Ni= 0.6

Mn= 1.56

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-53

Alloy: Midland

Product: Weld

Cu= 0.27

Ni= 0.57

Mn= 1.61

P= 0.017

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-54

Alloy: HSST-02

Product: Plate

Cu= 0.14

Ni= 0.67

Mn= 1.55

P= 0.009

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-55

Alloy: A302

Product: Plate

Cu= 0.14

Ni= 0.2

Mn= 1.2

P= 0.015

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-56

Alloy: JRQ

Product: Plate

Cu= 0.14

Ni= 0.82

Mn= 1.4

P= 0.019

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-57

Alloy: RR-WP

Product: Weld

Cu= 0.04

Ni= 1.65

Mn= 1.43

P= 0.011

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-58

Alloy: RR-WG

Product: Weld

Cu= 0.24

Ni= 1.71

Mn= 1.21

P= 0.008

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-59

Alloy: RR-WV

Product: Weld

Cu= 0.56

Ni= 1.66

Mn= 1.36

P= 0.01

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-60

Alloy: EPRI-C

Product: Weld

Cu= 0.4

Ni= 0.6

Mn= 1.36

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-61

Alloy: Palisades

Product: Weld

Cu= 0.2

Ni= 1.2

Mn= 1.3

P= 0.01

High Flux (φ = 9x1011 n/cm2/s)
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No data reported in IVAR at medium or flow flux for this 
alloy. 

 
 



 C-62

Alloy: A508

Product: Forging

Cu= 0.06

Ni= 0.8

Mn= 1.3

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 C-63

 
 
 
 
 

Table of RADAMO Chemistry Values 
 

Composition  [wt-%] 
Alloy Product Form

Cu Ni Mn P Si 
16MND5 forging 0.065 0.69 1.37 0.013 0.04
18MND5-BM plate 0.13 0.64 1.55 0.008 0.25
18MND5-W weld 0.12 1.01 1.3 0.021 0.19
20MnMoNi55 forging 0.11 0.8 1.29 0.007 0.2
72W weld 0.23 0.6 1.6 0.006 0.44
73W weld 0.31 0.6 1.56 0.005 0.45
A508-B forging 0.05 0.75 1.43 0.008 0.28
A508-W weld 0.07 0.83 1.57 0.015 0.22
HSST-03 plate 0.12 0.62 1.36 0.011 0.26
JRQ plate 0.14 0.84 1.42 0.017 0.24
VVER-1000B plate 0.05 1.26 0.46 0.008 0.3
VVER-1000W weld 0.06 1.7 0.73 0.006 0.14
VVER-440B plate 0.08 0.12 0.4 0.012 0.29
VVER-440W weld 0.13 0.12 0.97 0.032 0.5
 



 C-64

Temperature = 300 oC

Alloy: A508-B
Product: forging

Cu= 0.05
Ni= 0.75

Mn= 1.43
P= 0.008

Temperature = 265 oC
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 C-65

Temperature = 300 oC

Alloy: VVER-1000B
Product: plate

Cu= 0.05
Ni= 1.26

Mn= 0.46
P= 0.008

Temperature = 265 oC
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 C-66

Temperature = 300 oC

Alloy: VVER-1000W
Product: weld

Cu= 0.06
Ni= 1.7

Mn= 0.73
P= 0.006

Temperature = 265 oC
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 C-67

Temperature = 300 oC

Alloy: 16MND5
Product: forging

Cu= 0.065
Ni= 0.69

Mn= 1.37
P= 0.013
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No data reported in RADAMO at 265 °C for this alloy. 
 



 C-68

Temperature = 300 oC

Alloy: A508-W
Product: weld

Cu= 0.07
Ni= 0.83

Mn= 1.57
P= 0.015

Temperature = 265 oC
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 C-69

Temperature = 300 oC

Alloy: VVER-440B
Product: plate

Cu= 0.08
Ni= 0.12

Mn= 0.4
P= 0.012

Temperature = 265 oC
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 C-70

Temperature = 300 oC

Alloy: 20MnMoNi55
Product: forging

Cu= 0.11
Ni= 0.8

Mn= 1.29
P= 0.007

Temperature = 265 oC
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 C-71

Temperature = 300 oC

Alloy: 18MND5-W
Product: weld

Cu= 0.12
Ni= 1.01

Mn= 1.3
P= 0.021
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No data reported in RADAMO at 265 °C for this alloy. 



 C-72

Temperature = 300 oC

Alloy: HSST-03
Product: plate

Cu= 0.12
Ni= 0.62

Mn= 1.36
P= 0.011

Temperature = 265 oC
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 C-73

Temperature = 300 oC

Alloy: 18MND5-BM
Product: plate

Cu= 0.13
Ni= 0.64

Mn= 1.55
P= 0.008

Temperature = 265 oC
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 C-74

Temperature = 300 oC

Alloy: VVER-440W
Product: weld

Cu= 0.13
Ni= 0.12

Mn= 0.97
P= 0.032

Temperature = 265 oC
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 C-75

Temperature = 300 oC

Alloy: 72W
Product: weld

Cu= 0.23
Ni= 0.6

Mn= 1.6
P= 0.006

Temperature = 265 oC
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 C-76

Temperature = 300 oC

Alloy: 73W
Product: weld

Cu= 0.31
Ni= 0.6

Mn= 1.56
P= 0.005

Temperature = 265 oC
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Table of IVAR Chemistry Values 
 

Composition  [wt-%] 
Alloy Product Form

Cu Ni Mn P Si 
62W Weld 0.23 0.6 1.61 0.02 0.59
63W Weld 0.3 0.69 1.65 0.016 0.63
65W Weld 0.22 0.6 1.45 0.015 0.48
67W Weld 0.27 0.69 1.44 0.011 0.5
73W Weld 0.31 0.6 1.56 0.005 0.45
A302 Plate 0.14 0.2 1.2 0.015 0.28
A508 Forging 0.06 0.8 1.3 0.005 0.01
BW-A Weld 0.21 0.63 1.69 0.014 0.45
BW-B Weld 0.28 0.69 1.63 0.018 0.54
BW-C Weld 0.06 0.62 1.3 0.009 0.37
CM1 SMMS 0.01 0.01 1.67 0.003 0.15
CM10 SMMS 0.02 0.88 1.66 0.008 0.17
CM11 SMMS 0.34 0.85 1.64 0.006 0.18
CM12 SMMS 0.86 0.84 1.65 0.006 0.17
CM13 SMMS 0.11 0.83 1.61 0.004 0.16
CM14 SMMS 0.11 0.83 1.62 0.04 0.17
CM15 SMMS 0.22 0.02 1.59 0.002 0.15
CM16 SMMS 0.22 0.82 1.58 0.004 0.25
CM17 SMMS 0.22 1.59 1.54 0.004 0.25
CM18 SMMS 0.43 0.02 1.7 0.002 0.15
CM19 SMMS 0.42 0.85 1.63 0.005 0.16
CM2 SMMS 0.01 0.01 1.65 0.041 0.16
CM20 SMMS 0.43 1.69 1.63 0.006 0.16
CM21 SMMS 0.42 0.84 0.01 0.002 0.14
CM22 SMMS 0.42 0.84 0.84 0.002 0.14
CM23 SMMS 0.01 0.83 1.62 0.002 0.15
CM24 SMMS 0.02 0.87 1.65 0.006 0.15
CM25 SMMS 0.01 0.87 1.53 0.003 0.17
CM26 SMMS 0.01 0.87 1.66 0.006 0.17
CM27 SMMS 0.01 0.84 1.6 0.002 0.16
CM28 SMMS 0.42 0.84 1.6 0.002 0.17
CM29 SMMS 0.21 0.02 1.68 0.002 0.14
CM3 SMMS 0.02 0.85 1.6 0.006 0.16
CM30 SMMS 0.22 0.85 1.64 0.006 0.16
CM31 SMMS 0.01 0.86 1.65 0.006 0.17
CM4 SMMS 0.02 0.86 1.53 0.031 0.16
CM5 SMMS 0.02 0.86 1.61 0.05 0.16
CM6 SMMS 0.02 1.68 1.5 0.007 0.17
CM7 SMMS 0 1.7 1.55 0.047 0.17
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Composition  [wt-%] 
Alloy Product Form

Cu Ni Mn P Si 
CM8 SMMS 0.01 0.86 0.01 0.004 0.14
CM9 SMMS 0.01 0.86 0.85 0.003 0.15
EPRI-C Weld 0.4 0.6 1.36 0.006 0.51
HSST02 Plate 0.14 0.67 1.55 0.009 0.2
JRQ Plate 0.14 0.82 1.4 0.019 0.25
LA SMMS 0.4 0 1.37 0.005 0.22
LB SMMS 0.4 0.18 1.35 0.005 0.22
LC SMMS 0.41 0.86 1.44 0.005 0.23
LD SMMS 0.38 1.25 1.38 0.005 0.23
LG SMMS 0 0.74 1.37 0.005 0.22
LH SMMS 0.11 0.74 1.39 0.005 0.24
LI SMMS 0.2 0.74 1.37 0.005 0.24
LJ SMMS 0.42 0.81 1.34 0.005 0.13
LK SMMS 0.8 0.81 1.13 0.005 0.13
LO SMMS 0.41 0.86 1.44 0.005 0.23
Midland Weld 0.27 0.57 1.61 0.017 0.62
Palisades Weld 0.2 1.2 1.3 0.01 0.18
RR-WG Weld 0.24 1.71 1.21 0.008 0.6
RR-WP Weld 0.04 1.65 1.43 0.011 0.5
RR-WV Weld 0.56 1.66 1.36 0.01 0.38
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Alloy: CM1

Product: SMMS

Cu= 0.01

Ni= 0.01

Mn= 1.67

P= 0.003

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM2

Product: SMMS

Cu= 0.01

Ni= 0.01

Mn= 1.65

P= 0.041

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM3

Product: SMMS

Cu= 0.02

Ni= 0.85

Mn= 1.6

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM4

Product: SMMS

Cu= 0.02

Ni= 0.86

Mn= 1.53

P= 0.031

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM5

Product: SMMS

Cu= 0.02

Ni= 0.86

Mn= 1.61

P= 0.05

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM6

Product: SMMS

Cu= 0.02

Ni= 1.68

Mn= 1.5

P= 0.007

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM7

Product: SMMS

Cu= 0

Ni= 1.7

Mn= 1.55

P= 0.047

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM8

Product: SMMS

Cu= 0.01

Ni= 0.86

Mn= 0.01

P= 0.004

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM9

Product: SMMS

Cu= 0.01

Ni= 0.86

Mn= 0.85

P= 0.003

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM10

Product: SMMS

Cu= 0.02

Ni= 0.88

Mn= 1.66

P= 0.008

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM11

Product: SMMS

Cu= 0.34

Ni= 0.85

Mn= 1.64

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM12

Product: SMMS

Cu= 0.86

Ni= 0.84

Mn= 1.65

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM13

Product: SMMS

Cu= 0.11

Ni= 0.83

Mn= 1.61

P= 0.004

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM14

Product: SMMS

Cu= 0.11

Ni= 0.83

Mn= 1.62

P= 0.04

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM15

Product: SMMS

Cu= 0.22

Ni= 0.02

Mn= 1.59

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM16

Product: SMMS

Cu= 0.22

Ni= 0.82

Mn= 1.58

P= 0.004

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM17

Product: SMMS

Cu= 0.22

Ni= 1.59

Mn= 1.54

P= 0.004

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM18

Product: SMMS

Cu= 0.43

Ni= 0.02

Mn= 1.7

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM19

Product: SMMS

Cu= 0.42

Ni= 0.85

Mn= 1.63

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM20

Product: SMMS

Cu= 0.43

Ni= 1.69

Mn= 1.63

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM21

Product: SMMS

Cu= 0.42

Ni= 0.84

Mn= 0.01

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-25

Alloy: CM22

Product: SMMS

Cu= 0.42

Ni= 0.84

Mn= 0.84

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM23

Product: SMMS

Cu= 0.01

Ni= 0.83

Mn= 1.62

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM24

Product: SMMS

Cu= 0.02

Ni= 0.87

Mn= 1.65

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM25

Product: SMMS

Cu= 0.01

Ni= 0.87

Mn= 1.53

P= 0.003

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM26

Product: SMMS

Cu= 0.01

Ni= 0.87

Mn= 1.66

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM27

Product: SMMS

Cu= 0.01

Ni= 0.84

Mn= 1.6

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM28

Product: SMMS

Cu= 0.42

Ni= 0.84

Mn= 1.6

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM29

Product: SMMS

Cu= 0.21

Ni= 0.02

Mn= 1.68

P= 0.002

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM30

Product: SMMS

Cu= 0.22

Ni= 0.85

Mn= 1.64

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: CM31

Product: SMMS

Cu= 0.01

Ni= 0.86

Mn= 1.65

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: LA

Product: SMMS

Cu= 0.4

Ni= 0

Mn= 1.37

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: LB

Product: SMMS

Cu= 0.4

Ni= 0.18

Mn= 1.35

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: LC

Product: SMMS

Cu= 0.41

Ni= 0.86

Mn= 1.44

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: LD

Product: SMMS

Cu= 0.38

Ni= 1.25

Mn= 1.38

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Alloy: LG

Product: SMMS

Cu= 0

Ni= 0.74

Mn= 1.37

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-40

Alloy: LH

Product: SMMS

Cu= 0.11

Ni= 0.74

Mn= 1.39

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-41

Alloy: LI

Product: SMMS

Cu= 0.2

Ni= 0.74

Mn= 1.37

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-42

Alloy: LJ

Product: SMMS

Cu= 0.42

Ni= 0.81

Mn= 1.34

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-43

Alloy: LK

Product: SMMS

Cu= 0.8

Ni= 0.81

Mn= 1.13

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-44

Alloy: LO

Product: SMMS

Cu= 0.41

Ni= 0.86

Mn= 1.44

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-45

Alloy: BW-A

Product: Weld

Cu= 0.21

Ni= 0.63

Mn= 1.69

P= 0.014

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-46

Alloy: BW-B

Product: Weld

Cu= 0.28

Ni= 0.69

Mn= 1.63

P= 0.018

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-47

Alloy: BW-C

Product: Weld

Cu= 0.06

Ni= 0.62

Mn= 1.3

P= 0.009

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-48

Alloy: 62W

Product: Weld

Cu= 0.23

Ni= 0.6

Mn= 1.61

P= 0.02

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-49

Alloy: 63W

Product: Weld

Cu= 0.3

Ni= 0.69

Mn= 1.65

P= 0.016

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-50

Alloy: 65W

Product: Weld

Cu= 0.22

Ni= 0.6

Mn= 1.45

P= 0.015

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-51

Alloy: 67W

Product: Weld

Cu= 0.27

Ni= 0.69

Mn= 1.44

P= 0.011

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-52

Alloy: 73W

Product: Weld

Cu= 0.31

Ni= 0.6

Mn= 1.56

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-53

Alloy: Midland

Product: Weld

Cu= 0.27

Ni= 0.57

Mn= 1.61

P= 0.017

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-54

Alloy: HSST-02

Product: Plate

Cu= 0.14

Ni= 0.67

Mn= 1.55

P= 0.009

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-55

Alloy: A302

Product: Plate

Cu= 0.14

Ni= 0.2

Mn= 1.2

P= 0.015

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-56

Alloy: JRQ

Product: Plate

Cu= 0.14

Ni= 0.82

Mn= 1.4

P= 0.019

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-57

Alloy: RR-WP

Product: Weld

Cu= 0.04

Ni= 1.65

Mn= 1.43

P= 0.011

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-58

Alloy: RR-WG

Product: Weld

Cu= 0.24

Ni= 1.71

Mn= 1.21

P= 0.008

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-59

Alloy: RR-WV

Product: Weld

Cu= 0.56

Ni= 1.66

Mn= 1.36

P= 0.01

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-60

Alloy: EPRI-C

Product: Weld

Cu= 0.4

Ni= 0.6

Mn= 1.36

P= 0.006

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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 D-61

Alloy: Palisades

Product: Weld

Cu= 0.2

Ni= 1.2

Mn= 1.3

P= 0.01

High Flux (φ = 9x1011 n/cm2/s)
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No data reported in IVAR at medium or low flux for this 
alloy. 

 
 



 D-62

Alloy: A508

Product: Forging

Cu= 0.06

Ni= 0.8

Mn= 1.3

P= 0.005

High Flux (φ = 9x1011 n/cm2/s)

Medium Flux (φ = 3x1011 n/cm2/s)

Low Flux (φ = 1x1011 n/cm2/s)
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Table of RADAMO Chemistry Values 
 

Composition  [wt-%] 
Alloy Product Form

Cu Ni Mn P Si 
16MND5 forging 0.065 0.69 1.37 0.013 0.04
18MND5-BM plate 0.13 0.64 1.55 0.008 0.25
18MND5-W weld 0.12 1.01 1.3 0.021 0.19
20MnMoNi55 forging 0.11 0.8 1.29 0.007 0.2
72W weld 0.23 0.6 1.6 0.006 0.44
73W weld 0.31 0.6 1.56 0.005 0.45
A508-B forging 0.05 0.75 1.43 0.008 0.28
A508-W weld 0.07 0.83 1.57 0.015 0.22
HSST-03 plate 0.12 0.62 1.36 0.011 0.26
JRQ plate 0.14 0.84 1.42 0.017 0.24
VVER-1000B plate 0.05 1.26 0.46 0.008 0.3
VVER-1000W weld 0.06 1.7 0.73 0.006 0.14
VVER-440B plate 0.08 0.12 0.4 0.012 0.29
VVER-440W weld 0.13 0.12 0.97 0.032 0.5
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Temperature = 300 oC

Alloy: VVER-1000B
Product: plate

Cu= 0.05
Ni= 1.26

Mn= 0.46
P= 0.008

Temperature = 265 oC

-50

0

50

100

150

200

250

0.0E+00 5.0E+19 1.0E+20 1.5E+20 2.0E+20

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

SMMS
Weld
Plate
Forging
RM-6(2)
Lower Bound
Upper Bound

0

50

100

150

200

250

300

350

400

450

0.0E+00 5.0E+19 1.0E+20 1.5E+20 2.0E+20

Fluence  (E > 1 MeV)  [n/cm2]

∆
T 3

0  
[o F]

SMMS
Weld
Plate
Forging
RM-6(2)
Lower Bound
Upper Bound

 



 D-65

Temperature = 300 oC

Alloy: VVER-1000W
Product: weld

Cu= 0.06
Ni= 1.7

Mn= 0.73
P= 0.006

Temperature = 265 oC
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Temperature = 300 oC

Alloy: 16MND5
Product: forging

Cu= 0.065
Ni= 0.69

Mn= 1.37
P= 0.013
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No data reported in RADAMO at 265 °C for this alloy. 
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Temperature = 300 oC

Alloy: A508-W
Product: weld

Cu= 0.07
Ni= 0.83

Mn= 1.57
P= 0.015

Temperature = 265 oC
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Temperature = 300 oC

Alloy: VVER-440B
Product: plate

Cu= 0.08
Ni= 0.12

Mn= 0.4
P= 0.012

Temperature = 265 oC
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Temperature = 300 oC

Alloy: 20MnMoNi55
Product: forging

Cu= 0.11
Ni= 0.8

Mn= 1.29
P= 0.007

Temperature = 265 oC
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Temperature = 300 oC

Alloy: 18MND5-W
Product: weld

Cu= 0.12
Ni= 1.01

Mn= 1.3
P= 0.021
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No data reported in RADAMO at 265 °C for this alloy. 
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Temperature = 300 oC

Alloy: HSST-03
Product: plate

Cu= 0.12
Ni= 0.62

Mn= 1.36
P= 0.011

Temperature = 265 oC
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Temperature = 300 oC

Alloy: 18MND5-BM
Product: plate

Cu= 0.13
Ni= 0.64

Mn= 1.55
P= 0.008

Temperature = 265 oC
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Temperature = 300 oC

Alloy: VVER-440W
Product: weld

Cu= 0.13
Ni= 0.12

Mn= 0.97
P= 0.032

Temperature = 265 oC
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Temperature = 300 oC

Alloy: JRQ
Product: plate

Cu= 0.14
Ni= 0.84

Mn= 1.42
P= 0.017

Temperature = 265 oC
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Temperature = 300 oC

Alloy: 72W
Product: weld

Cu= 0.23
Ni= 0.6

Mn= 1.6
P= 0.006

Temperature = 265 oC
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Temperature = 300 oC

Alloy: 73W
Product: weld

Cu= 0.31
Ni= 0.6

Mn= 1.56
P= 0.005

Temperature = 265 oC
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Appendix E

Comparison of the Predictions of the RADAMO Trend Curve 
to Empirical Databases

Note:  All graphs include PRP term, unless stated otherwise.  
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Tm = 8.65
Tb = -8.67

Log10 {Fluence}  [n/cm^2]

y = 15.085x - 284.78
R2 = 0.0742
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Residuals vs. Fluence

Tm = 9.21
Tb = -9.48

Log10 {Fluence}  [n/cm^2]

y = 20.793x - 397.09
R2 = 0.051
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Tm = 3.17
Tb = -3.27

Log10 {Fluence}  [n/cm^2]

y = 13.755x - 260.91
R2 = 0.1436
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Residuals vs. Flux

Tm = 5.97
Tb = -6.00

Log10 {Flux}  [n/cm^2/s]

y = 11.456x - 123.61
R2 = 0.0368
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Tm = 1.31
Tb = -1.29

Log10 {Flux}  [n/cm^2/s]

y = 18.588x - 202.53
R2 = 0.014
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Residuals vs. Flux

Tm = 3.44
Tb = -3.60

Log10 {Flux}  [n/cm^2/s]

y = 17.285x - 178.39
R2 = 0.165
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Residuals vs. Temperature

Tm = 8.44
Tb = -8.45

Temperature  [F]

y = 0.8034x - 438.45
R2 = 0.0708
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Tm = 5.18
Tb = -5.15

Temperature  [F]

y = 0.8937x - 481.59
R2 = 0.1828
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Tm = #DIV/0!
Tb = -2.13

Temperature  [F]
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Residuals vs. Copper

Tm = -3.20
Tb = 2.42

Copper  [wt%]

y = -41.036x + 5.069
R2 = 0.0108
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E-12

Tm = -0.71
Tb = 1.00

Copper  [wt%]

y = -76.878x + 7.0496
R2 = 0.0042
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Tm = -0.84
Tb = 0.00

Copper  [wt%]
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Tm = -8.77
Tb = 7.87

Nickel  [wt%]

y = -39.731x + 21.623
R2 = 0.076
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Tm = -2.75
Tb = 2.89

Nickel  [wt%]

y = -40.628x + 27.694
R2 = 0.0592
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E-16

Tm = -0.28
Tb = -0.18

Nickel  [wt%]

y = -7.0679x - 3.304
R2 = 0.0013
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Tm = 0.39
Tb = -0.57

Phosphorus  [wt%]

y = 106.81x - 1.922
R2 = 0.0002
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E-18

Tm = -0.32
Tb = 0.62

Phosphorus  [wt%]

y = -231x + 4.6467
R2 = 0.0008
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E-19

Tm = -0.85
Tb = 0.40

Phosphorus  [wt%]

y = -1272.5x + 7.8384
R2 = 0.012
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E-20

Tm = -3.61
Tb = 2.47

Phosphorus  [wt%]

y = -961.89x + 8.2127
R2 = 0.0138
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E-21

Tm = -2.00
Tb = 1.86

Phosphorus  [wt%]

y = -1416.8x + 13.583
R2 = 0.0322
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E-22

Tm = -1.76
Tb = 1.18

Phosphorus  [wt%]

y = -2602.7x + 22.646
R2 = 0.049
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E-23

Tm = -0.64
Tb = 0.51

Manganese  [wt%]

y = -2.6764x + 2.8547
R2 = 0.0004

-200

-150

-100

-50

0

50

100

150

200

0 0.5 1 1.5 2 2.5

Pr
ed

ic
te

d 
- M

ea
su

re
d 
∆

T 3
0  

[o F]

All SRM
Weld Plate
Forging Linear (All)

Residuals vs. Manganese
R

A
D

A
M

O
 v

s.
 U

S-
LW

R

Tm = -4.66
Tb = 6.58

Manganese  [wt%]

y = -15.443x + 30.026
R2 = 0.0493

-200

-150

-100

-50

0

50

100

150

200

0 0.5 1 1.5 2 2.5

Pr
ed

ic
te

d 
- M

ea
su

re
d 
∆

YS
  [

M
Pa

]

All SRM
Weld Plate
Forging Linear (All)R

A
D

A
M

O
 v

s.
 R

A
D

A
M

O



E-24

Tm = 0.10
Tb = -0.01

Manganese  [wt%]

y = 1.8708x - 0.2434
R2 = 8E-05
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E-25

Tm = -3.50
Tb = 3.56

Manganese  [wt%]

y = -151.43x + 215.05
R2 = 0.2975
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E-26

Tm = #VALUE!
Tb = #VALUE!

Silicon  [wt%]

y = 36.979x - 10.955
R2 = 0.0177
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E-27

Tm = -0.36
Tb = 0.56

Silicon  [wt%]

y = -12.773x + 6.2888
R2 = 0.0011
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E-28

Tm = 4.25
Tb = -3.84

Silicon  [wt%]

y = 382.58x - 78.051
R2 = 0.3839
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R-4325 – Page 1  

Summary

 Tensile, half-size Charpy and miniature Compact Tension specimens of six RPV steels 

have been irradiated in the BR2 reactor in the framework of the HSSI Program, funded by the 

USNRC at Oak Ridge National Laboratory. 

 A set of samples from Palisades Weld have been irradiated in IPS-2 for one BR2 cycle 

(03/2005) up to an average fast neutron fluence of 1.05 × 10
20

 n/cm² or 0.158 dpa. The 

corresponding average fast flux was 4.81 × 10
13

 n/cm² s.

 The remaining sets of samples have been irradiated in IPS-3 during two BR2 cycles 

(03-04/2005). For Midland Beltline Weld, Palisades Weld, 73W and JRQ the average fast 

neutron fluence reached was 6.45 × 10
19

 n/cm² or 0.097 dpa, corresponding to an average fast 

flux of 1.93 × 10
13

 n/ cm² s. In the case of HSST-02, for which mini C(T) were also irradiated, 

the average values for fast fluence, dpa and fast flux were respectively 7.20 × 10
19

 n/cm², 0.108 

dpa and 2.16 × 10
13

 n/ cm² s.

Keywords 

RPV steels, HSSI Program, Palisades Weld, Midland Beltline Weld, 73W, JRQ, HSST-02, fast 

neutron fluence, fast neutron flux, dpa. 
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1. Introduction 

 The primary goal of the Heavy-Section Steel Irradiation (HSSI) Program is to provide a 

thorough, quantitative assessment of the effects of neutron irradiation on the material behavior, 

and in particular the fracture toughness properties, of typical pressure vessel steels as they relate 

to light-water reactor pressure vessel (RPV) integrity.  The program includes studies of the 

effects of irradiation on the degradation of mechanical and fracture properties of vessel materials 

augmented by enhanced examinations and modeling of the accompanying microstructural 

changes.  Effects of specimen size; material chemistry; product form and microstructure; 

irradiation fluence, flux, temperature, and spectrum; and post-irradiation mitigation are being 

examined on a wide range of fracture properties. Results from the HSSI studies are incorporated 

into codes and standards directly applicable to resolving major regulatory issues that involve 

RPV irradiation embrittlement such as pressurized-thermal shock, operating pressure-

temperature limits, low-temperature over pressurization, and the specialized problems associated 

with low upper-shelf welds. 

 The HSSI Program, funded by the U.S. Nuclear Regulatory Commission (USNRC) at 

Oak Ridge National Laboratory (ORNL), has contracted with SCK•CEN on a project aimed at 

investigating the effects of relatively high, fast neutron flux on RPV steels. 

 The irradiation campaign, denominated FRISCO-R (Fusion and Reactor Materials 

Irradiation SCK•CEN/ORNL – RPV steels), was performed during the last three cycles of the 

Belgian Reactor 2 (BR2) in the period July/December 2005. 

 All specimens, with the exception mentioned below, have been irradiated in the in-pile 

section 3 (IPS-3) of BR2 during cycles 04/2005 and 05/2005, at an equivalent fission flux of 

approximately 2 × 10
13

 n/(cm² s), E > 1 MeV. In this document, we will refer to this part of the 

experiment as lower flux irradiation.

 Samples from Palisades Weld were also irradiated in the in-pile section 2 (IPS-2) of BR2 

during cycle 03/2005, at an equivalent fission flux of approximately 5 × 10
13

 n/(cm² s), E > 1 

MeV. In this document, we will refer to this part of the experiment as higher flux irradiation.

2. Irradiation conditions 

 The lower flux irradiation has been conducted between Oct 12 and Dec 20, 2005 at a 

water temperature between 295 and 300 °C in the K311 channel (IPS-3) of the CALLISTO rig in 

the BR2 reactor. In order to achieve uniform irradiation conditions (fluence and flux) in the 

radial direction, the rig has been rotated by 180° between the first and the second cycle. 

 The higher flux irradiation has been conducted between July 29 and Aug 26, 2005 at the 

same water temperature (295-300 °C) in the D180 channel (IPS-2) of the CALLISTO rig. 

 For both irradiations, the parameters relative to the coolant have been chosen in 

conformity with the technical specification of PWR primary water chemistry: 

Temperature   295-300 °C 

Boron (boric acid)  ± 550 ppm 

Lithium (lithium hydroxide) 1.8 ppm  [Li]  2.2 ppm 

pH    7.00  pH25°C  7.08 or 7.26  pH300°C  7.34 

Dissolved hydrogen  25 ccSTP/kg  [H2]  35 ccSTP/kg 

 The specimens were in direct contact with the water. 
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3. Materials and specimens irradiated 

 Five different reactor pressure vessel (RPV) steels have been irradiated in the FRISCO-R 

experiment: Palisades Weld (PW), Midland Beltline Weld (MBW), HSST-02, 73W and JRQ. 

 For each steel, the following samples have been irradiated: 

6 miniature tensile specimens with cylindrical cross section and the following nominal 

dimensions:  

- overall length L = 24 mm; 

- length of reduced section A = 12 mm; 

- diameter of reduced section D = 2.4 mm; 

- heads M4; 

12 half-size Charpy-V specimens to be tested for fracture toughness, with the following 

nominal dimensions: 

- thickness B = 5 mm; 

- width W = 10 mm; 

- length L = 55 mm; 

1 atom probe blank (nominal dimensions 7 × 7 × 0.5 mm³); 

1 SANS blank (nominal dimensions 7 × 7 × 0.25 mm³). 

 For Palisades Weld, two series of specimens as detailed above were irradiated, one at 

higher flux in IPS-2 and one at lower flux in IPS-3. 

 Additionally, 12 miniature Compact Tension specimens of HSST-02 steel have been 

irradiated with the following nominal dimensions: 

- height H =10 mm; 

- width W = 10 mm; 

- thickness B = 4.2 mm. 

 Technical drawings of the samples are given in Annex 1 (tensile), Annex 2 (half-size 

Charpy) and Annex 3 (miniature C(T)). 

 The chemical composition of the five RPV steels is given in Table 1; Table 2 shows their 

tensile properties at room temperature. Information contained in both Tables has been provided 

by ORNL. 

Table 1 - Chemical composition of the RPV steels irradiated in the FRISCO-R experiment. 

Material C Mn Si S P Cr V Cu Mo Ni W Al 

MBW - 1.607 0.622 - 0.017 - - 0.256 - 0.574 - - 

PW 0.11 1.25 0.18 0.017 0.014 0.04 0.003 0.20 0.55 1.2 - - 

HSST-02 0.23 1.55 0.20 0.014 0.009 0.04 0.003 0.14 0.53 0.67 <0.01 0.019 

73W 0.10 1.56 0.45 0.005 0.005 0.25 - 0.31 0.58 0.60 <0.01 0.005 

JRQ 0.18 1.42 0.24 0.004 0.017 0.12 0.002 0.14 0.51 0.84 <0.01 0.014 

Table 2 -Room temperature tensile properties of the RPV steels irradiated in the FRISCO-R experiment. 

Yield

strength

Tensile

strength

Total

elongation

Reduction

of area Material

[MPa] [MPa] [%] [%] 

MBW 407 586 n/a n/a 

PW 470 580 n/a n/a 

HSST-02 466 614 21 66 

73W 490 599 22 68 

JRQ 487 627 25 74 
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4. Pre-irradiation operations 

 Samples were sent from ORNL to SCK•CEN before irradiation. Most of them had been 

dimensionally checked before shipping; dimensional controls on the remaining specimens were 

performed at SCK•CEN. All dimensional measurements are provided in Annex 4. 

 It can be remarked that 50% of the half-size Charpy specimens of 73W were received in 

fatigue precracked condition; all the remaining fracture toughness samples will be precracked 

after irradiation. 

 Before loading, the half-size Charpy specimens have been assembled two by two by 

welding small 10 × 10 mm² plates at each end. After irradiation, the plates have been removed 

by milling and the samples separated. 

5. Fluence and flux evaluation 

 The estimation of neutron fluences and fluxes experienced by the specimens is based 

upon the power of BR2, the axial position of the samples in the rig and the duration of the 

irradiation cycles. 

 The maximum fast neutron fluences and fluxes (E > 1 MeV) relative to the center 

channel of the CALLISTO rig (channel E) and the BR2 midplane (axial position Z = -72 mm) 

have been calculated using the code GEXBR2-TRPT3, which has been developed and validated 

by SCK•CEN and is based on neutron transport theory. The calculated values are: 

Higher flux irradiation: Cycle 03/2005, IPS-2 

    Reference power: 57 MW 

 = 1.93 × 10
20

 n/cm² (E > 1 MeV) – 0.29 dpa 

    Irradiation time: 25 days or 2.18549 × 10
6
 sec 

    Flux = 8.83 × 10
13

 n/(cm² s) (E > 1 MeV) 

Lower flux irradiation: Cycles 04-05/2005, IPS-3 

    Reference power: 60 MW 

 = 0.79 × 10
20

 n/cm² (E > 1 MeV) – 0.12 dpa 

    Irradiation time: 39 days or 3.33582 × 10
6
 sec 

    Flux = 2.37 × 10
13

 n/(cm² s) (E > 1 MeV) 

 These values are rigorously valid only for samples located at the position of highest flux 

(midplane) and in the center channel of the rig (channel E); cosinusoidal axial distribution 

functions [1] have been used to evaluate the fluence and flux associated to each individual 

specimen. 

 In addition, 9 activation dosimeters made of pure iron (disks with diameter = 9 mm and 

thickness = 0.5 mm) were loaded in the CALLISTO rig and placed inside the boxes containing 

the tensile samples. Fluences and fluxes measured by the dosimeters have been used to adjust the 

values calculated using the neutron transport code. Details of the dosimetry measurements are 

given in the Technical Note presented in Annex 5. 

 The values of fast fluence, fast flux and dpa associated to each irradiated specimen are 

reported in the next section. 
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6. Loading plan; values of fluence, flux and dpa 

 The needles containing the specimens irradiated in IPS-2 have been loaded into the 

CALLISTO shroud tube CAL 17; the needles containing the specimens irradiated in IPS-3 have 

been loaded into the shroud tube CAL 22. 

 All loading and unloading operations have been performed in the BR2 hot cells; other 

operations in the reactor pool were standard manipulations. 

6.1 Higher flux irradiation – Palisades Weld (IPS-2, cycle 03/2005) 

 The loading plan
1
 is given in Table 3 for the Palisades Weld (PW) specimens irradiated 

in channels D and F of IPS-2 during cycle 03/2005, with the values of fast fluence, fast flux and 

dpa calculated for each individual sample. 

 The mean values of fast fluence, fast flux and dpa associated to the entire specimen set 

and to each type of specimen (tensile and half-size Charpy) are presented in Table 4. 

Table 3 - Loading plan, fluence, flux and dpa values for the samples of Palisades Weld (PW) irradiated in 

IPS-2 during cycle 03/2005. 

Specimen  Fast fluence Fast flux 
Channel

Axial level 

(mm) type id 1020 n/cm² 1013 n/cm² s
dpa

BH1
-422

BH2
0.91 4.17 0.137

BX1
-357

BX2
1.28 5.84 0.191

BX3
213

BX4
1.28 5.84 0.191

BX5

D

278

Half-size Charpy

BX6
0.91 4.17 0.137

BX7
-422

BX8
0.87 3.98 0.130

BX9
-357

Half-size Charpy

BX10
1.22 5.57 0.183

209.5 AP + SANS 1.24 5.66 0.183

BX1

BX2246.5 Tensile 

BX3

1.04 4.75 0.156

BX4

BX5

F

271.5 Tensile 

BX6

0.91 4.14 0.136

1 The axial level in Table 3 refers to the midplane of the specimens. 
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Table 4 - Mean values of fluence, flux and dpa calculated for the PW specimens irradiated in IPS-2 during 

cycle 03/2005. 

Specimen 

type

Mean fast fluence 

n/cm², E > 1 MeV

Mean fast flux 

n/cm² s, E > 1 MeV 

Mean

dpa

Tensile 0.97 × 1020 4.45 × 1013 0.146 

Half-size Charpy 1.08 × 1020 4.93 × 1013 0.161 

All 1.05 × 10
20 

4.81 × 10
13 

0.158 

6.2 Lower flux irradiation (IPS-3, cycles 04-05/2005) 

6.2.1 Midland Beltline Weld 

 The loading plan for channel A (Midland Beltline Weld specimens) is given in Table 5, 

with the values of fast fluence, fast flux and dpa calculated for each individual sample. 

 The mean values of fast fluence, fast flux and dpa associated to the entire specimen set 

and to each type of specimen (tensile and half-size Charpy) are presented in Table 6. 

Table 5 - Loading plan, fluence, flux and dpa values for the samples of Midland Beltline Weld (MBW) 

irradiated in IPS-3 during cycles 04-05/2005. 

Specimen  Fluence Flux dpa 
Channel

Axial level    

(mm) type id 1019 n/cm² 1013 n/cm² s

MW01
-302.5 Half-size Charpy 

MW02
5.21 1.56 0.078 

MW1

MW2-244.5 Tensile 

MW3

6.12 1.84 0.092 

MW03
-182.5

MW04
6.88 2.06 0.103 

WQ5
-117.5

Half-size Charpy 

WQ6
7.34 2.20 0.110 

-75 AP + SANS 7.44 2.23 0.111 

MW07
-32.5

MW08
7.36 2.21 0.110 

MW09
32.5

Half-size Charpy 

MW10
6.94 2.08 0.104 

MW04

MW0592.5 Tensile 

MW06

6.24 1.87 0.094 

MW11

A

152.5 Half-size Charpy 
MW12

5.31 1.59 0.080 

Table 6 - Mean values of fluence, flux and dpa calculated for the MBW specimens irradiated in IPS-3 during 

cycles 04-05/2005. 

Specimen 

type

Mean fast fluence 

n/cm², E > 1 MeV

Mean fast flux 

n/cm² s, E > 1 MeV 

Mean

dpa

Tensile 6.18 × 1019 1.85 × 1013 0.093 

Half-size Charpy 6.51 × 1019 1.95 × 1013 0.098 

All 6.45 × 10
19 

1.93 × 10
13 

0.097 
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6.2.2 Palisades Weld 

 The loading plan for channel B (Palisades Weld specimens) is given in Table 7, with the 

values of fast fluence, fast flux and dpa calculated for each individual sample. 

 The mean values of fast fluence, fast flux and dpa associated to the entire specimen set 

and to each type of specimen (tensile and half-size Charpy) are presented in Table 8. 

Table 7 - Loading plan, fluence, flux and dpa values for the samples of Palisades Weld (PW) irradiated in 

IPS-3 during cycles 04-05/2005. 

Specimen  Fluence Flux dpa 
Channel

Axial level

(mm) type id 1019 n/cm² 1013 n/cm² s

BH13
-302.5 Half-size Charpy 

BH14
5.21 1.56 0.078 

BX7

BX9-244.5 Tensile 

BX10

6.12 1.84 0.092 

BH15
-182.5

BH16
6.88 2.06 0.103 

BH17
-117.5

Half-size Charpy 

BH18
7.34 2.20 0.110 

-75 AP + SANS 7.44 2.23 0.111 

BH19
-32.5

BH20
7.36 2.21 0.110 

BH21
32.5

Half-size Charpy 

BH22
6.94 2.08 0.104 

BH11

BX5A92.5 Tensile 

BX6A

6.24 1.87 0.094 

BH23

B

152.5 Half-size Charpy 
BH24

5.31 1.59 0.080 

Table 8 - Mean values of fluence, flux and dpa calculated for the PW specimens irradiated in IPS-3 during 

cycles 04-05/2005. 

Specimen 

type

Mean fast fluence 

n/cm², E > 1 MeV

Mean fast flux 

n/cm² s, E > 1 MeV 

Mean

dpa

Tensile 6.18 × 1019 1.85 × 1013 0.093 

Half-size Charpy 6.51 × 1019 1.95 × 1013 0.098 

All 6.45 × 10
19 

1.93 × 10
13 

0.097 

Appendix F

11



R-4325 – Page 9  

6.2.3 73W 

 The loading plan for channel D (73W specimens) is given in Table 9, with the values of 

fast fluence, fast flux and dpa calculated for each individual sample. 

 The mean values of fast fluence, fast flux and dpa associated to the entire specimen set 

and to each type of specimen (tensile and half-size Charpy) are presented in Table 10. 

Table 9 - Loading plan, fluence, flux and dpa values for the samples of 73W irradiated in IPS-3 during cycles 

04-05/2005. 

Specimen  Fluence Flux dpa 
Channel

Axial level

(mm) type id 1019 n/cm² 1013 n/cm² s

73W5
-302.5

Half-size

Charpy 73W6
5.21 1.56 0.078 

73W1

73W2-244.5 Tensile 

73W3

6.12 1.84 0.092 

73W7
-182.5

73W9
6.88 2.06 0.103 

73W12
-117.5

Half-size

Charpy 

73W18
7.34 2.20 0.110 

-75 AP + SANS 7.44 2.23 0.111 

73WQ1A
-32.5

73WQ2A
7.36 2.21 0.110 

73WQ3A
32.5

Half-size

Charpy 

73WQ4A
6.94 2.08 0.104 

73W4

MW592.5 Tensile 

MW6

6.24 1.87 0.094 

73WQ5A

D

152.5 
Half-size

Charpy 73WQ6A
5.31 1.59 0.080 

Table 10 - Mean values of fluence, flux and dpa calculated for the 73W specimens irradiated in IPS-3 during 

cycles 04-05/2005. 

Specimen 

type

Mean fast fluence 

n/cm², E > 1 MeV

Mean fast flux 

n/cm² s, E > 1 MeV 

Mean

dpa

Tensile 6.18 × 1019 1.85 × 1013 0.093 

Half-size Charpy 6.51 × 1019 1.95 × 1013 0.098 

All 6.45 × 10
19 

1.93 × 10
13 

0.097 
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6.2.4 JRQ 

 The loading plan for channel E (JRQ specimens) is given in Table 11, with the values of 

fast fluence, fast flux and dpa calculated for each individual sample. 

 The mean values of fast fluence, fast flux and dpa associated to the entire specimen set 

and to each type of specimen (tensile and half-size Charpy) are presented in Table 12. 

Table 11 - Loading plan, fluence, flux and dpa values for the samples of JRQ irradiated in IPS-3 during 

cycles 04-05/2005. 

Specimen  Fluence Flux dpa 
Channel

Axial level

(mm) type id 1019 n/cm² 1013 n/cm² s

JRQ1
-302.5

Half-size

Charpy JRQ2
5.21 1.56 0.078 

J1

J2-244.5 Tensile 

J3

6.12 1.84 0.092 

JRQ3
-182.5

JRQ4
6.88 2.06 0.103 

JRQ5
-117.5

Half-size

Charpy 

JRQ6
7.34 2.20 0.110 

-75 AP + SANS 7.44 2.23 0.111 

JRQ7
-32.5

JRQ8
7.36 2.21 0.110 

JRQ9
32.5

Half-size

Charpy 

JRQ10
6.94 2.08 0.104 

J4

JRQ-Q592.5 Tensile 

JRQ-Q6

6.24 1.87 0.094 

TRQ11

E

152.5 
Half-size

Charpy TRQ12
5.31 1.59 0.080 

Table 12 - Mean values of fluence, flux and dpa calculated for the JRQ specimens irradiated in IPS-3 during 

cycles 04-05/2005. 

Specimen 

type

Mean fast fluence 

n/cm², E > 1 MeV

Mean fast flux 

n/cm² s, E > 1 MeV 

Mean

dpa

Tensile 6.18 × 1019 1.85 × 1013 0.093 

Half-size Charpy 6.51 × 1019 1.95 × 1013 0.098 

All 6.45 × 10
19 

1.93 × 10
13 

0.097 
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6.2.5 HSST-02 

 The loading plan for channel I (HSST-02 specimens) is given in Table 13, with the 

values of fast fluence, fast flux and dpa calculated for each individual sample. 

 The mean values of fast fluence, fast flux and dpa associated to the entire specimen set 

and to each type of specimen (tensile, half-size Charpy and mini C(T)) are presented in Table 14. 

Table 13 - Loading plan, fluence, flux and dpa values for the samples of HSST-02 irradiated in IPS-3 during 

cycles 04-05/2005. 

Specimen  Fluence Flux dpa 
Channel

Axial level

(mm) type id 1019 n/cm² 1013 n/cm² s

2D01
-336

Half-size

Charpy 2D02
4.88 1.46 0.073 

2D1

2D2-276 Tensile 

2D3

5.96 1.79 0.089 

2D03
-216

2D04
6.87 2.06 0.103 

2D05
-151

Half-size

Charpy 

2D06
7.55 2.26 0.113 

2D01

-86.752 Mini C(T) 

2D12

7.84 2.35 0.118 

-45 AP + SANS 7.82 2.34 0.117 

2D07
-2.5

2D08
7.62 2.28 0.114 

2D09
62.5

Half-size

Charpy 

2D10
6.99 2.10 0.105 

2D4

2D5122.5 Tensile 

2D6

6.12 1.84 0.092 

2D11

I

182.5 
Half-size

Charpy 2D12
5.06 1.52 0.076 

Table 14 - Mean values of fluence, flux and dpa calculated for the HSST-02 specimens irradiated in IPS-3 

during cycles 04-05/2005. 

Specimen 

type

Mean fast fluence 

n/cm², E > 1 MeV

Mean fast flux 

n/cm² s, E > 1 MeV 

Mean

dpa

Tensile 6.04 × 1019 1.81 × 1013 0.091 

Half-size Charpy 6.49 × 1019 1.95 × 1013 0.097 

Mini C(T) 7.84 × 1019 2.35 × 1013 0.118 

All 7.20 × 10
19 

2.16 × 10
13 

0.108 

2 The value refers to the middle position of the mini C(T) specimen set (between specimen 2D06 and 2D07). 
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7. Post-irradiation operations 

 After irradiation, the samples have been unloaded in the BR2 hot cells and transferred to 

the Laboratory for High and Medium Activity (LHMA) of SCK•CEN, where they are currently 

kept in storage in view of being tested and/or dispatched back to ORNL. 
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ANNEX 1 

Technical drawing of the 

sub-size tensile specimen
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ANNEX 2 

Technical drawing of the 

half-size Charpy specimen
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ANNEX 3 

Technical drawing of the 

miniature C(T) specimen
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ANNEX 4 

Dimensional measurements 

of the FRISCO-R specimens 
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MATERIAL : Palisades weld (low fluence)

Specimen type: half-size Charpy (not precracked)

Specimen

id (in) (mm) (in) (mm) (in) (mm) (in) (mm)

BH13 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH14 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH15 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH16 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0785 1.9939

BH17 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH18 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH19 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH20 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH21 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH22 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH23 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

BH24 2.165 54.991 0.3943 10.0152 0.1945 4.9403 0.0790 2.0066

Specimen type: atom probe blank

Specimen

id (in) (mm) (in) (mm) (in) (mm)

1 0.0197 0.49911 0.278 7.0612 0.275 6.9850

Specimen type: SANS blank

Specimen

id (in) (mm) (in) (mm) (in) (mm)

1 0.0098 0.24765 0.277 7.0358 0.275 6.9850

Specimen type: sub-size tensile

Specimen Fillet

id (in) (mm) (in) (mm) (in) (mm) radius

BX5A 23.987 2.382 12.065 OK

BX6A 23.970 2.399 12.139 OK

BX7 0.942 23.9268 0.0940 2.3876 0.4700 11.9380 OK

BX9 0.943 23.9522 0.0943 2.3952 0.4700 11.9380 OK

BX10 0.943 23.9522 0.0943 2.3952 0.4710 11.9634 OK

BX11 0.944 23.9776 0.0942 2.3927 0.4690 11.9126 OK

Length Width Thickness Notch depth

Overall length Gage diameter Gage length

Thickness Width Height

Thickness Width Height
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MATERIAL : Midland Weld

Specimen type: half-size Charpy

Specimen

id (in) (mm) (in) (mm) (in) (mm) (in) (mm)

MW-01 2.1650 54.991 0.3937 10.0000 0.1968 4.9987 0.0790 2.0066

MW-02 2.1650 54.991 0.3937 10.0000 0.1968 4.9987 0.0790 2.0066

MW-03 2.1650 54.991 0.3937 10.0000 0.1968 4.9987 0.0790 2.0066

MW-04 2.1650 54.991 0.3937 10.0000 0.1968 4.9987 0.0790 2.0066

MW-05 2.1650 54.991 0.3937 10.0000 0.1968 4.9987 0.0790 2.0066

MW-06 2.1650 54.991 0.3937 10.0000 0.1968 4.9987 0.0790 2.0066

MW-07 2.1650 54.991 0.3937 10.0000 0.1968 4.9987 0.0790 2.0066

MW-08 2.1650 54.991 0.3937 10.0000 0.1969 5.0013 0.0790 2.0066

MW-09 2.1650 54.991 0.3937 10.0000 0.1969 5.0013 0.0790 2.0066

MW-10 2.1650 54.991 0.3937 10.0000 0.1968 4.9987 0.0790 2.0066

MW-11 2.1650 54.991 0.3937 10.0000 0.1968 4.9987 0.0790 2.0066

MW-12 2.1650 54.991 0.3937 10.0000 0.1969 5.0013 0.0790 2.0066

Specimen type: atom probe blank

Specimen

id (in) (mm) (in) (mm) (in) (mm)

1 0.0195 0.4953 0.276 7.0104 0.275 6.9850

Specimen type: SANS blank

Specimen

id (in) (mm) (in) (mm) (in) (mm)

1 0.0100 0.254 0.276 7.0104 0.276 7.0104

Specimen type: sub-size tensile

Specimen Fillet

id (in) (mm) (in) (mm) (in) (mm) radius

MW-1 0.9452 24.0081 0.0945 2.4003 0.4700 11.9380 OK

MW-2 0.9440 23.9776 0.0948 2.4079 0.4695 11.9253 OK

MW-3 0.9447 23.9954 0.0951 2.4155 0.4715 11.9761 OK

MW-4 0.9452 24.0081 0.0929 2.3597 0.4720 11.9888 OK

MW-5 23.994 2.383 11.983 OK

MW-6 24.008 2.391 11.998 OK

Length Width Thickness Notch depth

Overall length Gage diameter Gage length

Thickness Width Height

Thickness Width Height
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MATERIAL : 73W

Specimen type: half-size Charpy (not precracked)

Specimen

id (in) (mm) (in) (mm) (in) (mm) (in) (mm)

73WQ1A 2.1652 54.9961 0.3940 10.0076 0.1973 5.0114 0.0790 2.0066

73WQ2A 2.1652 54.9961 0.3940 10.0076 0.1975 5.0165 0.0790 2.0066

73WQ3A 2.1652 54.9961 0.3940 10.0076 0.1975 5.0165 0.0790 2.0066

73WQ4A 2.1652 54.9961 0.3940 10.0076 0.1973 5.0114 0.0790 2.0066

73WQ5A 2.1652 54.9961 0.3940 10.0076 0.1975 5.0165 0.0790 2.0066

73WQ6A 2.1652 54.9961 0.3940 10.0076 0.1975 5.0165 0.0790 2.0066

Specimen type: half-size Charpy (already precracked)

Specimen

id (in) (mm) (in) (mm) (in) (mm) (in) (mm)

73W-05 2.1664 55.0266 0.3938 10.0025 0.1775 4.5085 0.0785 1.9939

73W-06 2.1660 55.0164 0.3938 10.0025 0.1775 4.5085 0.0785 1.9939

73W-07 2.1662 55.0215 0.3938 10.0025 0.1775 4.5085 0.0785 1.9939

73W-09 2.1670 55.0418 0.3938 10.0025 0.1775 4.5085 0.0785 1.9939

73W-12 2.1666 55.0316 0.3938 10.0025 0.1775 4.5085 0.0785 1.9939

73W-18 2.1668 55.0367 0.3943 10.0152 0.1775 4.5085 0.0785 1.9939

Specimen type: atom probe blank

Specimen

id (in) (mm) (in) (mm) (in) (mm)

1 0.0197 0.50038 0.276 7.0104 0.276 7.0104

Specimen type: SANS blank

Specimen

id (in) (mm) (in) (mm) (in) (mm)

1 0.0100 0.254 0.275 6.9850 0.276 7.0104

Specimen type: sub-size tensile

Specimen Fillet

id (in) (mm) (in) (mm) (in) (mm) radius

73W-1 0.9464 24.0386 0.0948 2.4079 0.4700 11.9380 OK

73W-2 0.9469 24.0513 0.0952 2.4181 0.4705 11.9507 OK

73W-3 0.9459 24.0259 0.0947 2.4054 0.4690 11.9126 OK

73W-4 0.9468 24.0487 0.0948 2.4079 0.4690 11.9126 OK

73WQ5 24.024 2.398 11.977 OK

73WQ6 23.969 2.394 12.041 OK

Overall length Gage diameter Gage length

Thickness Width Height

Thickness Width Height

Length Width Thickness Notch depth

Length Width Thickness Notch depth
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MATERIAL : JRQ

Specimen type: half-size Charpy

Specimen

id (in) (mm) (in) (mm) (in) (mm) (in) (mm)

JRQ-01 2.1650 54.991 0.3942 10.0127 0.1972 5.0089 0.0790 2.0066

JRQ-02 2.1650 54.991 0.3943 10.0152 0.1972 5.0089 0.0790 2.0066

JRQ-03 2.1650 54.991 0.3943 10.0152 0.1972 5.0089 0.0790 2.0066

JRQ-04 2.1650 54.991 0.3942 10.0127 0.1972 5.0089 0.0790 2.0066

JRQ-05 2.1650 54.991 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

JRQ-06 2.1650 54.991 0.3943 10.0152 0.1972 5.0089 0.0790 2.0066

JRQ-07 2.1650 54.991 0.3942 10.0127 0.1972 5.0089 0.0790 2.0066

JRQ-08 2.1650 54.991 0.3943 10.0152 0.1970 5.0038 0.0790 2.0066

JRQ-09 2.1650 54.991 0.3943 10.0152 0.1970 5.0038 0.0790 2.0066

JRQ-10 2.1650 54.991 0.3943 10.0152 0.1972 5.0089 0.0790 2.0066

JRQ-11 2.1650 54.991 0.3942 10.0127 0.1972 5.0089 0.0790 2.0066

JRQ-12 2.1650 54.991 0.3942 10.0127 0.1972 5.0089 0.0790 2.0066

Specimen type: atom probe blank

Specimen

id (in) (mm) (in) (mm) (in) (mm)

1 0.0198 0.50292 0.273 6.9342 0.275 6.9850

Specimen type: SANS blank

Specimen

id (in) (mm) (in) (mm) (in) (mm)

1 0.0100 0.254 0.273 6.9342 0.274 6.9596

Specimen type: sub-size tensile

Specimen Fillet

id (in) (mm) (in) (mm) (in) (mm) radius

JRQ-1 0.9461 24.0309 0.0948 2.4079 0.4680 11.8872 OK

JRQ-2 0.9462 24.0335 0.0948 2.4079 0.4690 11.9126 OK

JRQ-3 0.9466 24.0436 0.0951 2.4155 0.4670 11.8618 OK

JRQ-4 0.9470 24.0538 0.0948 2.4079 0.4695 11.9253 OK

JRQ-Q5 23.954 2.393 11.929 OK

JRQ-Q6 23.982 2.389 12.092 OK

Overall length Gage diameter Gage length

Thickness Width Height

Thickness Width Height

Length Width Thickness Notch depth
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MATERIAL : HSST Plate 02

Specimen type: half-size Charpy

Specimen

id (in) (mm) (in) (mm) (in) (mm) (in) (mm)

2D01 2.1637 54.9580 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

2D02 2.1634 54.9504 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

2D03 2.1633 54.9478 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

2D04 2.1635 54.9529 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

2D05 2.1635 54.9529 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

2D06 2.1635 54.9529 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

2D07 2.1633 54.9478 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

2D08 2.1631 54.9427 0.3943 10.0152 0.1970 5.0038 0.0790 2.0066

2D09 2.1635 54.9529 0.3943 10.0152 0.1970 5.0038 0.0790 2.0066

2D10 2.1632 54.9453 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

2D11 2.1638 54.9605 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

2D12 2.1638 54.9605 0.3942 10.0127 0.1970 5.0038 0.0790 2.0066

Specimen type: miniature C(T)

Specimen

id (in) (mm) (in) (mm)

2D01 0.3260 8.2804 0.1660 4.2164

2D02 0.3260 8.2804 0.1659 4.2139

2D03 0.3260 8.2804 0.1657 4.2088

2D04 0.3260 8.2804 0.1658 4.2113

2D05 0.3260 8.2804 0.1657 4.2088

2D06 0.3260 8.2804 0.1662 4.2215

2D07 0.3260 8.2804 0.1657 4.2088

2D08 0.3260 8.2804 0.1660 4.2164

2D09 0.3260 8.2804 0.1657 4.2088

2D10 0.3260 8.2804 0.1659 4.2139

2D11 0.3260 8.2804 0.1659 4.2139

2D12 0.3260 8.2804 0.1657 4.2088

Specimen type: atom probe blank

Specimen Thickness Width Height

id (in) (mm) (in) (mm) (in) (mm)

1 0.0198 0.5029 0.276 7.0104 0.276 7.0104

Specimen type: SANS blank

Specimen Thickness Width Height

id (in) (mm) (in) (mm) (in) (mm)

1 0.0100 0.254 0.276 7.0104 0.276 7.0104

Specimen type: sub-size tensile

Specimen Overall length Gage diameter Gage length Fillet

id (in) (mm) (in) (mm) (in) (mm) radius

2D1 0.9446 23.9928 0.0953 2.4206 0.4680 11.8872 OK

2D2 0.9462 24.0335 0.0948 2.4079 0.4695 11.9253 OK

2D3 0.9440 23.9776 0.0949 2.4105 0.4985 12.6619 OK

2D4 0.9458 24.0233 0.0948 2.4079 0.4680 11.8872 OK

2D5 23.965 2.393 11.776 OK

2D6 24.000 2.383 11.876 OK

Thickness Notch depth

Width Thickness

Length Width
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Dimensional measurements:

Date: 01/06/2005

Programma: FRISCO

Material: Palisades weld HF

Operator: Paul Wouters

Measuring: Profile projector PJ300

Remark: measuring unit mm

Sp. Id

A C D1 D2 0° D2 90° D2average D3

1 BX1 12.010 23.960 2.405 2.393 2.394 2.393 2.401

2 BX2 12.003 23.975 2.403 2.389 2.388 2.388 2.390

3 BX3 12.000 23.950 2.398 2.392 2.396 2.394 2.410

4 BX4 12.002 23.926 2.403 2.399 2.400 2.399 2.421

5 BX5 12.003 23.896 2.416 2.395 2.399 2.397 2.408

6 BX6 12.000 23.949 2.417 2.392 2.396 2.394 2.403

Measuring: Profile projector PJ300

Sp. Id W B aN

1 BH1 10.010 4.941 1.993

2 BH2 10.004 4.939 1.993

3 BX1 10.014 4.942 1.972

4 BX2 10.016 4.940 1.977

5 BX3 10.019 4.943 1.975

6 BX4 10.017 4.941 1.999

7 BX5 10.018 4.943 1.996

8 BX6 10.014 4.944 1.987

9 BX7 10.016 4.944 2.027

10 BX8 10.028 4.947 1.991

11 BX9 10.023 4.944 1.998

12 BX10 10.013 4.943 1.996

Measuring: Profile projector PJ300

D with Mitutoyo IP54

Sp. Id L1 L2 D

1 Sans Blank 7.049 6.992 0.245

2 Atom Probe 7.053 6.983 0.5
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ANNEX 5 

Dosimetry measurements 

(Technical Note 

RF&M/Vwi/vwi 32.D049011-205/06 04) 
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