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Executive Summary 

The increasing use of digital instrumentation and controls and the related human interactions with 
such systems in nuclear power generating and fuel cycle facilities have introduced new potential benefits 
to enhance plant safety.  However, these developments and technological benefits are presenting some 
new regulatory challenges.  Currently, the U.S. Nuclear Regulatory Commission (NRC) addresses these 
challenges by analyzing their scope, impact, and potential adverse plant interactions, and then conducting 
research on significant safety-related issues identified through this analysis.  Often, such analyses and 
research efforts are performed under contracts that the NRC establishes with commercial entities, U.S. 
Department of Energy (DOE) national laboratories, universities, and international research facilities.  
However, there may be advantages to alternative approaches that can leverage capabilities and expertise 
within the wider digital instrumentation and controls and human-machine interfaces (DI&C/HMI) 
community. 

The NRC contracted with the Pacific Northwest National Laboratory (PNNL) to perform a survey 
and assist in conducting public workshops to review the current and future technical issues in the area of 
DI&C/HMI, to identify the capabilities that exist and assess the need for a facility or facilities, and report 
overarching principles that should be considered for the success of any of the conceptual approaches 
identified.  The study comprised three main elements:  a survey of capabilities that employed web-based 
materials; telephone interviews and site visits; and two workshops.  These efforts were initiated to address 
the questions posed by COMPBL-07-0001, “Staff Requirements – Development of a U.S. Digital 
Instrumentation and Human-Machine Interface Test Facility.”  The questions posited by the Commission 
are: 

• What potential participants might be interested in joint participation, collaboration, and funding of 
such a facility, and to what extent might this include industries outside the nuclear industry? 

• If nuclear industry participated, how could conflict of interest issues be addressed? 

• Do examples of similar facilities currently exist and, if so, what can be learned from their successes 
and challenges? 

• What siting options are most viable (e.g., universities where integration with graduate studies might 
be encouraged, national laboratories, etc.), taking both cost and ease of technical information 
exchange into account? 

• To what extent could such a facility be designed to be reconfigurable to the expected variety of plant 
control room and HMI designs? 

• To what extent could such a facility be designed to also be used as an advanced reactor training 
simulator for NRC staff? 

• What impediments, if any, to information sharing among participants and to external stakeholders 
might exist? 

• What could be the benefits, or adverse impact, to existing and established international collaborative 
activities in this area? 

• What could be the NRC’s legal, budgetary, and oversight role? 



 

iv 

The first workshop was held in Atlanta, Georgia, on September 6–7, 2007.  A group of 53 
DI&C/HMI experts gathered to review current and future issues, necessary capabilities to address these 
issues, and gaps that may exist in current capabilities.  Options for future research and testing capabilities 
were also discussed.  The second workshop was held in Rockville, Maryland, on September 11, 2007 
with 45 participants.  The workshop attendees were charged to provide inputs on funding, participation, 
and site options, especially for the options developed at the September 6–7 Atlanta workshop.  The key 
insights from the information gathered during the study are given in this report. 

Current U.S. and International Capabilities in the DI&C/HMI Area 

This study demonstrated that the U.S. has a robust DI&C/HMI community with capabilities for 
performing research and development (R&D) across the full spectrum of needs from sensors to systems in 
DI&C and related HMI topics.  The community in the U.S. dedicated to nuclear-related DI&C/HMI 
issues is a small part of this larger community and has more limited capabilities. 

Many test-bed capabilities are available in the U.S. supporting a variety of DI&C/HMI technologies, 
but most are not primarily designed to address the specific needs of the nuclear power industry.  
However, the various capabilities, such as those within the U.S. aerospace community, used for both crew 
training and fly-by-wire system development, could potentially contribute to meeting many of the current 
gaps in the nuclear domain.  Universities and DOE’s national laboratories offer many testing capabilities 
that could address specific nuclear issues.  The assessment of capabilities reported is based on the data 
collected in the course of this study, which was limited in both scope and duration.  It includes data 
provided in responses from organizations who participated in the study.  These capabilities are best 
considered as illustrative of what is available and should not be considered as a comprehensive tabulation. 

The nuclear industry indicated that the capabilities, systems, and infrastructure available to them are 
probably adequate to support design, testing, and building of systems needed to deliver advanced light 
water reactors (ALWRs) (2010-15 delivery) and for which a combined construction and operation license 
(COL) will be sought in the next 5 years.   

The nuclear-focused DI&C/HMI research community is depleted but “pockets” of expertise remain 
and it is seeking to re-emerge to support U.S. needs as nuclear technology is again considered.  Providing 
people with needed expertise and experience may present the largest challenge in nuclear–related DI&C 
in the United States.  There is much analog experience, but there is now a need for technology transition, 
familiarization with digital technologies, and providing more nuclear-focused experience for the wider 
DI&C community.  Capabilities in terms of both staff and facilities were identified at vendor facilities, 
DOE national laboratories, and universities, some of which are currently focused on meeting NRC needs.   

Current and Future Testing and Research Needs in the Area of DI&C/HMI 

Participants in the workshops determined that there is not a one-size-fits-all solution to addressing 
technical challenges, nor is there one solution that provides all the needed facilities and capabilities.  The 
distinct needs of particular communities also directly affect the form of the solution provided for that 
industry.  For example, the facilities and capabilities that are needed by the NRC to solely address 
regulatory research focused on advanced light-water reactors (ALWRs) are much more limited than those 
needed by a wider nuclear or multi-industry group that is looking years or decades into the future to 
address advanced concepts in both DI&C and HMI.  Capabilities and needs can be considered as 1) those 
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needed to support retrofits to existing legacy systems in the existing nuclear power plant fleet; 2) those 
needed to support ALWRs that are expected to submit COL applications in the next 5 years; 3) advanced 
nuclear power concepts looking at Gen III+ and GEN IV; and 4) the diverse range of current once-through 
fuel cycle, closed fuel cycle, and long-term storage systems that all will involve DI&C/HMI issues. 

The need to develop technical bases for enhanced DI&C/HMI review guidance was identified, 
covering many significant DI&C and HMI areas.  These inputs were grouped and are reported under the 
general headings: 

• Cyber Security 
• Diversity & Defense-in-Depth 
• Risk-Informing Digital Instrumentation and Controls 
• Digital Systems Communications  
• Control Room and Beyond Control Room 
• Human Factors 

– Role of Personnel and Automation 
– Staffing and Training 
– Normal Operations Management 
– HFE Methods and Tools 

• Fuel Cycle Facilities 
• Validation (software, etc.) 
• Advanced Monitoring/Diagnostics  
• Advanced Sensors 
• General Issues 

It is anticipated that nuclear power plants of the future may be both distributed and multi-modular, 
and that reactors will potentially be part of an interconnected grid system controlled remotely from a 
central location for daily operations and other activities such as maintenance and diagnostics.  New 
paradigms of operations, metrics, and methodologies for assessment will need to be developed to provide 
design and assessment guidance that promote safe and timely operations for the full range of human-in-
the-loop activities in these new environments.  Some areas of research that are critical include human-
computer interactions, workload, situation awareness, decision-making, coordination practices among 
staff, use of paper and computerized procedures, multi-modular and integrated operation, and information 
sharing. 

Preferred Business Model To Meet Future Needs 

The options considered ranged from status quo through to multi-sponsor and multi-use consortia 
operating an integrated test facility, with both NRC and wider focused research agendas.  Examples of 
centers and consortia that operated in various modes across the possible spectrum of options were 
identified and both pros and cons discussed.  The single NRC-funded new facility was viewed as 
providing support for regulatory research with the highest level of NRC control and minimal conflict of 
interest issues.  However, such a structure would have highest initial and operating costs for the NRC, 
present challenges in attracting needed staff from the limited pool of expertise in the United States, and 
present the greatest challenge in ensuring longer-term base funding.  There was also only very limited 
interest in possible participation by industry, and other organizations represented, in this option. 
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The workshops demonstrated that there was general agreement that the preferred option for 
addressing future testing and research capabilities should involve a centralized program office at a hub 
and a distributed network of facilities (satellites).  This approach would enable NRC to reach out to other 
groups and build stronger ties.  Collaboration was felt to be compelling in that it opens up access to a vast 
array of specialized facilities operated by highly trained people who have experience in addressing 
DI&C/HMI issues.  This approach could leverage currently available capabilities and expertise (both 
within current nuclear-focused communities and in the wider DI&C/HMI community), minimize initial 
costs, and give opportunities for immediate engagement by those wishing to participate while providing 
the flexibility for preparing for the future.  Such a network also has the potential to form a core for 
establishing national education activity, which is needed to address nuclear expertise requirements.  Part 
of this solution could be to continue to reach out to the international community and find additional 
opportunities to coordinate with other industries and other countries, and to establish consortia.  
Worldwide collaboration is compelling, as this is a positive way to benefit from the advances in nuclear 
power plants and operations that have occurred outside the United States over the past 25 years.  Such an 
approach offers several options for providing access to digital control room simulators, which are needed 
both for staff familiarization training and in research studies.  New capabilities, if needed, should be 
developed at either the hub or a satellite, as appropriate.  This option also would minimize disruption to 
current programs during a transition period. 
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Abbreviations and Acronyms 

ALWR advanced light-water reactor 
COI conflict of interest 
COL construction and operation license 
CPAC Center for Process Analytical Chemistry 
DI&C/HMI digital instrumentation and controls and human-machine interfaces 
DOE U.S. Department of Energy 
EIOC Electricity Infrastructure Operations Center 
GNEP Global Nuclear Energy Partnership 
HFE human factors engineering 
ICHMI instrumentation, control, and human-machine interface 
INL Idaho National Laboratory 
I/U CRC Industry-University Cooperative Research Center 
NASA National Aeronautics and Space Administration 
NRC U.S. Nuclear Regulatory Commission 
NSF National Science Foundation 
O&M operations and maintenance 
ORNL Oak Ridge National Laboratory 
PNNL Pacific Northwest National Laboratory 
R&D research and development 
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1.0 Introduction 

The increasing use of digital instrumentation and controls and the related human interactions with 
such systems in nuclear power generating and fuel cycle facilities have introduced new potential benefits 
to enhance plant safety.  However, these developments and technological benefits are presenting some 
new regulatory challenges.  Currently, the U.S. Nuclear Regulatory Commission (NRC) addresses these 
challenges by analyzing their scope, impact, and potential adverse plant interactions, and then conducting 
research on significant safety-related issues identified through this analysis.  Often, such analyses and 
research efforts are performed under contracts that the NRC establishes with commercial entities, U.S. 
Department of Energy (DOE) national laboratories, universities, and international research facilities.  
However, there may be advantages to alternative approaches that can leverage capabilities and expertise 
within the wider digital instrumentation and controls and human-machine interfaces (DI&C/HMI) 
community. 

The NRC contracted with the Pacific Northwest National Laboratory (PNNL) to perform a survey 
and assist in conducting public workshops to review the current and future technical issues in the area of 
DI&C/HMI, to identify the capabilities that exist and assess the need for a facility or facilities, and report 
overarching principles that should be considered for the success of any of the conceptual approaches 
identified.  The study comprised three main elements:  a survey of capabilities that employed web-based 
materials; telephone interviews and site visits; and two workshops.  These efforts were initiated to address 
the questions posed by COMPBL-07-0001, “Staff Requirements – Development of a U.S. Digital Instru-
mentation and Human-Machine Interface Test Facility.”  The questions posited by the Commission are as 
follows: 

• What potential participants might be interested in joint participation, collaboration, and funding of 
such a facility, and to what extent might this include industries outside the nuclear industry? 

• If nuclear industry participated, how could conflict-of-interest issues be addressed? 

• Do examples of similar facilities currently exist and, if so, what can be learned from their successes 
and challenges? 

• What siting options are most viable (e.g., universities where integration with graduate studies might 
be encouraged, national laboratories), taking both cost and ease of technical information exchange 
into account? 

• To what extent could such a facility be designed to be reconfigurable to the expected variety of plant 
control room and HMI designs? 

• To what extent could such a facility be designed to be used also as an advanced reactor training 
simulator for NRC staff? 

• What impediments, if any, to information sharing among participants and to external stakeholders 
might exist? 

• What could be the benefits, or adverse impact, to existing and established international collaborative 
activities in this area? 

• What could be the NRC’s legal, budgetary, and oversight role? 
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2.0 Description of Study 

This report was developed to support the NRC review of current DI&C/HMI research capabilities and 
assess the need for a test facility or facilities, and conceptual approaches to meet NRC’s regulatory 
research needs.  The study comprised three main elements:  a web-based survey of capabilities that 
employed web-based materials; telephone interviews and site visits; and two workshops.  The full range 
of technological elements encompassed within a DI&C/HMI system is illustrated in Figure 2.1. 

A diverse group of approximately 80 individuals was engaged to provide significant input through 
either interviews or workshop participation.  This group was self-selected from among more than 
250 people representing 50 different organizations that were contacted.  These individuals included 
representatives from academia, DOE national laboratories, the National Aeronautics and Space 
Administration (NASA), and the military; industry experts responsible for developing DI&C/HMI for 
other safety critical systems; and I&C system and nuclear power plant vendors.  A total of 32 interviews 
were conducted—20 telephone interviews and 12 face-to-face interviews.  Further, three site visits to U.S. 
test and research facilities with capabilities that could address some NRC identified needs were 
conducted.  A questionnaire was used as the means to systematically capture information.  For both 
workshops, there was representation of approximately one-third nuclear and DIC industry, one-third 
academia, and one-third from DOE national laboratories.  Fifty-three participants attended the first 
workshop, and 45 attended the second.  Of the latter 45, about one-third had also participated in the first 
workshop. 
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Figure 2.1.  Range of Elements Encompassed Within DI&C/HMI Systems 



 

The first workshop was held in Atlanta on September 6–7, 2007.  DI&C/HMI experts gathered to 
review current and future issues, necessary capabilities to address these issues, and gaps that may exist in 
current capabilities.  Options for future research and testing capabilities were also discussed.  The second 
workshop was held in Rockville, Maryland, on September 11, 2007.  Experts attending the workshop 
were charged to provide inputs on funding, participation, and site options, especially for the options 
developed at the September 6–7 Atlanta workshop.  Details about the workshops conducted are provided 
in Appendices A through DD. 

2.1 Current U.S. and International Capabilities in the DI&C/HMI Area 

To evaluate the research needs and available capabilities, it became clear that as a precursor to any 
final assessment, it is necessary to decide if the need is to support 1) “regulatory“ research,” as required 
needed by the NRC, or 2) a wider nuclear or DI&C/HNMI community agenda.  This study sought to 
review the needs for the wider agenda and the subset that forms the requirements for supporting 
regulatory research. 

Many test-bed capabilities are available in the United States that support a variety of DI&C/HMI 
technologies, but most are not designed to primarily address the specific needs of the nuclear power 
industry.  However, the results of their efforts could contribute to meeting the current gaps in the nuclear 
domain.  In each research area, capabilities were identified.  Universities and DOE’s national laboratories 
offer many testing capabilities that could address specific nuclear issues.  For example, sensors for harsh 
environments; in this case, capabilities exist at Oak Ridge National Laboratory (ORNL), The Ohio State 
University, and the University of Tennessee.  Researchers at PNNL also are looking at sensors for harsh 
environments, for both nuclear power and process industry applications.  The assessment of capabilities 
reported is based on the data collected in the course of this study, which was limited in both scope and 
duration.  It includes data provided in responses from organizations who participated in the study.  These 
capabilities are best considered as illustrative of what is available and should not be considered as a 
comprehensive tabulation.  Some illustrative examples include 

• ORNL’s capabilities in prototype testing, analysis, and fabrication at its Electronics Design Labs, lab 
facilities for environmental stress testing, an advanced communication lab, and a Space Reactor 
Technology Lab 

• Idaho National Laboratory (INL) at its Human System Simulation Laboratory is building human 
performance and human-machine interface evaluation capabilities. 

• PNNL has an Environmental Molecular Science Laboratory user facility supporting both onsite and 
remote activities.  PNNL also has a virtual research laboratory and the Electricity Infrastructure 
Operations Center (EIOC), which is a test bed for evaluating electrical power infrastructures, tools, 
and human operations. 

• Internationally, there are many centers of note such as the Halden Reactor Project in Norway and 
IBM’s new Global Research Center in France. 

• In industry, there are numerous companies with expertise, such as Lockheed’s Center for Innovation 
in Norfolk, Virginia, which is a central reconfigurable facility capable of testing configurations onsite 
and performing distributed testing with centers that are geographically dispersed.  General Dynamics 
offers many simulation capabilities supporting defense industry needs. 
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• NASA also is a potential resource.  Much could be leveraged from their applied experience in remote 
missions such as Mars and ground operations in support of space station and shuttle missions. 

• The petrochemical industry has numerous facilities supporting DI&C and HMI.  These facilities 
cover the complete production cycle from extraction, to transportation and refining, and then refined 
product distribution.  For example, there are simulators for both extraction and pipeline systems, as 
well as for supertanker crew training.   

Further capabilities also exist in the United States within the wider DI&C/HMI community; for 
example, in the aerospace community, for both crew training and fly-by-wire system development, and 
within the high-speed rail sector. 

2.2 Current and Future Testing and Research Needs in the Area of 
DI&C/HMI 

Those participating in the workshops determined that there is not a one-size-fits-all solution to 
addressing technical challenges, nor is there one solution to the needed facilities and capabilities.  The 
needs of the particular community also directly affect the solution for that industry.  For example, the 
facilities and capabilities that are needed by the NRC to solely address regulatory research focused on 
advanced light water reactors (ALWRs) are much more limited than those needed by a wider nuclear or 
multi-industry group that is looking years or decades into the future to address advanced concepts in both 
DI&C and HMI.  Capabilities and needs can be considered as 1) those needed to support retrofits to 
existing legacy systems in the existing nuclear power plant fleet; 2) those needed to support ALWRs that 
are expected to submit combined construction and operation license (COL) applications in the next 
5 years; 3) advanced nuclear power concepts looking at Gen III+ and GEN IV; and 4) the diverse range of 
current once-through fuel cycle, closed fuel cycle, and long-term storage systems that all will involve 
DI&C/HMI issues. 

Based on the limited review of the technical gaps and current capabilities, it was determined that 
capabilities probably exist to meet most short-term industry needs (current to 3 years) somewhere in the 
United States.  However, the NRC may need to adopt new approaches so as to be able to use some of 
these capabilities for development of regulatory guidance and to investigate the associated technical bases 
for new ALWRs systems and legacy plant control room retrofits.  For supporting longer-term research 
and development (R&D) for advanced reactors (Gen IV, Global Nuclear Energy Partnership [GNEP], 
etc.), and both front- and back-end fuel cycle facilities, fewer capabilities exist. 

The need to develop a technical basis for enhanced DI&C/HMI review guidance was identified, 
covering many significant DI&C and HMI areas.  These inputs were grouped and reported under the 
general headings of 

• Diversity & Defense-in-Depth 
• Cyber Security 
• Risk-Informing Digital Instrumentation and Controls 
• Digital Systems Communications  
• Control Room and Beyond Control Room, Human Factors  
• Human Factors  

– Role of Personnel and Automation  
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– Staffing and Training  
– Normal Operations Management  
– Human Factors Engineering (HFE) Methods and Tools 

• Validation (software, etc.)  
• Fuel Cycle Facilites 
• Advanced Monitoring/Diagnostics   
• Advanced Sensors 
• General Issues. 

When the facilities needed to support the detailed technical topics identified in the general areas 
identified above were reviewed, the workshop attendees considered that to support delivery of ALWRs in 
the United States, the only capability potentially not available to support NRC regulatory research was a 
reconfigurable digital control room simulator.  However, vendors do have some capabilities in this area 
that are specific to particular plant designs.  In this context, it was recognized that for HMI research, 
operator availability for testing must be considered as well as the facility itself.  There was also a 
discussion of the need for a full-scope (from sensors to displays) DI&C test bed dedicated to research 
applications.  The vendor community indicated that their facilities may be able to fulfill this need for 
ALWRs.   

The very limited current university programs that focus on safety critical DI&C/HMI or nuclear 
DI&C/HMI are not sufficient to meet existing and future R&D needs.  Capabilities in terms of both staff 
and facilities were identified at most DOE national laboratories, some of which are focused on meeting 
NRC needs.  These capabilities can potentially be deployed to meet needs in both the HMI and DI&C 
areas. 

It is anticipated that nuclear power plants of the future may be both distributed and multi-modular, 
and that reactors will potentially be part of an interconnected grid system controlled remotely from a 
central location for daily operations and other activities such as maintenance and diagnostics.  New 
paradigms of operations, metrics, and methodologies for assessment will need to be developed to provide 
design and assessment guidance that promotes safe and timely operations for the full range of human-in-
the-loop activities in these new environments.  Some areas of research that are critical include human-
computer interactions, workload, situation awareness, decision-making, coordination practices among 
staff, use of paper and computerized procedures, multi-modular and integrated operation, new measures, 
methods, and tools; and information sharing.  Findings from these efforts should be transitioned into 
practice in areas such as new methods and tools for assessing designs and auditing; identifying and 
defining personnel roles and responsibilities, staffing, and training; and normal operations management. 

3.0 Answers to SRM Questions 

The major comments and insights derived from the study are grouped in this section, following the 
SRM question to which they seem to most closely align.  Critical to addressing the various questions was 
felt to be the definition of a research agenda:  the narrower needs of NRC regulatory research activities 
give significantly different answers to the needs for the wide nuclear power R&D community and those 
that engage the even wider US DI&C/HMI community.  There are also differences in both time scales and 
groupings of technology, which again drive the research agenda used to define research needs.    
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Figure 3.1.  Main Themes Defining a Research Agenda and Associated Time Lines 

3.1 What Potential Participants Might Be Interested in Joint Participation, 
Collaboration, and Funding of Such a Facility, and to What Extent 
Might This Include Industries Outside the Nuclear Industry?  

There is a robust DI&C/HMI community within the United States.  The non-nuclear focus areas have 
well-established capabilities and technical communities that support specific major industry needs (e.g., 
aerospace), and federal agencies (e.g., NASA, the U.S. Department of Defense, the U.S. Air Force, and 
the U.S. Department of Transportation) have significant capabilities and facilities.  These groups have 
well-established professional meetings, professional oversight, and other forums.  In responding to 
questions, organizations outside the nuclear community expressed little interest in participating in any 
conceptual NRC-facilitated DI&C/HMI facility, regardless of its configuration or capabilities. 

Within the nuclear vendor community, it was reported that they feel that they have the facilities they 
need to support delivery of ALWRs for which COLs are currently being sought (delivery ~ 2015).  
Looking toward longer-term needs (i.e., Gen III+ and Gen IV), some expressed interest in some form of 
collaborative partnership or consortium but preferably with non-NRC leadership (which was linked to a 
potential solution to conflict-of-interest [COI] issues).  There is interest within the R&D community 
(principally academia and DOE national laboratories) in participation and providing access to capabilities 
through a network or consortium. 

It was stated that for individuals to be motivated to participate, there must be compelling value 
statements from NRC, DOE, industry, universities, and others.  The benefits must be obvious and real, 
and processes must be established that do not bring increased regulatory challenges to both vendors and 
operators.  The most likely partnership from which the NRC could gain was felt to be through 
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collaborating with DOE.  DOE’s national laboratories have valuable facilities and many subject matter 
experts.  There are fewer potential COI and other issues to be addressed by NRC, and participants felt that 
NRC should pursue enhanced collaboration with DOE. 

Industry, in general, expressed the view that it is not interested in formalized long-term collaboration; 
representatives indicated that they did not feel there is anything of value in it for them.  They already have 
facilities and associations that provide the capabilities they need.  They support NRC in moving forward 
to address DI&C/HMI issues, but they do not believe that access to a new facility would give them access 
to capabilities and answers to research questions that they are not already getting from their own 
programs.  However, they indicated that they might be interested in collaborating with NRC and others on 
some very well-defined, focused topics, including those associated with Gen III+ and Gen IV systems.  
This would be an interaction that would be developed on a case-by-case basis. 

While universities are not going to be funding partners, they are interested in being collaborative 
research partners.  They have a track record of successfully addressing NRC-type issues.  There are a 
number of very successful models for university based research centers and national centers of 
excellence. 

Other government agencies such as NASA have extensive facilities that may be potentially available.  
They have built and used these facilities to address the technical issues for their own applications.  They 
have also begun to address the same issues that NRC will need to address, such as HMI issues in 
distributed systems and virtual reality interactions to support maintenance and diagnostics, and they have 
research simulators (with infrastructure) to investigate new HMI paradigms of operations.  Specific 
relationships will need to be investigated to determine suitability and availability, particularly if there is 
excess capacity at facilities that would be available to or appropriate to address NRC’s regulatory issues.   

3.2 If Nuclear Industry Participated, How Could Conflict-of-Interest Issues 
Be Addressed?  

Various operational/management models used in centers and consortia, including government 
agency-industry partnerships ,exist and do successfully handle organizational COI issues, at least with 
regard to interactions between universities, industry, DOE laboratories, and many other government 
agencies.  The various examples of university-industry, and DOE national laboratory-industry consortia 
and collaborative centers do successfully address organizational COI issues, although not from a 
regulatory standpoint.  To minimize organizational COI issues, although there was no clear consensus, a 
number of organizations expressed a preference for third-party rather than NRC leadership.  Because 
industry would seem to prefer to be involved case-by-case, the organizational COI issue would need to be 
addressed for each instance.  Collaboration could be expected to occur only if there were mutual interests 
in the research and mutual benefit to all participants, including industry. 

3.3 Do Examples of Similar Facilities Currently Exist and, If So, What Can 
Be Learned from Their Successes and Challenges? 

Many capabilities exist at DI&C and HMI facilities and within large organizations (e.g., NASA).  
These capabilities are geographically dispersed.  The best example of a facility focused on DI&C/HMI 
in the nuclear arena is the Halden Reactor Project in Norway.  This facility has a reactor and a range 
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of reconfigurable control room simulators that support nuclear and other energy sectors, with a 
particular focus on DI&C/HMI, fuel, and materials topics. 

The issue of DI&C/HMI has been addressed in a number of other technical communities; for 
example, avionics systems in aircraft, spacecraft systems, military vehicles, train-cab systems, and others.  
The U.S. NRC nuclear power community was stated as being at least 15 years (and, by some said, 
significantly further) behind the times in addressing DI&C/HMI issues.  Very active communities in other 
fields and numerous test facilities are in place.  Some of these have been identified.  However, the extent 
to which the facilities that exist in other technical communities could be available to NRC and suitable for 
addressing regulatory research issues needs to be investigated further. 

3.4 What Siting Options Are Most Viable (e.g., universities where 
integration with graduate studies might be encouraged, national 
laboratories), Taking Both Cost and Ease of Technical Information 
Exchange into Account? 

The options considered ranged from status quo through to multi-sponsor and multi-use consortia 
operating an integrated test facility, with both NRC and wider focused research agendas.  Examples of 
centers and consortia that operated in various modes across the possible spectrum of options were 
identified, and both pros and cons discussed.   

The single NRC-funded new facility was viewed as providing support for regulatory research with the 
highest level of NRC control and minimal conflict-of-interest issues.  However, such a structure would 
have the highest initial and operating costs for the NRC, present challenges in attracting needed staff from 
the limited pool of expertise in the United States, and present the greatest challenge in ensuring longer-
term base funding.  There was also only very limited interest in possible participation by industry and 
other organizations represented, in this option. 

The workshops demonstrated that there was general agreement that the preferred option for 
addressing future testing and research capabilities should involve a centralized program office at a hub 
and a distributed network of facilities (satellites).  This approach would enable NRC to reach out to other 
groups and build stronger ties.  Collaboration was felt to be compelling, in that it opens up access to a 
vast array of specialized facilities operated by highly trained people who have experience in addressing 
DI&C/HMI issues.  This approach could leverage currently available capabilities and expertise (both 
within current nuclear-focused communities and in the wider DI&C/HMI community), minimize initial 
costs, and give opportunities for immediate engagement by those wishing to participate while providing 
the flexibility for preparing for the future.  Such a network also has the potential to form a core for 
establishing national education activity, which is needed to address nuclear expertise requirements.  Part 
of this solution could be to continue to reach out to the international community and find additional 
opportunities to coordinate with other industries and other countries, and to establish consortia.  
Worldwide collaboration is compelling, as this is a positive way to benefit from the advances in nuclear 
power plants and operations that have occurred outside the United States over the past 25 years.  Such an 
approach offers several options for providing access to digital control room simulators, which are needed 
both for staff familiarization training and in research studies.  New capabilities, if needed, should be 
developed at either the hub or a satellite, as appropriate.  This option also would minimize disruption to 
current programs during a transition period. 
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Figure 3.2. Spectrum of Options Covering a Single Facility to a Multi-Sponsor, Multi-Site/Multi-

Sponsor Entity 

In this scenario, many current capabilities would be used.  For this approach to work, participants 
strongly suggested the need for a well-defined research agenda and a coordinated program plan with 
short-, mid-, and long-term time frames specified.  Dispersion makes use of existing facilities while 
allowing for new integrated centralized facilities to meet technical capability needs.  For the most part, 
DI&C research can be addressed through multiple dispersed facilities.  Conversely, significant elements 
of HMI research need to be centralized with facilities and staff in the same location.  However, modern 
networking capabilities may provide opportunities for new models of operations to be used to study HMI 
interactions using geographically dispersed investigators.  NASA is beginning to study distributed 
interactions using configurations that are geographically distributed (e.g., Mars Mission).  Industry has 
resources to tap as well, such as Statoil Hydro (a leader in off-shore oil), and Lockheed’s Center for 
Innovation in Norfolk, Virginia.  While Boeing (Everett Washington) was not responsive to participating 
in this study at this point in time, its DI&C/HMI simulation capabilities should be considered a valuable 
resource.  There is potentially a lot of knowledge to be gained and used about how Boeing sets up and 
maintains its reconfigurable infrastructure for DI&C/HMI testing and how Boeing performs knowledge 
management. 

With National Science Foundation (NSF) support, the Industry/University Cooperative Research 
(I/U CRC) Program has resulted in more than 60 centers covering a diverse range of science and 
engineering centers with universities.  In some cases, these have developed in partnership with the DOE.  
In all cases, a range of industrial sponsors participates in the center, with representatives forming a board 
that defines the research direction and assesses performance.  Such centers have been successful in 
producing graduates who, in many cases, are hired by the sponsoring companies and organizations.  An 
example of a center that has matured from the program and been sustained for more than 20 years is the 
Center for Process Analytical Chemistry (CPAC), University of Washington, Seattle, which addresses 
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instrumentation and measurement needs for various process industries.  A second example of an I/U CRC 
is the NDE Center, at the Iowa State University, which has close interaction with the DOE Ames 
Laboratory.  The activities that became this center have provided much of the “science base” for what has 
become quantitative nondestructive evaluation.  It was initially a DARPA–US Air Force activity, more 
than 30 years ago and became the focus for a peer-reviewed journal, a major annual meeting (the Review 
of Progress in QNDE, for which the proceedings are now published by the American Institute of Physics), 
and an international network of centers. 

In the area of nuclear I&C, the Idaho National Laboratory has sponsored the Ohio State University 
Academic Center for Excellence in Instrumentation and Control in Advanced Systems.  This entity is still 
being defined.  The primary FY 2006 activity of the INL/OSU Academic Center for Excellence in 
Instrumentation and Control (I&C) in Advanced Systems was to provide leadership and support for an 
ICHMI Working Group.  The objective of the working group was to develop a roadmap that addresses 
instrumentation, control, and human machine interface (ICHMI) challenges that need to be overcome to 
further expand nuclear energy in the United States. The ICHMI Working Group is comprises 10 experts 
in I&C and human factors representing three national laboratories, two universities, EPRI, NRC, and an 
I&C vendor. 

The hub and satellite models exist in several forms within the DOE system.  One example that brings 
together the various types of organization is the Regional Carbon Sequestration Partnerships.  The central 
program leadership is provided through the National Energy Technology Laboratory (DOE-FE), and there 
are seven regional consortia, each addressing a defined research agenda, that bring together a group of 
partners with complementary capabilities.  For example, the Big Sky Carbon Sequestration Partnership, 
which is led by the Montana State University, brings together universities and research institutions 
(including DOE national laboratories), industry, and international partners with private organizations and 
public entities at both the state and federal level.  University engagement has the potential to address the 
identified need for the next-generation workforce.  Whichever sites or capabilities are engaged, it was felt 
that best practices should be employed to ensure the highest-quality research and engagement of the 
brightest and best, thereby expanding the technical community in addressing the research needs for both 
NRC and the wider community. 

Attendees discussed the desired characteristics for any of the options, including the operation of a 
facility and its management.  They emphasized the importance of considering capabilities needed for a 
facility in the context of its organizational structure, such as being a not-for-profit entity (a 501(c3) 
charitable organization), a limited liability company, or a department within NRC, and the agenda being 
addressed.  Defining the mission with long-term grand challenges needs to be articulated for achieving 
longevity and sustainability of the needed capabilities.   

3.5 To What Extent Could Such a Facility Be Designed To Be 
Reconfigurable to the Expected Variety of Plant Control Room and HMI 
Designs? 

In looking at needs, there are competing constraints:  for technology familiarization and research, 
particularly for HMI research, some form of flexibility in configuration is needed.  For more site- or 
vendor-specific training and site- or system-specific HMI research and training, a fixed configuration is 
needed.  To address the wider HMI simulator needs, it is critical that any new digital control room 
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simulator facility for research be designed to be reconfigurable.  The DI&C/HMI test facilities must have 
the flexibility to support multiple users and be quickly reconfigurable to address key domains such as 
different plant designs, plant control protection systems, and new technology for integration for all 
generations of plants.  Three types of capabilities were identified:  testing hardware and 
software/integration, hardware and software research, and regulatory human factors research. 

The reconfiguration capability should go beyond simulators; it should be able to accommodate 
evolution of new DI&C technologies going from the sensors to the system level, such as for the testing of 
new infrastructures that integrate capabilities between distributed systems that include all interactions, 
control rooms, operations and maintenance (O&M), and diagnostics, and linkages to field operations, i.e., 
events and operations that occur outside the main control room.  An integrated reconfigurable facility is 
also desirable for component, software, and integration testing.   

However, it was felt by contributors that no one facility can address all of NRC’s research needs 
across the spectrum of DI&C/HMI topics that were identified.  There are also scheduling issues with 
respect to availability that can be expect to be encountered, should research be limited to a single or even 
a few sites, that could be expected to slow progress in the research.  In research, it was considered to be 
essential to have access to current or recently retired plant operators. 

3.6 To What Extent Could Such a Facility Be Designed To Also Be Used as 
an Advanced Reactor Training Simulator for NRC Staff? 

A facility could be designed to include capabilities to support reactor simulator training on both full 
scope and part-task simulators.  However, simulators that are designed to meet training needs are very 
different from research and testing facilities, such as those for testing hardware and software integration, 
hardware and software research, and regulatory human factors research to study operator response issues.  
Therefore, it was felt that any reactor training simulator(s) would need to be separate from other simulator 
capabilities because they need to mimic the actual power plant facility.  It was felt that training of NRC 
staff is very important.  NRC staff, in general, needs to be knowledgeable of nuclear plant facilities and 
operations, as well as the emerging requirements for DI&C and HMI technologies. 

There could be a benefit of co-locating a research simulator facility with a training simulator facility 
so that infrastructure and staff could be shared.  Further, those staff in training could also serve as test 
subjects in some human factors experiments.  

3.7 What Impediments, If Any, to Information Sharing Among Participants 
and to External Stakeholders Might Exist? 

It was felt that information sharing will be an issue.  Access to systems with proprietary information, 
particularly in a university environment where students would have access, was seen as presenting 
potential challenges.  Technical and organizational issues will limit information sharing among 
participants and external stakeholders.  In developing an integrated center of some form technologically, 
four areas were seen as being of critical importance:  infrastructure for data/knowledge management; 
hardening of software and hardware; cyber security; and organization, business models, and management. 

Infrastructure capabilities for data/knowledge management:  These are needed to facilitate 
interoperability and data/information sharing among all users.  From a systems viewpoint, the following 
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areas should be addressed:  common platform suites, common software architecture(s), and common data 
structures.  Collectively, easy access should be provided to the research data and its manipulation by 
researchers for their specific purposes. 

Impact of hardening software and hardware to meet required seismic and electromagnetic 
standards:  Meeting these requirements in a test facility could impact the timeliness and extent of 
deployment of facility capabilities in terms of functionality and interoperability between components and 
stakeholder organizations. 

Cyber security:  All aspects of a single or distributed nuclear facility, from software, hardware, and 
network communications to the physical and culture environment, are vulnerable to threats that range 
from exploitation by the malicious to misconfiguration brought about by unusable interfaces for all 
expected users.  A structure and operating model needs to be established that promotes a broad range of 
secure information sharing, especially in the expected distributed nature of nuclear power plants of the 
future and in the context of a distributed test and research facility.  Some of these open science issues are 
beginning to be addressed by DOE (2007), and details are given in a Report for the Cyber Security 
Research Needs for Open Science Workshop, July 23–24, 2007.   

Organization, business models, and management:  These will impact information sharing among 
participants.  Policies and practices that address intellectual property, sharing of proprietary information, 
organizational COIs, and NRC access to data will need to be addressed.  There are many good models of 
partnership between industry and government/federal agencies, such as the collaborative models put in 
place by the National Science Foundation (e.g., Industry-University Cooperative Research Centers [I/U 
CRC)], DOE’s Environmental Molecular Science Laboratory user facility (DOE, Richland, Washington); 
and the Halden Reactor Project (Norway’s research center that serves an international community 
comprising government agencies and private industry under the auspices of the Organization for 
Economic Development and Cooperation).  Another factor to consider is the need to retain separation of 
NRC oversight and vendor/licensee implementation roles.  Attention will need to be given also to security 
policies that can be applied consistently to both facility operation and information sharing.  Often, diverse 
independent agencies have their own security standards, resulting in heterogeneous and often conflicting 
policies that impede information sharing. 

Shared research would mean shared results.  Those who agreed to the shared research agenda would 
also be agreeing to the way information was shared.  COI issues would be handled by having all parties 
that want to participate sign nondisclosure statements or set up appropriate organizational partitions to 
avoid bias and COI. 

3.8 What Could Be the Benefits, or Adverse Impact, to Existing and 
Established International Collaborative Activities in this Area? 

There are advantages in developing U.S. capabilities, but increasingly the United States is part of a 
global enterprise.  It was felt that collaborators will need to find a way that has commonality across 
entities to protect infrastructures from intentional malicious harm and user error.  Establishing a network 
was seen as a way to reduce duplication of capabilities, thereby freeing up resources for research and 
migrating relevant breakthroughs into approved applications.  A well-integrated program, based on a 
multi-organization research agenda (including clearly identified goals and longer-term grand challenges), 
can have significant impact and needs to be complemented by a process/strategy to migrate relevant 
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breakthroughs into the field.  It was considered that the preferred model of a hub-and-spoke system with a 
well-integrated program of activities has the ability to leverage existing international partnerships, such as 
those with the Halden Reactor Project.  It was also considered that the hub-and-spoke system would draw 
in resources and expertise from other fields and focus it on the nuclear industry.   

3.9 What Could Be the NRC’s Legal, Budgetary, and Oversight Role? 

Concerns were expressed regarding the relationship between NRC, in its regulatory role, and any 
others in a collaborative research structure.  It was suggested that NRC’s legal, budgetary, and oversight 
role could be that of a collaborative participant that funds existing facilities and promotes the 
development of specialized facilities necessary to address nuclear-related issues in DI&C/HMI.  
Providing a “neutral” site for program leadership was seen as one way to minimize COI and other 
relationship issues.  However, the NRC staff indicated that there has been extensive cooperation in the 
past, and a model for NRC participation exists. 

Attendees felt that for any activity to be successful, NRC and potentially others need to commit an 
increased funding base for DI&C and HMI and to look toward long-term research.  It was felt that when 
others see NRC making investments, they will be encouraged to do the same. 

3.10 Some Overarching Observations 

 Irrespective of the option selected, some overarching observations were made.  There was a 
strong feeling that the activities in DI&C/HMI could benefit from the NRC establishing a DI&C/HMI 
Advisory Committee to provide access to leaders in the field and to provide some external review and 
validation of the program.  It was felt that a process potentially involving the National Academies 
“decadal review” process could be used to review, refine, and prioritize the research agenda, particularly 
if a wider community agenda is considered and identification of intermediate goals and longer-term 
technology challenges is considered.  In whatever option was selected, it was felt that partnerships and a 
consortium to leverage DOE national laboratories, universities, and industry capabilities would provide 
maximum impact, particularly given the very limited numbers of people with demonstrated expertise and 
the resources within the U.S. DI&C-HMI community focused on nuclear issues. 

Two models for effective wider research community engagement were considered.  In the first, the 
wider community engaged with the NRC and the nuclear community and, in the second, the nuclear 
community engaged the wider community through its established professional fora, including workshops, 
meetings and peer reviewed literature.  Given the much longer history of DI&C/HMI consideration in 
other technical fields, such as aerospace, in which some major meeting series have a 26-year history, it 
was felt that the joining-them rather than the them-joining-us model was more likely to be productive in 
achieving wider community engagement. 

The study’s specific findings can serve as a basis to build a systematic framework to establish both a 
strategic and tactical roadmap to address the challenge of establishing testing capabilities (facilities) in the 
United States.  Many strengths exist today in the DI&C/HMI community, and entities have capabilities 
that they are willing to make available, which could serve as a starting point for building a strong 
technology base.  There is also agreement about the approach for governance—a distributed model that 
provides strong leadership to satellites with diverse expertise that includes the international community.  
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Some attendees suggested that to facilitate such developments, new policies should be considered by 
NRC and for it to serve as an enabler so as to create and sustain a U.S.-based test and research capability. 

Workshop attendees indicated that NRC staff may benefit from more training/education on the full 
life cycle of digital systems and from hands-on training to enhance their own capabilities.  There may be 
some advantages to co-locating any new digital reactor training simulators and research simulators to 
defray costs.  It was noted that research simulators must be reconfigurable, whereas plant-specific training 
simulators must replicate a constant and referenced facility configuration. 

3.11 Preferred Option 

The preferred options for meeting the research needs, selected from a much longer list that ranged 
from a single facility–single user to a multi-sponsor–multi-user option, was a system based on a hub-and-
spoke (or satellite) model.  Such a concept can be implemented in a spectrum of forms, with many 
choices depending on the research agenda finally selected and the range of partners who are engaged.  In 
this scenario, many current capabilities would be used.  For this approach to work, participants strongly 
suggested the need for a well-defined research agenda and a coordinated program plan with short-, mid-, 
and long-term timeframes specified.  This approach makes optimal use of existing dispersed facilities and 
technological expertise while still developing some capabilities that will lead to the development of 
certain centralized facilities.  NRC would be a collaborator but not in sole charge of new centralized 
facilities.  A contractor could operate the center/facilities.  This third party would provide 
oversight/programmatic direction but would not have any vested interested in outcomes.  A board of 
stakeholders (NRC, DOE, industry, universities, and others) would provide funding and direction to the 
R&D base program.  Research results would be shared.  Individual participants could also fund R&D 
specific to their needs, in which case the results would be held as proprietary.  In short, there must be a 
process for securing information and handling intellectual property issues. 

Such a model would include a program office and could involve a new integrated centralized facility.  
New facilities would be developed at the hub or at one or more satellites as appropriate.  This concept 
would work to build on current practice, with NRC continuing its present approach of using a number of 
different facilities on a case-by-case basis.  It was agreed that for the success of such an approach there 
must be clear definition of the center’s mission and articulation of the research challenges.  Three types of 
needed capabilities were identified:  testing hardware and software/integration; hardware and software 
research; and human factors regulatory research.  There was general agreement that the facility should 
provide more than simulators—it should consider all aspects for DI&C/HMI—all interactions, control 
rooms, operations and maintenance, and diagnostics.  It was felt that benefit could be gained from what 
others have done outside the field of nuclear power.  For example, the robust DI&C/HMI community in 
the United States and capabilities for R&D cover sensors to systems in DI&C and related HMI 
(e.g., aerospace).   

Various conceptual funding options were discussed at the second workshop; however, no 
collaborative funding partners were identified.  It was felt that the NRC needs to develop a plan for the 
path forward to implement the hub and spoke model.  This plan starts with the clearly stated DI&C and 
HMI regulatory issues to be addressed and then builds a collaborative network to address these in phases 
using existing facilities and new future facilities.  The plan must show understanding about what is 
unique, either in regard to the research needs or potential research capability suppliers.  The plan would 
specifically list the desired collaborative participants to address each regulatory issue.  Such a plan would 
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also be the basis for justification of any new centralized facilities, if needed to address unique research 
issues.  NRC can justify new facilities, even if there are existing facilities at NASA and elsewhere, if 
these facilities are inadequate because of lack of interest, availability, flexibility, and other factors. 

4.0 Conclusion 

This study found that the United States has a robust DI&C/HMI community with capabilities for 
performing R&D across the full spectrum of needs from sensors to systems in DI&C and related HMI.  
The U.S. community dedicated to nuclear-related DI&C/HMI regulatory research is smaller and has little 
leverage over technology developments in this area. 

The nuclear industry has capabilities, systems, and infrastructure that are adequate to support the 
design, testing, and building of ALWRs.  The nuclear DI&C/HMI research community is depleted but is 
seeking to re-emerge to support U.S. needs.  Much of the R&D capability is focused on longer-term 
research (i.e., Gen III+ and IV).  Nuclear power DI&C/HMI R&D has been limited in large measure by 
the recent limited funding, but “pockets” of expertise remain.  Making available the people with expertise 
and experience may present the largest challenge in nuclear–related digital instrumentation and controls 
and human factors (in the United States).  There is much analogue experience, but there is now a need for 
technology transition, familiarization with digital technologies, and more nuclear-focused experience. 

The workshops demonstrated that there was general agreement that the preferred option for 
addressing future testing and research capabilities should involve a centralized program office at a hub 
and a distributed network of facilities (satellites).  This approach could leverage currently available 
capabilities and expertise (both within current nuclear-focused communities and the wider DI&C/HMI 
community), minimize initial costs, and give opportunities for immediate engagement by those wishing to 
participate.  This option also would minimize disruption to current programs during a transition period.  
New capabilities, if needed, should be developed at either the hub or a satellite, as appropriate.  This hub 
and satellite option most effectively uses the currently available capabilities while providing the 
flexibility for preparing for the future.  Part of the solution must be to continue to reach out to the 
international community and find additional opportunities to coordinate with other industries, other 
countries, and consortia. 

It is anticipated that nuclear power plants of the future may be both distributed and multi-modular, 
and reactors will potentially be part of an interconnected grid system controlled remotely from a central 
location for daily operations and other activities such as maintenance and diagnostics.  New paradigms of 
operations, metrics, and methodologies for assessment will need to be developed to provide design and 
assessment guidance that promote safe and timely operations for the full range of human-in-the-loop 
activities in these new environments.  Some areas of research that are critical include human–computer-
interactions, workload, situation awareness, decision making, coordinating practices among staff, use of 
paper and computerized procedures, and information sharing. 

To meet the identified challenges, rather than thinking in terms of “catching up,” the research agenda 
should be “looking ahead” for both technologies and governance for an effective and sustainable research 
capability.  Additionally, NRC DI&C/HMI research plans can be improved by seeking and developing 
approaches to leverage expertise and technical solutions found in other domains that are outside the 
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nuclear domain and yet, by their nature, are safety–critical, such as in the petrochemical, transportation, 
aerospace, and bio-waste management areas. 

In the path forward, NRC DI&C/HMI research efforts should seek collaboration in the larger DI&C 
community and build stronger ties.  This will result in healthy collaboration and more useful answers to 
regulatory issues.  Collaboration is compelling because it opens NRC to a vast array of specialized 
facilities operated by highly trained people who have experience in addressing DI&C/HMI issues.  
Worldwide collaboration is compelling as this is a positive way to benefit from the advances in nuclear 
power plants and operations that have occurred outside of the U.S. over the past 25 years. 

5.0 Reference 

DOE.  2007.  Report of the Cyber Security Research Needs for Open Science Workshop – July 23-24, 
2007.  PNNL-16971, sponsored by the DOE Office of Science in cooperation with the Office of 
Electricity and Energy Reliability.  Available at 
http://www.sc.doe.gov/ascr/Misc/CSWorkshopFinalReport.pdf 
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SUBJECT: Invitation to Attend Digital Instrumentation &Control (DIC) – Human-Machine Interface (HMI) 
Test Facility Workshops 
 
 
Dear Ms McCraw,    
 

The increasing use of digital instrumentation, controls, and human interactions with these 
systems in nuclear generating and fuel cycle facilities has brought new regulatory challenges along with 
the benefits for improved plant safety.  Currently, the NRC addresses these challenges by identifying the 
scope, impact and potential adverse plant interactions that are presented by these challenges and then 
conducting research on each identified topical safety issue arising from this analysis.  Often, the research 
and analysis is performed through the establishment of different contracts with commercial entities, 
national laboratories, universities and international research facilities.  There may be advantages to 
establishing a single, integrated center of expertise in the digital instrumentation and control and human-
machine interface (DIC&HMI) areas.  This center of expertise may be valuable to other federal agencies 
as well as the NRC. 
 

The Commission has requested that the NRC staff conduct public workshops concerning 
approaches for an integrated digital instrumentation and control and human-machine interface (DIC&HMI) 
test facility in the United States.  The NRC invites stakeholders with existing capabilities, as well as others 
who may be interested in participating, such as national laboratories, universities, other federal agencies, 
research and development centers and vendors, to participate in these workshops.   
 

The workshops will seek to develop a consensus in the technical community on a set of over-
arching principles that should be met for the success of any conceptual approaches discussed.  The 
workshop will seek to develop a set of viable concepts for such a facility, with corresponding potential 
benefits and challenges for each concept.  Options may include relying on current facilities, upgrading 
current facilities or developing a single, integrated facility.  It is necessary to determine the number of 
organizations within the community that are interested in each option. 
 

We are seeking your attendance and input at workshops. The first of these workshops will be 
technical workshop held in Atlanta, Georgia September 6th and 7th. The second is a business focused 
workshop to be held in Washington DC September 11th.  You can obtain full information about these 
workshops including accommodation at our website: http://nrc-test-facility.pnl.gov/  
 
We look forward to your participation in the workshops.  Please forward this invitation to others you think 
would wish to participate in NRC’s test facility study. 
 
 
Sincerely yours, 
Leonard J. Bond, Ph.D., Laboratory Fellow  
Applied Physics & Material Characterization Sciences  
National Security Directorate  
Pacific Northwest National Laboratory  
P.O. Box 999, Mail Stop K5-26  
Richland, WA 99352  
Tel:  (509) 372 4172  
E-mail:  leonard.Bond@pnl.gov 
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U.S. Digital Instrumentation and Control 

and Human-Machine Interface Workshop 

 

AGENCY: U.S. Nuclear Regulatory Commission 

 

ACTION: Opportunity to provide input concerning digital instrumentation and control and 

human-machine interface test and research in the United States. 

 

SUMMARY: The increasing use of digital instrumentation and controls, and the growing 

prevalence of human interactions with such systems, in nuclear generating and fuel cycle facilities 

have introduced new regulatory challenges along with the potential benefit of improved plant safety.  

Currently, the U.S. Nuclear Regulatory Commission (NRC) addresses these challenges 

by analyzing their scope, impact, and potential adverse plant interactions, and then conducting 

research on each safety-related topical issue identified through this analysis.  Often, 

such analyses and research are performed under contracts that the NRC establishes with 

commercial entities, national laboratories, universities, and international research facilities.  

However, there may be advantages to alternative approaches such as establishing a single, 

integrated test facility with expertise in the areas of digital instrumentation and controls and 

human-machine interfaces (DIC&HMI).   

 The NRC is conducting public workshops to review the current and future technical issues 

in the area of digital instrumentation and control and human-machine interface (I&C and HMI), 

to identify the capabilities that a facility or facilities would need to have to support their 

resolution.  The workshop will review the capabilities of current facilities and consider lessons 
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learned from their operation.  Based on this information a set of options will be developed. 

Toward that end, the NRC invites stakeholders including those with existing capabilities, as well 

as others who may be interested in participating (such as national laboratories, universities, 

other Federal agencies, research and development centers, and vendors), to participate in the 

workshops.  The workshops will seek to develop a consensus in the technical community 

regarding a set of overarching principles that should be met to ensure the success of any 

conceptual approaches discussed.  Options may include relying on current facilities; upgrading 

current facilities; or developing a single, integrated facility.  In addition, it is necessary to 

determine the number of organizations within the community that are interested in each option. 

 Interested parties should note that the staff is working with Pacific Northwest National 

Laboratory, to develop additional information on experiences that other similar facilities have 

had, in order to learn from their successes and challenges. 

 

DISCUSSION:  The NRC will hold two workshops to engage potentially interested stakeholders.  

The first workshop will be held on September 6–7, 2007, at the Clarion Hotel at Atlanta 

International Airport, which is located at 5010 Old National Highway in Atlanta, Georgia.  This 

initial workshop will review, at a conceptual level the current and future technical issues in the 

area of digital instrumentation and control and human-machine interface (I&C and HMI) and will 

identify the capabilities that a facility or facilities would need to have to support their resolution.  

The workshop will review the capabilities of current facilities and consider lessons learned from 

their operation.  Based on this information the workshop will develop a set of options for 

establishing additional capabilities, if needed, or ways to integrate current capabilities in a 

manner that creates synergies and efficiencies to support current and future needs of the 

technical community in the digital I&C and HMI areas. 
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 The second workshop will be held on September 11, 2007, at the Hilton Washington 

DC/Rockville Executive Meeting Center, which is located at 1750 Rockville Pike in Rockville, 

Maryland.  This workshop will use information gathered at the Atlanta workshop regarding the 

additional capabilities (if any) that the community requires to address current and future Digital 

Instrumentation and Control (I&C) and Human Machine Interface (HMI) issues and the facility 

options available to perform this work.  The workshop will discuss at a conceptual level how 

each of the facility options could be managed.  These management issues include potential 

participants, funding arrangements, conflict of interest (COI) considerations, and siting.  

Additional information about both workshops can be obtained at http://nrc-test-facility.pnl.gov. 

 Additionally, to promote the efficiency and effectiveness of these workshops, the NRC 

invites interested stakeholders to provide comments in the following areas: 

(1) Which potential participants might be interested in joint participation, collaboration, 

and funding of such a facility, and to what extent might this include participants 

outside the nuclear industry? 

(2) If the nuclear industry participates, how could conflict-of-interest issues be addressed? 

(3) Do similar facilities currently exist and, if so, what can be learned from their successes 

and challenges? 

(4) What siting options would be most viable (e.g., universities where integration with 

graduate studies might be encouraged, national laboratories, etc.), considering both cost 

and ease of technical information exchange? 

(5) To what extent could such a facility be designed to be reconfigurable to the expected variety 

of plant control room and HMI designs? 

(6) To what extent could such a facility be designed to also be used as an advanced reactor 

training simulator for NRC staff? 
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(7) What impediments, if any, might exist to limit information sharing among participants 

and external stakeholders? 

(8) What could be the benefits, or adverse impacts, of existing and established international 

collaborative activities in this area? 

(9) What could be the NRC’s legal, budgetary, and oversight role? 

(10) Would stakeholders potentially be interested in the establishment of a facility that would 

serve as a national technical center of excellence to support a wide range of agencies 

and industries that have needs and interests in the rapidly advancing areas 

of instrumentation and controls, digital safety systems, and human-machine interfaces? 

 

The workshop results and public comments received, along with other information 

developed as a result of the staff’s discussions with interested stakeholders, will be used to 

support NRC decision making on this subject 

 

AVAILABILITY AND DATES:  Additional information is available through the NRC Test Facility 

Working Group Web page, at http://nrc-test-facility.pnl.gov.  Comments would be most helpful 

if received by September 30, 2007. 

 

COMMENT PROCEDURES:  The NRC staff encourages and welcomes stakeholder participation 

in the workshops, as well as submittal of related comments and suggestions from interested parties.  

Personal information, such as your name, address, telephone number, e-mail address, etc., will 

not be removed from your submission.  
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You may submit comments by any of the following methods: 

• Mail comments to Leonard Bond, Ph.D, Pacific Northwest National Laboratory, P.O. Box 

999, Mail Stop K5-26, Richland, WA  99352. 

• Provide comments on-line at http://nrc-test-facility.pnl.gov. 

• Email comments to Leonard.Bond@pnl.gov. 

 

 
CONTACT INFORMATION:  General questions regarding this study or the related workshops 

should be addressed to Steven A. Arndt at (301) 415-6502 or by email to SAA@nrc.gov. 

 
 
 Dated at Rockville, Maryland, this           day of                       , 2007. 
 
     For the U.S. Nuclear Regulatory Commission. 
 
 
 
   
     Brian W. Sheron, Director, 
     Office of Nuclear Regulatory Research 
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Michael Johnson’s Opening Remarks 
for the NRC’s Public Meeting on Digital Instrumentation & Control 

and Human-Machine Interface Test and Research Needs 
Atlanta, Georgia, USA 

September 6, 2007 
 
As Deputy Director of the Office of Nuclear Regulatory Research for the U.S. Nuclear 
Regulatory Commission — your host for this workshop — I am delighted to welcome you 
here today.  We are pleased to have you participate in this important forum to share 
your views and experiences.  Our goal for this workshop is to discuss current and future 
needs in the area of digital instrumentation & control and human-machine interface 
technology, identify current capabilities, and explore options for developing additional 
capabilities if needed (including integrating current capabilities).   
 
The dynamic areas of Digital I&/C and human machine interface have long been 
important to the NRC, and they are currently receiving heightened attention.  This is 
because both the NRC and the industry need to prepare for the licensing of new 
reactors, and upgrades of existing facilities, using technologies that have not previously 
been widely used in U.S. nuclear power plants.  As many of you know, the NRC has 
been working with the nuclear industry on a number of specific technical issues, as part 
of our Digital I&C Steering Committee and Task Working Groups, which were formed 
earlier this year.  In particular, these issues include digital system diversity and defense-
in-depth, as well as digital system risk analysis and cyber-security.  Other issues include 
digital system communications and human factors aspects of control room design.  
In addition, we are considering related issues, including digital systems in non-reactor 
applications (such as fuel cycle facilities), as well as issues related to the digital system 
licensing process. 
 
The NRC’s short-term initiatives in these areas include the ongoing efforts by the Task 
Working Groups to develop “interim staff guidance” to provide regulatory stability for 
licensees, as well as digital I&C and HMI vendors.  In the longer-term, the regulatory 
positions developed by the Task Working Groups will be incorporated into the agency’s 
updated regulatory guides and other guidance documents.  Of course, as you well 
know, additional work may be needed after the agency issues the interim guidance, and a 
number of other issues may arise as the technologies evolve.   
 
The NRC has an active research program to improve the common understanding of the 
issues in this rapidly changing area, and enhance our regulatory processes.  In 
conducting this program, one of our strategic goals is to ensure that our actions are 
effective, efficient, realistic, and timely.   
Toward that end, our research in the digital I&C and HMI areas involves a variety of 
U.S. and international facilities.  This collaboration supports the effective, efficient, realistic, 
and timely development of technical information, tools, analysis methods, and regulatory 
guidance.  Together, these products support the regulatory efforts of the NRC’s various 
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program offices, as well as the industry and other agency stakeholders.  In particular, 
our research is currently focused on emerging issues related to the agency’s regulatory 
and licensing functions; including such issues as: 
 

 evaluation and development of diversity and defense-in-depth strategies for digital 
systems, 

 development of technical bases for regulatory review of field programmable gate arrays 
(FPGAs), 

 evaluation of digital communication strategies, 
 review of electromagnetic and radio-frequency interference issues at nuclear 

facilities, 
 cyber-security research, 
 digital system risk and reliability research, 
 evaluation of advanced control room designs, including soft controls, computerized 

procedures, operator workload, and so forth, 
 advanced diagnostics, prognostics, and online monitoring, 
 development and review of digital systems failure databases, and 
 reviews of emerging technologies 

 
To support this work, we draw upon the expertise of a broad spectrum of research 
organizations and facilities.  In particular, these include Ohio State University, the 
University of Tennessee, the University of Maryland, and other major universities.  They also 
include Brookhaven National Laboratory, Oak Ridge National Laboratory, Sandia National 
Laboratories, and other national laboratories administered by the U.S. Department of 
Energy. 
 
Additionally because digital I&C and HMI are important around the world, international 
cooperation benefits everyone involved.  The NRC has long been interested and active 
in the international nuclear safety arena.  In fact, for the past 10 years, we have been 
particularly interested and active in international research in the area of digital systems 
safety.  We believe that interacting with international research organizations and regulatory 
agencies helps the NRC to develop and refine our regulatory guidance and policy, while 
gaining valuable experience from our international partners. 
 
The NRC also engages international research facilities and programs to conduct our 
research.  Key examples include the Halden Reactor Project, which involves extensive 
research in the areas of digital systems safety and human factors aspects of control 
room design.  Additionally, the NRC’s research relies on an international cooperative 
program that provides access to research and data from the international community.  In 
particular, the NRC has been very active in the database project, known as Computer-
Based Systems Important to Safety (COMPSIS), sponsored by the Organization for 
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Economic Cooperation and Development (OECD), which is gathering much-needed 
digital failure data.  The NRC is also the lead organization for a new activity that will 
begin shortly under the auspices of the Working Group on Risk, within the Committee 
on the Safety of Nuclear Installations (CSNI) established by the OECD Nuclear Energy 
Agency.  This working group will make recommendations regarding current methods and 
information sources used for quantitative evaluation of digital system reliability for PRA 
applications.  The working group will also identify, where appropriate, the additional efforts 
that would be needed to improve digital system reliability assessments. 
 
Finally, when appropriate to support our research in the digital I&C and HMI areas, the 
NRC engages in collaborative efforts with other Federal agencies, including the National 
Aeronautics and Space Administration (NASA) and the Naval Reactors Program.  These 
collaborative efforts also involve industry research organizations, such as the Electric 
Power Research Institute (EPRI). 
 
This extensive research framework sets the stage for today’s workshop, which is part of 
our ongoing efforts to ensure that our research activities are effective, efficient, realistic, 
and timely.  The objective of this workshop is to give our stakeholders an opportunity to 
provide input into our ongoing review of current and emerging issues that we may 
encounter in the digital I&C and HMI areas. 
 
In so doing, you will help us review the capabilities of current facilities and consider 
lessons learned from their operation.  Based on this input, we will then identify options 
for developing additional capabilities, if needed, or integrating current capabilities to 
support the current and future needs of the nuclear industry in the digital I&C and HMI 
areas. 
 
In addition, based on your input, we will host a subsequent workshop in Washington, 
DC, on September 11, to discuss, at a conceptual level, the management issues 
associated with various options.  Specifically, these issues include potential participants, 
funding arrangements, conflict-of-interest (COI) considerations, and siting. 
 
The NRC intends to continue working with all of our stakeholders to conduct and maintain 
appropriate cooperative research and testing programs, where possible.  In so doing, 
our goals are to leverage our limited resources and work with stakeholders to enable 
the safe use of digital I&C and HMI technologies.   
 
Along these lines, I invite members of the research and testing communities to consider 
working directly with the NRC, as part of a sabbatical or through other arrangements.  In 
addition, to the obvious benefits this would provide to the NRC’s research programs and 
to the researcher (who would gain  insights regarding how we develop our regulatory 
research products), it would promote closer working relationships between the NRC and 
other research organizations. 
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We are fortunate that many of the industry’s leading experts are with us here today.  
Consequently, I believe that this workshop will give us all a unique opportunity to learn 
from each other and generate interesting and fruitful discussions regarding current and 
emerging issues and the research capabilities we will need to resolve them.  Again, I thank 
you all for participating in this important forum. 
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Open Discussion Summary:  Technical Issues 
for Workshop September 6–7, 2007 

 
 

 



 

 

 
 



 

DIC/HMI Workshop 
 

September 6-7, 2007 
Atlanta, Georgia 

 
Open Discussion Summary: Technical Issues 

(raw data) 
 
 
(R.T. Wood) Common Cause Failure  Diversity   
 
(Jim Griffin) Security of Network   
 
(Don Dudenhoefer) Developing methods and tools for technology neutral evaluation of new DIC and 
HMI concepts.  
 
(Tunc Aldemir) Risk modeling  
 
(A.C. Raptis) What about wireless data transmission  
 
(M. Golay) Removal of barriers to digital technology   
 
(M. Golay) Software quality/reliability 
 
(M. Golay) Cyber security/safety 
 
(M. Golay) Digital complexity and quality control 
 
(M. Golay) Expansion of score 
 
(FJ Wyant) How will DIC/HMI test facility be made flexible enough to support multiple user needs?  
 
(Ed Legenski) "DIC" also implies fieldbus protocols such as Foundation Fieldbus and PROFIBUS.  Will 
these be considered?  
 
(Fridtjov Orwe) Digital Control Rooms: Large Screen Display Design for current and future plants.  Used 
for what?  Dynamic and/or interactive?  
 
(Pradeepkumar Ashok) How to quantify effectiveness of HMI that is developed.  Whare the metrics?   
 
(A.C. Raptis) National Facility for sensor validation as well as overall system validation 
 
(Bruce Halbert) Multi-unit control room integration and associated regulatory issues 
 
(Ted Quinn) What is the regulatory basis, if any, in development of new simulator?  IAU regulation 
1.149; 10CFR 50.55.46; ANS 3.5  
 
(John Summers) Post mod testing demonstrates system will perform function 100% of the time needed.  
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(Brian Arnholt) Managing & keeping up with advances in technology.  Example: computer systems & 
hardware, displays, etc. 
 
(B.A. Gran) To be specific with respect to 1) safety related DIC/HMI, 2) non-safety DIC/HMI, or 3) both 
(integrated as in some other industries)  
 
(Mike Dunn)Timeline for NRC review/approval versus technology development.  
 
(Ali Haghighat) Funding 
 
(Carl Benhardt) Control room discipline. 
 
(Carl Benhardt) Flexibility of control  
 
(Carl Benhardt) Hard panels to flat screens. 
 
(Carl Benhardt) Operator can rearrange control room. 
 
(Dave Vaglia) How to address multiple/different mission of future plants: 1) hydrogen generation, 2) 
process steam for toher uses, 3) electricity production.  
 
(Carl Benhardt) Facility Mode Issues: 1) know mode status, 2) reactor facility, 3) chem. Plant facility or 
systems.  Determining for HIS. 
 
(Kimberly Keither line) What safety functions need an automatic diverse actuation system?  
 
(R.T. Wood) Fault coverage.  Testing and analysis protocols and techniques.  
 
(Masafumi Utsumi) System reliability; estimation include CCF.  
 
(C. Smidts) Validation of  Software reliability/safety quantification methods for the digital I&C system.   
 
(Ali Haghighat) Hands on training. 
 
(John Summers) Humans reacting to a digital fault respond consistently (independent of experience).  
 
(Dave Vaglia) How can one generic research facility that will be reconfigured address different plant 
designs and different plant control and protection systems?  
 
(Hash Hashemian) Sensors must get more attention in the digital I&C picture.   
 
(Barry Johnson) Reliability.  Safety assessment of integrated hardware/software systems.  Key work is 
integrated.  Complexity.  Quantitative. 
 
(Carl Elks) The quantitative assess of dependable system—emerging and future digital I&D. 
 
(R. T. Wood) Life Cycle Maintainability.  Rapid obsolescence of digital technology.  
 
(Chris Plott) What representation to operators best support DIC?  
 
(Bruce Hallbert)Determination of adequate staffing levels for main control room. 
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(John O'hara) The best integration or best mix of human and automation resources to achieve safe and 
efficient operation. 
 
(John O'hara) Determining a set of performance measures and criteria for the evaluation of human-
machine systems..can it be standardized?  
 
(Jim Friffin) Standardization:  1) reinventing the wheel each time and 2) reducing review time.  
 
(Don Dudenhoeffer) Human Perforamnce/system validation for procedure response requirements with 
new technologies.   
 
(Jennifer Uhle) Initial presentation affecting operator response.  
 
(Ted Quinn) Importance of hands-on simulator as parrot of training new staff.  
 
(Barry Johnson) Incremental validation and verification.  Being able to focus and limit V & V when 
changes are made yet ensure effectiveness.   
 
(David Holcom) Configuration control of development tools-versions of FPGA software tool sets.  
 
(F. Wyant) No representation from NNR or NRO at this workshop to provide perspective of licensing 
issues and timing of the DIC-HMI test facility to COL applications.  
 
(Joseph Naser) Acceptance of computerized support systems for operators where (it) could impact safety.   
 
(Joe Murray) Training of new staff on R&D safety principles in digital systems.  
 
(RT Wood) Harmonization of International Standards. 
 
(RT Wood) Transition of Decision capabilities/responsibilities from human to machine.  Multi-unit plants 
near autonomy. 
 
(Carl Benhardt) Cross cultural issues in control room design.  Japan/France/US/GB  
 
(David Blessing) Does there need to be an analogues backup display for selectee safety paramenters?   
 
Procedures and technologies to support protection  growing cyber security concerns. (Don Dudenhoeffer) 
 
(David Holcomb) Credit for lessons learned in other industies—new technology.  Have higher hurdles 
than existing ones.  
 
(Chris Plott) How do we qualify 'representative' users for HMI testing for prototype/early versions of 
technologies/. 
 
(John Summers) Culture.  Remember nuclear is different, so what works elsewhere may not be adequate 
for nuclear.   
 
(C. Smidts) Testing tools for quality assurance and/or development of SW in the digital system.  
 
(Russ Sydnor) Secure network.  Designs for safety critical systems.  
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How to best develop/engage next generation of engineers and scientists.  
 
(David Blessing) Does ability to remotely monitor plant data detract from operator responsibility? 
  
( F. Owre) The digital control room; integrated system validation.  What kind of acceptance criteria 
should be provided?  
 
(Jay Persensky) Maintenance of systems.  
 
(M. Golay) Standards for health monitoring and advice operator support, task management, integrated 
oversight.  
 
(M. Golay) Cost benefit evaluation, methods for judging digital innovation  
 
(Barry Johnson) Complete system modeling and simulation: I&C, plant, human, etc   
 
(Joseph Naser) Acceptance of use of part scope and other simulation capabilities as well as full scope 
simulators especially for upgrades 
 
(Brian Arnholt) How to avoid common trap on information overload to the operator  
 
(Joseph Naser) Acceptance a) reduce number of MCR operators and b) control of multiple units from a 
centralized location  
 
(A.C. Raptis) Physics based probabilistic models for sensors and systems in general that will continuously 
be updated by sensor data that eventually might contribute to predicts sensor/system status  
 
(Pradeepkumar Ashok) Decision making framework that makes up the visualization software  
 
(Frank Quinn) Forget “catch-up” (40 years behind) and try to get ahead 
 
(Frank Quinn) We are more worried about “converting” older stuff versus training youngsters  
 
((F. Orwe, Halden) Issue: Integrate computerized procedures – should they be text oriented and/or 
integrated in the control displays 
 
((F. Orwe, Halden) Issue: How to perform(?) on-line monitoring by means of software  
 
(R.T. Wood) Characterize uncertainty I models and diagnostics  
 
(John O’Hara) Management of logic into systems to enable operators to maintain gobal situation 
awareness and do troubleshooting in a computer-based CR with 100 or hundreds of displays  
 
(R.T. Wood) Objective software quality/dependability metrics, what constitutes necessary and efficient?  
 
Monitoring who does(?) and how are plants monitored remotely 
 
(Karen Hutchings) How to integrate the use of human performance effort prevention tools and digital 
controls  
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(Frank Quinn) What happened to K-reator at Savannah River? (effort digital I&C u/g and 90s) EMACS – 
10 mioles away  
 
(Masafumi Utsumi) What is the nuclear specific requirements for DIC?  
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Open Discussion Summary:  Capabilities 
for Workshop September 6–7, 2007 

 
 

 



 

 

 
 



 

DIC/HMI Workshop 
 

September 6-7, 2007 
Atlanta, Georgia 

 
Open Discussion Summary: Capabilities 

 
(Frank Quinn) Learn to share and learn to borrow 
 
(Gordon Clifton) Capability to provide reports of successful application of DI&C (Lessons learned, op 
experience, etc) 
 
(F.J. Wyant, SNL) Interact- contract with experts from outside nuclear industry to access their solutions to 
similar issues 
 
(Tunc Aldemir) Development of smart/context-based testing methodologies 
 
(C. Smidts) Reporting of existing Sn code (+doc +…dev history+ operating system experience)+ 
platforms. or benchmark codes 
 
(R.T. Wood) Benchmark efforts to demonstrate/confirm/compare components/methods/testing regimes 
 
(Hash Hashemain) Sample rate of digital I&C 
 
(Hash Hashemain) High sampling rates are needed for on-line diagnostics of performance of digital I7C 
equipment 
 
(Halden Project) One capability needed… to have test facility that can address both the safety aspects of 
DIC and (its influence on the HMI’s and) the operation in the control room  
 
(Ted Quinn) Integrate part-task simulator PNRT-TNSK digital simulator into the NRC training program 
 
(John Summer) Expertise in analyzing digital/human events of consequence to verify corrective actions 
solve the root cause 
 
(Brian Arnholt) Effective means of vendors gov’t industry to share information without compromising 
intellectual property 
 
(David Holcomb) Continuously revise NPIC &HMI best practices 
 
(Rick Libra) To solve: Need clear ownership of the I&C issue to assure accountability and support of 
resolution 
 
(Rick Libra) To solve: The use of systematic problem solving methods and clear management process 
AND access to the solutions by all parties 
 
(Don Dudenhoeffer) Prioritize list of objectives and a systematic execution plan/timeline focusing on the 
nuclear industry 
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(Brian Arnholt) Benchmark and data gathering from non-nuclear process industries using digital I&C 
technology  
 
Capability to resolve large screen display design for future reactors 

- a mixed group of process experts HIS designs and computer scientists 
- simulator facility to test out ideas and build prototype 
- access to operations to use test designs as they progress 

 
(Kimberly Keithline) The ability to visualize and understand how operators would respond to an accident 
concurrent with digital common cause failure  
 
(Chris Plott) Models of subsystem including humans that can be used for early integration testing 
 
(John Summers) Using system approach towards defining training needs associated expertise to develop 
the resulting framing  
 
(Carl Benhardt) The capability of the NRC to make a firm statement that the methodology provided in 
NUREG 0800/0711 will not be shortcut for the convenience of industry  
 
[Barry Johnson] Multi-disciplinary research: technologies, applications  
 
(Barry Johnson) Applied research:  

- Real systems 
- Real applications 
- Industry 
- University 
- Government 

 
(R.T. Wood) Systematic execution of research analysis, evaluation, confirmation 
  
(R.T. Wood) Optimized coordinated efforts rather than spotty critical-path/funding driven by coverage 
issues 
 
(R.T. Wood) Simulation tool/hardware-in-loop testing capabilities resources 
 
(M. Golay)Formalization of NRC of mechanisms for creation of unsafe conditions and statement of 
acceptance criteria  
 
(Frank Quinn) Stop thinking that radation is more dangerous than chemical and biological agents (and 
natural phenomena)  
 
A design for verification and validation mindset from the outset – emphasis of the scientific process 
 
(Al Haghighat) Employ hands-on training and workforce for reactors for design and construction of 
digital I&C  
 
(Barry Johnson) Workforce and development: EE, CS, ME, that understand nuclear technology and 
systems engineering  
 
(David Holcomb) Facility capable of license capability by demonstration of advanced technologies (-how 
will wireless be performed?)  
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(Russell Sydnor) Improved integration of DIC-HMI design and regulatory resolution, e.g. do diversity 
and defense in depth aspects actually impede operation? 
 
Catalog of current capability for DIC HMI test, R&D support expertise. [Russell Sydnor, NRC/RES] 
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Focus Group Instructions, September 6, 2007 
 
 

 



 

 

 
 



 

Focus Group Instructions 
 

September 6: 1:00 – 3:00 pm 
 
FOCUS GROUP ASSIGNMENTS   
 
 1) Identify DIC & HMI technical issues that need to be addressed &  
 2) Define the type capabilities that are needed to address these issues. 

 
FOCUS GROUP LOCATIONS 
 
Group #1: Dogwood Room 
Facilitator: Jay Persensky, NRC 
 
Group #2: Topiary Room           
Facilitator: Ted Quinn, GE 
 
Group #3: The Palms Room      
Facilitator: Joe Naser, EPRI 
 
Group #4: The Board Room 
Facilitator: Mike Golay, MIT 
 
Group #5: Azalea II & III 
Facilitator: Chris Plott, Alion Science & Technology 

 
FOCUS GROUP PROCESS 
 
The group facilitator will help the group address the questions below and keep things moving.  Work at a 
‘high level.”  Don’t get into the details.  Short, concise inputs please; no long dissertations. 
 
Use the flipchart pad and markers to record ideas, comments and results.  Use 45 minutes to identify a list 
of technical issues (should include regulatory issues, but not be limited to regulatory issues) that need to 
be addressed.  Similarly use 45 minutes to identify the required test and/or research capabilities to address 
such issues.  Finally use 30 min to summarize your results.  Prepare flipcharts to put on the wall and 
prepare a power point presentation that can be used to report to the total group.    
 
A memory stick will be provided for each group.  This stick contains some key documents that you may 
wish to use in your deliberations.  Please save your power point presentations on the memory stick.  We 
will collect the memory sticks from each of the groups at the end of the workshop.  
 
3M flipcharts and colored markers will be provided to each group.  Make legible summary charts for the 
presentation you give to the larger group.  These charts will remain posted on the wall.   
 
1)  DIC & HMI TECHNICAL ISSUES (45 min) 

What are the technical regulatory issues that need to be addressed?  Make a list of technical 
issues.  Then decide the type of issue and who should address it.  Consider:  
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M.2 

• DIC versus HMI 
• Short-term versus long-term 
• Regulatory versus industry 

Do not worry about current capabilities at this point, focus on issues that need to be looked and 
resolved. 

2)  REQUIRED CAPABILITES FOR TEST FACILITY (45 min) 

Address the questions below.  Focus on capabilities that must be available to address technical DIC & 
HMI regulatory issues. 

• How should technical regulatory issues be solved?  Could more testing done earlier in the life 
cycle improve the regulatory process? 

• What capabilities are needed to address the questions/issues identified?   
• What type of facility could provide these capabilities?   
• What are the advantages to an integrated test and research facility? Could these capabilities 

be made available on other ways?   
• To what extent should a facility be designed to be reconfigurable to expected variety of plant 

control room and HMI designs?  (SRM Question #5) 
• To what extent should a facility be designed to also be used as an advanced reactor-training 

simulator for NRC staff?  (SRM Question #6) 

3)  FOCUS GROUP REPORT (30 min) 

Prepare summary flipcharts of your work and power point slides for the presentation of your results.  
Write your Group # on each page.  The flipcharts will be posted on the wall so that we can compare 
findings across the five Focus Groups.  The slides will make it easier to report to the larger group. 

• Use one or more slides to summarize the technical DIC & HMI issues, especially regulatory ones 
that need to be addressed.  

• Use one or more slides to summarize the capabilities that are needed to address the technical DIC 
& HMI issues. 

NRC Workshop Website: http://nrc-test-facility.pnl.gov/  
 
 
 
 
 

http://nrc-test-facility.pnl.gov/
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Focus Group – Activities and Output for September 6, 2007 
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DIC & HMI Required Capabilities 
Thursday, September 6 

Focus Group #1 
 

 
• HMI: Modular reconfigurable full-scope simulator with human performance measurement capability 
• Access to qualified operators 
• DIC: Modular reconfigurable full-scope test facility 
• Funding 
• Outside industries—bench mark 
• Operating experience 
• Coordinate research by an industry-government consortium.  Government sponsored.  Industry 

funded and university implemented. 
• Short term (GEN 3+): use vendor simulators 
• Long term (GEN 4): MRFSS test facility 
• Unified research plan 
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DIC & HMI Technical Issues 
Thursday, September 6 

Focus Group #1 
 

• Data storms 
• New failure modes 
• Credit for self-testing 
• Defense in Depth 
• Level of Surveillance testing 
• Speed of obsolescence 
• Life cycle planning 
• Regulatory adaptability 
• Cross training       Industry  Government 
• Use of VR to reduce costs of facility 
• Safety to non-safety interface 
• Sensors development 
• Sampling rates 
• Backup systems 
• Digital buss technology for process transmitters i.e. speed & sensitivity 
• Integrated operations 
• Alarm prioritization 
• Complexity management 
• Level of automations 
• Computerized procedures 
• Training vs research 
• Interface with screens 
• Sensors to screen signal 
• Software reliability/system reliability 
• Use of digital operational experience 
• Human reliability --- Life Cycle Risk Analysis 
• Methods/metrics/standards 
• Maintain situation awareness 
• Embedded training 
• Human mitigation of software 
• What does operator need to know 
• Degradation of I & C 
• On-line monitoring 
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DIC & HMI Required Capabilities 
Thursday, September 6 

Focus Group #2 
 

• Demonstrate adequacy of diversity of I&C systems while subject to CCF. 
• Cyber security 
• Demonstrate non-interference between NS & S and cross channel communications 
• Capability to validate tools that are being used 
•  Capacity to validate the defense in depth method that has been use. 
• To develop best practices to reduce or eliminate mode confusion. 
• To develop best practices to help operations in loop & cover internal and external OE. 
• Capacity to do familiarization training on a simulator 
• Ability to demonstrate digital I&C, online monitoring, wireless. 

  
 
 

DIC & HMI Technical Issues 
Thursday, September 6 

Focus Group #2 
 

• Assessing capabilities of emerging I & C. 
• Need capability to review, assess, and make recommendations 

o Identify violations 
o Integral to the regulatory process 

 
• Solid knowledge base 
• Resolve CCF – regulatory issue by demonstration 
• Cyber Security 

o Testing 
o QA 

• Electronic communication –protocols 
• Tools we use today need to be validated or create new ones to achieve error reduction. 
• Defenses transferred to digital. 
• Inherent complexity of programmable digital system. 
• Situation Awareness—what should be happening?  Driving or passenger? 
• Behavioral change—not to touch and let the computer do it. 
• Bottom line—stay away from knowledge-based error mode. 
• Lack of consistent technical understanding of ICHMI—breadth and depth across all of NRC 
• On-line digital remote plant  monitors 
• Wireless deployment 
• Advanced sensors 
• Maintaining old system—overcome obsolescence.  
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DIC & HMI Required Capabilities 
Thursday, September 6 

Focus Group #3 
 
 
• Access to wide range of 

o Technical staff 
o Users 
o Test subjects 

• Training methods 
• Validation methods 
• Multipurpose and configurable simulation capability 
• Data collection and storage facilities 
• Data analysis and evaluation tools 
• Ability to collect, exchange and distribute information 
• Replay real transients 
• Data access management (IT) 
• Collaborative virtual environment 
• Adequate physical infrastructure/flexibility\ 
• Centralized management of facilities 
• Strategic plans for E.C. (3 -5 years) 
• Capabilities to handle large screen displays and a large number of work stations. 
• Simulator functions to challenge PSFs 
• Simulator limitations 
• Consistency in operation 

o To exchange information w/ E.C. Halden 
• Sustained programmatic support 
• External review board 
• Sustained baseline of operation 
• Include H.W. in the loop. 
• Multiple experimental facilities for testing (net) 
 

N.15 



 

DIC & HMI Technical Issues 
Thursday, September 6 

Focus Group #3 
 

• Work force 
• Computerized procedures 
• Transparent automation 
• Automation level 
• Validation 

- Sensors, communication network 
- HMI, operator aids 
- Integrated system validation 
- Risk informed 

• Wireless 
- Data transmission 
- Wearable equipment 

• Information overload  
- visualization technology 

• Situation awareness 
- Out of the work performance problems 

• Acceptability of operator aids 
• Human reliability 
• Solve Gen III, III+, IV issues? 
• Availability vs Reliability 
• New Instrumentation 

- Passive plant designs 
- GEN IV designs 

• “Inherently Safe Designs” 
• Human intervention before design intention 
• Operator role/plant design 
• Supervisory control over: 

- Multiple processes 
- Multiple module control 

• Control Centers for distributed non-generation (furl, waste…) utility-like processes 
• Smart sensors in hazard environments 
• Sensor information network 
• On-line monitoring, diagnostics and prognostics, early fault detection 
• Configuration control 

- 3rd part SW 
• Generic criteria for evaluation of technologies. 
• Handling of legacy DBs. 
• Additional skills to do the job in the control room 

- Computer skills 
• Cultural change 

- Young generation with new skills 
• Digital obsolescence strategy 
• Remote monitoring and advisory 
• Cyber security 
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DIC & HMI Required Capabilities 
Thursday, September 6 

Focus Group #4 
 

 
• Should a facility be purely nuclear?  Could team with process industry. 
• Address TWG issues. 
• Create research/expert community with integration and coordination. 
• Provide needed, timely information to staff 
• Use nuclear and non-nuclear drivers 
• Easily reconfigured HMI capabilities. 
 
 
 

DIC & HMI Technical Issues 
Thursday, September 6 

Focus Group #4 
 

• TWG List (11/8/06) 
• Ability of regulator to maintain current technological capabilities 
• Ability of regulator to limit complexity to allowable envelope. 
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DIC & HMI Required Capabilities 
Thursday, September 6 

Focus Group #5 
 
• A distributed capability could be implemented near term to evolve in the long term integrated 

capability (general consensus0 
• Need robust simulation of specific plant behavior 
• Need to be able to support multiple plant types 
• Need capability to get and process OE from international and other industries.  Ditto for test facilities. 
• Need to be able to prioritize and manage conflicting goals between R&R, test, and training. 
• Need to support NRC field staff for new construction and test. 
• Need to support translation of facility outputs into regulatory guidance and industry feedback. 
• Over engineer to allow for flexibility in technology integration and plant representation. 
• Need to balance complexity/flexibility with cost/responsiveness. 
• NRC training capability is critical and should a) complement current capabilities and b) not compete 

with R&D tests. 
 
 
 

DIC & HMI Technical Issues 
Thursday, September 6 

Focus Group #5 
 
 

• Any test facility appears to be too late for next set of plants to be licensed. 
• The need for nearer term solutions. 
• Need to retain separation of NRC oversight and vendor implementation 
• How will a multi-sponsor facility support their diverse needs.  Should support a Gen 3+ test 

capability (8+ years) 
• Need to support NRC test, research, and training needs currently. 
• Need to support new technology integration for all generations of plants. 
• Need for independent test capability. 
• Need versatility/flexibility for accommodating different technologies. 
• NRC needs advanced reactor training capability for all phases of plant life cycle. 
• We don’t fully under all of the gaps for supporting R&D, test, and training. 
• Need for mechanisms to manage IP. 
 
Recommendations 
 
Short-Term (1 – 8 years) 
 
• Establish test facility (I&C) to cover testing, licensing, V&V 
• Work with Human Factors specialists to develop a basic (simple) HMI 
 
Long Term ( > 8 years) 
 
• Have test facility to also encompass research, training, simulation 
• Improve HMI to next level?  Perhaps virtual reality. 
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Open Discussion Summary:  Capabilities 
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DIC/HMI Workshop 
 

September 6-7, 2007 
Atlanta, Georgia 

 
Open Discussion Summary: Capabilities 

 
 
Cyber-Security (TWG#1) 
- 
 
Diversity and Defense-in-Depth (TWG#2) 
- 
 
Risk-Informing Digital (TWG#3) 
- 
Highly Integrated Control Room-Communications (TWG#4) 
- 
 
Highly Integrated Control-Human Room - Factors (TWG#5) 
 
(John Summer) Expertise in analyzing digital/human events of consequence to verify corrective actions 
solve the root cause 
 
Capability to resolve large screen display design for future reactors 

- a mixed group of process experts HIS designs and computer scientists 
- simulator facility to test out ideas and build prototype 
- access to operations to use test designs as they progress 

 
(Kimberly Keithline) The ability to visualize and understand how operators would respond to an accident 
concurrent with digital common cause failure  
 
(Chris Plott) Models of subsystem including humans that can be used for early integration testing  
 
Fuel Cycle Facility (TWG#7) 
 
 
Validation (Software) (#8) 
(C. Smidts) Reporting of existing Sn code (+doc +…dev history+ operating system experience)+ 
platforms. or benchmark codes 
 
Advanced Monitoring (#9) 
(Tunc Aldemir) Development of smart/context-based testing methodologies 
 
(Hash Hashemain) Sample rate of digital I&C 
 
(Hash Hashemain) High sampling rates are needed for on-line diagnostics of performance of digital I7C 
equipment 
 

 



 

Catch-All (#10) 
(David Holcombe) Continuously revise NPIC &HMI best practices 
 
(Barry Johnson) Applied research:  

- Real systems 
- Real applications 
- Industry 
- University 
- Government 

 
(David Holcomb) Facility capable of license capability by demonstration of advanced technologies (-how 
will wireless be performed?)  
 
Evaluation Methods and Tools (#11) 
(R.T. Wood) Benchmark efforts to demonstrate/confirm/compare components/methods/testing regimes 
 
(Ted Quinn) Integrate part-task simulator PNRT-TNSK digital simulator into the NRC training program 
 
(Brian Arnholt) Benchmark and data gathering from non-nuclear process industries using digital I&C 
technology  
 
(R.T. Wood) Systematic execution of research analysis, evaluation, confirmation  
 
(R.T. Wood) Simulation tool/hardware-in-loop testing capabilities resources 
 
A design for verification and validation mindset from the outset – emphasis of the scientific process 
 
(Rick Libra) To solve: The use of systematic problem solving methods and clear management process 
AND access to the solutions by all parties 
 
Policy/Organization (#12) 
 
(Frank Quinn) Learn to share and learn to borrow 
 
(F.J. Wyant, SNL) Interact- contract with experts from outside nuclear industry to access their solutions to 
similar issues 
 
(Brian Arnholt) Effective means of vendors gov’t industry to share information without compromising 
intellectual property 
 
(Halden Project) One capability needed… to have test facility that can address both the safety aspects of 
DIC and (its influence on the HMI’s and) the operation in the control room  
 
(Rick Libra) To solve: Need clear ownership of the I&C issue to assure accountability and support of 
resolution 
 
(Don Dudenhoeffer) Prioritize list of objectives and a systematic execution plan/timeline focusing on the 
nuclear industry 
 
(John Summers) Using system approach towards defining training needs associated expertise to develop 
the resulting framing  

 



 

 
(Carl Benhardt) The capability of the NRC to make a firm statement that the methodology provided in 
NUREG 0800/0711 will not be shortcut for the convenience of industry  
 
(Barry Johnson) Multi-disciplinary research: technologies, applications  
 
(R.T. Wood) Optimized coordinated efforts rather than spotty critical-path/funding driven by coverage 
issues  
 
(M. Golay) Formalization of NRC of mechanisms for creation of unsafe conditions and statement of 
acceptance criteria  
 
(Frank Quinn) Stop thinking that radation is more dangerous than chemical and biological agents (and 
natural phenomena)  
 
(Al Haghighat) Employ hands-on training and workforce for reactors for design and construction of 
digital I&C  
 
(Barry Johnson) Workforce and development: EE, CS, ME, that understand nuclear technology and 
systems engineering  
 
(Russell Sydnor) Improved integration of DIC-HMI design and regulatory issue resolution, e.g. do 
diversity and defense in depth aspects of actually impede operation  
 
Reporting (#13) 
(Gordon Clifton) Capability to provide reports of successful application of DI&C (Lessons learned, op 
experience, etc) 
 
(Russell Sydnor, NRC/RES) Catalog of current capability for DIC HMI test, R&D support expertise.  
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Focus Group Instructions 
 

September 7      9:00 – 11:00 am 
 
FOCUS GROUP ASSIGNMENTS 
 
 1) Identify options/models for a DIC & HMI integrated test facility capability &  
 2) Note the advantages/limitations of each option/model.   

 
FOCUS GROUP LOCATIONS 
 
Group #1: Dogwood Room 
Facilitator: Jay Persensky, NRC 
 
Group #2: Topiary Room           
Facilitator: Ted Quinn, GE 
 
Group #3: The Palms Room      
Facilitator: Joe Naser, EPRI 
 
Group #4: The Board Room 
Facilitator: Mike Golay, MIT 
 
Group #5: Azalea II & III 
Facilitator: Chris Plott, Alion Science & Technology 

 
 

FOCUS GROUP PROCESS 
 
The group facilitator will help the group address the questions below and keep things moving.  Work at a 
‘high level.”  Don’t get into the details.  Short, concise inputs please; no long dissertations. 
 
Use the flipchart pad and markers to record ideas, comments and results.  Use 45 minutes to identify a list 
of options/models that could accomplish the testing and research.  Similarly use 45 minutes to identify the 
advantages/limitations of each model.  Finally use 30 min to summarize your results.  Prepare flipcharts 
to put on the wall and prepare a power point presentation that can be used to report to the total group.  
 
A memory stick will be provided for each group.  This stick contains some key documents that you may 
wish to use in your deliberations.  Please save your power point presentations on the memory stick.  We 
will collect the memory sticks from each of the groups at the end of the workshop.  
 
3M flipcharts and colored markers will be provided to each group.  Make legible summary charts for the 
presentation you give to the larger group.  These charts will remain posted on the wall.   
 
1)  IDENTIFY OPTIONS/MODELS (45 min) 
 
What kind of approach could accomplish the research?  Identify at least 2 or 3 options/models for 
research and briefly note the main attributes of each.  Build your own options/models or pick from some 
suggested by others: 1) No New Facility (NRC enhances what it does), 2) NRC Stand Alone Facility, 3) 
NRC/DOE Partnership, 4) Government (NRC & DOE)/Industry Partnership, 5) User Facility Approach 

Q.1 
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under NRC management, 6) Center of Excellence Approach, 7) University Consortium Model, 8) 
Distributed Center Approach, and others.  Address the following questions as you consider these 
options/models: 

1. What potential participants might be interested in joint participation, collaboration, and funding 
these research and test capabilites, and to what extend might this include industries outside the 
nuclear industry?   (SRM #1) 

2. Do examples of similar facilities currently exist and, if so, what can be learned from their 
successes and challenges?   (SRM #3) 

3. What site options are most viable (e.g. universities where integration with graduate studies might 
be encouraged, national laboratories, etc.), taking both cost and ease of technical information 
exchange into account?  (SRM #4) 

LIST ADVANTAGES/LIMITATIONS FOR EACH OPTION/MODEL (45 min) 

For each of the models identified in the first part, list the advantages and limitations. 

FOCUS GROUP REPORT (30 min) 

Prepare summary flipcharts of your work and power point slides for the presentation of your results.  
Write your Group # on each page.  The flipcharts will be posted on the wall so that we can compare 
findings across the five Focus Groups.  The slides will make it easier to report to the larger group. 

• Use one or more slides to summarize the options, basic attributes and advantages/limitations. 

 
 
 
NRC Workshop Website: http://nrc-test-facility.pnl.gov/ 
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Group # 1  Options Evaluation 
 

 
OPTION A: NO NEW FACILITY 
 
Advantages 
 
• No additional costs or locations 
• Continuity of on-going efforts 
• Ability to leverage existing capability 
• Quicker response 
• Competition 
 
Disadvantages 
•  
• Limited coordination 
• Lack of unifying plan 
• Competition—sharing 
• Inability to get quality information; no collaboratioin 
• Inability to respond quickly to emerging need 
 
 
OPTION B: INTEGRATED NRC LEAD 
 
Advantages 
 
• Meet long term needs 
• NRC/own prioritization 
• Ability to react to emerging needs 
• Security 
• Critical mass 
• Openness 
• Co-location for collaboration 
 
Disadvantages 
 
• High cost 
• Need to relocate 
• Staffing 
• Single facility can't meet all needs 
• Difficulty with proprietary equipment etc. 
• Could disrupt existing work 
• Regulator is impediment to full disclosure 
• Lack of access to innovative technology 
• Openness 
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OPTION I: DISTRIBUTED - CONSORTIUM  
 
Advantages 
 
• Have to have unifying plan 
• Need for business model for cooperation  
• Focus on long-term needs 
•  Lower costs—leveraging costs 
• Less relocation 
• Technical experts and technology co-located 
• Continuity of on-going efforts 
• Centers of Excellence (global) 
 
Disadvantages 
 
• Unifying plan not available yet 
• Prioritization to meet various sponsors competing needs 
• Hard to focus on emerging needs 
• Need for new or modified technology 
• Limited collaboration among staff 
• Lack of critical mass 
• Need for New facility to meet gaps 
 
 
OPTION DOGWOOD:  
 
Option I as government sponsored, industry funded and university/laboratory implemented. 
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Group #2 Options Evaluation 
 
Option C: New Integrated Facility NRC/DOE Partnership 
Pros Cons 
#1 Easy to do “security” research #1 Less “leading edge” access for security 

research 
#2 & #4 Centralized research fac. and provides best 
location for D3 model testing and validation 

#2 High $ because not cost shared by users 

#3 Ease of multi-disciplinary research #3 “Reduced knowledge sharing 
#5 Centralized facility for HMI/HIS research #5 Vulnerability to federal budget 

appropriations (start-up & continuation) 
#8a Integrated with the physical control room 
#8b Better security of plants reliability data 

#8a “Reserved licensee participation, at the L’s 
site 

#9 Highly customized facility best mated to user’s 
need 

- 

#10 OJT & TPE (&DLA) – Practical hands-on 
training 

- 

 
Option E: National User Facility “Center for Excellence” NRC User Facility (DOE-Office of 
Science model) 
Pros Cons 
#1 With controls in place, good access to security 
related info 

#1 Rigorous controls required to be in place 
prior to doing security research 

#2a Centralize research fac. Provides best location 
for D3 model testing and validation 
#2b Reduced federal $ for start-up & O&M costs 

#2a “Conflicted” vendor involvement 
 
- 

#3 Ease of multidisciplinary research #3 Reduced knowledge sharing 
#5 Centralized facility for HMI/HIS research #5 Less vulnerable to budget appropriations 
#8 Acceptance of licensee participation, (when 
testing advanced monitoring, etc) at the L’s site 

- 

#10 Practical hands-on training - 
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Option I: Distributed/Consortium 
Pros Cons 
#1 Most access to cutting edge security #1 Least access to clearance related info 
#2 Access to world-wide expertise #2a Limited vendor involvement, unless at 

their site 
#2b Export control issues 

#3 Greater knowledge sharing #3 Harder to co-ordinate multi-disciplinary 
research 

#5 Least vulnerable to specific budget appropriations 
(NASAG, IAEA.CRIEPI) 

#5a Hard to distribute the (MCR) activity 
across numerous sites 
#5b Challenge of fiscal year distribution by 
consensus 

#9 Pre-existing facilities for harsh environment 
sensor development & testing (can save $) 

#10 Distance learning challenges 

 
 
HYBRID – ‘ICE’ Model 
 
• Hub and spoke hybrid 
 
• Incorporate “Pros,” minimize “Cons” 
 
• Need a primary owner 
 
• Funding may be a significant challenge 
 
• Centralize facilities 
 where necessary and all others 
 
• Decentralized where possible 
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Group #3 Options Evaluation 
 
Option D: Pros 
 
√ • Halden has demonstrated working model 
√ • Complete control over resources 
√ • Leveraging other funding programs 
√ • Reuse of government assets 
√ • Ownership and control of “your own” infrastructure 
√ • Consistency of staff (?) 
√ • Consistency of research 
√ • Focus of research 
√ • Data and information management in control/security 
 
Option D: Cons 
 
√ • Flexibility research 
√ • Access to expertise (National) 
• Higher operating cost 
• Consistency of Staff Member 
• Less flexibility funding 
√ • Longer to implement new facility 
• Staff building 
 
Option I: Pros 
 
√ • Takes maximum advantage of existing national capabilities 
• Fastest start-up 
• Quickest way to access existing resources 
√ • Experience from other industry 
• Tie up other industry labs 
• Common use of simulator resources (over net) 
√ • Minimum capital cost 
√ • Minimum operating cost 
√ • Flexible and expandability, scalability 
• Larger resource pool 
• More diverse 
• Greater industry/ext.org involvement 
• Broader political support (?) 
√ • Modern infrastructure 
√ • Sustainability 
• Greater utilization of universities, labs, and industry near to satellites 
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Option I: Cons 
 
• Lack of dedicated infrastructure 
• Competition for resources 
• Competing priorities 
• Center does not control satellites 
• Challenge -> maintaining consistency of research 
√ • Methods (exchange of data) across satellites 
• Less political support (?) 
 
 
Option I: Challenges 
 
√ • Communication and Satellite infrastructure 
√ • Increased coordination efforts 
√ • Centralized leadership (Authority vs satellites) 
√ • Maintain focus and team spirit across central and satellites 
• Security 
• Additional admin burden 
 

 

R.17 



 
 

 
 

R.18 



 
 

 
 

R.19 



 
 

 
 

R.20 



 
 

 
 

R.21 



 
 

 
 

R.22 



 
 

 
 

R.23 



 
 

 

R.24 



Group #4 Options Evaluation 
 
Option C: NRC-DOE Partnership New Facility (Monolithic) 
 
Assumptions: 
NRC-DOE recapture AEC fellowship 
 
Pros: 
• Existing Univ-Lab relationships 
• Potential to pull together 
• Direct focus highest level of expertise on critical issues 
• Secure environment 
• New structure => firewall between Reg. Res & Tech Dev 
• Easier integration of DIC-HMI 
 
Cons: 
• Innovation inhibited? [Univ. lead; Industry part. Near term] 
• Start-up of new facility -> [infrastructure] - + delay 
• No clear industry involvement 
• Political 
• Blurs line between Reg-Promoter 
• No Univ leadership 
 
Option G: Industry-University Research Center 
 
Pros: 
• Existing model 
• Cross cut with other industries 
• Expand expert community [grad students; dept university] 
• Political 
• Existing Univ. Research 
• Facilities Base Industry involvement 
 
Cons: 
• Focus too narrow? [nuclear industry] 
• Short term funding [5 years] 
• Security/IP [challenge] 
• Political 
• DOE labs typically excluded 
• Basic research focus 
• Broad competition 
• Current HRA/HF activity @ national labs 
• Role of International organizations? 
• More difficult to address regulatory issues 
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Option I: Distributed Center 
 
Assumptions: 
• Many facilities/labs exist and can engaged 
 
Pros: 
• Broadened focus beyond strictly regulatory 
• Draws from all stakeholders 
• Effective use of resources 
• Fast start/early returns 
• Exiting models [HJRP] 
• Buy-in more direct (no external permission) 
• Can draw from other industries/agencies more readily 
• Coordinated focus 
• Integrated access to findings/research 
• Regulatory insulation through intermediary board 
• Cost effective leverages exiting funding 
• Avoid duplication 
• Engage international community 
 
Cons: 
• Independence? 
• Narrow focus 
• Security/IP? 
• Maintain focus 
• Resource competition 
• Facility gaps [vendor facilities?] 
• Culture/turf issues 
 
Other 
Tech integrator active participant? 
Independent LLC? 
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Group #5 Options Evaluation 
 
 
OPTION A: NO NEW FACILITY 
 
Pros 
 
• Least costly financially (near term) 
• Doesn’t insert an additional step in the licensing process 
• Preserves relationships with existing providers/capabilities 
• Doesn’t' divert resources from other NRC programs 
• May force NRC to maximize existing relationships/capabilities  
• May force NRC to better align/embrace international regulatory agencies/approaches 
 
Cons 
 
• Limits opportunities for synergistic research 
• Some issues could not be full addressed due to data limitations 
• Miss opportunity for more fully integrated testing, so that you could miss unexpected/unknown 

interactions or failure modes 
• Remain dependent on international capabilities and their limited availability 
• Limits US's ability to catch up technologically 
• May provide better long term financial benefits 
• May miss interaction opportunities with other regulatory agencies because of lack of focus on this 

area 
 
 
OPTION H:  CENTERS OF EXCELLENCE-CONSORTIUM 
 
Pros 
 
• Broad dissemination of results 
• Leveraging of knowledge/capabilities across stakeholders 
• Greater incentives (survival) to build and maintain user base 
• "One stop shopping" for users. 
• Fosters a more creative environment 
• Fosters relationships with similar facilities across domains 
• Fosters international collaboration 
• Makes best capabilities available 
• Potential to bring benefits of centralized location and consortium together 
• Provides better internship/education opportunities 
• Enables tailoring of research to specific issues 

 
 
Cons 
 
• Can't maintain capabilities outside active user funding—need some base funding 
• Intellectual property management issues 
• Full cost recovery, so small users may not be able to afford without base funding 
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• NRC needs to get into the cue with other users 
• Can't get results in a timely anner 
• Governance complexity 
• More difficult to leverage results between experiments/studies 
 
 
OPTION I: DISTRIBUTED - CONSORTIUM  
 
Pros 
 
• Quick start up 
• Gets best capability for issue 
• No single point failure of system (assuming some duplication of capability) 
• Lower start up cost 
• No need to pay for capability when not in use 
• Keeps larger community engaged due to diversity of participants 
• Ca n support multiple research areas at the same time 
• Allows for greater budgeting flexibility for NRC 
• Immediate utilization of facilities where the capital investments have already been made 
 
Cons 
 
• Funding/partner management could be cumbersome 
• Conflict management among partners 
• Limited to available capabilities 
• Lower incentives for participation 
• Lower incentives to develop new capabilities 
• Loss of synergies due to distributed participants 
• Additional resources may be required to address security issues 
 
 
 
OPTION X: PHASED APPROACH 
 
• Sustain current programs (OPTION A) initially 
• Kick off an OPTION I program as soon as it can be funded 
• Have a migration plan to a centralized facility.  NRC funded and led for nuclear specific, and user for 

more general DIC & HMI 
• Establish a joint international research planning capability 
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NRC Workshop Digital Instrumentation and Control (DIC) and Human 
Machine Interface (HMI) Workshop Part A 

Summary Report 
 
 
At the workshop in Atlanta the assembled Digital I&C and HMI experts reviewed current and 
future issues, necessary capabilities to address these issues, gaps that may exist in current 
capabilities.  Preferred options for future research and testing capabilities were also discussed. 
Based on the limited review of the technical gaps, capabilities it was determined that capabilities 
exist to meet most short term (current to 3 years) needs somewhere in the US.  However, Nuclear 
Regulatory Commission (NRC) needs to more effectively use them for development of 
regulatory guidance and the associated technical bases for ALWR and control room retrofits.  
For advanced reactors (Gen IV, GENP, etc.) fewer capabilities exist.  The only major missing 
capability identified was a "research" simulator for regulatory human factors research; however, 
vendors do have some capabilities in this area.  In this area staffing issues (i.e. operator 
availability for testing) most be considered.  There was also a discussion of the need for a full 
scope (from sensors to displays) digital I&C test bed dedicated to research applications. The 
vendor community indicated that their facilities could fulfill this need.   
 
The workshop attendees indicated that the NRC staff may benefit from more training/education 
on the full life cycle of digital systems and hands-on training.  There may be some advantages to 
co-locating new reactor training simulators and research simulators to defray costs. Research 
simulators must be reconfigurable, whereas training simulators must replicate a constant and 
referenced facility.  Therefore training and research, but they should not  rely on the same 
simulator. The very limited current university programs that focus on safety critical DIC & HMI 
or nuclear DIC & HM are not sufficient to meet existing and future needs. 
 
There was general agreement that the preferred option for addressing future testing and research 
capabilities should involve a centralized program office at a hub, and a distributed network of 
facilities (satellites).  Neew capabilities, if needed, would be developed at either a the hub or at a 
satellite, as appropriate.  This hub and satellite option most effectively uses the currently 
available capabilities while it provides the flexibility for preparing for the future. 
 
Part of the solution must be to continue to reach out to the international community and find 
additional opportunities to coordinate with other industries, other countries, and consortia. 
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 Thank you, I am very pleased to be here.   
 
 I understand that you had a very productive workshop in Atlanta last week.  I hope today’s 
workshop will provide further insights on how we can ensure that the continuing improvements in Digital 
Instrumentation and Control (DI&C) technology and  Human Machine Interface (HMI) will provide 
safety benefits to nuclear facilities. 
 
 I just returned from a meeting of the American Nuclear Society in Idaho.  And now I am getting 
ready to leave for Europe tomorrow, where I will be attending the annual meeting of the International 
Atomic Energy Agency.  The speech I gave in Idaho, and the one I will be delivering in Vienna, are both 
on the subject of how the NRC is getting ready to regulate the next generation of reactors.  So new 
technologies—such as DI&C and HMI—are definitely on my mind. 
 
 My role here today is not to give a long speech.  Instead, I just want to convey a few messages, 
and thank you for conducting this workshop so that our staff can better understand the issues and help 
prepare the NRC for future nuclear technology. 
 
 I should mention that I am not alone in regarding this as an important topic.  My fellow 
Commissioners are also highly focused on this as a crucial issue for the agency.  In fact, this workshop 
resulted from a proposal advanced earlier this year by Commissioner Lyons, and unanimously approved 
by the Commission. 
 
 The first point I would like to make is this:  The future of nuclear power plants is clearly in the 
direction of DI&C and enhanced HMI… and the NRC needs to begin preparing for these new 
technologies now if we are going to be able to fulfill our future regulatory responsibilities.  Let me put 
this in perspective by mentioning some of the important developments that are occurring within the NRC.   
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 As you are probably aware, the combination of new technology and changing employee 
demographics is presenting us with several challenges, which overlap and to some degree exacerbate one 
another: 
 
 Both industry and the NRC are feeling the effects of the aging nuclear workforce.  This fact, and 
the corresponding loss of experienced people, are happening right at the time that industry is prepared to 
grow—which means that both the utilities and the NRC need to increase the number of employees to 
handle the increased workload we are all facing.  At the NRC, in one two-week pay period early this year, 
nearly 1000 years of regulatory experience walked out of the agency due to retirements; and that included 
560 years of technical experience.  I also understand that at last week’s workshop it was reported that 
75% of the workforce at the Department of Energy’s National Labs will be eligible for retirement by 
2010. 
 
 On the industry side, I believe that Nuclear Energy Institute will soon publish its updated nuclear 
industry workforce survey.  One finding which they have already released is this: roughly 35% of current 
utility personnel will be eligible for retirement within 5 years. This is not a crisis… yet.  But it has the 
potential to become one.   
 
 I should mention that the need for workforce development is not just limited to nuclear engineers, 
but also includes other engineering and scientific disciplines as well… not to mention the skilled craft 
workers such as DI&C technicians, electricians, welders, pipe-fitters, mechanics, and others needed to 
construct and operate the plants. 
 
 My second point concerns another challenge we face.  Because the growth of the nuclear industry 
was basically stalled for two decades in the U.S., there has been substantial progress in nuclear 
technology elsewhere in the world that you as operators, and we as regulators, don’t really have 
experience with.  Specifically, while the current fleet of light water reactors were designed and built in the 
analog electronics era, the next wave of reactors will likely move away from analog toward DI&C—in 
the short term—and also away from light-water toward advanced reactors over the long term. 
 
 What does the combination of all these factors mean?  Simply this: our most senior people—the 
people whose experience and judgment will guide the “Nuclear Renaissance”—are not trained in the 
technologies that will characterize that Renaissance.  Yet, at the same time that we need to prepare for 
next generation of nuclear technology, we will also need to maintain expertise in existing technologies, 
because the focus on the safety of the existing fleet must remain paramount.  So I am very grateful that 
you, the experts in DI&C and HMI, are attending this workshop to help us understand the challenges we 
face, and help us figure out ways of meeting it.   
 
 Probably the key concern for us as regulators is understanding how new technologies will 
maintain the core safety principle of Defense in Depth—which brings me to my final point.  We need to 
have a very clear understanding of how DI&C and HMI systems guarantee diversity, redundancy, and 
independence.   
 
 While the NRC recognizes that DI&C and HMI hold great promise for improving efficiency of 
plant operations, and can be very beneficial for utility owners, our concern as regulators is always safety 
first.  I know that all of you share this concern, and I recognize that plant operators deal with this issue 
every day.  Even before we started grappling with DI&C, the crucial importance of HMI was underscored 
by the Three Mile Island accident.  Following that event, the NRC required plants to undertake detailed 
control room design reviews and make human factors improvements to them. 
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 Therefore, we need to work together to understand not only the benefits of these digital systems, 
but also their possible failure modes, and the means by which these systems can be designed to fulfill the 
demands of diversity, redundancy, and independence.  With these tools, the NRC will have the means to 
evaluate these new technologies, and uphold our responsibilities for safety and security oversight. 
 
 I promised that my remarks would be brief, and since I am always saying that the NRC must be a 
stable and predictable regulator, I am keeping my word. 
 
 Thank you once again for the opportunity to participate in this important conference, and 
allowing me to share a few thoughts with you.  I look forward to hearing about the outcome of this 
workshop at a later date, and learning more about the issues we all face in the areas of Digital 
Instrumentation and Control and Human Machine Interface. 

 
### 

 
 News releases are available through a free listserv subscription at the following Web address:  
http://www.nrc.gov/public-involve/listserver.html.  The NRC homepage at www.nrc.gov also offers a 
SUBSCRIBE link.  E-mail notifications are sent to subscribers when news releases are posted to NRC's 
Web site. 

 
 

V.3 



V.4 

 
 



 

 
 
 
 
 
 
 
 

Appendix W 
 
 
 

Preliminary Review of Existing 
DIC & HMI Facilities and Capabilities 

 
Presented by 

Leonard J. Bond 
September 11, 2007 

 
 

 



 

 

 
 



 

 
 

 

W.1 



 

 
 

 

W.2 



 

 
 

 

W.3 



 

 
 

 

W.4 



 

 
 

 

W.5 



 

 
 

 

W.6 



 

 
 

 

W.7 



 

 
 

 

W.8 



 

 
 

 

W.9 



 

 
 

 

W.10 



 

 
 

 

W.11 



 

 
 

 

W.12 



 

 
 

 

W.13 



 

 
 

 

W.14 



 

 
 

 

W.15 



 

 
 

 

W.16 



 

 
 

 

W.17 



 

 
 

 

W.18 



 

 
 

 

W.19 



 

 
 

 

W.20 



 

 
 

 

W.21 



 

W.22 

 
 
 
 
 



 

 
 
 
 
 
 
 
 

Appendix X 
 
 
 

Review of Technical Options/Models 
Developed at the Washington Workshop 

 
Presented by 
Steven Arndt 

September 11, 2007 
 
 

 



 

 

 
 
 



 

 
 
 

 

X.1 



 

 
 
 

 

X.2 



 

 
 
 

 
 

X.3 



 

 
 
 

 
 

X.4 



 

 
 
 

 

X.5 



 

 
 
 

 

X.6 



 

 
 
 

 
 

X.7 



 

X.8 

 
 
 

 



 

 
 
 
 
 
 
 
 

Appendix Y 
 
 
 

Summary DI&C/HMI Technical Issues Discussed on 
September 6 in General Session and Working Groups 

(data placed in categories) 
 
 

 



 

 

 
 
 



 

Summary DIC/HMI Technical Issues Discussed on 
September 6th in General Session and Working Groups 

(data placed in categories) 
 
1.  Cyber Security 
 

• Need to understand how to design digital system so that the security they have and secure 
network... 

 
• Need to development and to assess both cyber security and safety and designs that can provide 

both capabilities. 
 

• Better technologies, tools and procedures to help assess the level of digital systems to cyber 
security concerns in the presence of growing cyber security concerns. 

 
Some of these issues are being currently address at current DOE facilities 
 
DOE has significant capabilities that could be used, but are not being fully used by the nuclear 
community, because of nuclear specific security and COI issues 
 

2.  Diversity & Defense-in-Depth 
 

• Need for better common cause failure (diversity) review criteria   
 

• Better decision criteria for determining if there is a need for analogue backup display for selected 
safety parameters?  

 
• Need for a better way to determine what safety functions need an automatic diverse actuation 

system? 
 

• The ability to visualize and understand how operators would respond to an accident concurrent 
with digital common cause failure  

 
• Resolve common cause failure/ common mode failure regulatory issue, by demonstration, to 

understand end result 
 

Short-term resolutions currently being developed.  Longer term research and analysis has been 
started at current universities and DOE facilities 
 
Access to real system to work on  
Knowledge gaps that may require additional investigation 
Finding and getting nuclear and non-nuclear data 
Find a way to integrating available data 
 
A lot of the facilities are available, but to get the optimal answer a full system evaluation may be 
needed 
 
Vendors may have many of the capabilities  
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Some information can be developed with current facilities  
 

3.  Risk-Informing Digital I&C 
 

• Need for digital system risk modeling capability 
 

• Need for software quality/reliability  
 

• Need for physics based probabilistic models for sensors and systems in general that will 
continuously be updated by sensor data that eventually might contribute to predicts sensor/system 
status 

 
• System reliability modeling methods.  Need for better ways of estimating CCF.  Better safety 

assessment methods for integrated hardware/software systems.  
 

• Human reliability 
 

• How do we measure/quantity defensive measures? Do defenses for event prevention (line of 
defensibility) transfer from analog world to digital world? 

 
Some of these issues are being currently address at current university and DOE facilities but 
additional capabilities may be needed 
 
Testing/data to support quantitative evaluations 
Benchmarking on real situations 

 
4.  Digital Systems Communications 
 

• Criteria for use of  wireless data transmission for safety applications  
 

• Review criteria for large screen display designs for current and future plants, particularly if the 
can/should be dynamic and/or interactive  

 
• Multi-unit control room integration and associated regulatory issues  

 
• Electronic communications between safety and non-safety and between safety 

 
• Better understanding of protocols such as foundation fieldbus and PROFIBUS.   

 
Short term resolutions currently being developed.  Longer term research and analysis has been 
started at current universities and DOE facilities, but additional capabilities may be needed 

 
5. Control Room and beyond control room, human factors 
 

• How should the regulatory basis for new simulators be changes (if at all)  Regulation Guide 
1.149; 10CFR 50.55.46; ANS 3.5  
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• What will be the acceptance criteria for computerized support systems for operators where [it] 
could impact safety 

 
• What kind of displays and representations on control screens best integrates with the 

requirements of digital systems? How should this feedback be accomplished? 
 

• How should integrate computerized procedures be implemented? Should they be text oriented 
and/or integrated in the control displays  

 
• Transition of decision capabilities/responsibilities from human to machine.  Multi-unit plants near 

autonomy. 
 

• How to quantify effectiveness of HMI that is developed.  What are the metrics?   
 

• How will operators behave in a new control room, should they be able to reconfigure the control 
room? How flexible should the control room be? Control room discipline. 

 
• Humans reacting to a digital fault respond consistently (independent of experience).  

 
• What will be the best integration or best mix of human and automation resources to achieve safe 

and efficient operation? 
 

• How does the initial presentation or choose of  standard screens affecting operator response 
 

• Does ability to remotely monitor plant data detract from operator responsibility?  
 

• How to avoid common trap on information overload to the operator  
 

• How do you management the logic in systems to enable operators to maintain global situation 
awareness and do troubleshooting in a computer-based CR with 100 or hundreds of displays  

 
• How to integrate the use of human performance effort prevention tools and digital controls  

 
• Determining a set of performance measures and criteria for the evaluation of human-machine 

systems…..can it be standardized?  
 

• Human Performance/system validation for procedure response requirements with new 
technologies.  

 
• The digital control room; integrated system validation.  What kind of acceptance criteria should 

be provided?  
 

• Acceptance of use of part scope and other simulation capabilities as well as full scope simulators 
especially for upgrades  

 
• Acceptance a) reduce number of MCR operators and b) control of multiple units from a 

centralized location  
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• Inherent complexity of highly automated highly integrated control room 
 

• Inaccurate or incomplete operator mental model 
 Mode confusion by interaction of operator to the machine 
 Lack of/ limited situational awareness of the operator (out-of-the-loop) 
 Behavioral change – not to touch & let computer do it instead 

 
• Keep operator out of “knowledge-based error mode” 

 
• Cross cultural issues in control room design.  Japan/France/US/GB 

 
Short-term resolutions currently being developed.  Longer term research and analysis has been 
started at current universities and DOE facilities, but additional capabilities (research simulator) 
may be needed 

 
6.  Fuel cycle Facilities 
 

• What criteria should be established to support digital I&C and HMI for multiple/different mission 
of future plants: 1) hydrogen generation, 2) process steam for other uses, 3) electricity production. 

 
• How should different facility modes of operations be implemented (monitoring mode status, 

operative reactor facility, Chem. Plant facility or systems)?  How should the HMI be designed? 
 

• In the fuel cycle facilities rapid obsolescence of digital technology will be an even bigger issues 
because of the use of COTS. How do you manage this? 

 
• Control centers for non generation facilities 

 
This work is not currently being address at current university and DOE facilities, additional 
capabilities may be needed 

 
7.  Validation (software etc.) 
 

• Need for methods and tools for technology neutral (performance based) evaluation of new DIC 
and HMI concepts.  

 
• Need for digital complexity and quality control modeling 

 
• Need for better post modification testing. Models for testing to system perform  

 
• Managing & keeping up with advances in technology.  Example: computer systems & hardware, 

displays, etc.  
 

• Better test and analysis protocols and techniques. Means for crediting these tests in regulatory 
reviews  

 
• Better ways to validate software reliability/safety quantification methods for the digital I&C 

system.  
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• The quantitative assess of dependable system—emerging and future digital I&D.   

 
• How can the industry use incremental validation and verification?  Being able to focus and limit 

V & V when changes are made yet ensure effectiveness.   
 

• Objective software quality/dependability metrics, what constitutes necessary and efficient?  
 

Some of these issues are being currently address at current university and DOE facilities but 
additional capabilities may be needed 

 
8.  Advanced Monitoring/Diagnostics  
 

• Configuration control of development tools-versions of FPGA software tool sets.  
 

• On-line diagnostics and remote plant monitoring  
 

• Early fault detection, diagnostics, prognosis 
 

• Issue: How to perform(?) on-line monitoring by means of software  
 

• Monitoring whom does (?) and how are plants monitored remotely? 
 

• Standards for health monitoring and advice operator support, task management, integrated 
oversight  

 
• Characterize uncertainty in models and diagnostics  

 
Some of these issues are being currently address at current university and DOE facilities but 
additional capabilities may be needed 

 
9. Advanced Sensors 
 

• Should sensors get more attention in the digital I&C picture.  How do you monitor, validate 
performance, etc.  

 
• Smart sensors in hazardous environments 

 
• Information on new instrumentation to support GENP, NGNP, and other new systems with new 

requirements 
 

• Sensor information network 
 

• Better sensor validation as well as overall system validation  
 

Some of these issues are being currently address at current university and DOE facilities but 
additional capabilities may be needed 
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10.  General Issues  
 

• Removal of barriers to digital technology  
 

• Generic criteria for evaluation of technologies 
 

• Need to support new technology integration for all generations of plants, Need 
versatility/flexibility for accommodating different technologies 

 
• How do you develop better cost benefit evaluation, methods for judging digital innovation. 

 
• Credit for lessons learned in other industries—new technology.  Have higher hurdles than 

existing ones.  
 

• Digital obsolescence strategy, how do you manage a much more rapid digital system life cycle? 
 

• How will DIC/HMI test facility be made flexible enough to support multiple user needs?  
 

• How can one generic research facility that will be reconfigured address different plant designs 
and different plant control and protection systems?  

 
• How do you provide continued funding to support long term development of research and test 

capabilities 
 

• Improved International coordination/cooperation 
o  Harmonization of International Standards. 

 
• Development of better/more complete training 

o Hands on training 
o Advanced reactor training capability for all phases of the plant life cycle 
o Determination of adequate staffing levels for main control room. 
o Importance of hands-on simulator as parrot of training new staff.  
o How to best develop/engage next generation of engineers and scientists. 
o Training of new staff on R&D safety principles in digital systems.  

 
• Lack of consistent technical understanding of digital I&C -HMI, depth and breadth across all 

NRC 
 

• Forget “catch-up” (40 years behind) and try to get ahead  
 

• Need to retain separation of NRC oversight (what) and vendor/licensee implementation (how) 
 
 



 

 
 
 
 
 
 
 
 

Appendix Z 
 
 
 

Summary DIC/HMI Technical Issues/Needs Discussed 
at the September 6th and 7th Workshop 

 
 

 



 

 

 
 
 



 

Summary DIC/HMI Technical Issues/Needs Discussed at the 
September 6th and 7th Workshop 

 
 
1. Cyber Security 
 
There is a need to develop additional technical bases for determining which digital systems architectures 
for both system and network security is appropriate.   Novel families of technologies, tools and 
procedures are needed to address growing cyber security concerns and to help assess the level of 
performance with regard to digital systems cyber security performance. 
 
Are there capabilities to support issues:  Yes, however some of the capabilities are not in organizations 
that are currently engaged in nuclear issues. 
 
Who/where: DOE national laboratories and to a minor extent universities.  There is extensive work being 
preformed in support of the Department of Homeland Security.  These capabilities include Sandia 
National Laboratory, Idaho National Laboratory (INL) and Pacific Northwest National Laboratory 
(PNNL).  
 
Do the capabilities fully support current and future needs:  For ALWR’s and current plant control 
room retro-fits – vendors feel yes.  For advanced systems and concepts, new capabilities will be 
developed and technology will need to be transitioned into the nuclear domain. 
 
 
2.  Diversity & Defense-in-Depth 
 
Current short term issues associated with the design of digital safety systems for current plant retro-fits 
are being developed as part of the NRC Task Working Group and as Interim Staff Guidance.  However, it 
is widely agreed that the proposed guidance is not an optimal long term solution.  Issues that need 
additional work include the need for better common cause failure (diversity) review criteria, better 
decision criteria for determining what safety parameters need diverse backups, and better ways of 
determining what safety functions require an automatic diverse actuation system.  Additionally, there is a 
need to develop the ability to better understand how operators would respond to an accident (off-normal 
event) concurrent with a digital system common cause failure.  It is also necessary to show how data from 
demonstrations or failures cab be used to inform diversity and defense in depth review criteria. 
 
Are there capabilities to support issues:  Yes, for short term (supporting ALWR’s) with the exception 
of a research simulator to study operator response issues.   
 
Who/Where:  Several Universities and National Labs have capabilities and are supported by NRC, DOE 
and other industries.  These capabilities include Oak Ridge National Laboratory (ORNL), The Ohio State 
University, University of Virginia, and industry facilities. 
 
Do the capabilities fully support current and future needs:  For ALWR and current plant control room 
retro-fits, yes with the exception of a research simulator to study operator issues; for Gen IV and GENP 
maybe not, because of need to support diagnostics of new reactor technology.  
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3.  Risk-Informing Digital I&C 
 
There is currently not agreed upon methods for modeling digital systems in current generation PRAs.   
There are identified needs for digital system risk modeling capability, software quality/reliability 
assessment tools (and procedures) and better ways for estimating CCF.  This work includes development 
of methods for assessing/quantify defensive measures designed into digital systems, physics based 
probabilistic models for sensors and systems in general, human reliability, and dynamic reliability 
modeling methods. 
 
Are there capabilities to support issues:  Yes, however there are limited facilities (other than vendor 
sites) in which to conduct reliability testing of fully integrated digital systems and no research simulator 
to study operator response issues, in the US.   
 
Who/Where:  Several Universities and National Labs have capabilities and are supported by NRC, DOE 
and other industries.  Some of these include The Ohio State University, the University of Maryland, the 
University of Virginia, Idaho National Laboratory (INL) and Brookhaven National Laboratory (BNL). 
 
Do the capabilities fully support current and future needs: Yes, for ALWR and current plant control 
room retro-fits.   The exception  is no  a research simulator to study operator issues and capabilities to 
conduct reliability testing of fully integrated digital systems; for Gen IV and GENP it will depend on how 
many new digital systems and control room concepts are introduced.  
 
 
4. Digital Systems Communications 
 
A series of first generation digital I&C communication capabilities are being developed to meet ALWR 
and current plant control room retro-fits needs. As new approaches and technology are developed such as 
wireless data transmission for safety applications, additional review criteria and the technical bases to 
support these will be needed.   
A diverse range of new approaches are being developed (priory logic modules, etc.) particularly with 
regard to advanced concepts.   If systems deploying multiple-units with a single control room are 
proposed, issues of technology integration and associated regulatory issues will need to be addressed.  
There are open issues associated with communications between safety and non-safety systems and better 
understanding is required for system communication protocols such as foundation “Fieldbus” and 
PROFIBUS.   
 
Are there capabilities to support issues:  Yes, for first generation system proposed for ALWR’s and 
current plant control room retro-fits needs.  Advanced capability is not yet being developed in all of the 
current organizations that are engaged in nuclear issues. 
 
Who/where:  Several universities and DOE national laboratories have capabilities and are supported by 
NRC, DOE and other industries. These capabilities include Oak Ridge National Laboratory, Sandia 
National Laboratory, Idaho National Laboratory and Pacific Northwest National Laboratory, The Ohio 
State University, the University of Maryland and the University of Virginia. 
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Do the capabilities fully support current and future needs:  For ALWR’s and current plant control 
room retro-fits, yes.  For advanced systems and concepts new capabilities are needed and technology 
needs to be transitioned into NPP domain. 
 
 
5.  Control Room and beyond control room, human factors 
 
There is a need to develop additional technical bases on which HMI issues can be assessed in the context 
of new paradigms of operations meeting regulatory needs. Examples are the display hardware meeting 
reliability requirements, the visual representation of information on large display spaces such as wall 
mounted type displays, and representing sensor data of inherently complex automated digital systems and 
their control, computerized support systems and new procedures; and integration or best mix of human 
and automation resources to achieve safe and efficient operation. 
 
Presently short term issues associated with the design of ALWR digital control rooms current plant retro-
fits are being addressed as part of the NRC Task Working Group and as Interim Staff Guidance. 
However, as new paradigms of operation mature new review methods and human performance–based 
evaluation criteria will be required as will recommendations for design particularly for both dynamic and 
interactive modes of operations.  It is anticipated that operations will evolve to multi-unit plants operating 
in near autonomy. This could create a need for new evaluation metrics and design guidance to assess 
remote monitoring and supervisory control for both operations and maintenance from a centralized 
location. 
 
Are there capabilities to support issues:  Yes, for the short term supporting current designs, new 
planned near term reactor plants and current plant control room retro-fits. Longer term research and 
analysis needs, can probably be met, with the exception of an identified need for a research simulator to 
be used to study operator response issues.   
 
Who/Where:  Several Universities and National Labs have capabilities and are supported by NRC, DOE 
and other industries. NASA, the military, and other agencies, including transportation (e.g. FAA).  Other 
resources that are outside the nuclear domain yet with similar challenges such as those of safety should be 
tapped.  Examples include the petrochemical industry, pharmaceuticals, hazardous waste disposal, and 
ship control rooms. International centers such as the Halden Project, Norway; IBM Global Center, 
France; and Japan/Asia should be considered. 
 
Do the capabilities fully support current and future needs: For near term planned plants there are 
existing capabilities that can be used as resources. A research simulator capability is needed to study 
operator issues for advanced reactors, Gen IV and GENP. 
 
 
6.  Fuel cycle and other non-reactor Facilities 
 
The fuel cycle for current as well as new designs and concepts is an integral part of the NPP system.  
Facilities that can potentially require to be licensed need to include all parts of the life cycle from 
extraction to ultimate disposal and/or reprocessing.  Fuel cycle facilities include technologies as diverse 
as those associated with centrifuges for enrichment, those needed to design, test and fabricate current light 
water reactor fuels; MOX and advanced and fast reactor fuels for possible Gen IV and possibly GNEP 
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needs.  Facilities are also needed to support the back-end of the fuel cycle, including both interim storage 
and long term disposal, as well as advanced re-cycle concepts.  In the fuel cycle facilities rapid 
obsolescence of digital technology will have even bigger issues because of the use of COTS  --- How do 
you manage this? There is a need to develop guidance to assist in management of this technology 
lifecycle and its evolution. 
 
The spectrum of potential non-reactor systems is further expanded to support digital I&C and HMI for 
multiple/different missions of future plants such as: 1) hydrogen generation, 2) process steam for other 
uses, potentially in combination with 3) electricity production. New approaches for both the design and 
regulation of systems will probably need to be considered. 
 
Different modes of operations will be implemented to support a wide range of facilities such as power 
plant/reactor monitoring modes, operating reactor facility, chemical plant, facility or systems. There are 
open issues with regard to how the HMI elements both will and should be designed.  Opportunities exist 
for implementation of new HMI concepts that will probably require new regulatory guidance. 

 
Are there capabilities to support issues:  Yes, for current ALWR fuel. New or upgraded facilities are 
expected to be needed to support advanced fuel work particularly if new generation fuels go into 
commercial scale production. 
 
Who/Where:  Several National Labs and industry have capabilities to research and support ALWR fuel 
delivery.  DOE has supported AFCI and is now looking towards GNEP.  The R&D capabilities include 
radiological facilities at ORNL, INL, and ANL and PNNL.  There are issues regarding taking spent fuel 
for recycle/reprocessing to and from most DOE sites.  A consortium of laboratories is collaborating to 
support CETE, a pilot scale reprocessing demonstration, at the ORNL. PNNL is heavily engaged in 
supporting the waste treatment plant (WTP) science and technology needs at the Hanford site.   There are 
also activities at the Savannah River site. 
 
Do the capabilities fully support current and future needs: 
New or refurbished facilities will be needed to support anything more than sub-pilot scale demonstrations 
for closing the fuel cycle.  New facilities will be needed if new generation fuels, including those for gas 
and fast reactors, to go into commercial scale production. 
 
 
7. Validation (software etc.) 
 
To develop the technical basis needed for regulatory review criteria new tools, systems and sub-systems 
and approaches are needed for managing and  keeping up with advances in technology. For example, in 
applications involving computer systems and hardware. Such tools are seen as needing to be technology 
neutral and to utilize performance and reliability based metrics.   These metrics need to include 
quantitative assessment of dependability of emerging and future digital I&C systems.   
 
As systems evolve there is seen to be a need for better post modification testing. This should include 
models for testing effects/impact of modifications on system performance.  Better test and analysis 
protocols and techniques for software validation are required as well as regulatory means for crediting 
these tests in reviews.  
 

Z.4 



 

Are there capabilities to support issues:  Yes, for first generation system proposed for ALWR’s and 
retro-fit systems, for legacy plants, but much capability is not in organizations that are currently engaged 
in nuclear issues. 
 
Who/where: Several universities and DOE national laboratories have activities supported by NRC, 
including at both the University of Maryland and LLNL.  Work for other fields of application is in 
progress with various agencies including NASA,  the Air Force/military (aero-space community) and in 
the DOE laboratories at PNNL, Sandia, INL and other sites. 
 
Do the capabilities fully support current and future needs:  For ALWR’s and current plant control 
room retro-fits, yes.  For advanced systems and concepts new capabilities are needed and technology 
needs to be transitioned into the NPP domain. 
 
 
8.  Advanced Monitoring/Diagnostics  
 
To develop needed technical bases for regulatory review criteria in the areas of advanced monitoring and 
diagnostics the community will need to be able to develop new standards for system health monitoring, 
use of data to support operator advice, task management, and integrated oversight, and characterize 
uncertainty in models and diagnostics. 
 
Advanced monitoring and diagnostics methods are used extensively in other industries but there are only 
limited applications in nuclear safety systems (Sizewell B) or it is only just now being deployed (in 
Finland).  Research and development for other industries is significantly more advanced.  The regulatory 
framework requires development as monitoring technologies move from on-line monitoring to advanced 
diagnostics and eventually prognostics and new O&M practices are considered for implementation. 
 
Are there capabilities to support issues:  Yes 
 
Who/Where:  Several Universities and National Labs have capabilities and are supported by NRC, DOE 
and other industries.  These capabilities include ORNL, ANL and the University of Tennessee in the areas 
of on-line monitoring, INL in the area of diagnostics and PNNL in the area of prognostics. 
 
Do the capabilities fully support current and future needs: For ALWR and current plant control room 
retro-fits, yes; for Gen III+, Gen IV and GENP probably not. There is a need to develop, demonstrate and 
provide guidance to support diagnostics of new reactor technology. 
 
 
9. Advanced Sensors 
 
Most sensor needs for ALWR’s can be met from technologies developed to support legacy systems.  As 
smart systems evolve they are seen as becoming increasingly integral elements in digital I&C – this 
aspect of the technology for ALWR’s does require attention, including from a regulatory perspective. 
 
There is a need to develop the capabilities to understand needs and requirements for Gen III+ and Gen IV 
systems.  New processes and approaches are needed to address sensor monitoring, and performance 
validation.  As systems other than boiling water are used smart sensors will be required for an increasing 
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diverse range of hazardous environments, i.e. high temperature gas and liquid sodium.   New sensor 
network and communication concepts, developed in other fields, can be expected to need to be reviewed 
for possible NPP application.  
 
Are there capabilities to support issues:  Yes, for ALWR’s and current fleet retrofits.    Research 
needed for non-water systems and smart sensor systems. 
 
Who/where:   NRC not supporting much work in this area.  There are several universities and DOE 
national laboratories with DOE supported activities including ORNL, Ohio State University, University 
of Tennessee and PNNL looking at sensors for harsh environments for both nuclear power and process 
industry applications.   There has also been work supported by DOE under the ATP program, and 
Hydrogen programs looking at process industry and hydrogen energy system needs (including to support 
both fuel cells and other automotive systems). 
 
Do the capabilities fully support current and future needs:  For ALWR’s and current plant control 
room retro-fits, yes.  For advanced systems and concepts new capabilities are needed and technology 
needs to be transitioned into NPP domain.  High temperature gas sensing and fast reactors have identified 
gaps in available US testing/harsh environments facilities. 
 
 
10.  General Issues  
 
For successfully creating and sustaining a test and research capability over arching technical and 
management issues need to be considered. 
 
Technical 
 
There is a need to address how barriers to digital technology can be removed in critical areas.  An 
example is identifying what needs to be changed in technology that currently exists. Another area is 
determining how DIC/HMI test facilities can have the flexibility needed to support multiple users and be 
quickly reconfigured to address key domains such as different plant designs, plant control, and protection 
systems, and new technology for integration for all generation of plants. 
 
As technology will change there is a need to address and manage/regulate issues around obsolescence.  
Consideration should be given to developing an obsolescence strategy that includes a more rapid digital 
system lifecycle.  As technology will change generic criteria will need to be developed for the evaluation 
of both the evolving and new technologies.  This should include cost benefit evaluation methods for 
judging the value of digital innovation. 
 
DIC in the nuclear field seems to have a “higher hurdle” than existing analogue technology. New 
technologies developed outside the nuclear field provide opportunities as resources for lessons learned on 
similar and in some cases near identical critical issues.   These resources should be tapped. 
 
Training is another area that needs attention.  This should include development of a better/more complete 
comprehensive training program covering activities ranging from hands-on for all phases of the plant life 
cycle to educating next generation engineers and scientists and new NRC staff in fundamentals.  
Examples of these fundamentals include R&D safety principles in digital systems and key concepts in 
depth and breath of digital DIC/HMI. 
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Management 
 
There is a need to develop new implementation and deployment strategies for the USA that thinks in 
terms of “getting ahead” versus “catching-up”.  Within this new paradigm, consideration needs to be 
given to how to provide continued funding to support long term development of research and testing 
capabilities and also strengthen international coordination and cooperation.  Another factor to consider is 
the need to retain separation of NRC oversight (what) and vendor/licensee implementation (how) roles. 
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DIC/HMI Meeting 
 

September 11, 2007    Washington, D.C. 
 

Open Discussion Notes 
 

Funding/Participation 
 
(A. Haghighat) We need to separate activities into two parts:  
 
1.  Short term 

• Explore ways to initiate activities to address using existing systems 
• Use existing facilities—involve and redirect  

2.  Long term 
• Development and advancement of control systems 
• Training of workforce 
• Establishment of Centers of Excellence 

 
(Don Dudenhoeffer, INL)  DOE/Industry/NRC/Academia have been working together to develop 
advanced I&C and HMI research focus.  To date, however, the issue has been programmatic funding to 
support integrated and collaborative project of substance. 
 
Limit ‘employment’ in the R&D facility to those in the U.S. perhaps with a clearance. 
 
(Pete Planchon)  Halden Model covers more than research.  Should be able to also fund research  
independently at same facility.  
 
(Gary Vine)  For NRC there is a huge advantage of more collaboration with DOE. 
 
(Chris Plott) Multiple funding sources help to ensure that the research capability is available and 
sustained. 
 
Two part to issue:  1) Structure of financial and governance and 2) Capital assets infrastructure i.e. what 
needed? Location(s)? How and who makes investment? 
 
Structure: 

• Board of stakeholders…DOE, NRC, Industry 
• Providing funding and direction to R&D to base program.  Results shared by all. 
• Individual R&D would be specifically paid for by individual organizations 

 
(Gary Vine)  Collaboration yes but not with NRC in charge.  Industry wants to see demonstrated value in 
being involved. 
 
(Russ Sydnor)  Tap into industry and utility funding via the university parts of the Hub model e.g. 
identify and coordinate and search out industry sponsors for university research to support issue 
resolution and future talent development. 
 
(Russ Sydnor)  Utility participation via collaborative research efforts using utility supplied facility. e.g. 
mock-up facilities (used for operation and maintenance, technician training) that exist at many utilities. 
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(Russ Sydnor)  Funding model that supports the Hub model—program office identifies 3 year plan.  
Specific research need in 3 year plan are funded on a user need basis e.g. if research supports NRC 
regulatory development then NRC funds it.  If research supports DOE Gen IV then DOE funds it.  
Industry funds design basis development research.   
 
(Gary May)  The two aspects of funding regarding conducting work at any one facility for both industry 
and regulatory needs:  1) funds for actual research and 2) funds to have the general capability and 
infrastructure available to do the research. 
 
(F. Owre)  Funding issue—find a formula.  NRC needs a larger funding base to commit to long term 
research.  Separate funding and participation.  Participation should be available to all major players 
(NRC, DOE, Industry, Universities).  Separate Federal issues (long0term) issues from (short-term) current 
ones. 
 
 
How does a near term plant cooperate with a general facility (say to do V & V) and not get entangled with 
the NRC before the completion of the activities. 
 
(Chris Plott)  NRC may need to show they are willing to fund/commit to interest others in invest funding. 
 
Address COI issues by requesting that all parties that want to play sign disclosure or setup appropriate 
organizational partition to avoid bias or any conflict issues. 
Staff exploiting relationships under the EEO program to dedicate more funding 
 
Include vendors and other governmental agencies. 
 
Use unbiased 3rd party to provide oversight/programmatic direction; one who has no vested interest in 
outcome. 
 
Require a certain amount of $$ per group/entity in order to participate.  If $ can’t’ be given then request 
resources from the organization. 
 
Make more outreach efforts to other groups.  Build stronger relationship ties with others. 
 
 
(Joe Murray) Industries can’t see anything in it for them.  They support NRC in moving forward but don’t 
see it would give them answers they are not already getting with their own programs. 
 
Split DOE Program needs (NGNP, GNEP, etc) from commercial industry needs.  Funding assistance and 
industry engagement completely different i.e. industry won’t fund very long term work. 
 
(R.T. Wood)  Additional thoughts on synergistic coupling of NRC/DOE/Industry/University research 
need (add to Pete Plancheon’s thoughts). 
 
Benefits: 

1) Governance—independent body composed of reps from stakeholders with multiple funding 
sources provides insulation for NRC to reduce perception of mixed regulatory/advocacy role.  
Also broadened scope enhances innovation and encourages interest by students.  Allows next 
generation staff (NRC & Industry) to experience both side (development and regulation). 
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2) Hard Infrastructure.  Leverages dollars and existing capabilities.  Makes extensive range of 
subject matter experts available to all stake holders.  Avoids duplication and reduces potential for 
conflicting conclusions due to inconsistent data problems. 

Governance:  NRC needs not primary concern.  Sustained funding from multiple sources needed (must 
secure and retain buy-in).  Infrastructure: Competition for resources.  Firewalls to protect information and 
avoid perception of COI.. 
 
(Dave Vaglia)  Long term coordination desired fro MCR/I&C design beyond present licensing process for 
plants like AP1000, APWR, ESBWR.  Looks like needs for GNGP plants, IRIS, PBMR, Advanced 
Recycle Reactors.  Multiple modular control co-generation/hydrogen/electricity HF on core damage 
frequency. 
 
(David Vaglia)  Vendor concern that existing/agreed to licensing process for plants in design now will be 
delayed, disrupted.  Last time though, many plants were “killed” by being delayed. 
 
 
Siting Options 
 
(Russ Sydnor)  Develop a virtual site to be run by the Hub Model Program Office.  The Program office is 
made up from representatives i.e.  NRC/DOE/Universities/Industry/Utilities.  The program oversight 
board contracts an independent site operator to build and operate the virtual site on-line. 
 
(Russ Sydnor)  Are there any independent labs that would be interested in bidding on a DIC/HMI facility 
that would be jointly funded by NRC/DOE/Industry? 
 
(Jay Persensky)  Need single site for full-scope simulator for HMI research.  Need significant investment 
in infrastructure for research simulator.  Need access to operators.   
 
(Frank Quinn)  Minimize staff relocation.  Family commitments and housing market considerations. 
 
(Frank Quinn)  We need to interest our universities because we can not design and operate all these new 
plants without significant numbers of new graduates. 
 
(Frank Quinn)  Research simulator for human factors will need qualified power plant operators.  Limited 
number.  Limited work hours.  Credit for requal? 
 
(Don Dudenhoeffer)  Programmatic sustainability not only from NRC but from other programs. 
 
(Don Dudenhoeffer)  The hub and spoke model does not preclude the utilization of multiple sites.  Siting 
would be required for the central facility.   
 
(Chris Plott)  For HMI research and perhaps training a portable option might be worth considering. 
 
(Tim Hurst)  Siting at other than universities closes the facilities to the majority of potential users.  
Facilities have to be at a generic location. 
 
(R.T. Wood) The role of tech. integrator/Program Office/Board of Directors includes acting as single 
point of contact to facilitate access to center resources/sites.  The three options discussed concerning 
siting the Program Management Board of Directors are: 1) @ NRC HQ, 2) @ facility site that hosts 
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substantial hard infrastructure (likely a national lab), of 3) independent company “technical integrator.”  
Not a research organization. 
 
(R.T. Wood)  Case for Action.  1) Clearly articulate DIC & HMI research needs and define explicitly the 
cost/benefit of inaction/action, 2)  ensure more effective use of existing resources (e.g. facilities, testbeds, 
SMEs), experience (nuclear and non-nuclear, U.S. and international), and knowledge (transition from 
reactionary approach to visionary/anticipatory approach), 3) Integrate access/use of hardened facilities 
and people to ensure efficiency in execution soft facilities (HMI/Simulator, testbed, analysis tools, etc.) 
can be added as needed. [This is the Hub model concept..  Drivers: 1) address knowledge 
gaps/uncertainties that result in unnecessary conservatism, 2) Infrastructure sustainability.  Provide 
vehicle for experiential training and student (future staff) development through head-on access and 
research opportunities, respectively.  Fully engage broad community for DIC & HMI research (nuclear 
and non-nuclear, SMEs) and provide access points for other industries. 
 
(A. Haghighat)  We should consider forming a consortium of government/industry/university possibly a 
company with appropriate by-laws and guidelines.  The company can have an executive office with an 
Executive Director.  The cost could be handled with fees.  
 
(Tunc Aldmir)  Hierarchical type of decentralized administration, e.g. universities form a consortium led 
by a single institution. 
 
(Chris Plott)  Ability to implant cyber security for both security reasons and IP reasons. 
 
(R.T. Wood)  Have company to be technical integrator but not owner of research facility. 
 
(R.T. Wood)  Regardless of siting options, predictability and consistency of access by stakeholders is 
essential, with necessary security considerations included. 
 
(F. Owre)  Machines can be distributed but people are different.  Need to have the right people together. 
 
(Brian Arnholt)  Established infrastructure of universities and DOE labs supports the distributed 
consortium. 
 
Siting discussion is counter productive at this time.  Follow process:  1) define needs, 2) list functional 
requirements to be meet needs, 3) select structure of governance  of physical infrastructure then 4) site for 
infrastructure. 
 
(F. Owre)  You need a centralized (or universal) site if your are going to run HF experiments because you 
need a placer where the following can come together and actually do the work: simulators, HMI, 
researchers, process experts, and operators. 
Digital research can be much more distributed than HMI research because you will initially address HW 
and SW issues, not people issues.  Have one site with neutral operator.  Have a program committee which 
directs the technical program formulation.  Fro this there will be R&D people issues and R&D machine 
issues.  The first needs to be centralized with research simulator, operators, process experts and 
researchers.  The second can be distributed to DOE labs, universities and others. 
 
Staffing issue for research simulators.  Researchers include (H factors, behaviorial/psychology, and ICT).  
Need access to operators!!  Process experiments define transients, experiments, participating/assisting 
researchers.  Basic technicians.  Developers (Systems, HMI, integration). 
 
Consider other governmental labs.  Consider commercial entities as well.   
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Suggested criteria for evaluating sites:  accessibility, centrality, secure, expertise, location, staffing, 
modularity, cost, bias (by audience) 
 
Borrow space at another facility/ university. 
 
 
Impediments/Challenges (especially with information sharing among 
participants) 
 

• IP issues 
• NRC access to data 
• Sharing of proprietary information 
• Organizational conflicts of interest 
• Take advantage of previous relations to address conflicts of interest 
• Must show everyone “What’s in it for me.” 
• Consistent quality of data 
• Need restrictions on publication of results? 
• Need to look at information sharing procedures used at similar facilities 
• Need definition of what is proprietary 
• How NRC will use results 
• Shared research means shared information 
• Don’t want to share information with regulators before the proper time. 
• Takes tenacious effort to make collaboration work—be ready 

 
 
What Would Make Us Better in DIC/HMI? 
 
Benchmarking effectiveness of tools against other industries. 
 
Internal and external peer review of work. 
 
External review board. 
 
Increase involvement with organizations that have strong DIC/HMI capabilities. 
 
Be more assertive in building collaborative relationships. 
 
Address challenges with budget associated with emerging issues. 
 
Training for NRC staff to help them understand systems and plants better. 
 
Invest in training of NRC staff. 
 
More cooperation with other safety critical industries. 
 
Resolve generic issues to develop performance based rules. 
 
Use lessons learned from others. 
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Define review tools for NRC’s confirmatory mission. 
 
Know how to apply research to licensing issues. 
 
Know how applicable university type research is to licensing! 
 
Know how to determine if something is applicable.  What is the best way to know if something is 
applicable? 
 
Look at FFRDC. 
 
Better availability of data. 
 
(Gary Vine)  Stay within role of doing regulatory research.  What is regulatory research?  Can’t duplicate 
work?  Can’t go beyond confirmatory needs?  Dine all areas NRC needs additional research. 
 
(Russ Sydnor)  Characteristics for improved research: 

• Needs identification 
• Capability index/catalog 
• Improved integration 
• Improved critique/assessment of results 
• Annual reviews 
• How to manage emerging issues 
• Flexibility 

 
Desired Characteristics of a Facility/Center 
 

• Better understanding about 1) what is unique, 2) what is out there, 3) what other agencies are 
doing and 4) what the needs are. 

• Process for handling IP issues 
• Security of information 
• Address R&D for proper time frame. 
• Access by users. 
• Better leverage of research for teaching and education. 
• Designed to promote cooperation and collaboration. 
• Ability to leverage with other industries. 
• Better coordination between DIC and HMI research plans. 
• Knowledge management process.  How to aggregate, store, and access distributed information. 
• A clearly articulated value proposition for all participants/users.  Need to demonstrated long term 

value. 
• Expand on EPRI model to other constituents 
• Use multiple funding sources to ensure capabilities are there when you need them. 
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NRC Workshop Digital Instrumentation and Control (DIC) Human Machine 
Interface (HMI) Workshop Part A Summary Report: Washington DC 

September 11, 2007 
 

At the workshop in Rockville, Maryland, NRC Chairman Dale Klein confirmed the Commission’s 
commitment to advancing NRC’s capabilities for addressing Digital I&C/HMI regulatory issues.  Experts 
attending the workshop were charged to provide inputs on funding, participation and siting options, 
especially for the preferred options developed at the Atlanta workshop held September 6th and 7th.  The 
preferred options, selected from a much longer list ranging from a single facility- single user to a multi-
sponsor-multi-user option, included: 1) A new integrated centralized facility, 2) Enhance current practice 
and NRC would continue its present approach of using a number of different facilities on a case by case 
basis, 3) “Hub & Spoke” providing a program office and centralized facilities. New facilities would be 
developed at the hub or at one or more satellites as appropriate, and 4) A distributed center with a network 
of satellite facilities coordinated through a centralized program center. 
  
It was agreed that there must be clear definition of the center’s mission regardless of whether the center is 
distributed or a single site.  Attendees discussed desired characteristics for the operation of a facility and 
its management.  They emphasized the importance of considering the facility in context of its 
organization such as 501(c3), LLC, or a department within NRC.  Defining the mission with long-term 
grand challenges needs to be articulated for achieving longevity and sustainability of the needed 
capabilities.  
 
Three types of needed capabilities were identified; testing hardware and software/integration, hardware 
and software research, and research for regulatory human factors. There was general agreement that the 
facility should provide more than simulators – it should be considering all paths of the nerve system for 
DIC/HMI -- ALL interactions, control rooms, O&M and diagnostics. 
 
It was felt that benefit could be gained from what others have done outside the field of nuclear.  For 
example, the robust digital I&C/HMI community in the USA and capabilities for R&D cover sensors to 
systems in DI&C and related HMI (e.g. aero-space).  
 
Many issues and needs were identified and there was general agreement that an understanding about 
where these fit with respect to how they can be solved now, need research at existing facilities or need 
research at new facilities.  Research is needed to inform NRC and there is a need to demonstrate long 
term value of a facility, and finding a way to effectively get a head of the game. 
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