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1.0 Purpose

The purpose of this calculation is to analyze the UT Inspection, which have been taken of the
Drywell: Vessel in the Sandbed Region for 1992, 1994, 1996, and 2006.

Specific objectives of this calculation are:
1) Determine the 1992, 1994, 1996, and 2006 mean thickness at each monitored location and

compare them to acceptance criteria.
2) Determine the 1992, 1994, 1996, and 2006 thinnest recorded value at each monitored location

and compare them to the appropriate acceptance criteria.
3) Statistically analyze measured thicknesses from 1992, 1994, 1996, and 2006 to determine if a

statistically significant corrosion rate exists at each location,
4) If a statistically significant corrosion rate exists, provide a conservative projection to ensure

future inspections are performed at conservative frequencies.
5) In addition this calculation will analyze the 106 UT data points collected in 1992 and again in

2006.

The conclusion of this calculation pertains to the Sandbed Region of the Drywell Vessel located
above elevation 8' 11 1/4"which is not embedded in concrete on both sides.

Background
The inspections were performed at 19 separate locations (grids) located through-out the sandbed
region. These inspections are performed from inside the drywell and are located at an elevation that
corresponds to the sandbed region of the Drywell. These locations have been periodically inspected
over time to determine corrosion rates. At least one grid is located in each of the 10 Drywell Sandbed
Bays.

• Twelve locations are each on a 6" by 6" area in which 49 separate. UT readings are performed in a
grid pattern on 1" centers. The grid pattern is located in the same location each time the inspection is
performed within plus or minus 1/8 inch. Seven locations are each on a 1" by 6" area in which 7
separate UT readings are performed in a row pattern on 1" centers. The row pattern is located in the
same location each time the inspection. is performed within plus or minus 1/8 inch.

The grids with 49 readings correspond to bays that experienced the most identified corrosion prior to
the repair in 1992.

In 1992, followingthe removal of the sand and corrosion byproducts from the sandbed region, the
exterior of the Drywell Vessel .was Visually inspected from inside the sandbed. This inspection
identified the thinnest local points in each of the 10 sandbed bays. These thinnest locations
(approximately 115) were then UT inspected and documented with a single thickness value. These
locations do not correspond with the 19 locations that were periodically monitored from inside the

) Drywell. These locations had not been re-inspected until 2006 when 106 were located and again UT
inspected. These points were located using the 1992 NDE inspection data sheet maps. These UT
readings were originally intended to provide a comparison to the acceptance criteria.
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erG en Preparer: Pete TamburroCALCULATION SHEET 12/15/06

Subject: Calculation. No. Rev. No. System Nos. Sheet
Statistical Analysis of Drywell Vessel Sandbed C-1302-187-E310-041 0 187 4 of 55
Thickness Data 1992, 1994, 1996, and 2006

2.0 Summary of Results
Review of the 1992, 1994, 1996, and 2006 UT inspection data for all grids show that these monitored
locations are experiencing no observable corrosion. These locations correspond to areas of the
Sandbed Region of the Drywell Vessel that were coated in 1992 and are above the internal concrete
curb and floor..

This conclusion is based on statistical testing of the mean thicknesses measured in 1992, 1994, 1996,
and 2006 at each location; a point-to-point comparison of the thinnest reading measured in 2006 at
each location, and sensitivity studies which have identified the minimum statistically observable rate
of corrosion that would have to be present in order to have 95 percent confidence.

All measured mean and local thicknesses meet theestablished design basis criteria.

Sensitivity studies have identified the rates, which would be statistically observable given the limited
number of inspections (four since the sandbed has been coated) and the variance of the data at the
most critical location (19A).

,.L. .Projections based on assumed corrosion rates corresponding to the calculated minimum statistically
) observable rates are used to determine the required inspection frequencies to ensure that all locations

will continue to meet design basis requirements until the next scheduled inspection.

A review of the 2006 UT inspection data of 106 external locations shows all the measured local
thicknesses meet the established design basis criteria. Comparison of this new data to the existing 19
locations used for corrosion monitoring leads to the conclusion that the 19 monitoring locations
provide a representative sample population of Drywell Vessel in the Sandbed (see section 7.3).

The term "No Observable Corrosion" is being defined as: having "No Statistically Significant Rate
of Corrosion". The actual margins remaining have considered rates based on actual differences
between UT readings, which represent insignificant changes to shell thicknesses. However, to take a
much more conservative approach in determining acceptable inspection frequencies for each of the
locations, a sensitivity study has been performed to develop the minimum rate of corrosion that.*
would have to exist in order to conclude with a high confidence level that in fact corrosion does
exist. For the. sandbed region, this approach is conservative since it includes the large standard error
associated with the pre-existing surface irregularities due to corrosion of the exterior shell prior to
1992. This minimum observable rate that is defined is not indicative of an actual corrosion rate. It
should also be noted that the results of this approach are significantly influenced by the amount of
data used, and that additional inspection will reduce the minimum observable rate. This has been
proven based on the upper drywell analysis that proved that as additional data and time were

* considered the actual rate (which was less than 1 -mil per year) became observable.
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The following table provides a breakdown of the location with the least amount of margin to the
general criteria.

Table I

Uniform 1agi
Location 2006 Mean Criteri Delta Margin

IDCriteria Remaining

.. _ (Inches) (Inches) (Inches) Percentage

19A 0.8066 0.736 0.0706 9.6%

Evaluation of the mean thickness values of this location measured 1992, 1994, 1996 and 2006 shows
that this location is experiencing negligible corrosion, approaching a rate of zero. However due to the
limited amount of inspections this conclusion cannot be statistically confirmed with 95% confidence.
Therefore the next inspection of this, location shall be performed prior to the date in which the
minimum statistically observable rate would drive the thickness to the minimum required thickness.

Table 2 - The following table provides a breakdown of the locations with. the least amount of
margin to local criteria.

2006 Local
Locatio Local LoellMrgi

n ID Reading Criteria Delta Remaining

(Inches) (Inches) (Inches) Percentage

17D/13 0.648 0.490 0.158 32%

19A/4 .0.648 0.490 0.158 32%

Evaluation of these individual values measured 1992, 1994, 1996 and 2006 shows that these points
are experiencing negligible corrosion, approaching a rate of zero. However due to the limited amount
of inspections this conclusion cannot be statistically confirmed with 95% confidence. Therefore the
next inspection of this location shall be performed prior to the date in which the minimum
statistically observable Tate would drive the thickness to the minimum required thickness.
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2.1 Twelve Internal Locations with 49 Readings
Twelve, 49 point grid inspections have been performed in 1992, 1994, 1996 and 2006 after the
sand was removed and the coating was applied in 1992. Analysis of the mean values and the
thinnest 2006 reading at these locations indicate no observable corrosion during this period.

Table 3 Compilation of the 49 Point Grid Means Over Time

Mean Mean Mean
Thickness Thickness Thickness

2006 Uniform
based on based on based on • "

Location ID 1992 1994 1996 Mean Criteria

Inspections Inspections Inspections

(Inches) (Inches) (Inches) (Inches) (Inches)

9D 1.004 0.992 1.008 0.993 No observable corrosion

H IA 0.825 0.820 0.830 0.822 No observable corrosion

All 0.909 0.894 0.951 0.898 No observable corrosion

1 IC Top 0.970 0.982 1.042 0.958 No observable corrosion

Bottom 0.860. 0.850 0.883 0.855 No observable corrosion

13A 0.858 0.837 0.853 0.846 No observable corrosion

All 0.973 0.959 0.990 0.968 No observable corrosion

133D Top 1.055 1.037 1.059 1.047 No observable corrosion

Bottom 0.906 0.895 0.933 0.904 No observable corrosion

15D 1.058 1.053 1.066 1.053 0.736 No observable corrosion

All 1.022 1.017 1.058 1.015 No observable corrosion

17A Top 1.125 1.129 1.144 1.122 No observable corrosion

Bottom 0.942 0.934 0.997 0.935 No observable corrosion

17D 0.817 0.810 0.848 0.818 No observable corrosion

All 0.983 .0.970 0.980 0.969 No observable corrosion

17/19 Top 0.976 0.963 0.967 0.964 No observable corrosion

Bottom• 0.989 0.975 0.990 0.972 No observable corrosion

19A 0.800 0.806. 0.815 0.807 No observable corrosion

19B 0.840 0.824 0.837 0.847 No observable corrosion

1 9C 0.819 0.820 0.854 0.824 No observable corrosion

) Locations that were previously split in two groups are shown for consistency with previous
calculations.
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Table 4 Compilation of the Lowest 2006 Reading in Each 49 Point Grid Over Time

" L~~owestLoa
1992 1994 11996 006 Locals

Location Reading Reading Reading Criteria
11D/ Point Reading

(Inches) (Inches) (Inches) (Inches) (Inches)

9D/ 15 0.763 0.770 0.776 0.751 No observable corrosion

11 A120 0.677 0.677 0.668 0.669 No observable corrosion

11 C/5 0.776 NA 1.14 0.767 No observable corrosion

13A/1 8 0.761 0.752 0.774 0.746 No observable corrosion

13D/49 0.824 0.811 0.822 0.821 No observable corrosion

15D/42 0.980 0.903 0.940 0.922 0.490 No observable corrosion

17A/40 0.804 0.809 0.983 0.802 No observable corrosion

17D/13 0.648 0.646 0.693 0.648 No observable corrosion

17-19/35 0.914 0.906 0.935 0.901 No observable corrosion

19A/4 0.659 0.650 0.680 0.648 No observable corrosion

19B/34 0.743 0.716 0.745 0.731 No observable corrosion

19C/21 0.650 0.666 0.771 .0.660 No observable corrosion

2.2 Seven Locations With 7 Readings
Seven, 7 point grid inspections have been performed in 1994, 1996 and 2006 after the sand was
removed and the coating was applied in 1992.

Analysis of the mean values and the thinnest 2006 reading at these locations indicate no on going
corrosion during this period. This conclusion is based on the statistical "F' test of the data over
time.

. .. . -
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Table 5 Compilation of the 7 Point Grid Means Over Time

'I.. . .-

Average
Average va Average
Thickness Thickness Thickness

Location based on based on Conclusions1994 Mean Criteria
ID 1992 Inspection 1996

Inspections InspectionsS

(Inches) (Inches) (Inches) (Inches) (Inches)

ID 1.121 1.101 1.i51 1.122 No observable corrosion

3D 1.182 1.184- 1.175 1.180 No observable corrosion

5D 1.182 1.168 1.173 1.185 No observable corrosion

7D 1.137 1.136 1.138 1.133 0.736 No observable corrosion

9A 1.157 1.157 1.155 1.154 No observable corrosion

13C 1.149 1.140 1.154 1.142 No observable corrosion

15A 1.133 1.114 1.127 1.121 No observable corrosion

Table 6 Compilation of the Lowest 2006 Reading in Each 7 Point Grid Over Time

Lwest
1992 1994 1996 Local CorrosionLo a io 006Co r s n

LD/ oint Reading Reading Reading Criteria
ID/ Point Reading

(Inches) (Inches) (Inches) (Inches) (Inches)

ID/I 0.889 0.879 0.881 0.881 No observable corrosion

3D/5 1.159 1.164 1.158 1.156 No observable corrosion

5D/I 1.164 1.163 1.163 1.174 No observable corrosion

7D/5 1.111 1.135 1.113 1.102 No observable corrosion

9A/7 1.133 1.132 1.127 1.130 No observable corrosion

13C/6 1.138 1.123 1.147 1.128 No observable corrosion

15A/7 1.083 1.040 1.100 1.049 No observable corrosion
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3.13 GPUN Calculation C- 1302-187-5300-015, Rev.0, "Statistical Analysis of Drywell Thickness

Data Thru March 1991"
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Data Thru November 1991"
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3.23 Practical Statistics - "Mathcad Software Version 7.0 Reference Library, Published by Mathsoft,
Inc. Cambridge

3.24 AmerGen Calculation C-1302-187-E310-037, Rev. 1 Statistical Analysis of Drywell Vessel
Data.

3.25 AmerGen Calculation C-1302-187-5320-024, Rev. 1 OC Drywell Ext. UT Evaluation in
Sandbed"

4.0 Assumptions
The statistical evaluation of the UT data to determine the corrosion rate at each location is based on
the following assumptions:

4.1 Characterization of the scattering of the data over each grid is such that the thickness
measurements are normally distributed. If the data is not normally distributed the grid is
subdivided into normally distributed subdivisions.

4.2 Once the distribution of data is found to be close to normal, the mean value of the data points
is the appropriate representation of the average condition.

4.3 A decrease in the mean value of the thickness over time is representative of the corrosion.

4.4 If corrosion does not exist, the mean -value of the thickness will not vary with time except for
random variations in the UT measurements

4.5 If corrosion is continuing at a constant rate, the mean thickness will decrease linearly with
time. In this case, linear regression analysis can be used to fit the mean thickness values for a
given zone to a straight line as a function of time. The corrosion rate is equal to the slope of the
line.

OCLROO019285
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5.0 Design Inputs:

5.1 Drywell Vessel Thickness criteria has been previously established (reference C-1302-187-5320-
024) as follows:

1) General Uniform Thickness - 0.736 inches or greater.

2) If an area is less than 0.736" thick then that area shall be greater than 0.693 inches thick. and
shall be no larger than 6" by 6" wide. C-1302-187-5320-024 has previously dispositioned an area
of this magnitude in Bay 13.

3) If an area is less than 0.693" thick then that area shall be greater than 0.490" thick and shall be
no larger then 2" in diameter. C-1302-187-5320-024 calculated an acceptance criterion of .479
inches however; this evaluation is conservatively using .490 inches, which is the original GE
acceptance criterion. In addition, this calculation applied this acceptance criteria over an area up
to 2 1/2" in diameter. Since the UT readings were taken on 1 inch centers and the transducer size
is less than 0.5 inch these readings can be characterized as less than 2 inches in diameter.

5.2 Seven core samples approximately 2" in diameter were removed from the drywell vessel shell for
analysis (reference 3.1). In these locations replacement plugs were installed. Four of these removed
cores are in grid locations that are part of the sandbed monitoring program. Therefore the UT data
from these points are not included in the calculation.

The following specific location/grid points have core bore plugs.

Bay Area Points
11A .23,24,30,31
17D 15, 16,22, 23
19A 24,25,31,32
19C 20,26,27, 33

5.3 Historical data sets for 1992, 1994, 1996, and 2006 have been collected and are provided in
attachments 1, 2, 3, and 4.

5.4 The 106 UT data for 2006 and 1992 external inspections are provided in attachment 5.

i. "t!
• ....... ,
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6.0 OVERALL APPROACH AND METHODOLOGY:

6.1 Definitions

6.1.1 A Normal Distribution has the following properties
Characterized by a bell shaped curve centered on the mean.
A value of that quantity is just as likely to lie above the mean as below it

- A value of that quantity is less likely to occur the farther it is from the mean
- Values to one side of the mean are of the same probability as values at the same

distance on the other side of the mean

6.1.2 Mean thickness is the mean of valid points, which are normally distributed from the most
recent UT measurements at a location.
6.1.3 Variance is the mean of the square of the difference between each data point value and the

mean of the population.

6.1.4 Standard Deviation is the square root of the variance.

6.1.5 Standard Error is the standard deviation divided by the square root of the number of data
points. Used to measure the dispersion in the distribution.

6.1.6 Skewness measures the relative positions of the mean, medium and mode of a distribution.
In general when the skewness is close to zero, the mean, medium and mode are centered on the
distribution. The closer skewness is to zero the more symmetrical the distribution. Normal
distributions have skewness, which approach zero. Values with +/- 1.0 are indicative that -the
distribution is normally skewed.

6.6.9 Kurtosis measures the heaviness of a distribution tails. A normal distribution has a kurtosis,
which approaches zero. Values with +/- 1.0 indicate that the distribution is normal.

6.1.8 Linear Regression is a linear relationship between two variables. A line with a slope and an
intercept with the vertical axis can characterize the linear relationship. In this case the -linear
relationship is between time (which is the independent variable) and corrosion (which is the
dependent variable).

6.1.9 F-Ratio is the ratio of explained variance to unexplained variance. The mean square
regression (MSR) value provides an estimate of the variance explained by regression (a line with
a slope). The mean square error (MSE) provides an estimate of the variance that is not explained
by a straight line with a slope.

OCLROO019287
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An F-Ratio of greater than 1.0 occurs when the amount of corrosion that has occurred since the
initial measurement is significant compared to the random variations, and four or more
measurements have been taken. In these cases the computed corrosion rate more accurately
reflects the actual corrosion rate, and there is a very high probability that the actual corrosion rate
is the computed corrosion rate. The greater the F-Ratio then the lower the uncertainty in the
corrosion rate (reference 3.22).

Where the F-Ratio of 1.0 or greater provides confidence in the historical corrosion rate, the F-
Ratio should be 4 to 5 if the corrosion rate is to be used to predict the thickness in the future. To
have a high degree of confidence in the predicted thickness, the ratio should be atleast 8 or 9
(reference 3.22).

If the F-Ratio is less than 1 then no conclusions can be made that the means are best explained by
a line with a slope.

6.1.10 Grand mean - when the F-Ratio testis less than 1.0 and/or the slope is positive this is the
grand mean .of all data.

.6.1.11 Corrosion Rate - With three or more data sets and the F-Ratio test greater than 1.0 this is
the slope of the regression line.

6.1.12 Upper and Lower 95% Confidence Interval - The upper and lower corrosion rate range for
which there is 95% confidence that the actual rate lies within this range.

6.2 Methodology Background
In the mid 1980's a survey was performed of the Drywell Vessel at the Sandbed elevation. As a
minimum at least one inspection location (also referred to as a grid) was selected for repeat
inspection in each of the 10 Drywell Bays and permanently marked. This became the basis for
the Dyrwell Thickness Monitoring Program in the Sandbed Region.

UT Inspection of locations with the most thinning (known at the time) consisted of 49 individual
UT.thickness.readings in a 7 by 7 pattern spaced on I inch. centers over a 6" by 6" area. These
measurements were taken using a stainless steel template. The template was designed to ensure
that the 7 by 7 grid is located in the same area with repeatability of a 1/16". The template has a
grid pattern of 49 holes on 1 inches center that are large enough to fit the UT transducer. The
sides of the template are notched to that it can be aligned with permanent field markings made at
each inspection location.

Forty nineevenly spaced individual readings over a 6" be 6" area were originally selected in the
mid 1980's based on statistical proof that a minimum number of 30 samples are necessary to
characterize a entire population (the6 "by 6" area) assuming the entire population is normally

distributed (ref 3.7 and 3.8).
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The program then performed UT inspections over time at these same locations. The corrosion
rates were developed using a standard regression analysis and establishment of the 95%
confidence intervals enhanced to capture increasing variance depending on the projection of
ongoing'corrosion and the number of inspections. This methodology is based on the following
references:

1) Applied Regression Analysis, Second Edition, N.R. Draper & H. Smith, John Wiley
and Sons 1981

2) Statistical Concept and Methods, G.K. Bhattacharyya & R.A. Johnson, John Wiley
and Sons 1977,

3) Experimental Statistics, Mary Gobbons Natrella, John Wiley and Sons 1'966 (Reprint
National Bureau of Standards Handbook 91)

4) Fundamental Concepts in the Design of Experiments, Charles C Hicks, Saunders
College Publishing, Fort Worth, 1982

6.3 The UT measurements within scope of this monitoring program are performed in accordance
with ref. 314. This specification involves taking UT measurements using a template with 49 holes
laid out on a 6" by 6" grid with 1" between centers on both axes or in 7 locations, 7 holes in one row
laid on 1" centers. All measurements are made in the same location within 1/8" (reference 3.4).

6.3 Each 49 point data set is evaluated for missing data. Invalid points. are those that are declared
invalid by the UT operator or are at plug locations.

•6.3 The thinnestsingle location in each of the grids will be trended and compared to acceptance
criteria.

6.4 Data that is not normally distributed will be compared to previous calculations. In several cases
the data has shown significant wear patterns. For example the top 3 rows of grid 11 C are much
thicker than the bottom 4 rows. Past calculations has sub divided these grids into thicker and thinner
subsets based on the patterns and determined if each.subset is normally distributed. Normally
distributed subsets are then analyzed separately. In this calculation the same grids are subdivided into
subsets to ensure, consistency to past calculations. In some cases (past and present) grids are not
normally distributed due a few "outlying" thinner and thicker points. In these cases the outlying
points are trended separately.
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6.5 Methodology

6.5.1 Test Matrix
To demonstrate the methodology a 49 member array will be generated using the Mathcad "rnorm"
function. This function returns an array with a probability density which is normally distributed,
where the size of the array (NO DataCells), the target mean (p input), and the target standard

deviation a input) are input.

The following will build a matrix of 49 points

No DataCells := 49 i :=0.. No DataCells- l count:= 7

The array "Cells" is.generated by Mathcad with the target mean (P input) and standard deviation .; input)

Pa input :=775 .( input:=20 Cells := morm(No DataCells, P input'a input)

."Cells' is shown as a 7 by 7 matrix

766 761 766 756 741 776 773

786 819 791 795 792 793 788

Show matrii(Cells, 7 ) =

754

765

797

776

786

793

760

770

717

789

777

732

771

800

779

762

761

763

761

775

751

777 790 781 775 760 767 762

772 795 779 785 790.775 781

The above test matrix will be used in sections 6.5.2 through 6.5.8

6.5.2 Mean and Standard Deviation

The actual mean and standard deviation are calculated for the matrix "iCells. by the Mathcad functions
"mean' .and "Stdev".

Therefore for the matrix generated in section 6.5.1

P actual := mean(Cells)

P actual = 774.104.

a actual :=Stdev(Cells)

G actual = 18.258

Inspection shows that the actual mean and standard deviations are not the same as the target
mean and target standard deviation which were input. This is expected since the "rnorm" function
returns an array with a probability density which is normally distributed.
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I..

6.5.3 Standard Error

The Standard Error is calculated using the following equation (reference 3.23).
For the matrix generated in section 6.5.1

Standard error actual

No DataCells
Standard error = 2.578

6.5.4 Skewness

Skewness is calculated using the following equation (reference 3.23).

For the matrix generated in section 6.5-1

(No DataCells) 'X(Cells- P actual)3

Skewness :=.

(NO DataCells- 1) (No DataCells- 2) .(0 actual)3
Skewness = 0.354

( . 1-.

- A skewness value close to zero is indicative of a normal distribution (reference 3.22 and 3.23)

6.5 Kurtosis

Kurtosis is calculated using the following equation (reference 3.23).
For the matrix generated in section 6.5.1

No DataCells-(No DataCells + 1) .X(Ce.lls- P actual)4
Kurtosis Ip

I -

(No DataCells-1)' (No DataCells- 2)'.(No DataCells- 3) -(o actual)

3"(NoDataCells- 1)2'

7"

((N0 DataCells- 2) .(No DataCells- 3)

Kurtosis = 0.262

A Kurtosis value close to zero is indicative of a normal distribution (reference 3.23)

,° • , •

! :)
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6.5.6 Normal Probability Plot

An alternative method to determine whether a sample distribution approaches a normal distributio
is by a normal probability plo(reference 3.22 and 3.23). In:a normal plot, each data value is plottee
against what its value would be if it actually came from a normal distributifhe expected normal
values, c-dlednormal scores, and can be estimated by first calculating the rank scores of the sorted
data. The Mathcad function "sorts" sorts the "Cells" array

j :=0- last(Cells) srt !=sort(Cells)

Then each data point is ranked. The array "rank" captures these rankings

r. =j+ I rank. , -

lsrt=srt.

Each rank is proportioned into the "p" array. Then based on the proportion an estimate is is
calculated for the data point. TheVan der Waerden's formula is used

rank.
P" rows(Cells)+- I

The normal scores are the correspondingpth percentile points from the standard normal
distribution:

x:=l NScore :=root[cnormr(x)- (p), x]

If a sample is normally distributed, the points of the "Normal Plot" will seem to form a nearly
straight line. The plot below shows the "Normal Plot" for the matrix generated in section 6.5.1

3

-II

2

X

720 740 760 780 800 820 840

Srt.
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6.5.7 Upper and Lower Confidence Values

The Upper and Lower confidence values-are calculated based on ;05 degree of confidence a."
(reference 3.23).

a :=.05 Ta : t 1 -18 Ta = 2.011

Therefore for the matrix generated in section 6.1-

o actual
Lower 95%Con :P actual - TaC

,[No DataCells

G actual
Upper 95%Con P actual + Ta,

4No DataCells

Lower 95%Con = 767.726

Upper 95%Con = 778.094

These values represent a range on the calculated mean in which there is 95% confidence. In other
words, if the 49 data points were collected 100 times the calculated mean in 95 of those 100 times
would be within this range.

6.5.8 Graphical Representation

Below is the distribution of the "Cells" matrix generated in section 6.5.1 sorted in one half standard
deviation increments (bins) within a range from minus 3 standard deviations to plus 3 standard deviations.

Bins := Make bins (P actual'- actual)

.Distribution : hist(Bins, Cells)

Themid points of the Bins are calculated

Distribution =

777

0o

0

3

4

6

13

7

8

4

3

0k:=0.. II • (Binlsk-iBinsk.l_ i)
Midpoints (Bins 2 + B

• 2

The Mathcad function pnorm calculates the normal distribution curve based on a given mean and standard
deviation. The actual mean and standard deviation generated in section 6.5.2 are Input. The resulting plot will
provide a representation of the normally distribution corresponding the the actual mean and standard deviation.
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normal curve, = pnorm(Bins ,p actual actual)

normalcurve :=pnorm(Binsk+1, P actual I0 actual) - pnorm (BinskP actualIc actual)

The normal curve is simply a proportion, which is multiplied bythe number of 'Cells" (49)

normal curve :No DataCells~normal curve

The following schematic shows: the actual distribution of the samples (the bars), the normal curve
(solid line) based on the actual mean (p actual ) and standard deviation 0 actual)' the kurtosis

(Kurtosis), the skewness (S.kewness ). the number of data. points (No DataCells), and the the lower

and upper 95% confidence values Lower95%Con, Upper 95%Con).

actual = 772.91

Skewness 0.354

I.

Distribution

normal curve

O actual = 18.047

Kurtosis = 0-262

Standard error =- 2.578

No DataCells 49

780
Midpoints , Midpo~ints

840

Lower 95%Con = 767.726 Upper 95%Con= 778.094

,," . ., )
......-
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6.5.9 General Summary of Corrosion Rate Assessment Methodology

This methodology develops a test to assess whether the trend of the means or individual points over time
is indicative of corrosion. The statistical test consists of two parts. The first part is to determine if the
data (either the means or individual points) is well characterized by a straight line determined by using
standard linear regression modeling. The second part is. a comparison of thelinear regression through the
data with a line defined by a prescribed slope and intercept. The slope represents -the rate corrosion, and
-it is chosen to reflect acceptable limits. The intercept is determined by the thickness in 1992 (baseline) as
the sand removal. The confidence level for the test will be 95%. The test will be referred to as the F test
for Corrosion. If the F test for Corrosion shows that the prescribed line for corrosion is within the 95%
confidence bounds determined by the linear regression on the data, then a statistical projection can be
made to the year 2029.

If the F test for Corrosion shows that the prescribed line for corrosion is not acceptable within the 95%
confidence bounds determined by the linear regression on the data, then a conservative approach will be
used, and the regression will be utilized to determine an apparent corrosion rate to establish the next
inspection frequency for that location.

Two sensitivity studies will be performed. The first will determine the minimum observable corrosion
rate.that may exist in the 49 point grid, given the observed standard deviations of the averages and the
number of observations, which are 4 in this case. For this analysis, location 19A was chosen since it is
the thinnest location of the 19 grids. The second study will determine the minimum observable corrosion
rate that may exist at one point within a grid, given the observed standard error for the individual points
and the number of observations, which is, again, 4 in this case. For this analysis, point 4 in grid 19A was
chosen since it is one of the two individual points, which are the thinnest out of the 19 grids.

6.5.9.1 Appropriateness of the Regression Model for Corrosion

General corrosion rates of a carbon steel plate over long periods of time (i.e. years) can be approximated
by a straight line with a slope over time (see assumptions 4.3, 4.4 and 4.4).

This assumption has been shown to be reasonable over the life of the monitoring program. Prior to 1992
sand removal from the sandbed, the regression model was shown to accurately calculate~the actual
corrosion rates (reference 3.7, 3.11 through 3.21) of the vessel in the sandbed and to provide reliable
projections that were used to schedule the ultimate repair (the sand removal). In addition the regression
.model has been shown to detect.very small corrosionrates of less than 1 mil per year in the upper
elevations of the drywell. In this case it took up to ten inspections over an approximate 10 years to detect
these minor rates (reference 3.2. 24).
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6.5.9.2 "F" Test Results for Corrosion

To illustrate a case in which the location is corroding, nine 49 point matrixes will be generated
with input means which are descending over time at a rate of 2 mils per year. This will
illustrate the case where the population is corroding at 2 mils per year with a 20 mil standard
deviation.

The nine means, standard deviations of the following simulated dates are shown below

Dates.

1993
1995

1996.5
1997

1999.4
2002
2004
2006
2008 d :=0.. 8 "d" is used as an index for the arrays

Rate :=2.0

9 input d =775-- (Rate) .(Dates d8 Dates

a input :=20 Cellsd :=rnorm (No DataCells ,l input '3 input8)

t actual d mean (Cellsd) a actual : Stdev (Cells 8)

The resulting simulated means are 1.993-103

1.995*103
770.163 20.964 1.9=13

769.826 2.997*1020.197
S773.738 . 19.8 1.997*103

767..08 .19.57 Dates 1.999.i.03

P actual 752.938 G a 1736.
754.346 2.002910

20.289
750.331 16.007 2.004-103

. . 744-589 24.804 2.006-103
742.622 j 20.188 j 2.008-103
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The following function simply returns the number of means iNoof means) which will be used later

Noof means :=rows (P actual) No-of means = 9

The curve fit equation and model equation is defined for the function "yhat"

yhat(xy) :=intercept(x,y)i+slope(x,y)-x

The curve fit equation in which the date 'Dates)is the independent variable and the measured

mean thickness of the location (p -actual) is the dependent variable, is then defined as the function

"yhat". This function makes use of Mathcad function " intercept" which returns the Intercept value
of the "Best Fit" curve fit and the Mathcad function slope" which returns the slope value of the
"Best Fit" curve fit.

The Sum of Squared Error (SSE) is calculated as follows (reference 3,23). This is the variance between each
) actual value (mean or individual point) and what the value should be if it met the regression model.

last(Dates)

SSE:= E

i=0
(Ai actual i yhat (Dates .1 actual ) i)2

SSE = 125.623

The Sum of Squared Residuals (SSR) is then calculated as follows (reference 3.23). This is the
difference between what the value should be if it met the regression model and what the value
should be if it met the grandmean model.

last(Dates)ý

SSR:= E

i=0
(yhat (Datesg actual)., mean(P actual))2

SSR= 1.00510

I. ~

Degrees of freedom associated with the sum of squares for residual error.

DegreeFree ss No_0f means - 2
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The degrees of freedom for the sum of squares due to regression;

DegreeFree reg I

MSE: SSE

DegreeFree ss

Standard error:= M•

MSR SSR
DegreeFree reg

MSE= 7.519

Standard error = 2.742

MSR = 741.797

The MSE is the variance estimate to the regression model. The MSR is an estimate for the difference
between the regression model and the grandmean..The ratio of the two gives a measure of how well
the data approaches a line with slope.;The larger the ratio then the better the data is represented by
the regression model. For example if the MSE was very large indicating that the values significantly.
vary from the regression model, then the ratio would approach zero and the hypothesis that there is

slope Is not satisfied. Another example would be if the MSE was very small indicating that the values
are very close to the regression model, then the ratio would be very large and the hypothesis that
there is slope is satisfied.

*.MSR
F actaul :MSE

MSE

This ratioF actaul) is then. compared to the "F" Distribution with the appropriate
confidence factor. The Mathcad functii qF computes cumulative probabilities for IM
distribution" with dl, d2 degrees of freedom at x confidence

Pictorially,pF(x, dl, d2) computes the area of the region shaded below:

x
..-.- .

; )

The confidence factor is set at 95% Confidence :=.95
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:=0.05 F critical := qF(Confidence, DegreeFree reg' De .gree S F critical = 5.591

The "F" ratio for 95% confidence is calculated:

F t; actaul
F ratioc :.- F critical F ratio = 10.015

Standard error = 4.236

The "F' ratio is.greater than 1.0, therefore the regression model holds for the data. The curve fit
for the nine means is best explained by a curve fit with a slope.

If the F ratio is less than 1.0 then no conclusions can be made with respect to how well the data satisfies a
.line without slope.

,.,-..,.

(
",....

)
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6.9.3 Linear Regression with 95% Confidence Intervals

Using data generated in section 6.9.2 the curve fit for linear regression is calculated by the Mathcad
functions" slope " and "intercept".

m. :=slope (Dates P actual)

ms =-2.159

Y b := intercept (Dates P actual)

Y b = 5.077=lO3

The predicted curve is calculated over time where " year predict ' is time (independent variable), and

"Thick predict " Is thickness (dependent variable).

Remaining Pl_life :=23 f := 0.. Remaining P~life - year predict , := 1993 + f-2

( )
".:, . Thick predict := m .year predict + Y b

The 95% Confidence ("1- a t curves are calculated as follows (reference 3.3)

(X t := 0.05

Thick actualmean := mean (Dates

sum := . (Dates d- mean(Dates

d

upper :=Thick predict r -"

a m year predict • Thick actualmean
+ qt, 1 -2• No-of mas 2 S .S andard I-- • I en error 1^ ( + I + u

(q+ 1). sum

lower r:=Thickpredict

+t( No-of ma 2 .Standard error 1 + d + I) +2 men .)d+
(year predict r- Thick actualmean ) -

t ) sum J

9
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Therefore the following is a plot of the curve fit of the data generated in section 6.9.2 and the Uppe; and
Lower 95% confidence Intervals. The Upper and Lower 95% Confidence Intervals are the two curves
shown below which bound the data points and the curve fit.

750

I. )
Thick predt

upper

lower

P' actual
.0

700

I I I I I " •

Individual
Inspection
means

Upper 95%
confidence interval

I I I . I I I

Upper 95%
confidence interval

Projected mean

ms =-2.159

Corrosion Rate
(Slope)

650

600

1990 1995 2000 2005 2010 2015 2020

Yea' predict,Year predictYear predictDates
2025

)
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6.9.4 Sensitivity Studies to Determine Observable Corrosion Rates

This sensitivity study will determine the minimum statistically observable corrosion rate-that can exist in
the 49 points grid given the observed standard deviations of the means and the number of observations
which in this case is 4. This will be performed by running a series of simulations based on the results
from the grid at location 19A.

This study will pe-form 10, 100 iteration runs for varying corrosions rates of 5, 6, 7, 8, and 9 mils per
year.

The simulation will generate 49 points arrays using the Mathcad function "morm".
The function "norm ((m, u, SD)" - returns an array of "'i" random numbers generated from a normal
distribution with mean of "u" and a standard deviation of "SD".

Each iteration will generate 49 point arrays for the years 1992, 1994, 1996 and 2006.

The input to the 1992 array will be 49, the actual mean. (800 mils) which was determined from the actual
1992, 19A data (reference appendix 10 page 10). and a standard deviation of 65 mils. This standard

.. . deviation is the average of the calculated standard deviations from the 1992, 1994, 1996 and 2006 data
A ) (see appendix 10.page 10). A simulated mean (for 1992) will then be calculated from the simulated 49

.... point array.

The input to the 1994 array will be 49, the value 800 minus the simulated rate (in mils per year) times 2
years (19.94-1992) and a standard deviation of 65 mils. A simulated mean (for 1994) will then be
calculated from the simulated 49 point array.

The input to the 1996 array will be 49, the value 800 minus the simulated rate (in mils per year) times 4
years (1996-1992) and a standard deviation of 65 mils. A simulated mean (for 1996) will then be
calculated from the simulated 49 point array.

The input to the 2006 array will be 49, the value 800 minus the simulated rate (in mils per year) times 14
years (2006-1992) and a standard deviation of 65 mils. A simulated mean (for 2006) will then be
calculated from the simulated 49 point array.

The four simulated means will then be tested for corrosion based on the methodology in section 6.5.9.2.
The confidence factor for the test will be 95%. If the corrosion test is successful (the F Ratio is great
than 1) then that iteration is considered a successful valid iteration.

100 iterations will be run 10 times at each of the input rates of 1, 2, 3,4, and 5 mils per year. The
* resulting number of successful iterations (passes the corrosion test) will then be considered as probability

of observing that rate given the 19A data.

For this case location 19A was chosen since it is the thinnest of the 19 grids.
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Appendix 10 shows the following data for location 19A

Year Mean Standard Deviation
(mils) (mils)

1992 800 58.6
1994 806 69.3
1996 815 .67.3

2006 807 62.4
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7.0 Calculation

7.1 Sandbed Locations with 49 Readings

7.1.1. Bay 9 location 9D December 1992 through Oct 2006
Refer to Appendix #1 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is normally distributed. The
mean of the 2006 data is 0.9825 inches,• which meets the design basis uniform thickness
requirements of 0.736". In order to be consistent with past calculations (ref. 3.20 3.21
and 3.22) this mean does not include point 15, which is thinnest point in the set.

The "F" Test results for Corrosion on the means shows as ratio of 0.029. Sensitivity
studies show that given only four inspections, a rate of 6.9 mils per year would be
observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on an assumed rate of 6.9 mils per
year shows that this location would not reach the minimum required thickness prior to the
2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 15 is the thinnest reading of the 2006 data at 0.751 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 15 shows a ratio of 0.03. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 10.8 mils per year which
is not considered credible and would be observable.

7.1.2 Bay 11 location 11A December 1992 through Oct 2006
Refer to Appendix #2 for the complete calculation.
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Four inspedtions have been performed at this location after the sand was removed and
coating applied in 1992. A plug lies within this location. Four points lie over the plug
(see section 5.2). Therefore points 23, 24, 30, and 31 are eliminated from the corrosion rate
evaluation.

The data collected in October 2006 is normally distributed after the four points that lie
over the plug are eliminated. The mean of the 2006 data is 0.8215 inches, which meets the
design basis uniform thickness requirements of 0.736".

The "F" Test for Corrosion on the means shows a ratio of 0.01. Sensitivity studies show
that given only four inspections, a rate of 6.9 mils per year would be observed 95 times or
more out of 100 iterations (see appendix 22). Therefore the conclusion is made that the
mean rate for this location is less than the statistically observable rate of 6.9 mils per year.
Projection based on an assumed rate of 6.9 mils per year shows that this location would
not reach the minimum required thickness prior to the 2018. Additional inspection will be
required at this location prior to this year. It is expected that each added inspection will
continue to reduce the uncertainties, which will eventually demonstrate that this location
has sufficient margin to reach the full period of operation in 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 20 is the thinnest reading of the 2006 data at 0.669 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 20 shows a ratio of 0.09. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the. statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 7.5 mils per year which is
not considered credible and would be observable.

7.1.3 Bay 11 location lC December 1992 through Oct 2006
Refer to Appendix #3 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is not normally distributed
Removal of point number 5, which is much thinner, will results in a normal distribution,
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although slightly skewed. However past calculations (ref. 3.20, 3.21, and 3.22) have split
this data and analyzed the top 3 rows and the bottom 4 row separately. This summary Will
only describe the evaluation of the entire 7 rows. Appendix 3.provides the results of the
top 3 rows and the bottom 4 rows, which are consistent to the following conclusions.
Point 1 was not collected due to an obstruction with the vent attachment weld.

The mean of the 2006 data is 0.8982 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F" Test for Corrosion on the means shows a ratio of 0.02. Sensitivity studies show
that given only four inspections, a rate of 6.9 mils per year would be observed 95 times or
more out of 100 iterations (see appendix 22). Therefore the conclusion is made that the
mean rate for this location is less than the statistically observable rate of 6.9 mils per year.
Projection based on an assumed rate of 6.9 mils per year shows that this location would
not reach the minimum required thickness prior to the 2029.

* In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 43 was discounted from the 1992 data in the previous calculations (reference 3.20,
3.21 and 3.22) since it was 4.3 sigma from the mean in 1992. This same point was
recorded as 0.860 inches in 1994, 0.917 inches in 1996 and 0.861 inches in 2006.
Therefore it was also discounted from the 1992 mean in this calculation for consistency.

Point 5 is the thinnest reading of the 2006 data at 0.767 inches, which meets. the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 5 shows a ratio of 0.005. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 11.5 mils per year which
is not considered credible and would be observable.

7.1.4 Bay 13 location 13A December 1992 through Oct 2006
Refer to Appendix #4 for the complete calculation.
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Four inspections have been performed at this location after the sand was. removed and
coating applied in 1992. The data collected in October 2006 is approximately normally
distributed. The Kurtosis indicates the distribution is slightly heavy around the mean.
Point 5 is much thicker (1.046 inches) than the mean of grid. Therefore the conclusion
was made that this distribution approaches normality.

The mean of the 2006 data is 0.8458 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.004. Sensitivity studies

show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per. year shows that this location
would not reach the minimum required thickness prior to the 2020.

Additional inspection, will be required at this location prior to this year. It is expected that
each added inspection will continue to reduce the uncertainties, which will eventually
demonstrate that this location has sufficient margin to reach the full period of operation in
2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Thecalculated 1994 mean (837mils) in this calculation is different than the same mean
calculated in 1994 (827.5 mils). This is because the 1994 mean calculation eliminated
four points (4, 5, 6 and 7) from in the 1994 data (reference 3.21) since they were much
thicker than the remaining 1994 data points. However the 1992 and 1996 calculation did
not eliminate the same four points even though some of the four points were thicker then
the 1992 and 1996 data, sets. Review of the 2006 data show that these points are also
thicker than the remaining points. Also the 2006 data with the four points included is
normally distributed. Therefore the 1994 mean was recalculated in this calculation with
the 4 points included.

The calculated 1996 mean (853 mils) in this calculation isdifferent than the same mean
calculated in 1996 (843.4 mils). Thorough review of the 1996 calculation ref (3.22) and
the 1996 data indicates that the correct mean for the 1996 data is actually 853 mils and
not 843.4 mils. Therefore it is concluded that the 1996 calculation mistakenly
documented this value. Therefore this calculation uses 853 mils for the 1996 mean.

Point 19 is the thinnest reading of the 2006 data at 0.746 inches, which meets the design

basis local thickness requirements of 0.4909.
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The "F" Test result for Corrosion onpoint 19 shows a ratio of 0.044. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils peryear would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that.this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 10.7 mils per year which
is not considered credible and would be observable.

7.1.5 Bay 13 location 13D December 1992 through Oct 2006
Refer to Appendix #5 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is normally distributed.
However past calculations (ref 3.20, 3.21, and 3.22) have split this data and analyzed the
top 3 rowsand the bottom 4 row separately. This- summary will only describe the
evaluation of the entire 7 rows. Appendix 5 provides the results of the top 3 rows and the
bottom 4 rows, which are consistent to the following conclusions.

The mean of the 2006 data is 0.9682 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.0005. Sensitivity
studies show that given only four inspections, a rate of 6.9 mils per year would be
observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on an assumed rate of 6.9 mils per
year shows that this location would not reach the minimum required thickness prior to the
2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode. to less then the minimum
required thickness prior to 2029.

Point 49 is the thinnest reading of the 2006 data at 0.821 inches, which meets the design
basis local thickness requirements of 0.490".

*..- The "F" Test result for No Corrosion on point 49 shows a ratio of 1.64. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
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that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 13.8 mils per year which
is not considered credible and would be observable.

7.1.6 Bay 15 location 15D December 1992 through Oct 2006
Refer. to Appendix #6 for the complete calculation.

Four inspections have been performed. at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is normally distributed. The
mean of the 2006 data is 1.0531 inches, which meets the design basis uniform thickness
requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.012. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed. 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029..

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 42 is the thinnest reading of the 2006 data at 0.922 inches, which meets the design
basis local thickness requirements of 0.490".,

The "F" Test result for Corrosion on point 42 shows a ratio of 0.02. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils'per year would be observed 95
times or more out of 100 iterations (see appendix 22). Thereforethe conclusion is made
that the mean rate for this. location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this, point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 18 mils per year which is
not considered credible and would be observable.

..- " .
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7.6.9 Bay 17 location 17A December 1992 through Oct 2006
Refer to Appendix #7 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is not normally distributed.
However past calculations (ref 3.20. 3.21, and 3.22) have split this data and analyzed the
top 3 rows and the bottom 4 rows separately. These two sub sets are normally distributed.
This summary will only describe the evaluation of the entire 7 rows. Appendix 7 provides
the results of the top 3 rows and the bottom 4 rows, which are consistent to the following
conclusions.

The mean of the 2006 data is 1.015 inches, which meets the design basis uniform
thickness requirements of 0.736".

The 'T" Test result for Corrosion on the means shows a ratio of 0.006. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will riot corrode to less then the minimum
required thickness prior to 2029.

Point 3 was discounted from the 1996 data in the 1996 calculation (reference 3.22) since
it was significantly thinner (0.672 inches) than the remaining 1996 points. This same
point was recorded as 1.158 inches in 1992, 1.158 inches in 1996, and 1.154 inches in
2006. Therefore it was discounted from the 1996 mean in this calculation for consistency.

Point 40 is the thinnest reading of the 2006 data at 0.802 inches, which meets the design
basis local thickness requirements of 0.490".

The 'T" Test result for Corrosion on point 40 shows a ratio of 0.002. Sensitivity studies
show that given only four. inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.
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Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 13.0 mils per year which
is not considered credible and would be observable.

7.1.8 Bay 17 location 17D December 1992 through Oct 2006
Refer to Appendix #8 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. A plug lies within this location. Four points lie over the plug
(see section 5.2). Therefore points 15, 16, 22, and 23 are eliminated from the corrosion rate
evaluation.

The data collected in October 2006 is normally distributed after the four points that lie
over the plug are eliminated. The mean of the 2006 data is 0.8187 inches, which meets the
design basis uniform thickness requirements of 0.736".

The calculated 1996 mean (848 mils) in this calculation is different than the same mean
calculated in 1996 (845 mils). Thorough review of the 1996 calculation ref (3.22) and the
1996 data indicates that the correct mean for the 1996 data, when excluding points 15, 16,
22 and 23, is actually 848 mils and not 845 mils. Therefore it is concluded that the 1996
calculation mistakenly documented this value. Therefore this calculation uses 848 mils
for the 1996 mean.

The "F" Test result for Corrosion on the means shows a ratio of 0.000007. Sensitivity
studies show that given only four inspections, a rate of 6.9 mils per year would be
observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on this assumed rate shows that this
location would not reach the minimum required thickness prior to the 2016. Additional
inspection will be required at this location prior to this year. It is expected that each
added inspection will continue to reduce the uncertainties, which will eventually
demonstrate that this location has sufficient margin to reach the full period of operation in
2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet theF test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 14 is the thinnest reading of the 2006 data at 0.648 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for No Corrosion on point 14 shows a ratio of 3.3. The "F" Test result
for Corrosion on point 14 shows a ratio of 0.001. Sensitivity studies show that given only
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four inspections, a rate of 6.9 mils per year would be observed 95 times or more out of
100 iterations (see appendix 22). Therefore the conclusion is made that the mean rate for
this location is less than the statistically observable rate of 6.9 mils per year. Projection
based on this assumed rate shows that this individual point would not reach the minimum
required thickness prior to the 2016. Additional inspection will be required at this location
prior to this year. It is expected that each added inspection will continue to reduce the
uncertainties, which will eventually demonstrate that this location has sufficient margin to
reach the full period of operation in 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 6.6 mils per year which is
not considered credible and would be observable.

7.1.9 Bay 17 location 17-19 December 1992 through Oct 2006
Refer to Appendix #9 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is normally distributed.
However past calculations (ref 3.20, 3.21, and 3.22) have split this data and analyzed the
top 3 rows and the bottom 4 rows separately. This summary will only describe the
evaluation of the entire 7 rows. Appendix 9 provides the results of the top 3 rows and the
bottom 4 rows, which are consistent to the following conclusions.

The mean of the 2006 data is 0.969 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.068. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

The calculated 1996 mean (990.14 mils) in this calculation is different that the same mean
calculated in 1996 (991.4 mils). Thorough review of the 1996 calculation ref (3.22) and
the 1996 data indicates that the correct mean for the 1996 data is actually 990.14 mils and
not 991.4 mils. Therefore it is concluded that the 1996 calculation mistakenly
documented this value. Therefore this calculation uses 990.14 mils for the 1996 mean.
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Point 35 is the thinnest reading of the 2006 data at 0.901 inches. Which meets the design
basis local thickness requirements of 0.490".

The "F' Test result for Corrosion on point 35 shows a ratio of 0.02. The "F' Test result
for Corrosion on point 14 shows a ratio of 0.001. Sensitivity studies show that given only
four inspections, a rate of 6.9 mils per year would be observed 95 times or more out of
100 iterations (see appendix 22). Therefore the conclusion is made that the mean rate for

• this location is less than the statistically observable rate of 6.9 mils per year. Projection
based on this assumed rate shows that this location would not reach the minimum
required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 17 mils per year which is
not considered credible and would be observable.

7.1.10 Bay 19 location 19A December 1992 through Oct 2006
Refer to Appendix #10 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. A plug lies within this location. Four points lie over the plug
(see section 5.2). Therefore points 24, 25, 31, and 32 are eliminated from the corrosion rate
evaluation.

The data collected in October 2006 is normally distributed after the four points that lie
over the plug are eliminated. The mean of the 2006 data is 0.8066 inches, which meets the
design basis uniform thickness requirements of 0.736". This mean is the thinnest of the
19 locations.

Evaluation of the mean thickness values of this location measured 1992, 1994, 1996 and
2006 shows that this location is experiencing negligible corrosion, approaching a rate of
zero. However due to the limited amount of inspections this conclusion cannot be
statistically confirmed with 95 % confidence. Therefore the next inspection of this
location shall be performed prior to the date in which the minimum statistically the
statistically observable rate would drive the thickness to the minimum required thickness.

The "F' Test result for Corrosion on the means shows a ratio of 0.004. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2016. Additional inspection will be required
at this location prior to this year. It is expected that each added inspection will continue to
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reduce the uncertainties, which will eventually demonstrate that this location has
sufficient margin to reach the full period of operation in 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate (which
approaches zero) the conclusion can be made that the location will not corrode to less
then the minimum required thickness prior to 2029.

Point 4 is the thinnest reading of the 2006 data at 0.648 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 4 shows a ratio of 0.02. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this point would not reach the
minimum required thickness prior to the 2016. Additional inspection will be required at
this location prior to this year. It is expected that each added inspection will continue to
reduce the uncertainties, which will eventually demonstrate that this location has
sufficient margin to reach the full period of operation in 2029.

.Additional• calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 6.6 mils per year which is
not considered credible and would be observable.

7.1.11 Bay 19 location 19B December 1992 through Oct 2006
Refer to Appendix #11 for the complete calculation.

*Four inspections have been performed at this location after the sand was removed and the
coating was applied in 1992. The data collected in October 2006 is normally distributed.
The mean of the 2006 data is 0.8475 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F'" Test result for Corrosion on the means shows a ratio of 0.088. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils. per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
• the minimum required thickness prior to the 2022. Additional inspection will be required
at this location prior to this year. It is expected that each added inspection will continue to

.. ) reduce the uncertainties, which will eventually demonstrate that this location has
sufficient margin to reach the full period of operation in 2029.
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In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 34 is the thinnest reading of the 2006 data at 0.731 inches. Which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 34 shows a ratio of 0.001. Sensitivitystudies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it-would have to corrode at a rate of 10.0 mils per year which
is not considered credible and would be observable.

7.1.12 Bay 19 location 19C December 1992 through Oct 2006
Refer to Appendix #11 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. A plug lies within this location. Four points lie over the plug.
Therefore points 20, 26, 27, and 33 are eliminated from the corrosion rate evaluation (see
section 5.2).

The data collected in October 2006 is normally distributed after the four points that lie
over the plug are eliminated. The mean of the 2006 data is 0.8238 inches, which meets the
design basis uniform thickness requirements of 0.736".

The calculated 1996 mean (854 mils) in this calculation is different that the same mean
calculated in 1996 (848 mils). Thorough review of the 1996 calculation ref (3.22) and the
1996 data indicates that the correct mean for the 1996 data is actually 854 mils and not
848 mils. Therefore it is concluded that the 1996 calculation mistakenly documented this
value. Therefore this calculation uses 854 mils for the 1996 mean.

The "F" Test result for Corrosion on the means shows a ratio of 0.000007. Sensitivity
studies show that given only four inspections, a rate of 6.9 mils per year would be
observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically

. observable rate of 6.9 mils per year. Projection based on this assumed rate shows that.this
location would not reach the minimum required thickness prior to the 2018. Additional
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inspection will be required at this location prior to this year. It is expected that each added
inspection will continueto reduce the uncertainties, which will eventually demonstrate
that this location has sufficient margin to reach the full period of operation in 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet theF test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 4 is the thinnest reading of the 2006 data at 0.660 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test resultfor Corrosion on point 4 shows a ratio of 0.00007. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

* Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 6.7 mils per year which is
not considered credible and would be observable.

7.2 Sandbed Locations with 7 Readings

7.2.1 Bay I location 1D December 1992 through Oct 2006
Refer to Appendix #13 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is not normally distributed. Eliminating point 1 which
is significantly thinner than the remaining points results in a distribution, which is almost
normal. This is consistent with previous data. Past calculations discounted the thinner
point and calculated a mean of the remaining 6 points. The mean of the 2006 data is
1.122 inches, which meets the design basis uniform thickness requirements of 0.736".

The "F' Test result for Corrosion on the means shows a ratio of 0.001. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.
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In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

The 1996 calculation (ref. 3.22) also eliminated point 7 from the mean calculation since it
was significantly thinner then the values in for the same point in other years.

Point 1 is the thinnest reading of the 2006 data at 0.881 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point I shows a ratio of 0.02. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 16.3 mils per year which
is not considered credible and would be observable.

7.2.2 Bay 3 location 3D December 1992 through Oct 2006
Refer to Appendix #14 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is not normally distributed. The mean of the 2006 data
is 1.18 inches. Which meets the design basis uniform thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.008. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95

-times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

. The calculated 1996 mean (1175 mils) in this calculation is different that the same mean
calculated in 1996 (1181 mils). This is because the 1996 mean calculation eliminated
point 5 from in the 1996 data (reference 3.22). However the 1992 and 1996 calculation
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did not eliminate this point. Review of the 2006 data shows that the point 5 value is
within 2 sigma of the grandmean. Therefore the 1996 mean was recalculated in this
calculation with the point 5 included.

Point 5 is the thinnest reading of the 2006 data at 1.156 inches, which meets the design
basis local thickness requirements of 0.490".

The "F' Test result for No Corrosion on point 5 shows a ratio of 0.08. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that, this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 27.8 mils per year which
is not considered credible and would be observable.

7.2.3 Bay 5 location 5D December 1992 through Oct 2006
Refer to.Appendix #15 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is not normally distributed. This is most likely due to
the low number of data points. The mean of the 2006 data is 1.185 inches, which meets
the design basis uniform thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.048. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less.than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 1 is the thinnest reading of the 2006 data at 1.174 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test for No Corrosion for point 1 shows a ratio of 0.037. The "F' test results of
the 1992, 1994, 1996 and 2006 point 1 value show an "F" ratio of 0.925, which is an
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indication that. a slope might exist for this point. Review of the individual readings for
each year shows the following values in each year.

Year Point 1 Value
(inches)

19.92 1.164
1994 1.163
1996 1.163
2006 1.174

The variance of 10 mils between 1992 and 2006 is well within the uncertainties of the
instrumentation. The.curve fit of the data indicates a slightly positive slope, which is not
credible. Therefore it is concluded that this individual location, Which was the thinnest
location recorded in 2006 is not experiencing corrosion.

Sensitivity studies show that given only four inspections, a rate of 6.9 mils per year would
be observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate-for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on this assumed rate shows that this

. location would not reach the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 28.5 mils per year which
is not considered credible and would be observable.

7.2.4 Bay 7 location 7D December 1992 through Oct 2006

Refer to Appendix #16 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is normally distributed. The mean of the 2006 data is
1.113 inches. Which meets the design basis uniform thickness requirements of 0.736".

The "F" Test result for Corrosion on the means showsa ratio of 0.384. Sensitivity studies

show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per. year. Projection based on an assumed rate of 6.9 mils per year shows that.this location
would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.
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Point 5 is-the thinnest reading of the 2006 data at 1.102 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 5 shows a ratio of 0.06. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 itwould have to corrode at a rate of 25.5 mils per year which
is not considered credible and would be observable.

7.2.5 Bay 9 location 9A December 1992 through Oct 2006
Refer to Appendix #17 for the complete calculation.

Four inspections-have been performed at this location after the sand was removed and
coating applied in 1992. The data is not normally distributed. This is most likely due to
the low number of data points. The mean of the 2006 data is 1.154 inches, which meets
the design basis uniform thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.231. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 7 is the thinnest reading of the 2006 data at 1.13 inches, which meets the design
basis local thickness requirements of 0.490".

The "F' Test result for No Corrosion on point 7 shows a ratio of 0.26. The "F' Test result
for Corrosion on point 7 shows a ratio of 0.02. Sensitivity studies show that given only
four inspections, a rate of 6.9 mils per year would be observed 95 times or more out of
100 iterations (see appendix 22). Therefore the conclusion is made that the mean rate for
this location is less than the statistically observable rate of 6.9 mils per year. Projection
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based on this assumed rate shows that this location would not reach the minimum
required thickness prior to the 2029.

• Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 26.7 mils per year which
is not considered credible and would be observable.

7.2.6. Bay 13 location 13 C December 1992 through Oct 2006
Refer to Appendix 18 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is normally distributed but skewed. The mean of the
2006 data is 1.142 inches, which meets the design basis uniform thickness requirements
of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.01. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less.than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed.rate of 6.9 mils per year shows that this location

-"would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 6 is the thinnest reading of the 2006 data at 1.128 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 6 shows a ratio of 0.00000087. Sensitivity.
studies show that given only four inspections, a rate of 6.9 mils per year would be
observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on this assumed rate shows that this
location would not reach the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to-corrode at a rate of 26.6 mils per year which
is not considered credible and would be observable.

7.2.7 Bay 15 location 15A. December 1992 through Oct 2006
Refer to Appendix 19 for the complete calculation.
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Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is normally distributed. The mean of the 2006 data is
1.121 inches, which meets the design basis uniform thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.01. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this. location
would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
• though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 7 is the thinnest reading of the 2006 data at 1.049 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for No Corrosion on point 7 shows a ratio of 0.25. The "F" Test result
for Corrosion on point 7 shows a ratio of 0.02. Sensitivity studies show that given only
four inspections, a rate of 6.9 mils per year would be observed 95 times or more out of
100 iterations (see appendix 22). Therefore the conclusion is made that the meanrate for
this location is less than the statistically observable rate of 6.9 mils per year. Projection
based on this assumed rate shows that this location would not reach the minimum
required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 23.3 mils per year which
is not considered credible and would be observable.
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7.3 External Inspections

7.3.1 Background
In 1992, following the removal of the sand from the sandbed region and the removal of

• corrosion byproducts, the Drywell Vessel was visually inspected from the sandbed, which
is outside the Drywell Vessel. This inspection identified the thinnest locations'in each of
the 10 sandbed bays. These thinnest locations were then UT inspected. In many cases
the areas had to be slightly grounded :so that the UT probe could rest flat against the
surface of the vessel. The thickness values and the locations of each reading, referenced
from existing welds, were recorded on a series of NDE data sheets. At each location one
UT reading was performed.

In 2006, 106 readings were taken of the external, portion of the Drywell. Vessel from
within the former sandbed region. These locations were located using the 1992 NDE
Inspection Data Sheet maps. These UT readings were compared to acceptance criteria.
The data is provided in Attachment 5.

7.3.2 Results
(Refer to Appendix 20)

All 106 readings were greater than the acceptance criteria of 0.49 inches even when
allowing for 20 mils tolerance in uncertainty. The minimum recorded value was 0.602
inches measured at point 7 in bay 13. This point was also the thinnest point recorded in
1992.

These readings were not intended for corrosion rate trending due to uncertainties and
inconsistencies between the 1992 and 2006 UT readings. These include:

a) The roughness of the inspected surfaces due to the previously corroded surface
of the shell in the sandbed regions
b) The different UT technologies between 1992 and 2006
c) UT Equipment Instrument Uncertainties and
d) The poor repeatability in attempting to inspect the exact same unmarked
locations over time

The 2006 and 1992 data cannot be used for developing corrosion rates by performing
regression analysis, which requires at least three similar inspections over time to develop
acceptable confidence factors.

.,. ..
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7.3.3 Worst Case
(Refer to Appendix 20)

To ensure a formal conservative evaluation, point to point comparisons were performed on all 106
points aS follows.

For each reading the 2006 value was. subtracted from the 992 value and divided by 14
years (time between 1992 and 2006). Values that resulted in positive changes in metal
thickness were discounted from the computation to maintain conservative results.

The resulting differences in UT readings based on point-to-point comparison vary

between 0 and .0335 inches per year.

The minimum 2006 reading of all the areas was 0.602 (point 7 Bay 13) inches.

The maximum worst case localized difference between readings was found in a point-to
point comparison of point 2 in bay 17. The difference in thickness at this point equates to
a rate of 0.0335 inches per year, which is not considered credible given the physical
limitations of the UT inspections taken from the exterior surface. These limitations
include the roughness of the inspected surfaces, the different UT technologies between
the 1992 and 2006, UT Equipment Instrument Uncertainties, and the repeatability due to
trying to locate the exact same location over -time. Inaddition, this point is at an elevation
where the inside surface is coated and accessible for visual inspection. During the 2006
visual inspections, no degraded coating or indication of corrosion has been identified on
the exterior or interior drywell shell at this point location.

However even when considering a 0.0335 inches per year rate of change (recorded on a
location that is 0.681 inches thick in 2006) and applying it on the thinnest location
recorded in 2006 (0.602 inches in Bay 13 point 7) and 'applying 0.020 inch deduction for
instrumentation uncertainty this location would only reduce to 0.515 inches by 2008,
which still demonstrates margin compared to the acceptance criteria of 0.49 inches.

Repeat inspection of this location in 2008 will provide additional data to confirm the very
conservative nature of the above evaluation.
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7.3.4 Comparison of the 2006 external data to the Bounding Internal Grid 19A
Inspection of internal grid 19A has concluded it to be the most critical of the monitored
sandbed locations since it has the thinnest mean. This grid has a mean 0.8066 inches with
a standard deviation of 0.0623 inches. The grid is normally distributed.

A normally distributed sample allows conclusion of the entire normally distributed
population from which the sample is taken. For example, in a normally distributed
population, approximately 95% of the population lies within approximately plus or minus
two standard deviations of the mean; and approximately 99% of the population lies within
approximately plus or minus three standard deviations of the mean.

The thinnest location of the entire sandbed region was found.during the exterior
inspections in 1992 and 2006. This spot (0.602" in 2006) was not in an area
corresponding to the internal monitored locations. However comparison of this thinnest
value to the mean, standard deviation, and thinnest individual reading (0.648 inches) for
location 19A shows that the monitoring program provides a representative sample
population of the thicknesses of the entire sand bed region.

For example the UT transducer head is approximately 0.428 inches in diameter. The
Drywell Vessel in the sandbed has approximately 700 square feet of surface area.
Therefore the actual population of the sandbed region available to the transducer is in

.. excess of 70,000, 0.428" diameter areas.

Therefore in theory if one were to sample a population that is normally distributed, with a
mean of 0.8066 inches, with a standard deviation of the 0.0623 inches, and the total
population was 70,000, approximately 0.5% of the population would be less than 0.648
inches, approximately 0.05% of the population would be less than 0.602 inches, and
1.9*10E-5 % of the population would be less than 0.49 inches.

This theoretical model is very conservative since the majority of the sandbed has been
shown to be much thicker than the critical location in 19A. However this discussion
bolsters the conclusion that the monitoring of the 19 internal locations, coupled with
visual inspection of the sandbed external coating, will ensure the material condition of the
Drywell Vessel in the sanded regions is maintained within design basis.
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7.4 Sensitivity of the Corrosion Test without the 1996 Data
(Refer to appendix 21).

The mean thickness values for the 1996 data are consistently greater than the 1992 and 1994 data.
This has called into the question the accuracy of the 1996 UT Inspectinns.. As result, in 2006, the
Oyster Creek NDE Group investigated se.,{eral potential factors that could have caused the
discrepancy. These potential, variables included the potential failure by contractor-personnel to
clean off the inspected surface prior to the inspection and the potential that the UT unit was
mistakenly placed on the "High Gain", setting. However the review did not confirm that these
factors were the cause.

Never the less the question remains as to whether the 1996 data should be included in the
analysis documented by this calculation.

Therefore a sensitivity study of the "Corrosion" test was performed and is documented in
Appendix 21. The study selected locations where the 1996 means were at least 20 mils greater
than the grandmean of the grid or subset. The grandmean is the mean of the 1992, 1994, 1996
and 2006 means. The "Corrosion" test was then performed on these grids with only the 1992,
1994 and 2006 data excluding the 1996 data. The results of the study are presented in appendix
21 and are summarized in the table below.

Location Area "F" Ratio "F" Ratio without Results
with 1996 data 1996 Data

All 0.004 0.00009 Negligible
1 IC Top 0.012 0.000003 Negligible

Bottom 0.002 0.01 Negligible
13D Bottom 0.002 0.000002 Negligible

All 0.006 0.001 Negligible
Bottom 0.003 0.007 Negligible

17D All 0.0001 0.002 Negligible
19C All 0.0001 7.3 See Below

I ID All 0.047 0.02 Negligible.

The study showed that for the "Corrosion" test, eliminating of the 1996 data results in negligible
change to the "F' ratio (when compared tothe criteria of 1.0); except for the 19C grid. In the
19C grid the F ratio increased significantly. However 19C the regression curve fit results in a
very small positive slope, which is not credible. Even with the 1996 data the regression curve fit
results in a very small positive slope.

Therefore. based on these sensitivity studies it is concluded using the 1996 data will results in a
negligible, impact on the results of the "Corrosions Test" for Regression.
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7.5 Sensitivity Study. to Determine the Statistically Observable Corrosion Rate with Only
Four Inspections
(Refer to appendix 22).

The drywell vessel in the sandbed region is externally coated. The coating was inspected in 2006
and found to be in excellent condition. The surface inside the vessel corresponding to 19
monitored grids is internally coated. In addition, the atmosphere in the drywell is inerted With
nitrogen. Therefore the actual corrosion rate on the vessel is expected to. be significantly less than
1 mil per year, possibly approaching zero mils per year. However the limited number of
inspections (4) and the high variance in the data (standard deviations of 60 to 100 mils) make it
impossible to identify rates less than 1 mil per year at this time. The high variance is because the
surface of the sandbed region on the exterior- is rough due to the aggressive corrosion, which
occurred prior to 1992.

For example, for sections of the drywell above the sandbed region, it took approximately 10
inspections over a period greater than 10 years to confirm with 95% confidence that corrosion
rates (which were less than 1 mil per year) existed. These locations above the sandbed region
-have a variance, which is less than that for the sandbed region (a standard deviations of
approximately 20 mils). This is because the external surface of the vessel above the sandbed
region experienced a much less severe corrosion mechanism resulting in a more uniform surface.

Therefore based on the experience above the sandbed region and the greater variance in the
sandbed region (3 to 4 times greater) it is not expected that these inspections will yield the
expected rate (significantly less than 1 mil per year) with 95% confidence in only four
inspections.

Therefore a sensitivity study was performed to determine the minimum statistically observable
rates given the number of sandbed inspections and the calculated variance of the data. The
methodology for the study is described in sections 6.9.4.

The study determined the minimum statistically observable corrosion rate based on the variance
that can exist in the 49 point grids given the observed standard deviations and the number of
observations (4). For this case grid 19A was chosen since it is the thinnest of the 19 grids.

This study performed 10 iterations of of 100 simulations each of varying corrosions rates of 5, 6,
7, 8, and 9 mils per year.

Each simulation generated 49 point arrays for 1992, 1994, 1996, and 2006. The arrays were
generated using a random number generator, which simulates a normal distribution. The random
number generator requires an input of the target mean value and an input for the target standard
deviation.

The mean value input into the random number generator for to the 1992 array was the 1992
•.. actual mean for location 19A (800 mils-.reference appendix 10 page 10). The standard deviation
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input into the random number generator for all arrays was 65 mils (which is an average of the
calculated standard deviations from the 1992, 1994, 1996 and 2006 data (see appendix 10 page
10). The random number generator then generated 49 point arrays based on.a mean of 800 mils
and a standard deviation of 65 mils.

The 1994 array was generated in the same manner except the input mean was the value of 800
minus the simulated rate (in mils per year) times .2 years (1994-1992). The 1996 array was
generated in the same manner except the input mean wa~s the value of 800 minus the simulated
rate (in mils per year) times 4 years (1996-1992). The 2006 array was. generated in the same
manner except the input mean was the value of 800 minus the simulated rate (in mils per year) .
times 14 years (2006-1992).

These four simulated arrays were then tested for Corrosion per section 6.9.2..This procedure was
repeated 100 times for each of the simulated corrosion rates of 5, 6, 7, 8, and 9 mils per year.
Corrosion rates that successfully passed the Corrosion test 95 times or more out of 100 iterations
are considered the statistically observable rate. Each set of 100 iterations was repeated 10 times.
Finally a refined rate of 6.9 mils per year was simulated and passed the test in the ten, 100
iterations with 95% confidence.

Results were that a 49 point grid with a standard deviation of 65 mils experiencing a corrosion
rate of 6.9 mils per year can be observed 95.or more times out of 100 simulations with 95%
confidence. This is a potential minimum detectable corrosion rate. The actual detectable
corrosion rate is analytically indeterminate at this time and, using engineering judgment, is
probably close to zero. Applying the potential minimum detectable corrosion rate is conservative
and optional. The result is a manageable condition.
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Preparer: Pete Tamnburro
CALCULATION SHEET 12/15/06

Subject: Calculation N6. Rev. No. System Nos. Sheet
Statistical Analysis of Drywell Vessel Sandbed C- 1302-187-E310-041 0 187 54 of 55

I Thickness Data 1992, 1994, 1996, and 2006

8.0 Software

This calculation does not use the same software that was used in earlier calculations (reference 3.20,
3.21, and 3.22). Previous sandbed related calculations utilized the GPUN mainframe computer and
the "SAS" mainframe software. The Oyster Creek Plant was sold to AmerGen in the year 2000. The
GPUN Main Frame was not available to A merGen after the year 2002. Also the "SAS" software is
mainframe based is difficult to maintain. An alternative PC based software, "MATHCAD", has been
chosen to perform this calculation.

Although the software has been changed the overall methodology, with minor exceptions, is the
same as in previous calculation. The minor exceptions are the statistical tests that determine whether
the data is normally distributed. The Mathcad routines have been successfully used in previous
calculations for Upper Drywell Elevations (reference 3.24).

In addition the Excel Software was used to evaluate the 106 external UT inspection data.
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AmerGen Preparer: Pete Tamburro
12/15/06CALCULATION SHEET

Subject: Calculation No. Rev. No. SystemNos. Sheet
Statistical Analysis of Drywell Vessel Sandbed C-1302-187-E310-041 187 55 of 55
Thickness Data 1992. 1994, 1996, and 2006 1

9.0 Appendices

Appendix #1
Appendix #2
Appendix #3
Appendix #4
Appendix #5
Appendix #6
Appendix #7
Appendix #8
Appendix #9
Appendix #10
Appendix #11
Appendix #12
Appendix #13
Appendix #14
Appendix #15
Appendix #16
Appendix #17
Appendix 18
Appendix 19
Appendix 20
Appendix 21
Appendix 22
Rates
Appendix 23

- Bay 9 location 9D December 1992 through Oct 2006
- Bay 1I location 1 IA December 1992 through Oct 2006
- Bay 11 location IC December 1992 through Oct 2006
- Bay 13 location 13A December 1992 through Oct 2006
- Bay 13 location 13D December 1992 through Oct 2006
- Bay 15 location 15D December 1992 through Oct 2006
- Bay 17 location 17A December 1992 through Oct 2006
- Bay 17 location 17D December 1992 through Oct 2006
- Bay 17 location 17-19 December 1992 through Oct 2006
- Bay 19 location 19A December 1992 through Oct 2006
- Bay 19 location 19B December 1992 through Oct 2006
- Bay 19 location 19C December 1992 through Oct 2006
- Bay 1 location ID December 1992 through Oct 2006
- Bay 3 location 3D December 1992 through Oct 2006
- Bay 5 location 5D December 1992 through Oct 2006
- Bay 7 location 7D December 1992 through Oct 2006
- Bay 9 location 9A December 1992 through Oct 2006
- Bay 13 location 13 C December 1992 through Oct 2006
- Bay 15 location 15A December 1992 through Oct 2006
- Review of the 2006 106 External UT inspections
- Sensitivity of the Corrosion Test with out the 1996 Data
- Sensitivity Studies to Determine Minimum Statistically Observable Corrosion

- Independent Third Party Review of Calculation

Attachment 1- 1992 UT Data
Attachment 2- 1994 UT Data
Attachment 3- 1996 ,UT Data
Attachment 4- 2006 UT Data
Attachment 5- 1992 UT Data for First-Inspections of Transition Elevations 23' 6" and 71' 6".
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Appendix I - Sandbed 9D
October 2006 Data

f -

"!

The data shown below wps collected on 10/18/06

page READPRN(I"U:WMSOFFICE\Drye"Il Program data\OCT 2006 Data\Sandbed\SB9D.txt".)

.I
a.;

.1
Points 4 9 := showcells ( page 7, 0)

,1,

*.0

P'oints 4 9

1.005

0.896

P.751

0.885

0.98

0.96

0:968

1.056

0.92Z7

d.s83

0.993

0.968

0.869

0.967

0.985

1.067

0.975

0.949

0.936

0.976

0.963

1.133

1.037.

1.071

0.984

0.942

0.987

1.004

1.132 1.136

0.9714 1.077
,4 I

1.033 "1.105

0.995 - .022

0.88 0.927

.0.967 0.965

0.947 0.892

1.101

1.069.

1.123

1.041

0.998

0.949

0.943

I

I

(-) Cels:= conve.t(Points 4 9, 7) No DataCells := length( Cells)

-The thinnest point is point 15 which is shown below

minpoint := min(Points 49)
minpoint = 0.751

Cells := deletezero celis (Cells'NODataCells)

No DaiaCells length( Cells)

: i
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Mean and Standard Deviation

/acta := mean( Cells)
A actual = 987.612 a actual := Stdev( Cells) o actual..= 78.292

Standaid Error

oactual,Standard erroa

e No DataCells

Skewness

Standarde,.rr = 11.185

I

Skewness

(No DataCells ) .(Cells ,1 actual)

(NO DataCells - 1) (NODataCels - 2) .(o actual)a Skewness = -0.14:

Kurtosis

Kurtosis
No DitCells -(No DataCdll:9 1i i) (Cells - It Caita)4

(NPDataCens - I)(NO'DataCells - 2) (N°DataCels - 3)((Factual
4 Kurtosis = 0.697I

I

3.-(No NtCeLs - 1)2,i
+

(NoDataCells - 2) .(No DataCells - 3)

Normal Probability Plot

j:= 0.. last( Cells) srt := sort( Cells)

:=j - srt=sr -r
: + I rank. J)

jj 5-srt =srtI.

rank.

rows( Cells ( + I

X ! I .NScore. : root[ cnorm(x) - (j;
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Appendix I C-1302-187-E310-041 -Rev. No. 0 Sheet No.
'3of 16

Upper and Lower Confidence Values
IiI

The Upper. and Lower confidence values are calculated based on .05 degree of confidence "a"..

a .05 c) =t,48] T. 011
2, Oila '|

Lower 95%Con = actual Ta -, 0. actual 965.124.

Fo DataCells .. 6 I
. 9

0actual
Upper 95%Con R actual i- I Ta. Z UPPer 9 %C a. 0  0• onjNo DataCells *. ~ pr5Cn=10°0

These values represent a range on the calculated mean In ývhlch there Is 95% confidence.

Graphical Representation

• Jistribution of the "Cells" data points are sorted in 1/2-standard deviation.increments (bins) within +/- 3 standard
deviations

" ' 0

Bins Make bins (Aactual,o actual)-

5

Distribution hist(Bins, Cells)

Distribution = 16

The mid points of the Bins are calculated

6

k :=0.. 11 Midpointsk : is + Bs 1.
2 0

S0

normal Cu~ 0  pnorm (Bins, pactuj.al, cracu)

normal curvek :pnorm ( Binsk.. 9 actual,o actual) -"pnorm(Binsk I. actual, o actual)

normal curve N°DataCells -normal curve
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Results For 9D
The following schematic shows: the the distribution of the samples, the pormal curve based on the actuql
mean and standard deviation, the kurtosis, the skewness, the numberof data points, and the the lowerand
upper 95% confidence values.

Data Distribution

15

! t

tDistributioi
-IL-. ve

11

P actual= 987.612

o actual 78.292

Standard error 11.185

Skewness -0.14

Kurtosis 0.697

1000 1100
Midpoints, Midpoints

1300

Lower 95%/oCon = 965.124 Upper 95o= 3

Normal Probability Plot

3

2

1

N.ScorejXX X 0

I--- I I ~ I 3 3 --

x

& XX

xxxo

'C
-2 k

-- '4-3
750 800 .850 900 950

srj
1000 3050 1100 1150

The distribution is normal
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f I

Data from. 1992 to 2006 is retrieved.

For Dec 31 1992

d :=0

page; READPRN( "U:\MSOFFICEMryweIl Program data\Dcc. 1992 Daba~sandbed\DATA ONLYNSB9D.txt")

Points 49  showcells(page,7,0) 0 ' Datesd :=TDay-y~(12,8,1992)

Data , "

1.01 1.052 0.998 1.165 11.163 1.141 1.1061",

'1

.1

Points 4 9 =

0.966 0.96

.0.763 0.883.

0.914 1.003

1.034 0.9691

0D955 o 0.972

1.103 1.011

0.992

0.978

0.992

0.921

0.98

0.978

1.024 0.979

1.053 1.033

0.985 1

0.94 0.8971

1.017 0.97-2

0.991 0.975

1.063

1.112

1.023

0.927

0.966

0.897

1.075

1.125

1.042

1.01

0.948

0.975

1 1,

!

I

! •
I

nnn := convert(Points 4-9.7)

Pit 15d := nnnt1

NODataCells := length(nnn)

Pit 15 = 763*...-.-..

,. , ...

Cells Zero one (nln ,NODataCells 15)

Cells deletezero cels (Cells, No DataCells)

No Cells := length( Cells)

I masuredd :mean( Cells) . oe msrd := Stdev( Cells) Standard e mlreasuredd

tNO DataCells
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I I I

d :=d+I

*For 1994

page READPRN( "U:•MSOFFICE\Drywell Program data\Sept.1994 Data\sandbed\DATA ONLY\SB9D.txt")
1 1

Points 4 9 := showcells( page, 7, 0) Datesd := Day year( 9,14,1994)

I i

Po'Ontqj 49

1.005

0.921

0.77

0.802

0.969

0.959

0.943

.1,053
0.956

0.884

0.965

0.967

0.855

0.968

Data

0.995

0.999

0.986

0.978

0.98

0.971

0.945

1.132

1.027

1.086

0.986.

0.94

1.018

0.991

1.095

0.983

.1.049

1.007

0.894

0.982

0.977

1.141

1.06

1.119

* 1.026

0.929

0.971

0.899

1.112

1.077

1.112

.1.048
.10.977

0.943
.0.932

nnn := convert (Points 49 ,7) No DataCells := length( nn)

i ) No DataCells := length( nnn)

Pit 1 5 d :=nnn
. I

Cells :=Zero one (nnn 3Data~clls, 15)

Cells deletezero cells(Cells, No DataCels)

No DataCells: length(Cells)

. measuredd

i measured d. mean( Cells) 0 measured = Stdev( Cells) Standard eord=
F - d e or No DataCells

measured 1.004-103
m 991.958 I

?.( )
.= .:
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....... • .,.

1,

For. 1996 d := d - I

,I

page.:= READPRN( "U:AMSOFFICEDrywell Program data\Septl1996 Datansandbed\DATAONLY\S]191D.txt")
I ' I

Points 49 showcells( page, 7., 0),

Points 4 9 =

0.965

0.878

0.776

0.944

0.9,41.

1.018

0.953

1.022

0.978

0.836

0.967
0.939

1.018

0.953

0.995

1.073

1.078

11.011
0.937

1.018

0.953

Data

1.133 1.1

1.021 0.9

1.086 1.C

.0.998 1.I

0.939 0.S

1.058 1.C

0.953 0.5

Dates d :=Da~yyr( 9 ,1 6 ,1 9 9 6 ) .-.

.49

044
04

K42

129

P78

1.136

1.095

1125

11.02

0.931

0.966

0.922

.1.141

1.116

1'.113

1.083

10'18

0.95;

0.969

,I,

I

nunn convert (Points4 9 2 7)

I

Pit 1 5d :=nnn1 4..... •..d No batCells l=ength( mm)

Cells Zero one (nnn, No DataCells , 15)'

Cells deletezero cells (Cells, No DataCells)

No DataCells length( Cells)

dd measured'

menaCessurenasred Stdev( Cells) Standard d

NFo DataCells
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For2006

page READPRN( "UAMSOFFICENJrywell Program data\OCT 2006 Data\Sandbed\SB9D.ixt")

Points 49 showcells( page, 7 ,0) Dates d Day year( 9 ,2 3 2 0 0 6 )

Data

I.

in

1.005

0.896

0.751

0.885

0.98

0.96

0.968

1.056

0.927

0.883

0.993

0.968

0.869

0.967

0.985

1.067

0.975

0.949

0.936

0.976

0.963

1.133

1.037

1.071

0.984

0.942

.0.987

1.004

1.132

0.974

1.033

0.995

0.88

0.967

0.947

1.136

1.077

1.105

1.022

0.927

0.965

0.892

,1.101

1.o69

1.123

1.041

,0.998

0.949

0.943

rum n convert (points 4 9 , 7)

Pit 1 5d := rlm14 No DataCells := length( nn)

Cells Zeo one ("n . No DataCells, 15)

Cells deletezem cells (Cells No DatCells)

No DataCells length( Cells)

l'measuredd -mean( Cells) o measuredd Stdev (Cells)
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I

I

Below are the results

1.004°4103

991.958
I~measured

1.008.103

992.542

763

= 770
Pit 1 I

776

751

)

1.993-10~

Dates ..
1.997-103

2.007*10 3

Standard error = [10.029 110.432 .

10.56 '
!!

r .^^^

• I ~ IU. IU

Smesd 72.276
Smeasured ,I [73.163

, 71.022

T ITotal mas

763
770

Pit 15  770
7176

1751J
Total means := rows (14 measure•\)

I

last( Dates)

SST := E
i= 0

last( Dates )

SSE E -

i= 0

last( Dates )

SSR' E

i= 0

l1 measured. - mean (9 measured) )2 SST = 192.385

I

(11 measured. yhit (Dates, " measured),) 2

(yhat (DatesA .measured)i - mehn (P measured))2

DegreeFree ss := Total means - 2

MSE SSE b
DegreeFree ss

MSE = 75.83

DegreeFree reg := 1

SSR
4SR 

S=

DegreeFree reg

MSR = 40.724

* DegreeFree st Total means -

MST SST
DegreeFree st

MST = 64.128

StGrand err := _ 1f S

F Test for Corrosion

MSR
F actaulPReg := F critical reg qF ( I - aL , DegreeFree reg , DegreeFree S

a *:= 0.05

F-F actauLReg
-i g F criticaLreg

F ratioereg = 0.029

......
,,, ,.)

%.....

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean
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The following will plot the results for the overall mean, the mean of thinrer points, and the mean of thicker

-points /

i :=0.. Total means I

p~grand measured. me mesrd

GrandStandard error

The minimum required thickness at this elevation is.
S. .

ogrand measured Stdev (ii measured)

rand measued

(Total means
I

Tminngan SB. := 736
1 •

(Ref. 3.25)

;lO I-

( .) 1000-

P 'ueasumed

XITmIn-ei SBj

X X

900 -

800

700 -

19992 1994 1996 1998 2000
Datesi

2002 2004.. 2006

pgrand measured, = 999.016 GrandStandard error = 4.004
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"1

0

f -

The F Test indicates that the regression model does not hold for the data sets. lHowever, Ihe slopes and
95% Confidence curve is generated for thTs case.

Ms.*= slope (Dat~s,9meisuIrod)

Ct =0.05 k

Yb := intercept (Dates"L measured)

-:=23 f :--c 0..Ak-' i1 iyarpredictf 1985. + f,2

,. I
I .

!! . !

SThick predict .:= m s Yearpredict + Y b

Thick actualmean mean( Dates)

• !

SUM (Datesd- mean( Dates

For the entire grid

upperf Thick predict.

I.

I 4
I

e qt 2 , Total means- 2 ).StGrand err-]' d+1.
(year predictf - Thick actualmean)

2

sum

I

(

lowerf nick predict,

a t .

- , oalmans-
2).StGrand err-J + dI +

(year predict - Thick actualmean) 2 ]sum

I

Thick pre t

upper

lower

IA mesm-ed

TMain geo SB
• =MMa aMý

m 8 -0397

!' )

1989 1990 2000 2010 * * 2020
year preict, year pdict year predict. Dates, year predict

2030
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The section below calculates what the postulated mean thickness would be If this grid were to corrode at a
minimum o~servable rate observed in appendix 22.

•"Rate in-observed 6.9

Postulated meanthickness := measured3  Rate mrinobserved.( 2029 - 2006)

3 .

Postulated meanthickness = 833.842 which is greater than
Tmingen SB = 736

(.--,

OCLROO019342



Appendix I C-1302-187-E310-041 Rev. No. 0 Sheet No.
13of 16

f

The following addresses the readings at the lowest single point

The F-Ratio Is calculated for the point as follows

41

last( Dates)

SSTPOint :=
i--O

V ,

(Pit 15i - mean (Pit 15) )' SSTpn =346

SSE point 6 167.47

I.

a'

last(Dates)

SSE~I (Pt1 htDts9Pt1) I

I

last( Dates)'

SSRpoint
i=0

MSE point SSEpoint

DegreeFree s

MSE point 83.735

StPiteft := JMSE point

I I
(Ya (ae.Pi ),-re (Pt5)

SSR point . 178.53

.. ' ",
MSR point SSR point

DegreeFree reg

MSRpoint 178.53

StPiterr = 9.151

SST point

point DegreeFreest

* MST point = 115333

F Test for Corrosion

F actau MSRpoint

_ MSEMEpoint

F ratio reg Factaul Reg

F critical rag

F ro.reg = 0.115

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

Therefore this point is not experiencing corrosion

Imnpoint := slope (Dates.pit 1 5 ) mpPint =i-1.251 ,point := intercept (Dates, Pit 5 Ypoint.- 3-264I13
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,.....

The 9 5% Confidence curves are calculated

/Pit curve t= m point'Y~apredict -+ y point

Pit adtuaimean := me~n( Dates) sum = (Datesd - hjan(Dates ))2

,uppointf : Pitcurve, "-

cc+ t~' I +_______ predict,. 'Pit actualmean) 2
+ -- ,2Total mean -2 St .Pit~.~ r*J 1 ~. +( d.) 1+1 sum

I.i
lopoint, i curve1. i

+ - .- -- , Total means 2 StPit err (d +1) (year predictr- Pit actualnican) 2

jsum

.ocal Tmin for thiselevation in the Drywe{l

Curve F

Tmin local SB := 490
f~ (Ref.3.25)

it For Pit 15 Projected to Plant End Of Life

800

700

Pit 15
x.x x
Tmin..local SB

X X

xxX

600

S00

2000 2020
Dates

2020 2030

lopoint22 = 644.413 year prdc.~= 2.029, 103
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I

Therefore based on r6gression model the above curve shows that this point will not corrode to below minimum
required thickness by the plant end of life.

mpoint': slope(Dates Pit 15 ) mpoint -1.251 y pqint intercept(DatesP 1 5 )

The 95% Confidence curves are calculated.

Pit curve m point'Yeapredict -I Y point .

..3
Y Pai~f 3ý64- 10

.I

*I,

Pit actualmiean := mean( Dates) sum , (Datesd -mean( Dates))2
i

! . "

I

uppointr :P=it curve ...
r

I I

+ qt 1( -1.-, Total means - Z\.StPit e it-I' I -
1 ' (d.+-1)

(Year predictf 7. Pit ac tuaiinean) 
2

sum

..... •..

( )
........ ,

lopointfl Pit cuef

+ qt( - 2 Total means- 2 StPit err"i

r q

(year.predict,- Pit actualmean ) 2

f

t +
( d +I ) Jsum

qcIIl,

800 I-

uppoint

lopoint

Pit 15

Thdrutcal SB

700 F-

-. 0A

m - = -1.251
600l-

500 1-

....-t
i i MXI

,981980 1990 . 2000 2010 • 2020
year prit Yerd ictarpreiDates. yerpredit

2030
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The section below calculates whatthe postulated individual thickness would be if this point were to corrode

at a minimum observable rate observed in appenidix 22.

Rate min-observed 6.9

Postulated thickjiess :=Pit 153 Rate minsobserved"( 20 29 - 2006)

Postulated thickness = 592.3 which is greater than Tmin-local SB 3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness -by 2029.

minpoint = 0.751 year predict, 2.02910 Trninlocal SB = 490

(1

( 1000.minpoint- Tmin -ocal SB,, )
required rate.

(2005- 2029) required rate. -10.875 mils per year

OCLROO019346
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Appendix 2 - Sand Bed Elevation Bay 1 A

October 2006 Data on 10/18/08

-page := READPRN( "U'IMSOFFICE\DrywelI Program data\OCT 2006 Data\Sandbed\SB*1 IA.txt")

Points 49 := showcells (page, 7,0)

Points 49 =

0.905

0.797

0.72

0.739

0.843

0.741

0.875

0.832

0.825

0.766

1.047

1.09

0.897

0.869

0.829

0.834

0.858

1.057

1.104

0.818

0.923

0.803

0.822

0.731

0.806

0.879

0.89

0.886

0.83

0.858

0.762

0.761

0.879
0.907

0.871

0.812

0.783

0.669

0.821

0.854

0.833

0.81

0.737

0.795

03764

0.849

0.817

0.826

0.842

Cells := convert(Points 49,7) No DataCells:= length(Cells)

(.

For this location point 23, 24, 30, and 31 are located on a plug (reference 3.22) and have been
omitted from the overall mean calculation for his location.

Cells:= Zero one (Cells, No DataCeils, 23)

Cells :=Zero one(Cells, NO DataCells' 30)

Cells :=Zero one(Cells, No DataCells, 24)

Cells :=Zero one(Cells, No DataCells, 3)

Cells := deletezero cells(Cells, No DataCells)

The thinnest point at this location is point 20 and Is shown below

minpoint:= min(Points 49) minpoint = 0.669
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Mean and Standard Deviation

P actual := mean(Cells) G actual :=Stdev(Cel1s)P actual = 821.511 a actual = 56.13

Standard Error

Standard actual

S r DataCells
Standard error = 8.019

Skewness

Skewness:= (No DataCells) "5-(Cells - P actual) 3

(No DataCells- l).(NoDataCells- 2).(o actual) 3 Skewness = -0.456

Kurtosis
I.. - -

No DataCells'(No DataCells' 1 ) .- (Cells - P actual) 4

Ktirtosis 7

(No DataCells- ).(No DataCells T"2) (No DataCells- 3)'(G actual) 4

3 (NODataCels- i)2

(No DataCells- 2)'(NO DataCeIs--3)

Kurtosis = -0.272

V

1
.I

•...,-

OCLR00019348
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°.- Normal Probability Plot

In a normal plot, each data value is plotted against what its value would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

j :=O.. last(Cells) srt :=sort(Cells)

Then each data point is ranked. The array rank captures these ranks

r.:=j+ I
rank.:= -

Isrt=srt.J

rank
j

p rows(Cells)i- I

The normal scores are the corresponding pth percentile points from the standard
normal distribution:....---.. h

....- x :=I NScore :=roofcnorn(x)- (p),)X]

OCLROO019349
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Upper and Lower Confidence Values

The Upper and Lower confidence values are calculated based on .05 degree of confidence a""

No DataCells:= length(Cells)

cx :=.05 Ta:= I -), No DataCell] Ta = 2.014

o actual
Lower 95%Con :=1P actual- Ta'0ato

No DataCells

o actual
Upper 95%COn D =p actual+ Ta c el

4No) DataCells

Lower 95%Con = 804.659

Upper95%Con = 838.364

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution.of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +1- 3 standard
deviations

Bins :=Make bins(P actual' 0 actual) 0
~3

Distribution :=hist(Bins, Cells) 2

Distribution - 9

The mid points of the Bins are calculated 6
6

k:=O- I M (Bmnsk+Binsk+l)S=0.!IMidpoirntsk .=_.

S2 0

0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

normal curve0 :=pnorm(Bins, P actual',0 actual)

normal curvek := pnorm(Binsk+ 1'P actual,0a actual)- Pnorm(BinskP actual,'y actual)

; )..... '.

normal curve :--No DataCells-normal curve

OCLROO019350
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Results For Elevation Sandbed elevation Location Oct. 2006

The following schematic shows: the the ditiribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
.upper 95% confidence values. Below is the Normal Plot for the data.

Data Distribution

.1II I I I

P actual 
82 l1.511

I0

o actual = 56.13

Disiributlon Standard
JL error 8.019
normal curve

- Skewness = -0.456

Kurtosis =" -0.272

S ) I
650 700 750 800 850

Midpoints, Midpoints
900 950 1000

'=
Lower 95%Con = 804.659 Upper 9 5%Con = 838.364

Normal Probability Plot

3

2

I

SNScore.
XXX

xX X

kXxX

Xx

I I

The Normal
Probability Plot
and the Kurtosis
this data is
normally
distributed.

-I"

-2 -- x

.(
-36

65 0 700 750 800

Sdn
850 900 950

OCLR00019351
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Sandbed Location 11 A Trend

d :=0
Data from the 1992, 1994 and 1996 is retrieved.

For 1992 Datesd :=Dayyer( 12,8,1992)

page :=READPRN(".U:I\MSOFFICE\DryweI Program data\Dec. 1992 Data\sandbed\Data Only\SB I IA.txt" )

Points 49.:= showcells(page, 7,0)

Data

Points 49 =

0.93

0.816.

0.733

0.745

0.841

0.755

0.847

0.824

0.827

0.762

0.252

1.082

0.896

0.9

0.831

0.834

0.866

0.147

1.111

0.804

0.902

0.809

0.823

0.762

0.809

0.886

0.805

0.924

0.807

0.851

0.77 I

0.767

0.881

0.898

0.923

0.817

0.787

0.677

0.805

0.901

0.844

0.828

0.751

0.799

0.764

0.846

0.778

0.823

0.884

nnn :=convert (Points 49 ,7) No DataCells := length(nnn)

For this location point 23, 24, 30, and 31 are located on a plug (reference 3.22) and have been
omitted from the overall mean calculation for his location.

nnn :=Zero one(nnn, No DataCells, 23)

nnn =Zero one(n m, No DataCells,30)

Cells deletezero cells(nnn. No DataCells)

nnn :=Zero one(nnn,No DataCells,24)

rum := Zero one (nnn, No DataCells, 31)

The thinnest point is captured
POint 2 6 -Cells 1

Od . .
Point 20 = 677

P measuredd :=mean(Cells)
o measured d= Stdev(CelIs) 0 measuredd

Standard error D
d [No DataCells

( )"... ,.'

OCLROO019352
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d :=d+ I
For 1994

page := READPRN( "U:\MSOFFICE\Drywell Program data\Sept. 1994 Data\sandbed\Data Only\SB I lA.txt")

Dates d :Day yea(9.l4, 1994)

Points 49 := showcells(page, 7,0)

Points 49 =

0.924

0.805

0.728

0.734

0.811

0.75

0.839

0.822

0.826

0.758

0.234

i.091

0.896

0.868

0.828

0.836

0.866

1.052

1.106

•0.808

0.906

Data

0.804

0.823

0.738

0.809

0.888

0.845

0.881

0.802

0.824

0.773

0.804

0.881

0.905

0.874

0.813

0.791

0.677

0.798

0.878

0.834

0.815

0.749

0.79

0.76

0.851

0.79

0.869

0.846.

• ,,, ..-" .•.,,
'......./ . nann= convert(Points 49,.7)

No DataCells := length(nnn)

For this location point 23, 24, 30, and 31 are located on a plug (reference 3.22) and have. been
omitted from the overall mean calculation for his location.

nnn := Zero one(nnn, No DataCells' 23)

nnn:=Zero one(nnn, No DataCells, 30)

Cells := deletezero cells('m, -No DataCells)

•nn := Zero one(nnn -No DataCells, 24)

nan := Zero one(nnn. No DataCells, 31)

The thinnest point is captured Point 2 0d :=Cells 19

P measured,,:= mean(Cells) a measuredd :=Stdev(Cells) Smeasuredd
Standard errord : measred d

ýNO DataCells

.)

OCLROO019353
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For 1996

page :=READPRN( "U:\MSOFFICE\Drywell Program dataXSepLt.996 Data\sandbed\Data Only\SB 1i A.txt")

Datesd :=Day year( 16, 1996)

Points 49  showcells( page, 7,0)

Data

Points 49 =

0.884

0.787

0.711

0.828

0.848

0.79.

0.884

0.828

0.856

0.758

0.828

1.026

0.941

0.832

0.824

0.83.

0.856

1.043

1.149

0.809

0.813

0.797

0.827

0.724

0.843

0.905

0.892

0.934

0.83

0.834

.0.756

0.851

0.875

0.904

0.918

0.806

0.845

0.668

0.815

0.901

0.802

0.917

0.737

0.788

0.8

0.814

0.759

0.8

0.917

°..,......(,) non = convert(points 4 9 ,7)
No DataCells :: length(nnn)

*For this location point 23, 24, 30, and 31 are located on a plug (reference 3.22) and have been
omitted from the overall mean calculation for his location.

nnn :=Zero one(nnnNo DataCells,23)

nnn :=Zero one(nnn.. No DataCells, 30)

Cells :=deldtezero ceis(n n; No DataCels)

nnn :=Zero one(nnn, No DataCells,24)

nnn :Zero one(nnn, No DataCeIls,3i)

The thinnest point is captured Point 2 0d := Cells 19

9 measured d := mean(Cells) o measuredd := Stdev(CelIs)
Standard errord - asuredd

7No DataCells

OCLROO019354
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...-...

d :=d+ I
For 2006

page := READPRN("UAMSOFFICE\Drywell Program data\OCT 2006 Data\Sandbed\SBI IA.txt")

Datesd:=Day year( 10, 16,2006)

Points 49 := showcells(page, 7,0)

Data

Points 49

0.905

0.797

0.72

0.739

0,843

0.741

0.875

0.832

0.825

0.766

1.047

1.09

0.897

0.869

0.829

0.834

0.858

1.057

1.104

0.818

0.923

0.803

0.822

0.731

0.806

0.879

0.89

0.886

0.83

0.858

0.762

0.761

0.879

0.907

0.871

0.812

0.783

0.669

0.821

0.854

0.833

0.81

0.737

0.795

0.764

0.849

0.817

0.826.

0.842

f.. . . ann := convert(Points 49, 7)

No DataCells:= length(nnn)

For this location point 23, 24, 30, and 31 are located on a plug (reference 3.22) and have been
omitted from the overall mean calculation for his location.

nnn .=Zero one(.n', No DataCells, 23)

nnn :=Zero one(nnn, No DataCells, 30)

Cells :=deletezero ceius(nnn, No DataCells)

nnn :=Zero one(nnn, No DataCells, 24)

nnn:= Zero one(nnn. No DataCells,3I)

The thinnest point is captured
Point 20d := Cells 19

measured := mean(Cells)
d

o measured d := Stdev(Cells)
0 measuredd

Standard errord . N D
* NO DataCells

I.)
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Below are matrices which contain the Mean, Standard Deviation, Standard Error for each date.

Sheet No.
lOof 17

1.993" 103

I. '995.103
Dates .-

1.997*103

32.007-10j

825.1781

820.378
9 measured '829.733

9 B21.511

6771
677

Point 20 66

669]

8.1761

7.669
Standard error = 8.698

8.019j

57.235.

53.685
measured = 60.885

[ 56.13

Total means :=rows(P measured) Total means = 4

last(Dates)

SST := -

i=0
(0i measured, - mean(P measured)) 2

SST= 53.413

last(Dates)

SSE= ( measured yhat(Dates, I measured) )

j=0

last(Dates)

SSR:= -' (Yhat(Dates, p measured).- mean(P measured)) 2

i=0

SSE = 48.771

SSR = 4.642

DegreeFree ss :=Total means- 2

SSE
MSE:-

. DegreeFree ss

DegreeFree reg:= I

SSR
MSR

DegreeFree reg

DegreeFree St :=Total means- I

MST.- SST
DegreeFree St

MSE = 24.385

StGrand err $41S

MSR = 4.642 : MST = 17.804

StGrand err = 4.938

OCLROO019356
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IF Test for Corrosion

a :=0.05
F actaul_Reg MS=

F critical jeg:= qF(l - a, Degre6Free reg, DegreeFree ss

F actaulReg
F ratio reg -•

- criticalreg

F ratiOreg 0.01

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data andithe grandmean

i :=0.. Total means-1 lgrand measured :=mean(P measured)

ogrand measured Stdev(i measured) GrandStandard eroro- ogrand measured

ýTotal means

) The minimum required thickness at this elevati .,on is Tmin"en SB 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time

850

x x

I' me.asured

jigrand measured 800

Tmin..gen SB

750

I I I I I I .,

299M 1994 1996 1998 2000 2002 .2004 2006 2008 2010
Dates

pgrand measured° = 824.2 GrandStandard error = 2.11

OCLROO019357
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To conservatively address the location, the apparent corrosion rate will be calculatedand compared to the

minimum required wall thickness at this elevation

ms :=slope(Dates, p measured) ms =-0.201 Y b :=intercept (Dates, g measured) Y I .225*103

The 95% Confidence curves are calculated

a t:= .05 k:=2029- 1985 f:=O.. k- I

year predict1 := 1985+f.2 Thick predict:=. m s'year predict+ Y b

Thick actualmean:= mean(Dates) sum :=z (Datesd- mean(Dates)) 2

upperf :=Thick predict,

+qt 1- t-Total means-2 .StGrand 1-i I+._ +
e(d+ I)(, ...,)"-......."

(year Predictf.- Thick actualmean)

sum

Iowerf.:= Thick predictf

+ -[qt(1 - .-at,Total m 2s 2)StGrand er
(sear predic,, Thick actualmen)-

I -- I 
I

(d~i- ) sum J

; i',, .,

-.. •.
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,...-...........

Location Curve Fit Projected to Plant End Of Life

900

850-

'Thick predict

upper

lower

1.1 mea.%ured
0

Imin-ges SB

g00--

750 -

7001-

I I I I

m s = -0.201

650 -

1980 1990 2000 . 2010 2100
yea redict.year predict-year predict, Dates.,yea predict

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this gridl. Were to corrode at a
minimum observable rate observed in appendix 22.

Rate minobserved 6.9

Postulated meanthickness :=ji measured -Rate min _observed.( 2 0 18 2006)
3

Postulated meanthickness = 738.711 which is greater than
Tmin-gen SB 3 = 736

OCLROO019359
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The following addresses the readings at the lowest single point

Point 20 :=Cells1 9

last( Dates

SST point := E

i=O

*SSE point

last(Dates)

i=0

(Point 2o- mean(Point 20 ))2

(Point 20 yhat (Dates, Point 2 0),)"

(yhat (Dates, Point 20),- mean(Point 20)).

SSR point
ss MSR point SS D

ss DegreeFree reg

last(Dates)

SSRpoint

i=0

SST point = 72.75

SSE point = 39.009

SSR point.= 33.741

MSTSST point
point- DegreeFree st

( .)

MSE SSE point
Epoint DegreeFree

MSE point = 19.505 MSR point = 33.741 MST point = 24.25

StPoint err :=,MSE point
StPoint err = 4.416

IF Test for Corrosion

MSR pointF actauLReg MSE point

Fi actaul_Reg'F ratiojreg :=Fcr iajg

S citical_rg

Fratioreg = 0-093

( i

OCLROO019360
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Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

Local Tmin for this elevation in the Drywell Tminlocal SB r-490 (Ref. 3.25)

Curve Fit For Point 20 Projected to Plant End Of Life

I

750

700

X XX

Point 20 650

XXX
TTminJocal SB

600

550

500
I *

2000 2010 202-0 2030
Dates
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Therefore based on regression model the above curve shows that this point will not corrode to below minimum
required thickness by the plant end of life.

m point slope (Dates, Point m o = 0.541 yo :=intercept (Dates, Point 20)

The 95% Confidence curves are calculated.

Y point= ).754@ 10 3

Pit curve :=m point-year predict+ Y point

Pit actualmean:= mean(Dates) sum :--,Z (Datesd- mean(Dates)) 2

uppoi .ntf,. Pi curver

( at t )jat err, +. (year predict, - Pit actualmean)-2

+ qt l --- ,Total means- 2 .StPoint I 1 ( +lsu

-2 men 2 ý (d+i 1) sum

lopointf * Pit curvet

at - it eI (year predict- Pit actualmean)
qt I --- ,Total means- :2 dStP-1) s+-u2 (dt 1) sum

°,o. .-.

ftcurve

Uppoin,

topoint

Pit20

Tinin-jacal SB

('

1980 1990 20D0 2010 2020
Year predic,year pledicyear prediC,,DRIe!;Year prediia

2030
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I

(1"*.r

The section below calculates what the postulated individual thickness wAuld be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate main observed 6.9

o3 Re 2
Postulated thickness :=Point. n0 - Rate main observed*( 2029 - 2006)

I .

. I

I

Postulated thickness = 510.3

I j

which is greater than. Tmin-loca'IB =490
. I

I
iI I

I

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 0.669 Year predict,, - 2.029o*103 Tmin local SB,, 0

(1000 -minpoint - Tmin.2ocal S13
required rate.

(.2005 - 2029) required rate. = "-.458 mils per year

OCLROO019363



- r'- - - - 9 tata..- 9'., -~ts Ita-U~ S StOW. U~tF. U
., ...........

1ofee 25o.

I of 25

I .
Appendix 3 - Sandbed IIC
October 2006 Data
The data shown below was collected on 10118/06

p.I
page E= EADPRN(,"U:\MSOFFICE\.Drywell Program data\Oct 2q016Data\Sandbed\SBll1C.txt" ) I

!

-I
Points 49 := showcmlls ( page ,.7 0)

. I

Points 4 9

0

1.056

41.073

0.837

0.85

0.856

0.861

0.771

1.046

1.113.

0.836

0.825

0.84

0.877

0.803

0.984

.1.002

0.79

0.869

0.864

0.879

0.912

1.094

0.935

0.874

0.889

0.829

0.885

0.767

J.03•

0.942

0.834

b.833

0.872

0.88

0.858

1.118.
0.888

0.846

0.866

0.876

0.849

0.886

J.029

0.853

0.838

0.875

0.844

0.876

I

I

Cells = Convert (Points 49.7)

NoDataCells := length( Cells)

Cells deletezero cells (Cells, No DataCells)

No DataCells :length( Cells)

The thinnest point at this location is point 5 and is shown below

minpoint =min( Cells) minpoint = 767

......

! )
....... "

OCLROO019364
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Mean and Standard Deviation

/
inatal: ean( Cells) I' actual = 898.25 0 actual := Stdev( Cells) o actual = 89.858

Standard Error

Sactual•
Stdndard error 

at-

No DtaCells
Standard error = 12.976

I

Skewness

Skewness

Kurtosis

(No DataCells) oT•. (C.els- ',tuai)

(NODatCell,- I (NooDaCUs 2)- actual' ) 3  Skewness 1.149

'No Dat.Cells* (No DataCells + l-* ).(Cells -pactual)
4

(No DataCells 1 .).(No DataCells - 2) . (No DataCells _ 3). (Y actual) 4 Kurtosis 0.406

+ 3 (No DataCells -1)2

+-(No DataCells - 2) (NO DataCells - 3)

K ) i
Kurtosis :

Normal Probability Plot

j := 0 -last( Cells). srt = sort(Cells)

r j srt= st .r
rank.

2srt= srt.
J

rank.
rows( Cells) +. I1

X:= NScore. :root[oro..x)- (p.),x]

'i /

OCLROO019365
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.,i. Upper and Lower Confidence Values

The Upper and Lower confidence values are calculated based on .05 degree of confidence "a"

a .05 T qt[( - ,48 To. 2.011 g

0 actual••
Lower 95%Con :7 Ij actual - Ta Lower 95%Con i= 872.161

NoDataCells ,I,

0 actual '
UPper 95%Con AI actual + Tot 'UPper 95%Con 924.339

These values represent a range on the calculated mean in wvhich there Is 95% confidence.

Graphical Representation

jistribution of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +1- 3 standard
deviations

Bins Make bins (P actual' 0 actual) 0
0

~4
Distribution hist(Bins, Cells) 13

Distribution = 18

The mid points of the Bins are calculated

2
k :=0.. 11 (Binsk +-Binsk+i 1) 4

Midpointsk 2:=

normal curve, Pnorm( 1  1 actualaactuai)

normal curvek pnorm (Binsk+ I1 actual, a actual) - pnorm (Binsk. I actual o' actual)

normal curve No DataCells -normal curve

OCLROO019366
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Results For 11C
The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and std'ndard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values.

Data Distribution

20 1 1 1

I a = 898.25

15

.d actual 89.898

Dis'Hbution , Standard = 12.976
J.1 1 10 error
normal cu--

Skewness = 1.149

SKurtosis = 0.406

600 .700 800 900 1000 1100 1200
• Midpoints, Midpoints

.. Lower95%Con = 872.161 Upper 95%Con =924339

Normal Probability Plot

I3 I I i '" I *i I

2 X
x.XX

Sxx X xXXX
x xX xN NScore. 0 "

X
x

-2 x

-3I I I

750 800 850 900 950 1000 1050 1100 1150

Past calculation have split this area at the top 3 rows and the bottom 4 rows (ref. 3.22) h In order to be
consistent with past calculations this data will be split in two groups and analyzed. The entire data set will also be

. evaluated.
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I

I ..

1,

The two groups are'named as folloWs: StopCELL := 21.

| ,.

low points LOWROWS (Cells No DataCells StopCELL) high points TOPROWS ( Cells, 49, StopCELL)

Mean and Standard Deviation ,

I

phigh actual meanr(hi points), oh.g actual !=.tdev (high pont)

Standard Error

'I

I •

Standardlow o 0= w dctal

r length (low Points)

ohigh actual
Standardhigh error =.

4length (high points)

I

Skewness

Nolow DataCells length (low points)

(Nolow DataCells) .X(low points -Pow actual)
3

Skwwness lowa:)

Nohigh DataCells := length (high points)

Skewness high

(Nohigh DataCells) .X(igh points - phigha )

(Noh~igh DataCells - 1 (Nohigh DataCells -2) (ohigh actual) 3

'......
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Kurtosis

Kurtosis low 7= Nolow DataCells (Nolow.DataCels + I .(Iow points Plow actual) 4

(Nolow DataCells - (Nolow DataCells - 2) .(Nolow DataCells 3). (oow ata

3- (Nolow DataClls - 2

(Nolow DataCells -2).- (Nolow flataCells 3

Nohigh DataCe1ls (Nohighaael + 1)' ~ highpo*t - jlhghatl4

Kurtosis high :

(Noh .igh DataCells I ) (Nohigh DataCeils 2)2>. (Nohigh DataC'ells- ~)((high actual)'

3.- (Nohigh DataCells -. 12

* (Nohigh DataCells -2).- (N6bigh DataCells -3)

Normal Probability Plot -. Low points

I :=0.: last(Iow poi~t.) sIrt low sOrt(low pons

( ) LI :=+ I

rank ow Si l(srt low I ,ow).L

Xsrt low s-ri low
P low rahk o

plo1 ]ows (low point) +I 1

NNScore 1,bb root cnHrm(x)g- ( low)xt

Normal Probability Plot - High points

h := 0 - last(high 0aints) srt high := sort (high point,)

H := ÷i +I1
.rak h . 11 rihigh= sit high) b

rank high h=
h srt high- sithih, -high11 rank high,

rows(high points) + I

.( )
x ::I NScore high, := root[ cnorm(x ) - (Piiigl,),X]

OCLROO019369
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Upper and Lower Confidence Values

a .05 Ta q -fa,481

Lowrbgh95%on ~ {1 2 ] Ta 2.011j* f

Lowerhigh 95%Con phigh actual - Ta-. high actual

4Nohigh DataCells

owigh actual ,
Upperhogh 95%Con highactual + Tot.

jNohwgh DataCells '

I G low ata

Lowerlow 95%Con :Wow actual - Ta.. actual .

4Nolow DataCells

C (low actual
UpPerlow 95%Con :=Wow actual + Ta . ..

4]Nolow DataCelis

Graphical Representation of Low Points

Bins low Make bins (W4OW actual Colow actual)0
• ~0•

Distribution low k hi(Binsilw, low point,) 6

Distribution low 4

The mid points of the Bins are calculated 3

k 0.. 11 Midpoints low (Bins lwk -BinS k+I )

20

normallow curve. pfloflf Bins low PlJow actual Galow actual)

normallow curvek pnormi Binslow ,plow actual, Clow actual pnorm (Bins actual)

k. k+I) norklo r :Nowa l. aactualloW ac

normallow cre Nolow D~t~els *nomnallOw cre

.OCLROO019370



Appendix 3 C-1302-187-E310-041 Rev. No. 0 Sheet No.
8 of 25

!I

Graphical Representation of High.Points
. i

Bins high := Make b-ms (phigh actualv ohigh actual)

Distribution high := hist (Bins high, Migh points) Distribution high =

am
0

0

2

2

4

3

2

4

4

0

0

0

(Bins highki +Bins high.+)
k 0..1 1i Midpoints hiA 2 ..

nornialhigh curve, :=nr (Bins jhigh1 ghigh actual, ahigh actual)

normaihigh curvek :=p o ' B n high.k +:1' h actual' hgh cul - pnonn Bin high k' Phigh actu ],al' g l actual)

normalhigh curve Nohigh DataCells "normalhigh curve
cuv

( )• °.
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Results For Sandbed 11C Thinner Points

I0

. 8

1 11 1 . ' . -
I,

f!a . I

Ptlow actual 856.037

alow dcethal = 23.157

Kurtosislo = 0.784

'I

* I

I

Disuibution o

Inormallow cum

6

4

2

I

H
Skewn=ss low = -0.837

Standardlow error 4.457

Nolow DataCells = 27

I

(. ) g ý
780 . 800 820 840 860 880 900 920

Midpoints low,. Midpoints low

verlow 95%6con .847.076 Upperlow 95%Con = 864.998Lov

2

HLScre low,

XX X
0

II I I x

X
X

X
X

X

xxxx

x

×X

XX
XX

III I I

-1

-2
78

I

0 800 820 840
sit low ,

860 880 900

'. , ... '

The above plots indicates that the thinner area is more normally distributed than the entire population.
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Results Sandbed IIC Thicker Points

/

Sheet No.
10 of 25

I

Distribution high
.L
nonpalbigh curve

-I

600 700 800 900 1000 1100 1200 1300
Midpoints high, Midpoints blab

Lower 95%Con = 872.161 • Upper 95%Con = 924.339

2

N.Score highh1
X X X

0

I I I I I I

X
X

x.
-x

xX
xX

x
xXx

X
xX

x.
-.2

750 8001 850 900 950
'3" highl,

1000 1050 1100 1150

The above plots indicates that the thicker areas are normally distributed.
S.=. )
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I

t

Sandbed 11C
Data from 1992 to 2006 is retrieved. d 0

For Dec 31 1992

page READPRN( "U:\MSOFFICE\DrywelU Program data\Dec. 1992 Data\sandbed\DATA ONLYkSB 1•q.txt")
I- ' I " "

Points 49 := showcells( page, 7 .0 a2Poins 49DataDatesd := Day year( 12, 31 ,1992 1)
•Data'

0.941 0.839 0.806 0.917 0.776 0.86 0.92,,

2.105 1.044. 0.997 0.975 1.076 1.12 1..045

1.091 1.175 1.018 0.942 0.94 0.874 0.896

Points 4 9  0.847 0.8451 0.794 0.833 7 0.8381 0.838 0.87

01845 0.929 0.863 0.87 0.85 0.85 0.827

0.941 0.817 0.858 0.839 0.876 0.879 0.814

0.603 0.893 0.905 0.901 0.913 .0.877 0.845
= convert(Points 49., 7) NODataCells length(nrJ) nn :=Zero one(nnnNObataCeiis,43)

The thinnest point Is captured Point 5d nnn= 4 Point 5  776

StopCELL 21 No Cells length( Cells)
The two groups are named as follows:

low points := LOWROWS (nnn ,No Cells, StopCELL) high points TOPROWS (inn ,No Cells StOPCELL)-- I

No owCells :=lengt(low pont)
NpoIin No highCells length (high points)

Cells := deleteero cells ( mn. No Celis)

low points deletezero cells (low points, No lowCells)

high points deletezero cells (high points, No highCells)

Pmieas~uredd := mean( Ceils )d

Itmeasured =908.83
r measured := Stdev( Cells)

.Phigh measuredd mean (high points)

Ohigh measuredd Stdev (high points)

ohigh measuredd

Standardhigh errord length (high points

Wlow measurerdd: mean(low points)

olow measuredd Stdev (low.points)

SIlow measured
Standardlow : - d

. . erord length (low points)

OCLROO019374
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For 1994 d d +- I.

page "ADPjkN( 'rU:\MSOFFICE\Drywell Program data\Sept.1994 Data\sandbcd\DATA ONLY\SBIIC.txt" )

Points 4 9  showcells(page,7,0) Datesd= Day year( 9,26, 1994.)

Data

0 0 0 0 0 0.855 0.866

0 0 .1.042 1.095 1.036 1.093 1.032

1.042 1.085 0.945 0.938 0.938 0.895 0.889

' Points 49= 0.836 J.846 0.795 0.828 0.833 0.843 0.869

0.823 0.842 0.873 0.872 0.837 0.822 0.879

1 0.855 0.836 0.862 0.824 0.872 0.857 '0.823

0.86 0.874 0.899 0.876 0.88 0.84 0.851

nmn convert (Points 49, 7) NO DataCells length( nnn)

The thinnest point is captured Point 5  nnn4
d

The two groups are named as follows: StopCELL :=.21 No Cells : length( nn)

low points LOWROWS (nnn ,No Cells, StopCELL high points TOPROWS (nnn No Cells, StopCELL)

No iow ql• length (low points) No highCells length (high points)

Cells := deletezero cells (nnn. No Cells

low points := deletezero cells (low points, No lowCells)

Ameasured mean( Cells) a measured Stdev( Cells)

d. d

IPhigh measuredd mean (high points)

ahigh m.easuredd Stdev (high points)
d ohigh measure~da

Standardhigh errord ' :=

4length (high points)

high Voints: deletezero cells (high points, NohighCells)

S measureddStand ard *. dod;

C.rrord No
,JODataCells

Plow measured meanl(ow points)

Glwmeasuredd Stdev (low points)
Olow measuredd

Standardlow errord e d

4length (low points)

OCLROO019375
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I.

For 1996 d :=,d I

page READPRN( "UAMSOFFICE\Drywc1l Program data\Sept.1996 Data\sandbed\DATA ONLY\SBIlC.txt" )

Points-49 := showcells ( page 7,0 Datesd Day
* I

:1
.1

1.038 0.928

1.058 1.195

1.031 1.104

Points 49 = 0.855 0.903

0.869 0.927

0.928 0.878

0.917 0.924

nnn convert(Points 4 9 7)

The thinnest point is capturec

The two groups are named as folli

Data
1.002 0.942 1.14 1.077 "1.035

1.075 1.168 1.16 1.112 0.962

1.169 0.983 0965 0.889 0.845

0.85 0.786 0.913 0.778 0.839

.0.922 0.894, 0.896 0.91 0.837

0.874 0.878 0.862 0.915 0.906

10.899 0.89 0.874 10.884 0.917

No DataCells :=' length( nn)

Point mm Iffl4

)ws: StopCELL := 21

I

,t,

I

No Cells "= Iength( nnn)

low points := LOWROWS (mm, No Cells, StopCEL)

No lowCells length (low points)

Cells := deletezero cells (un ,No Cells) o

high points :N TOPROWS (nnn No Cells' StopCELL)

No highCells := length (high points)

(. ) wl points := deletezero cells (low pointsNo lowCells) I

high points := deletezero cells (high points' -No higbCells)

o measuredd

f'ameasuredd := mean( Cells) a measuredd Stdev(Cells) Standard error := d mOatarel

I DataCells

gihigh measuredd- mean (high Points)

ahigh measured = Stdev(high points)

S .adrhhigh measuredd

Standardhigh errord.'= --

. .. length (high points)

Plow measured d =mean(low points)

Glow , m e sue d :d S t de , (0 o. o wpoi,•ts )

olow measured
Standardlow errord :

4length (low points)

OCLROO019376
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II

, For 2006

page i•ADPRN( "U:WMSOFFICE\Drywell Program data\Oct 2006 Data\Sandbed\SgB IC.txt")

Points49 := showcells( page, 7, 0) Datesd := Dayyea( 10, 18,2006)

Data

Points 4 9 =

0

1.056

1.073

0.837

0.85

0.856

0.861

0.771

1.046

1.113

0.836

0.825

0.84

0.877

0.803

.0.984

1.002

0.79

0.869

0.864

0.879

0.912

1.094

0.935

0.874

0.889

-0.829

0.885

0.767'

1.036

*0.942

0.834

0.8h3

0.872

0.88

0.858

1.118

0.888

0.846

0.866

0.876

0.849

0.886

1.029

0.853

0.838

0.875

'0.844

10.876,

nun convert (Points 497)

The thinnest point is captured

The two groups are named as follows:

•ow os-LoWRowS (rum, No Cells, StopCEU.)

No lowCells :" lengt (low nts

NOD~C~ls eugigh(.nnn)

Point 5 A=. nnn4

StopCELL := 21 No Cells '= length( nun)

hig points - TOPROWS (nmn No Cels, StopCELL)

No highCells := length (high points)C.,-".

Cells d~letezero cells (rnam No Cells)

low points dclotezero rells (low points, No lowCells)

high points deletezemr ells (high points 1No highCeils)

Umeasuredd

l measuredd mean( Cells) 0 measuredd Stdev( Cells) StandaT errord d

"No DataCells

phigh MLsured : mean(hgh points)
d

ohigh measuredd Stdev (high points)
d!

ohigh measuredd

Standardhigh error
d length (high points)

Plow measuredd.- mean (PO'points).

olow measuredd : Stdev (low points)

Glow mead
Standardlow errord := (w -

f'

.... ,.

OCLROO01 9377
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I

I

Below are the results

.I

Dates

1.993.103

1.995,103

1.997-103

2.007.103

I ,

[776 1
~0

Point55° 1 .14-101

1767 j

- I

.1

I I

908.83 1
894.238

It measured 951.082

898.25

~aI

93.897
e r 82.101

Measured = 105.715

89.898

13A.411
= 11.742

Standard error 15.102
't r L12.843]

I

I I

,.- .

.969.667

-982.214
high meas"ured= 1.042i103

958.3 I
ohigh measured

109.211

87.424

98.251

112.838 j

23.832

23.365
Standardhigherrr = 21.44

24.623]

Plow measured

859.692

850.25

883.036

855.357]

[32576

23.629
(low measured 38.902.

23.008

[6.389]

S.4466
Standardlow error 7.352

4.348.

*1

0CLR00019378
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I!

::-___..., .i " ;"
Total means rows( 9 measured) Total means = 4

!

last( Dates)

SST :=

i - 0

last( Dat

SST lowo

ast( Da

SST high

last( Dates

SSE E

i-=0

measured mean (9 measured)) 2

es)

(lglow measured - mean (I]ow measured))
2

tes)

(ghigh measured mean measured))

)
(II measured., - yhat (Dates, x ±measured).)

( .. .)

.S

SSElow :
last( Dates )

P(low measured. - yhat (Dates, glow measured 
2

S=O0

last( Dates (

SSEhigh (phigh measured.A-yhat (Dates, phigh measured )2

i=0

iast( Dates)

SSR (yhat(Dates,.Pmeasu.ed),- mean (R measured)) 2

i= 0

last( Dates)

SSRlo := l (Yhat (Dates Plow measure1)i- mean(tlow measured) ) 2

i= 0

last( Dates)

SSR high Z (Yhat (Datesi Pgh measured) - mean (phigh measured) )2

i=0
,." -

OCLROO019379
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I!

.;..-,..
• " ....... 'i

DegreeFree Total -

MSE SSE
DegreeFree s

DegreeFree reg := 1
DegreeFre st: Total m 2 1

SgEhigh
D MSE Eghgh :~~Degre.eFree ss

SSE low
MSE low -

DegreeFree s

0
I

Standard error =MSE Standard lowerror := I Standard higherror := 4 h

. I
MSR SSR

DegreeFree reg

I )

MSRlow SSR low
DegreeFree reg

SST low
MST low

DegreeFree st

SSRhgh

MS~lhigh SST=

DegreeFree reg

: ~SSThg
MST highh:

. u u DegreeFree AtMST := SST

, DegreeFree st

Test thd means with all points

F Test for Corrosion

" aMSR
F actaul_Reg MSE

a := 0.05

F criticalreg qF(1 - cx,DcgreeFreere ,Deg•eeFreess)

F F actaulReg.
F criticalreg

0= 4.446.10-3F ratio._reg .4-C

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

OCLROO019380
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the low points

F Test for Corrosion

MSR low•
F actauLReg.low M= l ' '

MSE low"

FcclIreg qF 1 - a DegreeFree I DegrceFree s,

F actaul Reg.low
traio_reg.ow

F critiralreg
,4 I I -

S ratio regilow = 1.892t10"3

The conclusion can not be made that the low points best fit the regressior model. The figure below
provides a trend of the data and the grandmean

Test the high points

F Test for Corrosion

F• MSR high
F actaulReg.high MSE high

F critical-g: qF (1 - a. DegreeFree , DegreeFree S)

F actauJ Reg.high
F F critical reg

F ratioIeg.jgh = .0.012

"herefore no conclusion can be made as to whether the data best fits the regression model. The figure
ielow provides a trend of the data and the grandmean

.OCLROO019381
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Is-- -)wing will p!ot the results for the overall mean, the mean of thinner points, and the mean of thicker.
)11l l '

i:= 0.. Total ieans - 1

grandmeasured. mean measured) agrand measured Stdev (P measured)

ogrand measured
GrandStandard error

ev (galow measured) .gTotal meant (iilw measre)

IV (Plw measred) lowhgrand measured. :mean(oogrand tpwmeasured':= Stda

ogrand highmeasured Stdev

agrand lowmeasured
GrandStandard lowerrror

T-otal "s

(plbigbnud PhighgrandIeasred :.mean ("h measuredj

ogrand highrneasured
GrandStandard higherror :=

. Total means

e minimum required thickness at this elevation is

' .•.-....

Tmingen SB| := 736 (Ref. 3.25)

1100

1000 -
P Imeasured%

'pgrand mesue

lihiab mesue

PlOw m2easured

plighgrnd measwrd

jilowbgrand maue

Tmin-jai sB

900

+

x x.

800

700

1g
92

( 'i

pgrand measured0

mean (Plow measured

mean (phigh me'asurec

1994 1996 1998 2000 2002 2004 200
Dates

913.1 GrandStandard error 13.029

) = 862.084 GrandStandard lowerror = 7.246

987.998 GrandStandard higherror = 18.59

6
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The F Test Indicates that the regression, model does not hold for any of the data'sets. However for
.conservatism the slopes and 95% confidence curves are generated for all three cases.

M s ."sope (Dates .t measured) Yb.:= intercept (Dates, g'measu.ei)
S( e asured

low slp Daes pl w m aue )intret D ts l w m a u

I

'S

I.
.I, I

m•ghi. ".slope (Dates, ,high meaerei)

at 0.05 k 23

yearpredict= 1985 + f.2

Thickpredict m .Year predict + y b

Thick lowpredict m Iows'Yeapredict + Y I!

Thick higlipredict = highs -Yearpredict + Y

Thick actualmean mean( Dates)

sum : (Datesd - mean( Dates)) 2

d

I..

f L intercept Dates, phigh- measured)

f:=O.A k-I

I

!

I

I

f

!. ii>

OCLROO019383
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I"5

For the entire grid

u-pperf Thick predict, ""

qt" + gat,TotaImeans-2 Standard erro +

2 (d + 1)

(yearpredictf -. Thick actualmean) 2

sum

,lowerr Thick predict,

. +-jqti 1--,Total mean 2 Standard-eor I + ( (yea r prdic - Thick actualmean) 2

+ (d+ 1) sum I
General area Tmin fobr this elevation in the Dryweli

(Ref. 3.25)

., o " .,

Thick p ict

upper

lower

P measumed

Tmmri.gen SB

-0.839

1985 1990 1995 2000 2005 2010 2015 2020 2025 .2030
Y= prdict' predit- Year pmditC• DOtes Ym predi', Y- predict •yr lcdict

... " .

OCLROO019384
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It

For the popits which are thicker

upperf := Thick higbpredict,' '".

+ qt I - ,Total means 2 -Standarddhigher"-or I 1)2 (dea1)
(Year predictl.- Thick actualmean) 2

sum

I .

lowerf. Thick highpredict, 'I (erpeit-Tikatana~

I i ( a tTotal means~ higherriorfThckal_*men

+ t -2 ~Standard ihro +d- .+. .

.1300
°.-- .)

! 1200 F

Thickghlyedict

Phigh measured

lower

upper

Tmin..gen SB

1100 F-

I I

0

00

----

.1 I

1000 I-

900D-

mhighs = -1.914

030

8001-

1980 . 1990 2000 - 2010 2020
yea predicl Dtes year pr"dCt, yeair prefict. Year jrediCl

22

C)i
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I .

For the points which are thinner

upper, :r Thick lowpredictr

+ qt I - -, Total meaits 2) Standard lowerror-i + +
2 ~(d+ 1)

e .i

. I

sum

,I,

lowerf I Thick lowpredictf -,

-~qt' I - -ITotal means - 2) -tandrdlgweuzu
(d+I)

(Year predic 1 - Thick2

sum I -I
I

(I..... *) 1000 F-

9501-

Thick lowpredict

lower

1in~geii SB

900 F

II

0.

LI
0

-N--
N-N

I I I ~=-.

8

m lows = -0.308

8501-

800 1-

750 -

1980 1990 2000 2010 2020
Yc" predict, Dates. year predict, Year predict. Year predict

2030 .

( i
4.. ,,

The. section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minimum observable rate observed in appendix 22.
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Rate mrin observed 6.9

PI 32

Postulated meanthickness :=I' measured 3 - Rate rinobserved"(2 0 2 9 " 2006.)

Sheet No.
24 of 25

Postulated meanthickness = 739.55 which is greater than
Tmin.gen SB 3 = 736

The following addresses the readings at the lowest single point

I last( Dates)

SST point

i=.0
( Point 51- mean(Point 5 )) 2 "

SST poi,'it = 6.904-105

SSEphint

pointS~,0

Last( Dates)'

(point 5 .- Yhat (Dates . point5)i)
2

i.=0

last( Dates)

E . (yhat (Dates Point 5 )i - mean(Point 5)) 2

i= 0

SSEpoint -585105

SSRpoint 3.194-104

MSE , SSE point
point DegreeFree ss

StPite 4SP t
AE po32t

MSE point = 3.292°105

SSRpon
MSR := point

DegreeFree reg

StPiterr = 573.803

MSRpont .3.194-104

SST
MST point

point DegreeFlree st

MSTpoit = 2.301"105

IF Test for Corrosion

F MSRpoint
F actaul Reg -- P

MSE point

" . FactauiLReg

I ratioý_reg F~aIe
critical reg

Fratio~reg = 5.24110-C

Therefore no conclusion can be made as to whether the data best fits the regression.i model. The figure
below provides a trend of the data and the grandmean

(.j
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Local Tmin for this elevation in the Drywell Tminzlocal SBf :=490
(Ref. 3.25)

Curve Fit For Point 5 Projected to Plant End Of Life

mnnV

10 F-

POiit 5

TminJlacl SB
80O

x x

6001-

2000 2010
Dates

2020 2030

year predict.z2 = 2.029103

The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate minobserved -6.9

Postulated thickness :=Point 5  Rate mi_.observed (2029- 2006)
3

Postulated thickness = 6083 which is greater than .Tmrin_local SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 767 year predict,, = 2.029-10 3 Tmin local SB. = 490

_ minpoint- Train lIocal SB•,)
required rate. (-. 2005 a 2 2 )(2005-. 2029)

required rate. = - 1.542 mils per year

OCLROO019388
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I

Appendix 4- Sand Bed Elevation Bay 13A
*1

October 2006 Data

The data shown below was "collected on 10/20/06. I.,
!

• t

.9

.1

page RtADPRN( 'J:\NSOFFICEMD'YweIl Program data\Oct 2006 Data\Sandbed\SBl3A.txt")

Points 4 9  showcells( page, 7,0) '1,
oil

Points 4 0

0.887

0.8p3

0.76

0.845

0.88

0.816

0.801

0.833 0.887 0.908

0.883 0./74 0.826
4, I

0.913 0.798 0,823

0.895 0.875 0.848

0.811 0.861 ,0.869

0.813 0.869 0.924

0.834 0.763 0.838

1.046 0.951

0.897 0.87

0.746. 0.759

0.788 01799

0.798 0.846

.0.824 0.795

0.895 0.885

0.922

0.783

0.768

0.852

0.84

0.87

0.863

! I

I .

(. )
Cells convert (Points 49, 7)

No tapttellt nlength( Cells)

The thinnest point at this location Is at point 15 shown below

minpoint := min(Points 49)
minpoint = 0.746 1*

Cells :=deletezero cels (Cells ,No Dataiels)

Point 5 is much thicker than the mean of the rest of distribution. Therefore the distribution of the grid without
this point will also be investigated.

Cells min5 Cell

Cells 0

4

Cells rin5= deletezero cells (Cells rainS, NO DataCells)

... -..

OCLROO019389
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Mean and Standard Deviation

/
G actual := Stdev( Cells)

I1 actual := mean( Cells) F actual =- 57.43g actual = 845.796

IL actual.snin5 : mean (Cells mins)
actual.min5 := Stdev (Cells .unS)

Standard Error

I. Standard actual
NoDataCells

Standard actual.snin5

No DataCells.min5

Standard error = 8.202

Standard eror.rmin5 = 7.211

Skewness

(. Skewness(NO DataCells) .(lls actu)
(sNOData.lls - ')"(NoDataCells -2.( actal)3 Skewness = 0.745

Skewness rain5:=
( No DataClls.mi5) ,(CIS Min 1, aCtUa].i5)

(N o DataCells,.mn. 5 - 1 ) .(N o DataCells nu.S c 2) -( Skewn s = -0.0,1

Kurtosls

NoDac,.ls.(No oDataCells + I).z(C,+ -, iiaca)KurtDsit - .

(No DataCell •,,) . (N4o DataCefls - 2)- (No DataCells - 3) . y actual)

. 3. "(NOvDat..eUs - I)2 Kurto.sis= 1.696

(NoDataCells - 2)-(NODataCels -3)

!•i

No DataCells.min•" (No DataCells.minr + 1) -I.(Cells min - lI adtual.min5)
*(No DataCells•ih,, - ). (NO DtaCells ,. - 2). (No DataCelsnin5 -. 3) .( actual.min )4

S 3. -(No DaaaseSl,.Smi 3ts -0.748+•(No•.ta+,lis.,.,- 2 )-(No DaaOells.miS- 3) Kurtosis, -.5

OCLRO00019390
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Normal Probability Plot

In a normal plot, each data value is plotted against what its value oould b6 ifit actually came
from a normal distribution. The expected normal values, called normal scores, and can be.
estimated by first calculating the rank scores of the sorted data.

") ~I ,

' I . !!

*1

.0j := 0.. last( Cells) srt :=, sort(Cells)

Then each data point is ranked. The array rank captures these ranks

r~j~l rank~

Isrt=srt.
! J

, 1,

I

I

rank

ri: ows( Cells) +j 1
I

The normal scores are the correspondingpth percentile points from the standard
normal distribution:

x:=I NScore. root[ cnorm(x) - (pj),x]

OCLROO019391
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Upper and Lower Confidence Values

The Upper and Lower confidence values are calculated based on .05 degree 6f confidence 'O"

No DataCells length(Cells)
a - a

(. )

ot =.05 Ta qt I - No DataCells Ta = 2.01

0 actuat
Lower 95%Con I1 actual - Tot Lower95on = .829314

ýNo DataCells

; oactual
Upper 95%Cnca: I' actual + Ta 'Upper.95C.n 862.278

4No DataCefls

These values represent a range on the calculated mean In which there is 95% confidence.

Graphical Representation

Distribution of the "Celles data points are sorted in 1/2 standard deviation increments (bins) within +1- 3 standard
deviations

0i 0
Bins Make bins ( actual, oactual) 0

2.

7.
Distribution hist( Bins, Cells 7

Distribution = 9

The mid points of the Bins are calculated

9

4

k 0.. 11 Midpoi (Bins + Bins•

2 0

0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

nonnal cro Pno-m (Bins . ,pactual,.aactual)

normal curvek pnorm (Binsk + 19 actual' .. actual) - pnorm (Binsk, itcal'C1± actual)

normal curve No DataCells "normal curve

OCLROO019392
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Results For Elevation Sandbed elevation Location Oct. 2006
The following schematic shows: thethe distribution of the samples, the ndrmai cure based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and.
upper 95% confidience values. Below is the Normal Plot for the data.

Data DistributioA; I 1,

10

P actual =' 4.796

CY actual 57.413

'Standard errr = 8.202
- en'o

Disftribution
A-l
nonnal

SkeWness = 0.145

kurtosis = 1.696

I.

Skewness min5 = -0.011

Kurtosis 5 = -0.748

i

r.- . . 650 700 750 800 850 900 950
Midpoints. Midpoints

1000 1050

Lower95%Con = 829.314 , Upper95%Con = 862.278

Normal Probability Plot

I

X
2

-2

-2 x
x

I I I I " i -I
-3"It

700 750 800 850 900 950 1000 1050

.•.. ..; 'j This distribution is not normal when Point 5 (1.046 inch) is included. However when this point is excluded form
the distribution the remaining grid is normal as illustrated by the Kurtosis and skewness values.

OCLROO019393
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Sandbed Location 13A Trend.

/
Data from the 1992, 1994 and 1996 is retrieved.

d 0

For 1992 Datesd := Day ye( 12,8,1992)

page := READPRN( "U:\MSOFFICE\Drywell Program data\Dec. 1§92 Daia\sandbed\Data Only\SB13A.txt")

Points 49 := showcells( page, 7,0)I .

Data

0.885 0.979 ' 0.857 0.886 1.013 1.041

Points 4 9 =

0.814 0.856

0.762 0.903

0.86 0.884

0.869 0.807

0.827 0.813

0.8i5 0.84

0.778

0.813

0.872

0.854

0.878

0.77

.0.829

0.827

0.923

0.892

0.925

0.842

0.898

0:761

0.79

0.805

0.828

0.914

0.871

0.771

0.798

0.858

0.784

0.879

1.069

0.794

0.826

0.876

0.84

0.868

'0.879 ft

( ).
.l= convert (Points 49 , 7) NO DataCells := length( nnn )

The thinnest point is captured Point 18d nnnl8 Point 18 = 761

Cells. := deletezero cells (nnn, No DataCells)

Lmeasured = mean Cells) measured := Stdev( Cells) 0 a measured
Standard := d

-rd ZNo Data Cells

I.

OCLR00019394
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I

d :=d- 1For 1994

.page :=RE-APRN( "UANASOFFICE\Drywell Program data\Sept.1 994 Data\sandbed\Data Onlý\SB13Aioxf')

Dawed ~Dayyear( 9 ,14 ul19 94 ) .

.1
Points 4 9 := showcells( page , 7 ,0 )

I"

,11 .

Data

In4

Points 49 =
I

0.869

0.805

0.745

0.851

0.868

0.822

0.84

0.842

0.826

.0.896

0.873

0.793.

0.798

0.834

Q485(•

0.771

0.803

0.861

0.849

0.866

'0.762

0.845

0.823

0.764

0.853

0.877

0.918

0.793

1,019

.0.858

0.752

0.787

0.799

0.825

0.879

0.987
0.847

0.764

0.793

0.847

0.775.

0.865

0.926

0.79

0.819

0.845.

0.83

0.843

0.862

II

F'"'".,I j nn= convert (Points 49, 7)

The thinnest point is captured

No DataCells length( nn)

Point 18d d nn18

Cells deletezero cells (nun' No DataCells)

P measured = mean( Cells) a 'asured d '-- Stdev( Cells)
Standard error

0measured d

d'~a~ls

OCLROO019395
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For 1996
I g.

page READPRN( "U:\MSOFFICE\Drywell Program dataXSept.1996 Data\sandbed\DataOn(y\SB13'A.txt")

Datesd. Dayyear( 9,16,1996)

Points 49  showcells(page,7,0)

Data

d := d +'1

I ..

Points 49 =

0.873 0.838

0.823 0.83

0.743 "0.897

0.848 0.864

0.893 0.859.

0.828 0.865-

0.927 0.913

0.866

0.756

0.838

0.857

0.851

0.871

0.767

•0.839 1.049 0.999 0.958

0.809 0.867 0.943. 0.794

0.769. 0.774 .0.778 0.809

0.865 0.825 0.793 • 0.861

0.878 0.794 0.843 0.821

0.951 0.828- 0.771 0.838

0.86 0.885 0.917 0.875

nnn :convert(Points 4 9 7)

The thinnest point is captured

I '

NoDataCells length(nnn)

Point 18d := nnn,8

Cells := deletezero cells (mi , No DataCells)

.p1measuredd . mean(.Cels) a measured := Stdcv( Cells)
d d

Standard dmeasured•No DataCenls

OCLROO019396
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For 2006- d :d +

page = EADP1RN( 'U:\MSOFFICE\Drywell Program data\Oct 2006 Data\Sandbed\SBl3A.tKVt")

ates Day (10,16,2006) I.."

.. !

Points4 9  =showcells( (page 7,0) 0.,

.,|

Data

U0887 0.833 0.&87 0.908 1.046 0.951 0.922

0.823 0.883 0.774. 0.826 0.897 0.87 0.793

0.76 0.913 0.798 0.823 0.746 0.759 0.768

Points 49 = 0.845 0.895 0.875 0.848 0.788 ,0.799 0.852

0.88 0.811 0.861 0.869 0.798. 0.846 0.84 .

0.816 0.813 0.869 0.924 0.824 0.785 0.87

0.801 0.834 0.763 0.838 0.895 0.885 0.863,
• /.--'

n... converto mto49 ,II
No DaaCel := lent( nnnI

The thinnest point Is captured

Point 1 mi

Cells deletezero Cells (nn-. No DataCells)

o measuredd
pmeasured mean(C8els) a measured Stdev( Cells) Standard edd . ° ls

OCLROO01.9397
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Below are matrices which contain the date when the data was collected, MeanStandard Deviation, Standard
Ejor for each date. '

i1

1 .993*103

Dates 19~0

1.997- 103

-2.O07olO~

[857.6121
~ mc.~ued~ 837.0411

* .845.796]

761
" 7752Point 18 7

746]

I

[9.554
7.763

Standard error 31ero 8.831

1 8.202

Total means =4

66..876 "

omeasured = 61.819

[ 57.413 JI

Total means := rws (9 measured)

last( Dates)

SST:= .

last( Dates)
SSE:= .

i= 0

last( Dates)

SSR , E

i= 0

A measured. - mean(i measured))

(p measured- yhat(Dates, masure.d)i)

(yhat (Dates, 1 me•sured)i - mean (i meas

SST = 242.403

2
SSE = 229.789

ue)) 2 SSR =12.614

DegreeFre st Total means -

MST SST
DegreeFree A

DegreeFree ss Total means- 2

MSE SSE.
DegreeFree ss

DegreeFreereg := I

[SR SSR
DegreeFree reg

.tfrand err:n.FS
StGrand err = 10.719

F Test for Corrosion

a := 0.05
F ac MSR

actauLReg MSE

OCLROO019398
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. I

F actaulReg
ratio r.g F

*critical-reg

F rafii r = 5.93.10

.,I
I *

Therefore no conclusion can be made as to whether the data best fitdthe regression model. The figure
below provides a trend of the data and the grandmean : , ,

I

i :0.. Totatmeans 7 1

Ogrand measured Stdev

pgra.n .d mCasre i : mean 'P measured)

Gdaagrand measured
GrandStandard erroro " Tota

•Ttlmean.s

I

i

.( *1

The minimum required thickness at this elevation is Tmin gen SB. 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time*

850

m1ueasured
XX X
pgan8Zd tmmeued

Tmui'-_e SB 800

X

x

750 -

1995 2000
Daies

2005 2010

( .)

ligrand measured = 848378
0

GrandStandard error =494

OCLROO019399
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To conservatively address the location, the apparent corrosion rate is calculated and compared to the

minimurn required wall thickness at this elevation

a =slope (Dates, 9imeasured) M -- 03 lnte~rceh (Dates g ea urd .Yb=1.509-10O

1 he 95% Confidence curves are calculated

at :=0.05 k.:= 2029 - 1985

II•

f := 0..k- 1

I
:=pedc 1985 +j f-2 Th~ick predict m s'yepredict +ý ~b

Thick actualmean := mean( Dates) e e

I' ) upper,: Thick predict,

,.(i rt --

+ qt - -- ,Total means
I2

2) .-StGrand err
year predictf- Thick actualmean) 2

1+
(d +. ). sum

lowerf := Thick predict . .
I-

If atI as -trn (year T , Thick ctuabnean) 2

]SMa

OCLROO019400
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I

. I
.I

Location Curve Fit Projected to Plant End.Of Life
I,

!

II

Ilickprdc

Upper

lower

P' measured

Tmin-zen S9

Irs = -03Al

I

I

I.. )

1980 1990 2W00 2010 2020
year predict -year predict •yar pmdieI, Dates. yea predict

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a
Sminimum observable rate observed In appendix 22.

Ratemin observed 6.9

Postulated meanthickness -I measured3 - a in observed 2020 - 2006)

Postulated mneanthickness = 749.196 which is greater than
Tmin gen SBi 736

OCLROO01.9401



Appendix 4
I

C-1302-187-E310-041 Rev. No. 0 Shieet No.
14 of 16

!

The following addresses the readings at the lowest single point

The F-Ratio is calculated for the point as follows

last( Dates

SSTpoint

i= 0

(Point 18.- mnean(Point 18 ))) 2

(Point 1 8 - yat (Dates.1ýoint 1 8)i)2

I

SSE point

last( Dates

1=0

SST point 444.75

SSEpoilt =317.009

lastDates)

SSR point

i= 0
(y hat (Date s,Point 18)~ - eaii(Point is)) 2 SSR =127.741

,, ).--.
MSE pon SSE point

DiEt poe t
MS oit: DegrreFree ss

SSRMSRR point
MSRpoint 

p-

DegreeFree reg
SSTpon

MST point point
DegreeFree st

.. .

MSE point = 158.505

StPoint err := MSEo

MSR point = 127.741 •MST point 148.25

Siointlert = 12.59

F Test for Corrosion

MSRpoint
F actaulReg :=

MSE point

F F actauLRegFratio reg F-
F critical-reg

F ratio reg 0.044

) '

OCLROO019402
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Therefore no conclusion can be made as to whether the data best fits the regression model..The figure
belo7 provides a trend of the data and the grandmean ,

Mr'point := slope (Dates Point,8) mpo8i - -. 053 m ty intec,(DatePoini) 'ypoint 2.861910

'The 95% Confidence curves are calculated

Point curve := m pointnta: Yi-

Point actualmean := mean( Dates) sum : (Datesd - mean( Dates ) 2

! i

tppoiltf - Point curvet

i

. I

I+ qt ( --- ,Total means - 2).StPoint err"J -+ 12 -(+]

(Year p 'it -Point actualmean)

sum

lopointf Point curvef .

[qt(I - -i,Total means 2 StPoin~t er
(year p jeict - Poin t actualrnean

2]

sum

Local Tmin for this elevation In the Drywell Tminlocal SBf :: 490
(Ref. 3.25)

Curve Fit For Point 18 Projected to Plant End Of Life

900

goo

Tmk_0- locl

700

x
xx 

x

! I "

pint =-1.053

600

500

2000 2010

lopoint22 = 613.676

2020

yearpredict2

2030

= 2.029i.03

OCLROO019403
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate minobserved 6.9

Postulated thickness Point 183- Rate. min-observed.( 2029- 2006)

Postulated thickness = 587.3 which is greater than Tminjocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 0.746 year =2.02910~ Tminjlocal SB• = 490

•-.(.,..- (- 000.minpoint - Tminlocal SB)

required rate. required rate. -10.667 mils per year
(2005- 2029)

(. ).

OCLROO019404
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pendix 5- Sandbed 13D
t(.' 2006 Data

data shown below wias collected on 1011812006

page ":=•READPRN("'U:MSOFFICE\DiYwelI Program data\OCT 2006 Data\Sandbd\SB13C-D.txt" ,.'

Points.49  showcells( page, 7,0)

I , p

1.114 1.117 1.132 1.083 1.068 .1.106 1.119P

0.95 1.041 0.999 1.061 1.007 1.117 .1.1

0.986 0.95 0.837 0.833 0.949 1.088 1.085

Points 49 = 1.005 0.917 0.878 0.851 J.O91,1 0.958 10.997.
S'.96 0.907 0.874 0.874 0.915 0.916 0.905

0.944 0.947 0.897 0.887 0.92 0.865 0.892

0.996 0.939 0.929 0.958 b0944 0.832 0.821

Cells ronveit(Points 4 9 7) NoDataCels length( clls):

.- ".thinnest point at this location is point 49 shown below
k ).

minpoint min (Points 49) minpoint 0.821

Cells deletezero c(cells DataCells)

No DataCelis length( Cells )

OCLROO019405
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Mean and Standard Deviation

IL actual := mean( Cells) it actual = 968.184 a actual := Stdev( Cells) a actual = 90.136

Standard Error

aactual
S t d n d a r d e r r o r " -' -

No DataCells

Skewness

Standard error'= 12.877

I

(~NoData~ells) .2(Cells - It uL)
Skewness

(NoDaCelj- i)'(No DaaCells - 2)'( actul)3 Skewness = 0.342

Kurtosis

Kurtosis
No DataCells -(No0 DataCells + 1) '2(Cells - 'cui 4 __

(No DataCells .- I)(NONDataCes - 2)(NoDaCells - 3)(Gactual) 4 Kurtosis = -0.964

3. (No DataCell - 1)I
+

(No DataCells - 2) '(NODataCells 3)

.Normal Probability Plot

j := 0 last( Cells) srt := sort( Cells)

j + / -- '-'--sf \ ) .r
"r : j+ 1 ran'- X r:=swt-).r

'srt srtj

rank.

j rows( Cells) + T1

x : N-Score. r L** x (P.,]

SI.

OCLROO019406
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3ej.d Lower Confidence Values

9 Upper and Lower confidence values are calculated based on .05 degree of confidence "a"

a .05 T :=.qt 1 - ,48 Ta =,2.011
," " ' I * I " !

(Yactual
LOwer 95%Con =actual To* Lower95%(JCon= 942.294

-No DaCells,

Upper 95%Con Ii actual + Ta a 'Upper9 5 %Con = 994.074 a
)n 'Upperat__ .5 n 99.7

se values represent a range on the calculated mean In which there is 95% confidence.

phlical Representation

ribution of the "Cells" data points are sorted In 112 standard deviation increments (bins) within +1-3 standard
ations

0.
Bins Make bins ( tactual actual)

2
7

Distribution hist( Bins, Cells) 9

Distri'bution =

mid points of the Bins are calculated 7

6

k 0.. 11 Midpoi" (nk 1 6

k 2 0

0

renal cuorve0: pnorm (Bins,11 actual,f actual)

,, Cw.vek . ,o,,(B+, ctuaa actual) - Mkorm(Bi,,, ,,, actual , actual)

S.'curve NO DataCells "n curve

OCLROO19407
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Results For 13D
The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and stgndard deviation, the kurtosis, the skewness, the number of data points, ind the the Iowerand.

upper 95% confidence values.

Data Distribution

10

Disifibution
.1 Ii
norm-]di'

* actuai= 968.184

0 actual 90.136.

Standard e = 12.877

Skewness F 0.342

Kurtosis = -0.964

.j. -..

\,.......':

700 80o 900 10
Midpoints

Lower 95%con = 942.294

00 1100 1200 1300
;, Midpoints

Upper 95%Con = 994.074

Normal Probability Plot

3.

2

g I . I

x XX

xxe X

r

N -Sco~u
xx x

0

-1 1-

-2 X

X

)xc

-3
800 850 - 900 950 1000 1050 1100 1150

There is a slightly thinner area of 16 points near the center of this location. Past calculations (ref. 3.22) have split

this area out as a separate groups and performed analysis on both groups. In order to be consistent with past

calculations this datawill be split in two groups and analyzed. The entire data set will also be evaluated.

OCLROO019408
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The two groups are named as follows: Stoptol

lowpoints "=.LOWROWS (Cells, No DatCe. Botsta)

NolowCels length (lowpoints) NOlow.Cells 21

:= 16 •Botstar := 28 1

highpoints TOPROWS(.Cells, 49 .Sopt)
, IS I

'I

.1

high points

high points

high poin

high points

high points

high points

lOw points

low points

low points

low.points

low points

low ts

Add (Cells, No DaaCells ,19, length (high points), high points)

Add (Cells ,No DataCells-'20, lefigth (high points)' high points)

Add (Cells. No DataCells , 21, length (hIhpoit) p

Add (Cells NoDataCe.lls. 28, length (high points) 9high points)

Add (Cels, No DataCells 17, length (high points) ,lhw points)

Add (Cells No Datalls' 8, lngth (highlow h points)

Add (Cells, No DataCells 17, length (low points) low points)

:=Add ( Cells, .No DataCgs .18, lengt.h (low points )"', low points)

Add (Cells. No DataC~lis , 24 , length (ow points) ,low points)

Add (Cells, No DataCells , 25, length (low points) low points)

Add (Cells No DataCells , 26, length (low points) low points)

!

II

,I,

length-(high poits) .=. 22

length (low points) = 27

( )
%..•...-°

OCLROO019409
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* I

f and Standard Deviation
/

plow actual mean(!ow points)

tdhigh actual mean(high points)

Standard Error

low actual
Standardlow error

,length (low points)

glow actual :Stdev (low poins)

chigh actual Stdev (high points)

ohigh actual

Standardhigh error

le , . 1ngth (high pons

Skewness

Nolow DataCells le-iig (low point,)

"" low (Nolow DataCells) .'(lWpoints- Plow actual)3

(oowDataCells 1). (o1o0w DataCells -2). (glow a.u)

Noigh DataCls := length (high pins)

Skewnes high (Noigh DataCells) (high points high actual)

S(Nohigh 1 (Nohigh DataCells -2) -Qlhigh actual) 3
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**1

I .

Kurtosis

Nolow DataCells (Nolow DataCells "+ 1) .1(10w points- glow actual)r 4

Kurtosis low 4=
(Nolow DataClls - i)(Nolow DatCells 2).- (Nolow DataCells 3)(alow ý6jai)

3.(Nolow'btCei - )2I ' "

(Nolow DataCells - 2) (Nolow PatCels - 3)

Kurtosis lt(agCh t 1actual----

(NobighDataCells - I).(NohighDataCells - 2).(NohighDataCells- 3).(ohighactual) 4

S 13. (No gh DataCells - I). I

(No'g-- DataCells -2) (Nohigh DataCells - 3)•

.9

.9

I

Normal Probability Plot - Low points

1 0.. last (low pons 5rt low' sort(lowpons

" := I + I
raklw 7( srt low = srt low I.L)

rank 1  IXsrt oww st
X'srt low sit iow1 ,

rank low

P low:=I rows (low points) "+- I

X NScore ow root[cnonm(x)>' (P low1) .X]

Normal Probability Plot - High points

h := 0.. last(high points) srt high sort (high points)

khh .-+ I 1(srt high srt high) -H

rank high.

lsrt high srt highN

rank highh

P high rows (high point) -I-

i )
• ,. .. '

X: I NScore high root[, cnorm( x) ( X
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.Upper and Lower Confidence Values.

a .05 Ta=qtL l- ,48 Ta =2.011

Ilhigh actual
Lowerhigh 95%Con phigh actual- Ta.

4NohigbyDatCe.s

ohigh actual
Upperhigh.95%Con := Phighactual + Ta.

- Nohigh DataCells.

* Olow actual
Lowerlow 95%con plow actual - Ta-

FNolow DataCells

Clow actual

Upperlow 95%Con :- plow actual - Tolo
4Nolow DataCells

Graphical Representation of Low Points

0

Bins low := Make bins (plow actual, olow actual) 0

3

2
Distnbutin low :=hist(Bins low,lw points)4

Distr'bution low

The mid points of the Bins are calculated 6

5

2
S(Bins lowk Bins low +I) 2• ~Midpoints lOWk.

k 0..11 2 0

0

norinallow cre :=.pno(m Bi•s low ,plow actual Glow actual)

nrmiallow curve, :pnorm(Bins 0.wk +plow actual', l actual) - pnorn (Bins lowk Plow actualoGlow actual)

normallow curve Nolow DataCells .noriallow curve
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Graphical Representation of High Points

Sheet No.9 of 31 A

f
.9

Bins high Make bin (lahigh actual, "hig0 actual)

Distrnbution high hist (Bins high Ihighpoints)

I' i II

Disifibutidn high =

00

3

15

* e
' I

-i

I

I Bins highk+ Bb 0~g~
k 0.. 11 Midpointshighk 2"

nmalhigh'curve pnorm (Bins high ,Aih&h actual' Chigh actual)"

normaihigh c pnonm B(ins highl ,phigh actual' ohigh actual) pnorm (Bins highk, phigh actual, oyhigh actua)

normalhigh curve Nohigh DataCells 'normalhigh curve

I

I
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Results For Sandbed Location 13D Thinner point

Sheet No.
10 of 31

I ý

I

Distribigion low

t~.11WI uv

Plow actal 904.037

Clow actual 46.499

Kurtosis low-= -0.672

Skewness loW.= -0.051

Standardlow Crra = 8.949

NoloWD ataCells = 27
() 750 800 .850 900 950.

Midpoints low- Midpoints low
1000. 1050

Lowerlow 95%Con = 886.045 Upperlow 95%Con = 922.029

2

N"cOlowe

x xx
0

I I
x

x
x

x
x

x-

x

x. xx~~*

X I

-it-

-2
800 850 900

srt lowi
950 1000

( .

The above plots indicates that the thinner area is more normally distributed than the entire population.
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I

I .

Results For Sandbed Location 13D Thicker Points
'|

Dislntbnda bigh

1bigh cuv

*, g

ohigh act! 64.111

S l|I *,

Skewness high = -0306

Kurtosis high -1 A67

Standardhigh error = 13.668

NohighDataCells = 22

*2

'I

.2

I "

I

..-..-. •,

( )
850 90. 950 1000 1050

MidpoinLt 9ibo Midpo4

Lower 95%/Con =-942.J94

200 1150 1200 1250
Upe 9hig.

Upper 950KCon 994.074
I

2 I I I I

Ii-

NLScore liig

-XX X
0

XX

X

X
~X

X

X

X Xx

X
X

X

Xx

xX

Ix

-1

-2
900 950 1000 I0o50 100

Si't hlghN

The above plots indicates that the thicker areas are some
what normally distributed.

1150

(.
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Sandbed 13D

Data from'. 1992 to 2006 is retrieved. d :20

For Dec 311992

page:= READPRN( 9:•IMSOFFICDryweIl Program data\Dec..1992 Data\sandbedWATA ONLYýSB13C-D.&tx)

Points 4 9  showcells( page, 7,0) Dates0 ay ya( 12,31,1992)

-Data

1.064 1.117 1.134 1.103 1.105 1.106 1.117

0.949 1.081 1 1.054 1.151 1.118 1.121

0.984 0.948 0.868 0.834. 0.979 1.048 1.067

Points4 9 = 0.963 0.98 0.893 0.855 0.913 0.981 1.012

0.957 0.958 0.869 0.879 0.917 0.913 ,10.911

0.963 0.948 0.895 0.88 0.915 0.862 0.905

1.016 0.918 0:927 0.92 0.918 0.825 0.824

nnn := convert (Points 4 9 , 7) NoCells= length(nnn)

Point 4 9 d := nnn4  Point 4 9 = 824

The two groups are named as follows: Botstar 28 Stoptop 16

low po := LOWROWS (In .No DataCells 'Btstar) high points TOPRoWS(nnn No DataCells, StoPtop)

high points Add (rim, No DataCells' 19 , length (highp 0poits) .high pons

highpoints :Add (ann ,No DataCells ,20, length (high points) high points)

hghpoints = Add (nnn, No DataCells, 2 1
. length (high points) , high points)

high points Add (nnn ,No DataCells ,22, length (hMgh points) ,high points)

high Poi .ýt Add (ann.- No DataC1s; .27, length (high points), ,high pit

high points Add (nnn ,No DataCells' 2 8 , len.gh (high points), high points

low points Add (nnn ,NoDataCCIIs ,17, length (low points) ,low points)

OCLROO019416
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130 f31

I

low points Add( nnn -No DataCells 18,2 ength (low points) low points)

low ints Add . lDataCells'2 ' ength(lwpoints),lowpoints)"

Ilow points Add(mm.No DaCells,' 2 4 ,lenh (lot),wW o)

low points :Add (rmn, No DataCeIls' 25 , length (low points) low points) f

low points Add (elN ~ Dt (low ýoints) low point)
SI -I

I . ..I
a -. I.

Cells deletezero ells (rm ;No Cells)

* high 0 j pont deee ash ons egh(ihpit)

low points deletezero cells (low* 'points le"A (low points))

I.

.
I.,

!• !

I,1

.1

I.

I I

I

I'measured -= mean(Cells.) 0 measured Stdev( Cells)
d d

phigh measured d mean(high points)

ohigh measuredd := Stdcv (high points)

Ohigh measured d
Standa .rdhigh errord ohig meard

4egh(high points)

measmrdd
Standard ernord :=

TNo DataCells

IPlow measuredd - mean (low points)

(Flow measuredd Stdev (low points)

Glow measured
Standardlow errrd

l1ength (low points)

f :)
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t.t

d d + I

For 1994

page READPRN( JU:\MSOFFICE\D•ywel Program data\Sept.1994 Data\sandbed\DATA ONLY\SBI-3C-D.txt")

Points 49 := showcells( page. 7, 0) Datesd := Day year( 9,269 1994)

I

ibjls 4 9

1.1

0.944

0.977

0.943

0.951

0.938

0.956

1.114

'1.075

0.941

0.973

0.911

0.942

0.911

Data

1.11

0.995

0.834

0.879

0.871

0.894

0.922

1.078

.1.015

0.827

0.847

0.873

0.875

0.924

1.062

1.603

0.992

0.915

0.923

0.915

0.918

1.103

1.112

1.033

0.974

0.903

0.859

0.825

1.113

1.125

,1.028
0.986.

10.889

0.877

"0.811

n ra:= convert(Points 49 7)

Point 4 9d rnnn48

The twdgroups are named as follows:

No DatClsC1:= length( aim)

No Cells := length( nnn)

Botstar := 28 Stoptop := 16

low LOWROWS(nn ,NOData~els. Botstar) high points* TOPROWS (nnn ,No DataCells' Stoptop)

high points A= Add (rnn ,No DataCells ,19, length (high points) ,high points)

h highpoints-:= Add(mn NODataCells .20,length (highponts) ,highpoints)

high point Add (nnn, No DataCells' 21, length (high points) high points)

high points Add (nnn, No DataCells, 22, length (high points)' high points)

high points Add (nMn No DataCells, 27, length (high points), high points)

( high points •=Add (nnn, No Data~ells ,28, length (high points), high point')
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lo poits Add (nnn No DataCells'- 17, length (low point) ,lowpons

low pont =Add (fnnn, No Daaels 18, length (low point) I'owpint)

low pit. Add (nn, ,No DataCells ,23, length (low poits low points)

lowAdd (nNo DataCclls.. 24.lengt (low low

low points Add (nnn• No DataCells 25 len (low •o ,0 lqw points)
w p I .

low oit:=Add (nilm,No DataCe~s,263, length (low poit)lo points)

..... .....
15 of 31

!
.

f

I .

* I
* I

III

I
I

Cells deletezero cels (nnn, No Cells)

highpit deletezemo cells (high pocints, lengt (high points))

. lowpots deletezero cells (low point, length (low'oits))

.. . ( • .m e a s u r e d d

P. measured mean( Cells) a measured Stdev( Cells) Standard d moasaredl
dd erro

.I

phigh measuredd := mean (high points)

ohighmeasuredd: Stdev (high points).

ahigh measured,

Sta-dardhigh errr d

length (high points)

plow measuredd mean (low points)

glow measud Stdv (low points)

,- gldowd measuredd
Standalow erd -length (low points)

( )
•. .,-

... •.
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1996 d:=d -d

page READPRN( "U:%MSOFFICETDywell Program data\Sept.1996 Data\sandbedDATA ONLYWSB13t-D.txt")

Sheet No.
16of 31

For

Points 4 9 := showcefls ( page, 7 ,0)
Datesd Day (92,96

Data

P~oints 4 9 =

1.095

1.035

0.975

1.015

0.936

0.965

0.931

* 1.1.18

1.069

1.02:5

0.987

0.94

0.94

0.939

1.128

0,996

0.896

0.966

0.875

0.988

0.936

1.098

1.057

0.848

1.032

0.926

, 0.937

.0.97.

1.08

1.008

0.992

0.942

0.961

0.912

0.941

1.115

i.131

1.086

0.968

0.959

0.868

0.837

1.125

1105

1.054

1.03

1.005

Q.932

0.822
1

!

I

nn : convert (Points 49.7) No DataCells := length( una)

Point 4 9 *= nnn4,
S . d

(. ) The two groups are named as follows:

The twogroups are named as follows:

StopCELL := 21 No Cells := length(nrm)

Botstar := 28 Stoptop := 16

low poitns LOWROWS (rm , No DataCells , BOtstar) high points. := TOPROWS (ýmI No DataCe.s, StoPtOP)

high Point Add,(nnn "o DataCells, 19 , length (high Point,) ,highpoint).

high .points Add (ami No DataCells 2 0 , length (high points) ,high points)

high. pint Add (mn *No Dataells 2,legth (high points) highpoints)

*high points :Add nmmN ~ us 22, length (high pons higbponts).

high Oit Add (n;No DataCeb1s'2, lent (high points) big points)

high points' Add (nnn ,NO DataCells .28,. length (high pons high points)
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!

I .

- low Pons Add ramNo Datans. 17, length (low lo

low points":= Add (nnn, No DataCels, 18, length (low points) ow points)w

9'• , it

low jo Add (nnn *No Datsý,JJs ,23, length (low pi),o

a -|

low points Add (inm,No DataCells' 24 ' length (low points)'low points)

low ts Add (nnn, No DataCells 25,length (low ,low
pow i points Adnf

li NoataCels, ength (low points low*points)

Cells deletezero cells (nnn, No Cells)

high points deletezero cells (high points length (hiow points))

low ntsrdd ealtn( cells (low points' lengt (= pt ,))

IL measured d Enean( Cells) a mneaured Stdev( C'els) Standard e

I"

.9

Ii,

7'

.0

I I

I

0 measuredd
• +d

lihigh mesuredd mean (highpoint '

ohigh measuredd Stdev (high points)

Standardhigh errord d

d . length (high points)

•]"o DataCells

JIlow measure~dd mean (low points)
olow Stv(low ",)

moeaw mes

Standardlow erodd

4iength ( low -pit
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For200S d d + I
/ .

page READPRN( "U:\MSOFFlCE\Drywell Program data\OCT 2006 Data\Sandbed\SB13C-D.txt")

Points 4 9  showcells( page 7,0) Date Day year( 9,23,2006

Data

I.

... ,. ,-..,

". ,.,.."

1.114 1.117 1.132 1.083 1.068 1.106 11.119

0.95 1.041 0.999 1.061 1.007 1117 1.1
0 0.986 0.95 0.837 0.833 0.949 1.088 1.085

Points 1.005 0.977 0.878 0.851 0.911 0.958 0.997

0.96. 0.907 0.874 0.874 0.915 0.916 .0.905

I 0.944 0.947 0.897 0.887 0.92 0.865 0.892

0.996 0.939 0.929 0.958 0.944 0.832 0.821

ann convert (Points 49, 7) No DatCrells length(n•:n)

Point 49 d nnM4.

The two groups are named as follows: Botstar 28 Stoptop 16

low poiqts: LOWROWS (nnn No DataCells' Boistar) highpoint's TOPROWS (ann. NODataCelHs,Stoptop)

high points Add (nm No Dat.aCells 19, .ength (high points) , high point )

high points Add (nn ,No DataCns' 20, length (high points) ,high points)

high points Add (nnn ,No DataCells,21, length (high poit .high pin•)

Spoint Ad (dnn ,No ,a l.2., t(highpoints) ,high poin)

high ýoints " Add OriNo DataCells 28, length (high points) ,highpoints)

low Point, :=Add (n•,n pNOData•(ls, 17. ength (low points), low points)N.

lowpoints w Add (nn,NoDataCells, 18,lcngth (lowpoints),lowpoints pons I Po ints
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I .'

low points Add (nxm No DataCells' 23, length. low points)w

I .

low points .Add (nnn ,o DataCells 24, length (low points) .low points) ,
I 4 4

lowo *A low
pornts (nnnNoDataCells, 26,length(lw points)o points)

• . . .9

Cells deletezero cells -n N Cells

high poinits deletezero cells'(high points' length'(high points) .

low points deletezero (low points ,length (low points))

measuredd
l.....'s dd ean- C. ells) a • , =Std,-v CCells) Standrd eard

d d No DataCells

phigh measured d mean (high points) " .Ow measurd d mean(low points) )

Yhigh measured Stdev (high pomn) oo
p WlOW measured Stdev points)

ahigh measured "ow
ridow measuredd

Standardhigh rd Standardlow erro
4lengt (high points) r d legh(o in)

4let (lo
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3elow arethe results
I .

Dates =

1.993-10

1.995*10 3

1.997&10~

2.007-1

[ 824•
_.811|

Point 49 82281

821 -ip

I

13.307

12.681
Standard error = 11.589

12.877 I
measured =

972.755 ,1
958.898

989.714

968.184 J 93.149

88.766
Imeasured . 81.122

90.136.

~.. )
I.

. I

1.055-10

1.037*13

1.059- .0
3

1.047010

~h~igh~ meaufe

66.239 1
63.573

52.578

64.111

14.122.]

13.554 I
Standardhighe or 1"21

15.99

906.037

894.926
• . ' 933

904.037.

[46.'682 1 8.9841
olow measured I 4262 Standardlow 8.3

142.6241 8.203iI 49.767 
error 9.578 |

46.499 8.949]

..• -.f i
. .fl
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I

I .

Total means := rows(I measured) Total = 4means .

last( Dates)

SST := Z (it

i= 0

last( Dates)

SST low

i= 0

measuredi- megn (1 measured) )2 i !!

.1

Sf"

(-low measurmean(POWMUrd)) 2
,II

I
13 9 I

,.-- )

last( Dates

SSThigh E Z
i.=.o

last(Dates)

SSE

i= 0.

last( Dat

SSE low E

i=0

last( Da

SSE high

last( Dates)

SSR

i= 0

last( Dat

SSRIow:

last( Di

SSR high
1=

' I

(jIhigh measuredi mean (phigh measured)

(A easredI yat(Dates I measured)i)2/(• measured1 - yha

(plow measured.- yhat(Dat~s. plow measured)i) 2

ltes).

0

(yhat (Dates, P measured)- mean(P measured) )2

ites)
(yhat (Dates, high measrcd) - mean (phigh measured) )2

0

I
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tt

DegreeFree ss Total means "

MSE SSE
DegreeFree s

Standard error : MSE

I

SSR
MSR S=

DegreeFreb reg

MST 
S-

DegreeFree st

DegreeFree reg I

MSEilo SSE low
DegreeFree ss

standard lowerror MSE low

SSR low
MSRiow : DegreeFree reg

SST low
MST low e-

Ow DegreeFree st

DegreeFree st Total means -

MSE hii SEIigh : DegreeFree ss

Standard higherrOr hig

SSRhigh
MSR higih D=D eg reelFre e. rg

SST'high.
MST high ' DegreeFree st

( 1.-.... . Test the means with all points

F Test for Corrosion

MSR
F actaul Reg :=

a := 0.05

F crtiil-reg .:= qF ( I - o, DegreeFree reg DqgreeFrre SO

F actaulReg

FI F citicaLreg

F 5.244"10-4

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

Test the low points

F Test for Corrosion

MSRlow
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- "t•uiu~i~g'iuw MSElo
MElow

'I!

F criticalmrag = qF (1 - at, DegreeFree reg , DegreeFree SO

II
F ruiore~iow F actaul-Reg.Iow II

1Fcýticatreg a.

F .90-1-4
Fratioreg low 1.907.1• -

Therefore no conclusion can'be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

• I• I I I I"

Test the'high points ,

F Test for Corrosion

MSRhigh
F actaulReg.high - M•SE high

"F CIiticaLrg= qF(1 - t. DegreeFree rg. DegrtcFree s)

F r' F actautReg.high
F raoeg.high. Fg

.FcriticaLrtog

Fratio-reg.high = 1"588"10-

.Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

-I }
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'* I

The following will plot the results for the overall mean, the mean of thinrier points, and the'mean of thicker
points / -• =02Total aas- 1

ligrand measured,.: mea .n (IL measure .d) . crran meaure :=Stdev (JPreasured)

ogrand measured.
GrandStandard error

- . " T o t al m ean ~s

o grand, wreasured := Stdev (plow measured) dlowbgrand measured. mean tow measured)(o

I.

• • agra nd Iow mpc a.,r edGrandStandard loWerror s.

.4Total;eans

ogrand higbhmeasuired != Stdev(mhigheasured)
PIhghgrand measured. := mean (P.igh measured)

GrandStandard .agrand highmeasured
highe•ror

. Total means

100 1-

)4x
xxx ju~c

pihib

AO wsurcnrd
0 El E

* phighmnd mmu

-kh- enaed

1050 I-

1000
x

x

13 13

950 -

9D.0 - -"

1992 1994 1996. 1998 2000
Dates

2002 2004 2006

.. • ..

"•,..•...

pgrand measure, d0 972.388

meac(ulow ,. 909.5

mean (phigh measure) 1.05910,

GrandStandard error = 6A55

GrandStandard iowerror.= 8.198

GrandStandard higherror =4.793
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S 9

.. o •.°

:d ast Indicates that the regression model does not hold for any of the data sets. However. the sl pes
'•o% Confidence curves are generated for all three cases.

25 of 31

MIS -. slope(Dates, 11 easuedi

low slope (Dtes., 16ýw

M ih Slope (Dates I~gb me~ise).

Y b.:= tCrPt (Datqs . p egiured)

Yo~ interceP t, i

yhigWOO,= intecvept (Dates, phghmeaure)

I .
SI

.3

.1

I,..
I

I ! !

ct := 0.05. k := 23 f -0-k - I

yearpreict := 1985 +t f-2

nhick prdict msY~prdc. Yb

Thick iowpredict :=m 1 0 losyepredict + Y lowb *

Thc highpredigt ~ingh, -yeapredict +..y bighb

Thick'~.. 1  m=rean( Dates)

*sm 3(D* te ean (Datcs5))2

I

i

I
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0.

FiL -_e entire grid

upperf Thick preditt"

I .
q,

+qt -- ý-, Total mea 2 -Standard er" 1' I +
2 (d + I)

(Yapredict,-Tb~ actuidmea)

sum.

,|

3werf.: Thickpredictf

( Pedic~t f actualmean)
+ ~qt( I - 2,Total en' 2).Standard .error*j 1 '+. (d+__ 1)-+%sum

I

4 I

I I I
I .- I

minimum required thickness at this elevation Is Tminijen SB, := 736 (Ref. 3.25)

I

..-.(
",.

*1 1100

1000
'Thick predict

u3pper

Iowa

IL imaurned

Tmjing SB

I. I I

*0

V
0

I I *3 3

!

goo4-

-0O.146

800

i

1980 1990 2000 2010 2020
year pect..Y e d-ar predict. Dates. yea predict

2030"
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.6. .tpoynts which are thicker

upper, := Thick highpredict.

Totl -2~~Stadar I(year predlictf -Thick actuahmean)
+ It(1 - - ,Total means 2 -S t n r- - --1.2 das - 1 ) sum

lowerf Thick highpredictf ""

+ ,t - )1 Yearpredictf - Thickactualmean)2
q t 1 -Total -2 -Standard highero -

-[ t( 1 12 m eans ("1 4 d +. 1) 4

(I )
*1

1100
I

lThick kigpreici

Ph'& mma•'d

upper

Tuhiu..•g SB

10001-

• II I . I

n 1

13

Mhighs = -0.188

9001-

8001-

1980.1 .19.90 2000 2010 2020 2030
y.ar predid, Dates- year pdi, year predi year prict
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I .

For the points which are thinner

uppcrr Thick Iow redict.

11

I.
(YcrI~~dit~-Thickapamn)

+ 'qt(I - J,Total me-am l)Sad~iowerror +d sum
I. ( ( +1

'I

I.

-I

. f
ala ~e

!owerf Thick IOWprefitf -t

qt Q- Tota IM - 2).StandarA lpIpwcnur
*j~~ **~' m12

I (year Pdict- Thickack a an)
+ ) S-m

I

.,I

1100

1000

Thdck Iowpredct

111O mcasurcd

Tmhjai- SB

9.0

D

i "II

m lows
= -0.112

g0o

I -----------
1980 1990 2000 2010 2020

yeff preict• Dats. ytar Y•rCd, a prect, year prdict
2030
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-iection below calculates what. the postulated mean thickness would be if this grid Were to corrode at a
n.....nun5 observable rate observed in appendix 22.

Rate min observed 6.9
: .. I

Postulated meanthickness I' measured3 - Raminobserved "(2029 - 2006)

Postulated. meanthickness = 809'484 which is greater than Tmingen SB= 736
3.

foltowing addresses the readings at the lowest single point

last( Dates)

point (Point . •- mean Point 49) SSTpoint 101
i 0O

last( Dates)

point
i= 0

point

last( Dates)

j=O0

(Point 49 - Yhat (Dates Point 49 )i) 2

(yhat (Dates,Point 49)i- mean (Point 49) )2

rit SSRpoint
ss MSRpoint "" i t

CSSDegreeF~reere

reg

MSR pon 2.026

SSE point = 98.974

SSRpoint = 2.026

SSTpon
MST pit point

-oint DegreeFree St

MST point = 33.667

SSE pi
i=

Spoit = 91SF oihtDegreeFre

ISE pit49.487

StPoint err := IMSE poi;
StPoint err = 7.035

F Test for Corrosion

T MSRpoint
aactauLnReg M E

F F actauLRegF criticaLreg

F ratio_re g = 2.212il10-3

"it..,ibre no conclusion can be made as to whether the data best fits the regression model. The figure
,elow provides a trend of the data and the grandmean
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Therefore this point Is not experiencing corrosion
SII

Inslope (Dates, Point49\
mpont n ° s 49 poit = 0.134 y ponit intercept(Dates , Point 49Yponit 552.333

The 95% Confidence curves are calbulated

Point M ponitypredict+ Yponit ""

2

Point actuaean :=mean( Dates) sum , -(Dates -d mean( Dates.)) .
i II, , ,

upponitf := Point curvet

. a

it+ - ,Total MOE,-12Simnt I I
(Yearpredictr- Point acgaiean)2

suim
I

t

I loponitf := Pointcuryef ... .

" (yearprdictf -Point actuam ean ) 2

+ qt(1 - -, otal 2 2 -StPoint rrj 4 ( . + ). Sm
I

Local Tmln for this elevation in the Drywell Tminjlocal SBf3;f.490 (Ref. 3.25)

Curve Fit For Point 49 Projected to Plant End Of Life

. 800 t-

POint 49
xx x
Thin_)o-i S

700 I-

.x x X.
x

Tponit ý- 0.134

600 -

No0

I I |

2000 2010
DaUes

. 2020

% .,.
• ... ,..,

2030

- 2.029o10,loponit22 760.894 yearprediCt2
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• Therefore based on regression model the above curve shows that this point will not corrode to below minimum
required thickness by the plant end of life.

The section below calculates what the postulated individual thickness would beif this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate mrkiobserved =6.9

Postulated thickness Point 4 93- Rate minrobserved'( 2 029- 2006)

Postulated thickness = 662.3 which is greater than Tminjocal SB 3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 0.821 YeaTpre~dict 2 = 2.029-103 Tmin iocal SB = 490

°--..)

(1000-minpoint- Tminlocal SB22)

required rate.
(2005- 2029) required rate. =-13.792 mils per year

OCLROO019435
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Appendix 6 - Sand Bed Elevation Bay 15D

October 2006 Data

The data shown below was'collected on 10118106
I. ,

p • , . i 2pageREADRN('tJ:\MSOFFICE\DryweII Program data\OCT 2006 Data\Sandbed\SI315D.txt"). ' I

.1

POints 4 9 := sh'owcells( page, 7,0) r
. I

Points 4 9

1.133

1.094

1.04

0.978

0.976

0.93

0.922

1.133 • 1:133

1.109 1.087

1.026 1.043

0 .948 0.975

0.969 0.77

0.979 1.031

0.972 0.996

1.141 1.145

1.1#1 1.129

*iA.Ol. 1.095

1.029 1.03

.1.069 1.013

1.037 1.017

1.031 1.005

1.145

1.119

'1.085

1.096
I*

1.067
1.059

1L033

1.144

1.131

1.096

1.068

1.041

*1.051

1.052

I

I I

!

Cells := convert(Points 4 9 , 7)
I. --, No DataCells := length( Cels)

The thinnest point at this location is shown
below

For this location the'thinnest point is number 43 (refdrence 3.22).

minpoint := min (Poinis 49)

minpoint = 0.922

Cells := deletezero cells (Cells, No DataCells)

tl

OCLROOoi9436
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Mean and Standard Deviation

c := mean(Cells)Sactual : p actual = 1.0531 310 a actual := Stdev(Cells) a actual k- 62.649

'Standard Error

actual
Standard error Noa

.9 ItD: el

Standarderror = 8.95

I

Skewness
|

• °

(No DataCells))
Skewness :.

(NO Dat~el - 1)(No DataCefls - 2)(actuaai)
3 Skewness =-0.187

Kurtosis

No DataCells -(No DataCls .1 )."(Cells- Iactual) 4

Kultosis (No /iroi -0.898

Ku*~ois: (NoDataCells - i) (NODataCells .- (NoDataCells -3).(Oactual)
4 .Kuss =

+ 3.(NoDataCells - 1)2

(No DataCells - 2)- (No DataCells - 3)

....
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I

.1
I

Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would bd if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

! .
I"

°1

j :=O0.-Iast( Cells) srt :=' sort( Cells)
.0

Then each data point is ranked. The array rank captures these ranks r
,1,

r.: + 1- 1:" •'rterj.rank.:=

asrt srt1 I

rank1
Pi rows(Cells) + I

".. . )...

The normal scores are the correspondingpth percentile points from the standard
normal distribution:

X =I .N Score1i rwtcn ormn(x p) -()X] .9

"... ..

OCLROO019438
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Upper and Lower Confidence Values

The/Upiper and Lower confidence values are calculated based on .05 degree of confidence "i"

No DataCells length(Cells)

= .05. Ta =qt[ (I - NoDataCells Ta= 2.01

oF actual3

aLower 9 5 %Cn :2 Iactual - Ta. Lower 95 /con = 1.035-10
jNo DtaCeIls.

•.CF actual
' Upe 95% C o n V=aca+ Ta. - P 1.071"103

4No DataCells

These values represent a range on the calculated mean in which there is 95% confidence.

* Graphical Representation

Distribution of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +/- 3 standard
deviations

0

Bins. Make bins (11 actual-a actual) 1

2.
7

Distnbution hist( Bins,Cells) 4

Distrbnton = 12

The mid points of the Bins are calculated
7

11i k .= o.. ,i ~ ~Midpoints " " k,)•-
S2 0

0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

nozma cuvc pnorm (Bins, actuW 0actual)

* .normal cuvek norm (BinskIt+ I l1 actual~ C actual) priorm (Bins k 1lactul., ractal

normal curve NO DataCells .normal curve

OCLROO01 9439
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f

Results For Elevation Sandbed elevation Location Oct. 1006

The following schematic shows: the the distribution of the samples, the norma! curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values. Below Is the Normal Plot for the data.

Data Distribution

| !

.1

10

Mwtjblmion
.L1.
noimal an

I1 atual = 1.053-103

r afual = 62.649

Standard ermr 8-95

Skewness = -0.187

Kurtosis -0.898

5

I

J
".......'

0 L I II . I -i L - I. I I
850 900 950 1000 1050 2100

Midpoimns Midpoints
1150 1200 1250

3Lowerg 5q/.Con 1.035ol0 UPPer 951MCon = 1.O71-10'

Normal Probability Plot

N SCOrn.x s x-X

2 I x

x

0 X

x / x

I

- I I

* The Normal
Probability Plot
and the Kurtosis
this data Is

- normally
distributed.

150*
-3 r I

900 950 1000 1050 1100 I

srlj
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Sandbed Location 15D Trend

d 0
Data from the 1992a 1994 and 1996 is retrieved.

For 1992 . Dates A := Day. year( 12, 9,1992

page READPRN( "U:\MSOMFCE\Dry~ibl1 Program data\Dec. 1092.Data\sandbed\Data Oniy\SB15D.txe')

Poiots4 9 :=showcells( page, 7, 0
Q

Data

Points;4 9 =

1.131 1.133

1.096 1.111

1.066 • 1.031

0.98 0.923.

0.99 0.985

0.925 1.019

0.98 0.958

1.133

1.088

1.048

0.989

0.894

1.041

0.991

1.141

1.091

1.067

1.038

1.054

1.051

1.036

1.145
1.126

1.094

1.036

1.048

1.064

1.027

1.134
1.118

1.079

1.092

1.065

1.075

1.074

1.142

1.133

1.09

1.081

1.091

1.055

1.069k I

mm :=convert(Points 4 9 , 7) Noaaels: Iengtb(nnm)

Cells deeeeocnsm ,N ' i

point 42"= 980

.1 easu := in ean( Cells) easured := Stdev( Cells)
P meaureddd Standard error meas d

.No DataCells

,.',', i
'... .. ,

OCLROO019441
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I

I .

For 1994
d := d + 1

.page READPRN( 'qU:\.WSOFFICE\Drywell Program data\Septl.994 Data\sandbed\Data OnlyAsB15Dxt"x)
I,

Dateqd : Day r9,14,1994)

Points 49 showcells( page, 7, 0)

,I

II,

Data

Points 4 9

1.126

1.097

1.063

0.979

0.973

0.92

0.903

1.13'2 1
1.106 1.089

1.025 1.046

0.947 0.966

0.971 1.001

0.972 1.03

0.958 1.013

1.14

1.141

1.067

1.018

1.05

1.049

1.031

1,142

1.129

1.096

1.035

1.05.

1.009

1.004

1.131

1.119

1.08

1.097

1.066

1.058

1.052

1.14

1.129

1.097

1.068

1.029

1.036

1.076

I

I

. . ,'.°

ninn: convert (Points 4 9 ,7) No DataCells length( nnn)

ePdint 42d :(.Nim42

It 'tia-uradd: meai( Cells) umeasure ' Stdev( Cell)
1 meassrdd

Standard d
eI--r

• (••• i).....
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d d l IFor 1996

page READPRN( 'U:\MSOFFICE\rywell Program data\Sept1996 Data\sandbed\Data'OnlySBl5).txt"')

Dates,, :=Day yeA9 j1, 1i996)

Points 49 := showcells( page, 7 ,0) I

. . F Data

I
I .

Points 4 9 =

.1.134 1.128

1.089 1.105

1.071 .1.027

0.982 0.959

0.989 0.987

0.945 0.972

0.94 0.968

1.13

1.09

1.049

1.01

1.016

1.031

0.984

1.136

1.14,5

1.062

1.049

1.052

1.062

1.048

1.143

1.13.

1.128

1.061

1.032

1.064

1.034

1.13

1.124

1.08

1.128

1.074

1.07

.1.076

1.146

1.136

1.095

1.128

1.09

1.07

1.114
I .

mmn :=.convert (Points 4 9 , 7)
No DataCells := length( run)

1~

!
point42d mm 42

Cells deletezero cells (nnn, No DataCells)

P measuredd := mean( Cells) a measured := Stdev(Cels)"
~measured

Standard e -- d

d oa

t )
"'.....-" .

OCLROO019443
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I

. I

(

For 2006.
d d -+- 1

.1

page := ,READPRN( 'J:\MSOFFICE\Drywell Program data\.OCT 2006 Data\Sandbed\SB15D.txt")

Datesd.:= Day year( 10,16,2006) '

Points 4 9  showdells( page 17, 0)

Data

'Data

I

. 'I.

-a

I

Points 49

1.133

1.094

1.04

0.978

0.976

0.93

0.922

1.133 1.433 1.141

1.109 1.087 1.142

1.026 1.043 1.081

0.948 0.975 1.029

0.969 0.977 1.069

0.979 1.031 1.037

0.972 0.996 1.031

1.145 1.145 1.144

1.129 1.119 1.131

1.095- 1.085 1.096

1.03 1.096 1.068

1.013 1.067 1.041

1.017 1.059 .1.051

1.005 1.033 1.052

I

I

nnn := convert (Points 49 ,7)

pioint 4 2d := nnn42.
No DataCells := length( mm)

Cells := deletezero cells (nnn, No DataCells)

11 measuredd := mean( Cells)
Measured d

a measured d FStdev( Cells) Standard -r"

.. '" ...
)

.....

OCLROO019444
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Below are matrices which contain the date when the data was collected. Mean, Standard Deviation,. Standard
E6ror for each date.

1.993 103

1.995.103
Dates =

1.997*103

, 2.007a-10 3

1.0577-103

, 1.0528.103

l1 measured -
1.0665103
1.0531ol103

980 1

903
point 42  940

922

[8.7411
9.002

Standard .....r 8.466 /

8.95 J

I

61.188

63.017

59.263

62.649.)

Total means := OWS(i .easred) Total means = 4

las.(Dates)

SST (Ii measured. - mean (IL measured))
i= 0

last( Dates

SSE (it m a ue yhat (Dat .es: p measured).)

i= 0

SST = 113.004

SSE = 102.131

last( Dates)

SSR

i= 0
(yhat(Datesl1 measured).- mean (i measurmd)):2

SSR 10.872

DegreeFree ss Total means - 2

SSE"
MSE SSE

DegreeFree ss

MSE = 51.066

DegreeFree reg := 1

4S . SSR
DegreeFree reg

MSR = 10.872

StGrand err= -7.146

DegreeFree st Tot means - I

SST.
MST " S

DegreeFree A

MST 37.668

StGrand err ii

OCLROO019445
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I

,f" I .

d :=0.05
* F - MSR

actauLReg MSE
,I

Fci~iticai -reg qF (i -', a,,egreeFree re , DegreeFre s ~)
-

.0
F ._ FsactaulReg

F critical reg
I'

11.o I

F ratio reg 2-- 0.012

Therefore no conclusion can be made as to whether tpe data best fits the regression model The figure
below provides a trend ? f tle 6ata and the grandtnean

I

a= 0.. Totas( meameane')

agrand measured := Stdev OLt meas . redi)

pgrand measured mean (1 measured)

a ogrand measured
GrandStandard FrT

4Total means I

The minimum requiredthickness at this elevation is Tmingen SB. 736 (Ref. 3.25)

Plot of the grand mean and the actua! means over time

'I. i100

xx

1000 F

P~ Meau
x xx-V M~
Tmin.Jan SB .900

800 I-

.4

1995 2000
Dates

2005 2010

i
grand measured° "1.057o 103.

0.
GrandStandard error = 3.069

OCLROO019446
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To conservatively address the location, the apparent corrosion' rate is calculated and compared to the

minimum required wall thickness at this elevation

ns :slope (Dates, g1 measured) mIs = -0307

The 95% Confidence curves are calculated

y ntercept Dates, g me 1b =.671910 3

ssued-Y

O't := 0.05 k := 2029.- 1985 f := 0.. k.- I

yearpreic5tf= 1985 +l f'2 Thickpredit M -yeardCt~Y

Thick actuahmean := mean( Dates) sumZ (Datesd meaý(Date)) 2

=..-o" "',., I
-. ,...,-'

upper, -Thick predictf ""

a (1 t m, + qt. - , Total -qt 2 means 2 ) StGrafld err-jI + i +(yearpredictf. - Thick atana

(d-tsum

lower Ir=Thick rit

r pcct~ (ya 
-.

cý Tikatulen

+.jqt Ii± -Total means- 2).St~rd.I_ err- ~ ~ j I hc 2
2d+ISlimJ

OCLROO019447
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Location Curve Fit Projected to Plant End -Of Life
" , i i

IODOo-

nicfk ric

lower

t~MeUMUM

Tmmjngo SB

I I I I

- I

SI,

SI

I n's = -P.307

.1

I

800 I-

I

,,.•,"...i i

600 F

I

1980 1990 2000 2010 2020
Year c Year prcdict - Year preict. md aks Ye predict

2030

Therefore even .though F-ratio does not support the regression mod*el the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

.The section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minimum observable rate observed in appendix 22.

Rate rin_observed 6.9

Postulated meantbickness = measured Rate in observed .( 2029 - 2006)
3

Postulated meatbikness = 894.402 which is greater than
Tmin__gen SB3 = 736

OCLROO019448
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The following addresses the readings at the lowest single point
/

The F-Ratio is calculated for the point as follows

1.

last(Dates

SST paint

i=0

last( Dates)

SSE point :,2

Si=0
I.

iast(• ates)

SSR point

i=0

MSE SSE pointSpoint' DegreeFree

(Point 42 - c an(Point 4 2 ) )
S

(Point 42 - yhat (Dates, point 42 )i) 2

2

(yat(Dates, Point 42)- mean(•o-•nt 4 2 ))

MSR point SSRpoint

s s PO DegreeFree reg

;ST Point = 3.237" 103

poi T pot

MST point SST point
DegreeFree s,

,,...-....; )

I

'MSE point = 1.364-103

Stpoint err := f/MSE ýpoit

MSRpoint = 508.213 MST poit =1.079*10

Stpoint err = 36.936

F Test for Corrosion

MSRpoint
• 1 Rg MSE point

F actaulfReg
F ratio_reg F'--

Fcritical reg
. .

Fratio-reg 0.02

Therefore no conclusion can be made as to whether the data best fits-the regression. The figure below
provides a trend of the data and the grandmean

OCLRO0019449
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ItSlope (Dates, Pnt 4 2 ) M = -2.1 Y point intercept (Dates, point 4 2 ) Y poipt 5-131o103

The 95% Confidence curves are calculated

potcurve = point Yearpredict + Ypoint

point actua.iean nean(Dates) sum (Datesd mean(Dates2

I.

Suppontf "v -point curve ...
Fr

at1 (Year predict- pointaimean)
+ qt 1- ,Totalmeans 2 .Stpoi men I1 + d +I sum

lopointf := pointctve.

t( y)earpeict - point actualMemn)2
+ - qt l-- -Totalmeans -. 2).-Stpp°inte J" l'(+l-'-' +u

Local Tmin for this elevation in the Drywell Tminlocal SBt '= 490 (Ret 3.25)

Curve Fit For point 42 Projected to Plant End Of Life
!

1400
. I

12001

Wid 1242
xx x k
TuajoLIOC8l SB

1000 f

x

x
x*

mpoint = -2.1

800 I-

600

I

2000

lopoint22 = 542.962

2010
Datcs

1

2020 2030

ycarpredi.Ct 2 = 2.029-103
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate minobserved 6.9

Postulated thickness point 423- Rate minobserved-( 2 029 200 6 )

PostWlated thickness = 763.3 which is greater than Tminrlocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 0.922 yearI predict22 = 2.029- 103 Tminjocal SB 22 490

/-. * . - (1000. mnpoint- Tmin-local SB2)
required rate.

(2005- 2029) required rate. = -18 mils per year

• ...

OCLROO019451
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..Appendix 7 - Sandbed 17A
October 2006 Data.

The data shown below was collected on 10/18106

page READPRN( "U:.MSOFFICE\Drywell Program data\Oct 2006 Data\Sandbed\SB17A.txt") . a.
.I

' t

Points 49 := showcells( page, 7, 0)
.1

Points 49 =

1.11

1.121

A.068

0.976

.0.962

0-903
0.954

1.149
1.1$9

l!.073

0.991

0.926

0.956

0.972

1.154

1.114

1.111

0.98

0.909

0.891

0.877

.1.138

1.1ý4

1.114

1.03.

0.95

0.835

0.89

1.13

1.1314
4" I

1.094

1 .046

0.869

0.802

0.875

1.17

1.148

" 1.083

0.994-

0.938

0.95

0.891

I.,

1.169

1.123

1.053

0.95

0.967

0.96'3

0.945

I I

I"

.---- o.)
• .... •..'

Cells := convert(Points 49 7). No DataCells := length( Cells)

|

The thinnest point at this location is point 40 which'shown
below

• l

minpoint := min'(Points 49)

minpoint = 0.802

-Cells deletezero c (ells ( No DataCcl)

No DataCells length( Cells)

"..,, ..
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Mean and Standard Deviation
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t/ 3pactijal mean(CeIls). 1 actual =1-015*10 a actual Stdev(Cells) a actual =104.3.78

minpoint = 0.802
Standaid Error

._ oactual
Standard error I c, a

nDataCess

Skewness

SStandard errr = 14.911

I

I

(No Da l).(dls - ;L
Skewness

Im

(NO DataCells' - I) -(NoDataCells.- 2)-(o actual) 3

S
Skewness = -0.073

-Kurtosis

i I
• . • ,

No Dit l -(NO DtaCalh5 *1 i) -1X(Cells - It actual) 4

Kurtosis tu

.(NPDaCC - I)(NoDataCells - 2) (NoData(elk - 3 a uas).

+ 3-.(NooDataCe-ls - 1)2

*(No Dta~e5 - 2) (No Dataen - 3)

Normal Probability Plot

j := 0 last(Cells) srt := sort(Cells)

• r. := + 1 •"srtfst.r

Wrak..-

YLsrt srt.

rank.

rows( Cells) +.1

f...;q•i,

x::l N Scorej := root[cnorzn(x)- (pj),x]
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Upper and Lower Confidence Values SI 
S

The Upper and Lower confidence values are calculated based on .05 degree of confidence "x".a" .05 T- 48
.t[ I0 ,481 TaZ = 2.011 ' ,.

.I SI

I,

a actual
Low&r959CX. A actual T .. ' Lower 95%Conc 985.346

F o Data; ells ,

4~. .1

actu g.

UppWr 95 %Con =Pactual+ Tca* •ush 9 5I don 1.045@103• • ' • Fo DataCells

These values represent a range on the calculated mean in hich there is 95% confidence.

Graphical Representation "

Distribution of the "Cells" data points are sorted in 1/2.standard deviation increments (bins) within +1-3 standard

-deviations

0

Bins Make bins( actual, actual) .. 1

Distribution hist(Bins Cells) .10

Distn'bution 6

The mid points of the Bins are calculated 3
.8

12

k 0.. 11 Mdpoints . (BinskBin+k+,) 0

2 0.

0

normal ue pnonn (Bis I' p Bactual act

nor. CUr vCk pno m (Binsk +" i' actual, 0 actual) pnor m ( Bis , p actual' O actual)

.normal cue := No DataCells .normal curve
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o..I

Results For 17A - The following schematic shows: the the distribution of the samples, the normal curve
based on the actual mean and standard deviation, the. kurtosis, the skewness, the number of data pointq, and
the tlhe lowerland upper 95% confidence values.

Data Distribution.

I i

Disisibution

no Curcve

Pactw = 1.015a 10

.o actual = 104-378

Standard error = 14.911

Skewness -0.0273

Kurtosis -1.266

I
... "(

700 B00 900 .1000
Midpoints

Lower95%C on 985.346

1100 1200 1300 1400
UMidpoints

UPPer9 5 -/Cofl 1,.045-103

I
Normal Probability Plot

3

2

0

0N scarej
xx x

I. I I I I I

x

xx)4(X X

x

-1 t--

-3
800 850 900 950 1000 1050 1100 1150 1200

The data is not normally distributed. Previous calculations have split this data set into the top 3 row and the
bottom four rows. In order to be consistent with past calculations this data.will be split in two groups and
analyzed. The entire data set will also be evaluated.
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I .'

The two groups are named as follows: StopCELL 21

low LOWROWS Ces, No"DataCellspoints (hih T PROWS(Cells, 49, Stodp L)
•oint

-Mean and Standard Deviation

Plow act.ol m- (low pot) ow actual =tdev('1Op.in.)

p1high actual mnean (high abns)oigh actual Stdev (high poit '
S r EI 4 I

Standard Error

.5

I,

.1

olow actual
Standardlow error

4length (low points)

ohigh actual
Standardhigh erro; h l

l1ength (high Pi~s I

.- - ,

Skewness

Nolow DataCefls lenith (low points)

Skwnssow(Nolow DataCells) (W points ow actu) 3

(Nolow Datacells - I) (Nolow DataCells - 2) ow actual)

!

No.high DataCells length (high n

(Nohi Datq .) :.(higbpoit -Ph. actual)•
SkeIvCss high (Nohigh DataCelh -. 1) -(Nohigh DataCells - 2) *.(GbohgHaCtjj) 3

I )
"..•....°"

OCLR00019456
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t!

f.-../
i, I

Kurtosis

t

Kurtosis lo :
""low Da o .(.Nolow DataClls 1 .. Zlow poit -1ow actual)4

.

(Nolow DataCellB - 1) (Nolow DataCens - 2) .(Nolow Data~ells 3) Glow actual)4.

+ " 3.(NoloWDatuCCIs - 1)2

(Nolow DataCells - 2). (Nolow DataCells - 3)

Kiiitosish
Nohigh DataCells. (Nohgh DataCells -+- 1) .(highpoints- .h. actuai)4

(Nohigh DataCells - I) (Nohigh DataCells - 2) -(Nohigh Datad'eis -3) -(ahigh actual) 4 .

3 • 3.(Nohigh D)l-

I "

(Nohigh DataCells - 2). (Nohigh DataCells - 3)

Normal Probability Plot - Low points

I :=0. i (loa polow ) st low sort l(ow oi.)

I. ) L
anksrt OW t IoL

rank lowv := 2
I"srt low = sit !ow I

rank low

1 . rows(low points).-I I

x:1 NScore w .:= root[ cnorm(x)- (p ,x]

Normal Probability Plot - High points

h := 0.. last (high points) srt high :=.sort (high points)

h + I
rank . I high st highhh) =

h-hsrt high=2 r high
rank high,

P hih TOWShih 0 -I

x:= NScore high, := root[cnorm(x P higbh x
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*6I

..=:, .... f.

Upper and Lower Confidence Values

a := .05 .Tot (= qt (I -, -) '48] Tot = 2.011

'ohigh actual
Lowerhigh 95%oCon hMigh ctal - Toc,

N4high DataGells

ohighbactual
Upperhigh 95%Con :Phigh actual + To"

4Nohigh DataCells

olow actual
Lowerlow 95%Con =ilow.atual - T ol

Nolow DataCells

Clow actual•

Upperlow 95%Con := low actual + Tot a
•. ,Jqol~w DataCells

Graphical Representation 'of Low Points

Bins lw Make bins (Plo0w actual, Olow actual)

t

.1

,1I,
.1

I

I 4 -

i.

I

f.•'• '..,

Distribution low := hist (Bins low V low points)

The mid points of the Bins are calculated

Distzibution low =

t .t

(Bins lowk + Bins low,,+
..2

U
0

3.

4.

2 .

5

2

0

0

k := 0.. 11
.Midpoints lowk

normallow curve0Bins low, 'PPlw actual , Clow actual)

nnO(mallow curve k Noro Bins lowk+. I'Pw actual " actua k act(al I Wow actual)

normallow cur~ve Nolow DataCells DTWocuv
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Graphical Representation of High Points

Bins high Make bins (lihigh ac.teal, high actual)

Distribution high hist (Bins high, high points)
Distribution high

U,.

2

I

5

4

4

0

0

0

1*

k t Mdonsh is hgkpBn ih

.' ,

normalhigh curve pnorm(Bins high, phigh actual, ohigh actual)

normalhigh curve, pnorm (Bins highk + 'I 2gh actual, (high actual)- pnorm (Bins highl, P high actual, ohigh actual)

nonnalhigh cur Nohigh DataCells .nornalhigh c
rv "1aelscuv

,..- ,..
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I.-

Results For 17A Thinner Points

.,I
I ,

I I I ?. 1 1 I

I0

8

'pl0wachi 93SA429
.1

Distribution low

oma-flow cumv

6

4

Glow a~tual = 53.725

Kurtosis low = 0.179
i I

Skewnes low = -0.358

Standardlow ermr = 10.531

Nolow DataCels = 28II HI

I
w

~ I
I

750 800 850 900 .950 1000 1050 1100
Midpoints low. Midpoints low

I

LowCrlow 95%Con. = .914.254 Upperlow 95%Con = 956.603

2

NLfcore low,

x xx
0

-l

-2

800 850 900 950 1 1000 1050
srt .lowI

i j

The above plots indicates that the thinner area is more normally distributed than the entire population.
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Results For 17A Thicker Points

6

4Dislinbution high
ii-
nonneihigb curvo

'2

.0 1 I I I I . . I I .. . . II r I - I

1000 1050 1100 1150 1200 1250
Midpoints hi=gh, Midpoints high

3Lower 95ogcon = 985.346 Upper 95%Con =1.045-10

2

1

N'Score high,

x xx
0

-t

x
x

x
x

xxx
x

xx
x
xx

x
x

x
x

.II I

11040.: l~ 1080 1100 1120 1140 1160 1180
srl high

#,• i
•-........,'

rhe above plots indicates that the thicker areas are normally distributed.
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.5 . -"I

I

Data from 1992 to 2006 is retrieved. d := 0

For Dec 31 1992

page :L. EADPRN( "U:•MSOFFICE\Drywell Program data\Dec. 1992 Data\sandbed\DATA ONLY\SBI7A.tit" )

Points49 := showcells( page, 7, .)

Data
• i DatesdDay y.A 12.31 9; * 9.

1.159 1.153 1.15i 1.1

1.121 1.155 1.121 1.1

1.071 1.095 1.112 1.1

Points 4 9 - 1.02 0.995 0.977 1.0

0.976 0.919w 0.881 0.9

0.866 10.961 0.892 0.8

0.934 0.97 0.923 0.9

n :n convert(Points 4 9 . 7) No Da

* Point40d := nn39

The two groups are named as follows:

low points LOWROWS (nnn ,No C.s,, StoPCELL)

No IoWCIlS length (low (

38 !1.127 1.169 1.167

43 1.125 1.151 1.12 *

15 1.097 1.07 1.053 ,

1f2 1.048 1.029 0.951

33- 0.8711 0.936 0.964

22 06804' 0.946 0.991

25 0.871 0.952 0.986

LCells := length(nnn) , =n o one (rfin No DatCells 43)

Point 4 0 = 804

StopCELL 21 No Cells := length( Cells)

high points:= TOPROWS (nnn, No Cells -StopCELL)

I

.. No highCells :=lnt hg poiits)

Cells delctizero cells(f No Cefls)

low points deleteiero cells (low poinis ,No lowceus)

high points := deletezero cells (high points, No highCells) .

Smeasuredd := mean( Cells) a measured Stdev( Cells)
d dUS

• high measuredd mean (high points)

ahigh m sUredd: Stdev (high points)

ohigh measured

Standardhigh eor :=
d length (high points)

a measuredd
Standard errord e d

• . . " . JNO DataCells

Plow measur-d mea m (lowpoints)

Glow measured d Stdev (low points)

olow measured
Standa .dlow e. r :e -d

'.. ., ,
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d :d 41

For 1994 "

page := READPRN( "U:'MSOFFlCE\Drywell Program data\Sept.1994 Data\sandbed\DATA ONLY\SB17A.txt" )

I Points 49 != showcells( page., 7 , 0) DateSd . Dayyea( 9. 26, 1994)

Data

0I

Points 49'=
I"

1.163

1.122

1.121

0.977

0.962

0.861

o0.927

1.146 1.158

1.155 1.122

1.088 1.108

0.993 0.981

0.9'14- 0.869

0.963 0.894

0.97 .'0.866

1.141

1.144

1.116

0.989

0.9.42

0.82

0.895

1.136

1.128

1.102

'1.046

0.877

0.809

0.893

1.168

1.157

1.071

1.001

0.938

0.947

0.956

1.172

1.133

1.055

.0.956

0.962

0.984

0.953

annn= convert (Points 49 , 7) No DataCells":= length( nnn)

. Point 4 0 d := nn 3 9

The two groups. are named as follows:

Iow points'. L4WROWS (nnn, No Cells, StoPCELL)

No low.Cls length (low points)

StopCELL := 21 No Cells := length( ann)

high poits := ToPROWS (nn No Cells., StopCELL)

No highCes :=ength (high points)

Cells deletezero cells (nnn, No Cells)

low points deletezero cells (low points. No lowCeos)
high p deletezero cells (high i No highCells)

Pt measuredd mean( Cells) C measured Stdev( Cells) Standard error d

dd d 47-aZel

M mean(high pont) plow mean(low..

ohigh m esu edd. : Stdev (high points) Clow measured Std r (low pi nts)"

S ahgh measured d .w measured
StandardighSndaow

lrod. 4ength (high points) Stnado rod length (low.pon)
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I

For 1996
d t

page ':= READPRN( "U:hMSOFFICE\I.rywcll Program data\Sept.1996 Data~sandbed\DATA ONLY\SB17A.txt" )

DatesD
Points 49  showcells(page,7 Data 0.d year('

r 1.162 0.973 0.672 1.143 1.163 1.171 1.172 1

,!

Points 4 9

1.158

1.084

1.056

0.985

0.868

0.931
I

1.161

1.102

1.019

0.961

1.023

1.006

1.172' 1.155

1.174 1.189

1.015 1.028

1.109 0.997'

1.051 0.924'

1.005 0.963

1.135 1.172

1.187 1.172

1.112 1.019

0.929 0.938

0.983 10.972

0.92 '0.985

1.144

1.0931

1.03

1L029

1.007

1.056

I

.0

.I,

I

I

nn : convert (Points 49,7) Point 4 0 = mi39

The two groups are named as follows:

StopCELL 21

low points LOWROWS (nnn No Cells, StopCELL)

No . wtells length (low points)

No Cells := length(nnn)

(..... j

nnn :=Zero on, (nn'n .No Cells. 3)

Point 3 was eliminated from the 1996 data

g points ToPROWS (nan, Cells, StopCELL)

I

!

Nohih~ll -length (highpant)'

Cells deletezero cells (nan, N Cells)

low points delewzero cells (low points No IowCells)

high points deletezero cells (high points, No highCesN)

1 pmeasuredd mean( Cells) 0 measured Stdev(Cels) Standard error:d d No DataCells

ghigh measuredd mean (high points)

ohigh measuredd Stdev (high points)

alhigh measured
Stnarhg errord 4iength (high points)

plOW measuredd mean (low'points)

olOWmeasuredd Stdev (low points)

(Flow m=easurd
Standardlow mrrsd :d

rdOI 4length (low points)
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For2006

page AEADPRN( "'U:\MSOFFICE\rywell Program data\Oct 2006 Data\Sandbed\SB17A.txt" )

.Shieet No.
14 of 26

Points 4 9 := showcells( page, 7,0 ) DateSd :=Day y,( 9123,2006).

Data

Points 49

1.11

1.121

1.068

0.916

0.962.
0.903

0.954

1.149

1.159

1.073

0.991

0.926

0.956

0.972

1.154

-1.114

1.111.

0.98

0.909

0.891

0.877

1.138

1.144

1.114

1.03

0.95

0.835

0.89

1.13

1.134

1.094

1.046

0.869"
. 0.802

0.875.

1.17-

1.148

1.083

0.994

0.938

0.95

0.891

1.169

1.123

1 i.053

0.95

0.967

0.963

,0.945

. I
!

min, convert(Points 49,7)

NODataCcls *= length(nnn)

Point 4 0 d := n1n 39

The two groups. are named as follows: StopCELL := 21 No Cells.:= lcngth( nan)

lpoints •WVOWS (nan, No Cells, StopCELL)

No 1oCel.s := length (low points)

high points :7 TOPROWS (nnn, No Cells, StopCELL)

No highCells :- length(high Points)

Cells deletezem cells(• ,•, No Cells)

low points deletezem cells (low points No lowCells)

hi poigh ' deletezewoells (high point,, No highCelb)

• ."0measuredd

Pmeasuredd mean( Cells) a measured Stdev(Cells) Standardnorit
d.d ,eNrordl

Phi-h measured mean (high points)

Uhigh measuredd Stdev (high points)

ohigh measuredd

.. eStand 'high errord .Fleigth (high points)

Plow measuredd mean (low points)

olow measuredd Stdev (low points)

G low measuredd

Standardlow 'do-

d length (low po~ints)*
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Below are the results

.I

Dates

1.9939103

1.995-103

1.997-163

2.007-10

1 ,

804

809
iPOnt 40 j 983 11

L802

9..

.|

!

I

I.

I I

[ 14.941]
S "13.4"72/

Standard error 12.949

a 14.911It
It measured

( )

104.798

1.108.306

measured = 90.646

104.378

I

phigh measured =

11a2s*1oO 3~11a18

1.129*10 3I1.8

.1.144,1O3 Oh~maue 49.851 I
.3 [33.194

1.122-10J

Standanihigh error [
7.227

6.827

11.147

7.243

[941.593 ]"/933.75/

Plow measured = 996.893

L935429 J

61.37 1 11.811

56.659 Standardlow 10.708
clow measured 56.487 I error 10.675

55.725 10.531]

( .
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Total means := rows IL measured) Total man = 4

last( Dates

SST ;=
i = 0

l Iast( D

SST :=
i=

I last(D

SST high

last( D

SSE:=

,2

1(It measured -mean~i measured))

atrs) e low measured. - mean(PIow measured))

0

2

Phig measured mai .pg measued))

9ates)

pae)(1measured. -yhat (Dates IL1 measured))

=0

st( Dates )

(plo0w measured1 yhat (Dates, Plo1w measured),)

1=0

ast( Dates)

(phigih measured. -Yhat (Dates . h'gh measuredI).)
2

i=0

(yhat(Dat..s measur)i _ mean(1t r)) 2

=0

ast( Dates) .o

(h ( t(Dates• •low measured) - mean( measure))2

i=0

last( Dates )

(0hat (Dates, Phigh measured) - an(phgh measured)
i= 0

•s law.SS•. ow :

SSE high

• last(

SSR

SSRiow

SSR high

( i
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* DegreeFree ss := Total means - 2
I

DegreeFree := g DegreeFree st Total means - 1

I .
.I

I- 1 .1
I

SSE
MSE. SSE

DcgreFree ss

Standarderrr :=oMr E I

MSR SSR
DegreeFree reg

- SSE lowMSE low
DegreeFree ss

* .

•tanlard lowewor F=

SSR lowMS•i 0w :
DegreeFree reg

• _ SST low
MST low r st

.DegreeFree'5 t

I

.-•SSE high.MSE := Se 1. Degre Free'

Standard higherror IS i

MSRSSR 
high

high 'iegrecFree reg

SST high
MST 

SST : 
g

DegreeFree st

v

,,,,,,.

I

SST
MST :=

DegreeFree A

Test the means with all points

F Test for Corrosion

a := .05 MSR
F aCtaUL Reg. ;=vSE'

. I

F criticalreg =qF (I - a, DegreeFree reg DegreeFree ss)

F actuLI• "
F ratio.reg F critical-_g

F ratio = 5.616.103

.Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean
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Test theilow points

F Test for Corrosion

MSR low
F actaulReg.low MSE low

. ' F j _rg q: (1 - a, DeeeFree,,g DegreeFre )

F actaul Reg.Iow
F ratioLreg.low :=

F cnticaLreg

Fratioreg.low = 2.917-10-3

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend ofthe data and the grandmean

( )
Test the high points

F Test for Corrosion.
II

F MSR high
actaulReg.high

MSE high

Fcritical_reg :=. qF ( - a,DegreeFre regDcgrceFree s

T r F actau]lReg.high
tF citicaltreg

F ratio__reg-high = 0.013

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure,
below provides a trend of the data and the grandmean
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The following will plotthe results for the overall mean, the mean ofthinner points, and the mean of thicker
points , *

i .0. Totalmeans -1

pgrand measured. meanI measured) measured Std ", asur"d)•

5grand measured
GrandStandard error

4Total i

cygrandlowmeaure Stdev (glow p lIowhgtarnd mesr mean~io

measured)iW~ more~asured, (lomesrd

GrandStandar.d lrnlwmaue
0lowerror To I "
ph'grnd re mean (Pihe rd

ogrnd oighmeasured Stdev dow measured) ' measured. mean (luow measured)

n• ogrand higbmeasured

"Total
•Ttlme~ars

( ...

' I

.8

1200

P~ measured

pgmnnd ruaiead

Wa1whwind Measured

1100

- | I " 8 8 ' | . -

x!

+

-I +

xx

t3

I , I 8 I . I. .8

lowO

900

I..-

1992 1994 1996

3
-grand measured = 1.028.10

mean(p1ow miwIt = 951.916•

mean (phigbmjued) 1.13--103

1998 2000 2002 2004. 2006

Dates

GrandStandard error 2 10.111

GrandStandard lower=or 15.087

GrandStandard bigherror 4.948

OCLR0001i9470
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I I 
"

The F Test indicates that the regression model does not hold for any of the data sets. However, the slopes
and 95% Cpnfidence curves are generated for all three cases.

s ( m intercept (Dates, p measured)

m o s =sloep (Dates , P36W measured) Y lowb := intercept (IDates, plow measured)

0I

inhighs :=slope (Dates, phighmesrd Yhighb intercept Des,phighme d)

I

,.. " .-

0.05 k :=23 f:=0..k- I

• yearpredicr 1985 + f.2'

Thick predict m s'yearpredict y b

Th9CR lowpredict m lo0 s'Yvarpredict + Y lowb

Thick highprmdict =M highs•Yearpredict + Y highb

Thick actualmean =mean(Dates)

sum = (Datesd - mean( Dates 2
tes

i

I

°o-

..

OCLROO019471



APPENDIX7. C-1302-187-E310-041 Rev. No. 0 * Sheet No.
21 of 26

I

. II

....--..i +

For the entire grid

upperf :.Thick Predictf .

+ J qtI ,Total means- 2.) -Standardi error'JI
(d+ 1)

-year. p Thic2year_ predictr - hckactualmean1j

sum

lowerf := Thick predict,. - I
I

- , T o a l 2 ) ~ S t a d a r e f o r ~ l * ( *1*( y e a r ' cd I t, ' 1h i c k a t~ t u a l m ea n ) 2

-ti , oa mean's error

I
I- I

I I I

The minimum required thickness at this elevation is Tmin_gen.SB. :=.736 (Ref. 3.25)

120D

.7" "'.,I )
-. ,., ,-

1100 -;

Thickprdc

lower

P measured

Tmmkeo SB

1000 I-

0 I

i

m JO.7 31

.96b-P

8001-

1980 1990. 2000 2010 2020
yearf predict- Yft predi., Year predict. Dates, YW predict

2030

•. .....

•OCLROO019472
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For the points which are thicker

U•P er Thick highpiedictr

+ qt 1( - 2..Total means- 2) Standard higherror"J1 + I)
(Year pre-dictj, Thickc actualmean)

2

sum

I **

Iower, Thick highpredictf

+
-[q iTotal means -2Sidr higherror. I f- +d~I

(year predict f - Thick actualmean)2 I
sumrr .1

.- ,°.I .):... ,....."

.1200

100"

Thlck~ibrdc

measmed'M
0 13
lower

upper

Tmmngen SB

1000 "

[3I

9001

M highs~ -0.522

)30

800

1980 1990 2000 2010 2020
y-mear icl, Dates. yecar - prye dict year ilict

24

(.
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,!

I.[

For the points which are thinner
If

uppcrr Thick lowpredict.

a 1* (yea

+ qt 1 - - , Total means 2 Stand loweror. I + +-,2 (d+ )

.I

r-predictf - Thick adtualimean)

sum .1

lkwerr Thick lowpredict, .

- iTitalc ae~r d-)-sm\ J i~ (year pridicti- Thick actuaieanaz

(. .. 120D -

1100 t-

Thick lowpredict

plow measured

D0 0
lower

Upper

Tman.Jcn SB

•1000 Io

13 II

E3

M ow -0.796

900

goo 1-

700 p

1980 1990 " 2000 2010 2020
year predit, Dates.year predict, year prdct, yPar predict

2030

I..' -' ..
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,- -
.The section below calculates what the postulated mean thickness would be if this grid were to con-ode at a
minimum observable rate observed in appendix 22.

Rate min_.obseived := 6.9

Postulated meanthickness 11 measured3 - Rate mrinobserve, .(2029 - 2006)

Postulated meantickness 2 856:627 which Is greater than
Tmin_gen SB3 = 736

The following addresses the readings at the lowest single point

I last( Dates)

SST~ 0

=0

Point 40 - mean(Point 40 )) 2  i 2379.104.iSST point =2.7 1

/

last( bates)

SSE point:= Z. (

last( Dates)

3SR point := " (
) i= 0

SSE point
MSE point.

DgreeF~ee

StPoint err := MSEpoint

MSE.point = 1.167-104

Point 4 0 i - yhat (Dates, Point 40),)2

yhat (Dates, Point 40),- mean (Point 40) )2

SSEoint 2.334"16o

SSRpoint = 445.558

MSRPoint
SSR point

DegreeFree reg

StPoint =r = 108.036

MSRpoint =45.558

SST .
MST popoint

M po'nt DegreeFree-st

MSTp 0 nt= 7.93*103

F Test for Corrosion

MSRpoint• F ctaul_•g :=

MSEPoint

F o F•actaut.R.eg
F ratio reg F criticaL reg

I

(.
F ratio_ g 2.062"10o

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean
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( sPoint slope(Dates Point 4 0 ) mPointI -1.983 y Point intercept (Dates .oint 4 0)S'po~ t = 4.811".103"

pont ýOn 40 oo

The 95% Confidence curves are calculated
I.

Point curve m point.Yearpredict + y point ,

Point mean( Dates) sum':= (Dates~ mean( Dates2
i ." - II

25of 26

1

* 'I

* II

.0

.1

uppoint~ f= oinlt curve,*

+ it qtI - tTotal m~ans 2)StPoiznten..~ I +
2 -~d + I)+

(year predictf"• Point actualmean) 2 I

Sum I I.

lopoirI:= Point curvCf. 2

• • ' .- ye~rr~ir.-point a .tyalM 2
+ qt(1 2 2 Total StPint means- 2 ] (year-redic - Pu ean)

2 dc I11 sum

Local Tmin for this elevation In the Drywell Train local SBf 490 (Re. 3.25)
Cr) Fit erof. Lif

Curve Fit For Point 40 Projected to Plant End Of Life

.I

I .

.1200 I-

10001-

Point 40

Tmrn-1- 'SB

x

x X X

r T point = -1.983

800 I-

600 h

2000 2010
Dates

2020 2030

Yearpredict 2 2 . 2.029216lopoint22 *- -76.503
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Thb zection below calculates what the postulated Individual thickness would be if this point were to corrode
at a minimum observable rate of 1.7mils per year (Appendix 22).

Rate min-observed: 6.9

Postulated thickness :-Point 403- Rate min-observed'( 2 029 20 06 )

Postulated thickness = 643.3 which is greater than
Tminjlocal SB 3 = 490

ie section below calculates what the postulated corrosion rate necessary for the thinnest Individual, point to
ach the local required thickness .by 2029.

minpoint = 0.802 Yearpredict:2 =2.029-I10 TminjlocalSB2 = 490

required rate.
(1000-minpoint- Tmin-local SB,)

(2005- 2029) required rate. =-13 mils per year

'I"
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.•....

Appendix 8 - Sand Bed Elevation Bay 17D
'I

October 2006 Data

The data shown below was-collected on 10/18/06.
I .

page READPRN( '.U:SOFFICE\Drywell Program data\OCT 2006 Data\SandlieB17D.txt" )

Points 49  showcells( page, 7,0) r
." 1,

I.

,!

.8

Points 49

0.849 0.828

0.806. 0.802

0.998 0.823

1.072 " 1.074

0.814 0.841

0.792 0.829

0.824 0.897

0'861 0.894

0.717 0.8p6

0.752 " 0.7t3

0.742 0812

0.85 ,0.816

0.888 0.846

0.837 0.887

0.93•

0.736

0.822

0.812

0.852

0.888

0.891

0.888

0.756

' 0.73

0.803

0.856

0.855

0.935

0.702

0.648

0.667

0.791

0.869

0.8.

0.886

I

t

Cells convert(Points 4 9 . 7)
No ataell :=length( Cells )

....-.-.. :,i )
• . •....'

The thinnest pointat this location is point 14 which is shown below
I

minpoint m: (Pin ts.49)
minpoint = 0.648

For this location point 15. 16, 22, and 23 are over a plug (refer 3.22)

Cells :=Zero one (Cells,No DataCells 15)

Cells Zero one (Cells, No DataCells' 22)

Cells deletezero cells (Cells. No s)

Cells Zero one (Cells. No DataCells .16)

Cells Zero one (Cells, No DataCells ,-23)
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Mean and Standard Deviation

/It actual in eanC(Cells)
Ii actual = 818.6667

a actual := Stdev( Cells) a actual '= 66.335

'Standard Erro"
minpoint = 0.648

0 actual
Standard error := a. a

.VNo DataCells
.i

Standard error = 9.476

Skewness

( No DataCells ) -1 DatCells, - p /
Skewness ' i " es -Itatua)

)K(Nor2)tosiactua))3  Skewness -0.576

Kurtosis

Kuhosis
~~~No DataCells (oate Is..1) .I:(Cells - 11 actual) 4

(NoDataCells - 1)>(No DataCells - 2) -(No DataCells -3>.s actual) 4 Krtosis 1 9

+ 3"(NODataCells - 1)2

(No DataCells - 2) -(No DataCells - 3)

.( . .
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Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would be if it actually came
from a normal distribution. The expected normal values, callednormal scores, and can be
estimated by first calculatingthe rank scores of the sorted data.

JI

' . • I
-I

.1

, !

j := 0.. last(Cells) srt := sort(Cells)
-1

Then each data point is ranked. The array rank captures these ranksr
,II

:= +! rnk Tsrt -- srtl)'rr. +31 rank.

* Xsrt = srtj
• ! • I

II
I

-rank.
Jr

Pj rows( Cells) + 1
I.

,.. ----..-•.! }
The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

X I N Score root[ enorm( x ) -( X]

( -].,.. . ;
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Upper and Lower Confidence Values

TheIUpper and Lower confidence values are calculated based on .05 degree'of confidence "q"

No DataCells leiigth( Cells)

a:.05 a=q~ &Io d~

a .5 ata•es Ta 2.014

o" actual
* Lower 95%1on := actual Ta. Lower 95%Con =798.75

NO DataCells,

Sactual
Uppd" 95%Con :1 actual + T=u. 83883

.No DataCells IUpper 9 5%Con 3
* ,I

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted in 112 standard deviation increments (bins) within +/- 3 standard
, ... .deviations

Bins Make bins (9 actual 0o actual)

2

Distribution := hist( Bins, Cells)

Distribution =

The mid points of the Bins are calculated 9

k.:= 0.. 11 Midpoi .ntsk ,_(Binsk ""Blinsk+ 1)2

2 0
0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviatipn

normal cuve pn . rm (Bins, l actual' CF actual)

normal curvek pnonn (Bins k + I~ actual' o actual) -pnonn(Binsk.~culac.~)

o c . Noa Dal oaa actur ,

.normal curve :=NO DataCells -normal curve
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t
I

I .

.

.. ,i
Results For Elevation Sandbed Elevation Location Oct.'2006

'I I

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurlosis, the skewness, the number of data points, and the the lower and"
upper 95% confidence values. Below is the Normal Plot for the data. ,I

Data Distribution
• I

to

Distrbutian

normal C'

I , 'I I

._L.

I 1i[

.I, *,

P actal = 818.667

actual = 66.335
I I

Standard =. 9.476err'or

Skewness = .576

Kurtosis -0.19

I.

,, ". .

oL0
60D 700 g00 900

Midloints, Midpoinkt
1000 l100

Lower 95%Con = 798.75 Upper 95%Con = 838.583

Normal Probability Plot

3

2

.0

0NScorej
XXX

I I II I

x

x
x

x

The Normal
Probability Plot
and the Kurtosis
this data is
normally
distributed.

-I

....

-2.-1

-3
600 650 700 M 750 80o 850 900 950

sr!J
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Sandbed Location 17D Trend

Data from the 1992, 1994 and 1996 is retrieved.
.d:= 0.

For 1992 D E~ates d :=Day year( I2,8,1992)

-page READPPR( "U:\MSOFFICE\Drywell Program data\Dec. 1992 Data~sandbedData* Only\SB17D.txt")

Points 4 9 := showceils(page, 7 ,0)

. 6

Points 9=

0.839

0.804

1.029

1.069

0.809

0.79

0.832

0.802

0.802

0.814

1.069

0.845

0.833

0.896

Data

'0.853

0.71

0.752

0.748

0.845

0.892

0.835

0.905

0.806

0.802

0.803

0.816

0.846

0.882

0.9ý5

0.737

0.819

0.784

0.846

0.878

0.886

0.877 0.71

0.762 0.648

0.737 0.668

0.806 0.785

0.845 0.84

0.855 0.792

0.936 0.862S)

an := convert (Points 49, 7)
rODataCells := length( nn)

point 13 = 648
point 13d := nnni3

For this location point 15, 16. 22, and 23 are over a plug (refer 3.22)

M Zero one(nn ,No Datcefl, 1s)

nan Zero one (ami. NO DataCells 22)

Ms := deletezero cio s (nn .No DataCels)

m = Zero one(annNODMeSCUsI 6)

n•a Zero onc(MnnNoDa eus.23)

., -.
measuredd mean( Cells) measured Stdev( Cells) measuredd

Standard derror -

TNo Dataells-

0CLR00019483
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For 1994• d

.page REAbPRN( "U:\MSOF.ICE\Drywell Program data\Sept.1994 Dataesandbed\Data Only\SB17D.txt')
! ,Pated: Day yer( 9,14,1994)

:= d+ I

*1

.1Points 49- :.= showcells( page, 7,0 )
I' I. I

at, *,

Data .

Points 49

0.797

0.807

1.008

1.068

0.804

0.79

0.827

0.815

0.806

0.243

1.066

0.836

0.825

0.899

0.851

0.698

o.749

9.739

0.838

0.885

0.826

0.887

0.802

0.741

0.812

0.794

0.S47

0.863

0.925

0.729

0.816

0.772

0.85.3

0.872

0.922

0.878

0.734

0.735

0.793

0.828'

0.853

0.934

0.696

0.646.

0.662

0.785

0.842

0.795

.0.835,

I

* *1
annm: convert (Points 4 9 , 7) No DataCells := length( nnn )

I .

point 13d := nan 13

For this location poInt 15, 16, 22, and 23 are over a plug (refer 3.22)

nnn Zero one (nnn, No ~ataCells, 15)

nan Zero one("Ma No DataCels, 22)

Cells deletezero cells ( , No DataCells)

l1 measuredd =mean( Cells) a measuredd St.dev( Celli

rm :Zero ne (nmi ,NODa tCjIs, 16)

nan :=Zer oo(nnn .NoDacars.,23)

Stand rd o 0 measuredd
N)Dataserror'• . •]F°DatCells
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For 1996

page READPRN( '":•ISOFFICEDrywell Program data\Sept.1996 Dataksandbed\Data Only\SB17D.txt")

a of 16

f..-- . d = d + I

Datesd. Day year( 9,16,1996)

Points 49  showcells( page , 7 0)

Data0
I .

I

Points 49 =

0.88 0.895.

0.893 0.812

0.775. '1.038

0.803 1.121

0.786 0.787

0.827 0.808

0.883 0.859

0.896 0.909

0.736 .0.867

0.761 0.808

1.001 0.772

0.839 0.88

0.843 0.904

0.864 0.82

0.88

0.863

0.774

0.835

0.849

0.898

0.892

0.845

0.783

0.813

0.877

0.892

0.892

0.962

0.746

0.693

0.807

0.794

0.867

0.912
0.979

( )
nnm := convert (Points 49,7)

NoDataCells := length( an )

point 13 :a -
d

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

nnn Zero On,(nnn, No DataCells-, 15)

.. nnn " Zero one.(nnn I No DataCells., 22)

nnn Zero one ('mNo DatCels 16)

S:= Zero one (i ,-No D. aCdis, 23)

Cells deletezero ell, (nnNo DataCells)

p measured mean( Cells) ameasured :=.Stdev(Cells) Standard'rod O tasumls
d d rrod F
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d d + I

I

I,

For2006

page 1:2 READPRN( "U:•MSOFFICE\Drywell Program data\OCT 2006 Data\Sandbed\B17D.txt")

Datesd, Day Year(10 ,16, 2006) 1

Points 4 9 showcells( page, 7,0 )

* I

.1

I,1

Data

I I
f"

Points 4 9 =

0.849
0.806

0.998

1.072
0.814

0.792

0.824

0.828'

0.802

0.823

1.074

0.841

0.829

0.897

-0.861 10.894

0.117 '0.806

0.752 0.733

0.7.42 0.812

0.85 0.816

0.888 0.846

0.837 0.887"

0.93 0.888

0.136 0.756

0.822 0.73

0.812 0.803

0.852 & 0.856

0.888 0.855

0.891 0.935

0.702

0.648.

0.667

0.791

.0.869

0.8

0.886

I

I

.,,--- .•..

'-.........'.
nnnf convert(.Points49 ,7)

point 13 d mnn1 3

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

I .

nan Zero one (1 na.0DataCdUsu 15)

mmn Zero onie.(nnfl.NO.DataCcllk,22)

nm Zero on (nnr No DatareIsh)

MMn Zer'oon,,(Imfh1No ataCeIls, 23)

Cells deletezem cells (na., No DataCclis)

: mcasuIdd

J' measured d mean( Cells) a measuredd Stdev( Cells.) Standard Nrrdd
,N° DataCells

• .... ...

'..•._..;
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Below are matrices which contain the date when the data wqs collected, Mean, Standard Deviation, Standard.
Erfor for each date.

f.-

1.993 10'

1.995.103
Date s

* 1.997*10 3

-2.007-10'

I .

6481

1646
point 

13  .693

[648

9.214 1
S9.448

Standard .eror 8.9831

9A76 J

817.2222
S .809.8889

measured = 847.9778

818.6667.

Toa means :=.rows (1 me )

64.4961
66.133

Gmeasured 62.884

66.335..

Total means = 4

S....last(Dates)
SST:

i=0

last( Dates)

SSE :=
i=0

last( Dates)

SSR:=

i= 0

( measured. - mean ( measured))

(iimeaure. -ylst Dates, 9 measured).)2

(Yhat (Dates, ILmeasred),- mean~l meas -ured))
2

SST= 847.181

SSE 847.126

SSR 0.055

DegreeFreess :Total means - 2

MSE := SSE iv

DegreeFree ss

MSE = 423.563

StGrand err := n MS

DegreeF ree reg 1=

SSR
I S R ' -

DegreeFree reg.

MSR = 0.055

StGrand err = 20.581

DegreeFree st: Total meas - 1

SST
MST-

DegreeFree st

MST = 282.394I
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-9

/ -" :: ..-('! FTest for Corrosion

F v MSR

a 0.05 F actaulReg := E
II

F citiceg :qF(.i - p pegrceFree rgDegreeFree

F ratieg Ftaul Reg
critieal-reg

-6F rrioi g = 6.985'l0

Therefore no conclusion can be made as to whether thp data best fits the regression model The figure
below provides a trend of the data and the grandrqear"

i 0.. Total means - 1pgrand measuredi mearn s ured.

'I

*1

.1

. I
• ' " . - x grand measured

agrand measured Stdev (11 measured) GrandStandard earsrour

.TOtl means

The minimum required thickness at this elevation is Tmin.:gea SB. 736 (Ref. 3.25)

Plot of the grand.mean and the actual means over time
x Ix

I

!

I

850 t-

rmin-gc SB

750

x

2000200

r

1995

pgrand measured0 -.. 823.439

2000 .. . 2005
Dates

GrandStandard =i 8.402

2010
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.. 'o conservatively address the location, the apparent corrosion rate is calculated and compared to the
, ianimum requir.ed wall thickness at this elevation

m s loP° (Dates, . measured) ms = 0.022 Y b := intercept(Dates ,IL measured)1y b = 779.89

The 95% Confidence curves are calculated

.at :=0.05 k :=2029- 1985 f - 0.. k - I

yearpredictf 1985 + f.2 Thick predict m s-year predict -+- Y b

Thick actualmean := mean( Dates) m i

upperf := Thick predictr
- a

{ )
+ qt(1 TO't ,s1 me= - 2).Stlnd errj (J1+ +)

(yearpredictf - Thick actualmean) 2

sum

lowerr Thick predictf

a1 ++ - qt( ! - , Total rnn trand Orr" I -.+
.2 j (d+ 1)

9 I

year predtf -Thick actualmean) Isum

.......

i )
%..°..-'
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a

4 .
.. ,--,.[

1000

900

.I

Tbck predit 800

Uipper

lower 700

Smumnerd

. 600

I.

Location Curve Fit Projected to Plant End Of Life

I I , I

-0. |.06

'I,

ms qiO22

I .

.2

I.
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Therefore even though F-ratio does not support the regression model'the above curve shows that even at the
lower 95% confidence band this location will not corrode to below.Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a

minimum observable rate observed in appendix 22.

Rate min observed 6.9

Postulated meanthickness : measured3 - Rate min-.observed (2016 - 2006)

Postulated meanthickness = 749.667 which is greater than
Tmingen SB3. = 736

)

OCLROO01 9490
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I

f .

li "e following addresses the readings at the lowest single point

The F-Ratio is calculated for the point as follows

last( Dates)

SST point

i=0

(point 13. •- mean(point 13))2 1.3567*103) SST point 1-6= 0

. !
.9I

0,1

.SSE poit :

last( Dates)

i=O 0
(point 13 - yhat (Dates .point 13 ))2". . I

I

4 I
I I

SSEpoint 1.551,103

SSR point = 15.491

I

I

last( Dates)

SSRpoint := E

S Si
(Yhat (Dates. point 13), - mean(Point 13 )) 2

.i

SSE pointMSE point := ..
DegreeFree ss

Stpoint err MSE point

SSRpoint
MSR Doeet g-. .oinx DegreeFree reg MST point pont

DegreeFree A

Stpoint e.r= 27,85

MSRpoint 15.491MSE point = 775.629 MST point = 522.25

F Test for Corrosion

._ M S R p o n

F actaulReg • MSE point

MEpoint

Sratio reg "- actaul Reg
F criticaLreg

F ratio-reg 1.079"10O'

Therefore no conclusion can be made as to whether the data best fits the regression model The figure
below provides a trend of the data and the grandmean

OCLROO019491



15 of 16

{ ". ""
inpoint :=soe•D ts ont 13) 0.67yD typon = 131 03se a p t3 point -0.367 y point -intercept (Dates, point 13) Y point -- 1.11 3

The 65% Confidence curves are calculated

point curve := m point'Year predict ' Y point

point actualmeea mean( Dates) sum = (Datesd - mean( Dates) 2

uppointr point curvet ...

+ qt(1 2 , To tlmeans errt ontfl~ ý (d -+I) +
(Year predictf - point actualmean) 2

I,

.sum.

lopoint point curve ...

a yearprediCt Point actualmean I
+ qt I - - Totalmeans Soint1 (d+1 sum

Local Tmin for this elevation In the Drywell Tmninlocal sB 490 (Ref. 3.25)

Curve Fit For Point 13 Projected to Plant End Of Life

(. )
I goo F

700 f-

-' 3
x xx
Tminicloca SB

x.

x x x

mnpoint ý -. 367

600 t-

500
I

2000 2010
Dates

2020 2030

year prediet22 2.029-10~Iopoint22 = 400.182

OCLROOO1 9492
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The sectioh below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.k ..

Rate mirLobserved := 6.9

Postulated thickness := point 133- Rate min-observed.( 20 16- 2006)

Postulated thickness = 579 which Is greater than Tmin-iocal.SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 0.648 year prd -,=2.029] 0 3 Tmin-!ocal SB2 2 = 490

( I000*nmlnpoint- Tminjlocal SB., )required r
(2005- 2029) required rate. --6583 mils per year

( }.• ..:......
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Appendix 9 C-1302-187-E310-041 Rev. No. 0

Appendix 9 - Sandbed 17-19
October 2006 Data

The data shown below was collected on 10/18/06

page := READPRN("U:MSOFFICE\DrywelI Program data\OCT 2006 Data•Sandbed\SB 17-19.txt")

Points 49 :=showcells(page, 7,0)

Sheet No.
1 of 26

points 49

0.969
0.972

0.968

1.022

0.96

1.001

0.995

0.962 0.945

0.977 0.959

0.974 1.004

0.959 0.963

0.962 0.951

0.994 0.952

1.019 1.012

0.931

0.991

0.987

0.974

0.95

0.929

0.995

0.965

0.967

0.982

0.993

0.943

0.917

1.009

0.96 0.928

0.955 0.937

0.996 0.924

0.985 0.952

0.982 0.901

0.962 1.001

0.946 1

Cells := cocvert(Points 49,7) No DataCells ;= length(Cells)
.. o....

(
The thinnest point at this location Is point 35 and shown
below

minpoint:= rin(Points 49) minpoint = 0.901

Cells := deletezero ce.Is(Cells, No DataCells)

No DataCells := length(Ceils)

[.'
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,,•---..

Mean and Standard Deviation

V• actual:= mean(Cells) p actual = 969.02 0 actual:= Stdev(Cells) o actual = 27.654

Standard Error

0 actual
Standard erro r : '-

,No DataCells
Standard error = 3.951

Skewness

(No DitaCells) "X(Cells -i actual
Skewness :=

(No DataCells- l).(NoDataCells- 2).(U actual)3 .
Skewness = -0.182

Kurtosls

-, , ,

No DataCells,(No DataCells + 1.- (Cells- Iiactual)4
Kurtosis:-

(No DataCells - 1) (No DataCells- 2). (No DataCells - 3) (0 actual) 4

3"(No0 ataCells- 1)2

Kurtosis = -0.365

(No DataCells- 2). (No DataCells - 3)

Normal Probability Plot

j:=O.. last(Cells)

rj:=j+l

srt :=sort(Cells)

rank. - sftr
Xsrt-sr.

rank.

rows(Cells) + I

NScore. roof cnorm(x)- (Pj), x]
! -)..... ,,

x:=I

OCLROO019495
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Upper and Lower Confidence Values

The Upper and Lower confidence values are calculated based on .05 degree of confidence 'a"

a:=.05 Ta:=q{(lI.!)48] Ta 2.011

Lower 95%Con :=p actual- To actual Lower 95%Con = 961.077

•No DataCells

o actual
Upper95%Con :=P actual -+Ta. Upper95%Con 976.963

• No DataCells

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

. - Distribution of the 'Cells' data points are sorted In 1/2 standard deviation increments (bins) within +1-3 standard
deviations

0 •

Bins :=Makebfs( atual.actual)
2 .

4

Distribution := hist(Bins, Cells) 8
Distribution = 12

The mid points of the Bins are calculated
8 .

(Binsk+ Binsmk+1)k=0.. ! 1Midpointsk := 2

normal curve 0 :=pnorm(Binsp actualt, actual)
noml :.pomBn.pomBn

normal curvek ( k+- actual', actual)- pnorm(BinSkP actual, 0 actual)

normal curve :=No DataCells"fonnal curve

OCLROO019 496
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Results. For Bay 17-19
The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values.

Data Distribution

I I

Ip actual = 969.02

o actual 27.654

Distribution Standard error 3.951"•rmaM curve

Skewness = -0.182
5 K

Kurtosis =-0..365

,... - .,.
850 900 950 1000

Midpoints, MIdpoints
"1050

Lower 95%Con = 961.077 Upper 95%Con = 976.963

Normal Probability Plot

N 5core,
XXX

2 X -
x

dXX

0X

0 
X xý

x~x
x

.1I I

-j
900 920 940 960. 980 1000 10220 1040

.Itj

This data (2006) is normally distributed. However, past calculations (ref. 3.22) have split this area out as a
separate groups and performed analysis on both groups. In order to be consistent with past calculations this
data will be split in two groups and analyzed. As well as the entire data set.

,OCLROO019497
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The two groups are named as.follows: StopCEL :=21

low points:= LOWROWS (Cells, NO DataCells, StOPCELL)

Mean and Standard Deviation

glow actual :=mean(Iow points) Glow acti

Phigh actual := mean(high points) ohigh act

Standard Error

high points := TOPROWS(Cells, 49, StopCELL)

ual :=Stdev (low points)

ua :=Stdev(high points)

ohigh actual
high rror

, .. length (high. points)

- Glow actual
Standardlow error

4length (low points)
Standard

f- ..

Skewness

NOlOw DataCells length (low points)

Skewness low (Nolow DataCells) .(low points- Plow actual)3
(Nolow DataCells-l)-(Nolow DataCeils- 2).(low actual)3

Nohigh DataCells :=length(high points)

Skewness ig (Noh igh DataCells) X(high points phigh actual)

hiNgh :N ).( 3(Nohigh DataCells-il).(Nohigh DataCells- 2),' (°high actual):

OCLROO1 9498
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Kurtosis

Kurtosis NloDtaCells(N ow DataCells+ ' ).*(Iow points- Plow actual) 4  
4(NolowDa Cells 1) (No'owDataCells- 2.).(Nolow DataCells 3). (G10w actual) 4

+- 3"(NolowDataCells_ 1)2

(Nolow DataCells -2)-(NOlow DataCells 3)

Nohigh DaaCels'(Nohighi taCelS )I h(hig = p highactua) 4
Kurtosis high := p it-

(Nohigh DataCelis -) 1(Nohigh DataCells- 2). (Nohigh DataCells - 3)" (ohigh actual) 4

+ 3'(NOhighDataCells" 1)2

S(Nohgh DataCels- 2).(Nohigh DataCells- 3)

Normal Probability Plot - Low points

I.:=0.. last(low points) Srt low :=sort(low points).

k I

rank low IL
Tsrt i0owSrt low,

rank low.

S rows(low points)-I- I

x:= I
N-Score low1 :=roofcnorin(x)- (p low,),x]

Normal Probability Plot - High points

h := O..last(high points) srt high :=sort(high pois)

Hh :=h+ I rk h (srt highSri highh. HI
rank __ig____ :-__ )

Isrt high--S highh
• •rank high h

P high, r p.gh'rows(high points) +-I-

...-. ,

( x:= I
NScore highh := root[cnorm(x) - (P highh), x]

OCLROO019499
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Upper and Lower Confidence Values

a :=.05 Tct:= qj (I _1
ý), 48] Ta = 2.011

lIigh1 actual
Lowerhigh 95%Con := Ahigh actual - Ta,

4Nohigh DataCells

ohigh actual
Upperhigh 95%Con Phigh actual + Ta,

4Nohigh DataCells

ulow actual
Lowerlow 95%Con :=Pilow actual- Ta" -

,Nolow DataCells

olow ata

Upperlow 95%Con :=glow actual -p.T a t -Nlow ata l

4NolowDataCells

Graphical Representation of Low Points

Bins low Make bins(plow actual, Wow actual)

Distribution low :=hist (Bins low' low points)

The mid points of the Bins are calculated

Distribution low =

MW
ma

0

6.

5

3

7 "

0 -
0

(Bins ow +Bins lo. )

Midpoints lowk +
k:=O- 11

normallow curveo :=pnorm(Bins low 1, Plow actual, 010W actual)

normallow curve :=pnonn Binslo w actual- dow actual) pnorn (Bains owl actual,Glow actual)

normal low curve N~~ aael'omllwcurve

OCLROOO 19500
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Graphical Representation of High Points

Bins high := Make bins(gIhigh actual01high actual)

Distribution high:= hist(Bins high, high points) Distribution high =

0m
0

3

4 .

2.

,0

'o

Midpoints high. 2-
k 2k:=0.. 11

( !

normalhigh curveo := pnorm(Bins high', p±high actual, chigh actual)

normalhigh~curv :=Pnorm(Bins high.+ phigh actual, ahigh actual) - pnnorn(Bins highk, phigh actual, ohigh actual)

normalhigh curve :=Nohigh DataCells-nomalhigh curve

OCLROO019501
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Results For Sandbed Bay 17/19 thinner points

Distribution low

jlnorrnaltow cu~rvc

plow actual = 972.464

olow actual= 31.118

Kurtosis low = -0.451

Skewness low = -0.348

Standardlow error 5.881

Nolow DataCells = 28'.
850 900 950 1000 1050 I100

Midpoints low, Midpoints low

Lowerlow 95%Con " 960.64 Upperlow 95%Con 984.288

N-score low,
XXX

0

II I

X
x

X
x

X

* x X
x

* x
XX
x

Xxii
10 920, 940 960 980 1000 1020 1040

srl low,

T )
.... The above plots indicates that the thinner area is more normally distributed than the entire population.

OCLRO0019502
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Results For Sandbed Bay 17119 thinner points

Sheet No.
10 of 26

DisMtbution high
JLnom'alhigb cawm

phigh actual = 964.429

chigh actual 22.121

6

Skewness high -0.246

4,

Kurtosis high =-0.481

2 Stahdardhigh error = 4.827

Liii. -Nohigh DataCells = 21

900 920 940 960 980 1000 1020 1040
Midpoints high MidpoinML high

Lower 95%Con = 961.077 Upper 95%Con 976.963

U.

2

?Lscore "hlh

XXX

II I

X

X
x

X
x

xxX

XX
x

x.xx
×x

X .x
x

0

-I

92

!• I I J
0 940 960 980 i000 1020

rhlghh

. The above plots indicates that the thicker areas are normally distributed.
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Data from 1992 to 2006 is retrieved. d :=0

For Dec 31 1992

page := READPRN("U:\MSOFFICE\Drywell Program data\Dec. 1992 Data~sandbed\DATA ONLY\SBi7-19.txt")

Sheet No.
11 of 26

Points 4 9 := showcells(page, 7,0)

Data
Datesd:=Day year(12,31, 1992)

I Points 49 =

0.958

0.982

0.978

1.01

0.968

1.045

.1.034

1.007

0.977

0.975

0.958

0.963

1.012

1.038

0.954

0.968

1.004

0.957

0.992

0.968

1.039

0.934

0.992

6985

0.979

0.947

0.974.

1.005

0.959

0.96

0.984

0.991

0.979

0.958

1.056

0.957

1.001

1.03

0.985

0.997

0.97

0.99

0.964

0.969

0.959

0.956

0.914

0.994

1.004

nnn :=convert(Points 4g,7)

POint 3 5 :=lnfl 34
d

The two groups are named as follows:

No DataCells := length(nnn)

Point 35 =914

I. 4
StopCELL :=21 No Cells := length(Cells)

low points := LOWROWS (nnn, No Cells, StopCELL)

No IowCells :-length(low points)

high points':= TOPROWS (nnNo Cells' StOPCELL)

No highCells:= length (high points)

Cells -deoltezero Cells(nI. No Cells)

low :=deletezero cells (low p No lowCells)
opoints pteceilpoNpointstloo illss

high points := delete'zero cells(high points, NO highCells)

I'measured :=mean(Cells) a measuredd := Stdev(Cells)

phigh measuredd := mean(high points).

chigh measuredd := Stdev (high points)

.ohigh measuredd

Standardhigh e length (high points)

Crmeasuredd
Standard error d

•" d '•N DataCells

glow measured d :=mean(low points)

(low measured d Stdev (low points)

_ low measuredd

Standardlowerrord l o i
erod length (low points)

I 1
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d:=d+ I

For 1994

page := READPRN("U:\MSOFFICEODrywell Program data\SepL.1994 Data\sandbcd\DATA ONLY\SB17-19.txt")

Points 49 :=showcells(page, 7,0)

Data

Datesd :=Day year( 9 ,26,1994)

Points 4 9 =

0.921

0.955

0.982

1.039

0.959

0.998

1.027

0.957

0.97

0.977

0.965

1.002

0.995

1.008

0.955

0.955

0.991

0.973

0.953

0.967

1.011

0.967

1.001

0.993

0.979

0.942

0.938

0.992

0.96

0.945

0.969

0.997

0.943

0.834

1.038

0.952

0.957

0.995

0.985

0.975

0.96

0.993

0.922

0.97

0.933

0.953

0.906

0.98

0.983

ann :=convert(Points 49-7) No DataCells"= length(nnn)

Point 35d :=nnn34

( J The two groups are named as follows: StopCELL :=21 No Cells := length(nnn)

low points :LOWROWS (nnnNo Cells, StopCELL)

No lowCels := length (low points)

high points:" TOPROWS (ann, No Cells,StoPCELL)

No highCells:= length (high points)

Cells :=deletezero cells (nnn o Cells)

low points := deletezero cells (low points, NO lowCells)

high points dele cels(hgh points No highCells)

P measuredd :=mean(Cells) a measuredd :=Stdev(Cells)
.. CMeasuredd

Standard erro d

.NO DataCells

phigh measurd := mean(high points)

bigh measured d Stdev (high points)

td"h eror high measuredd
... .Standardhigh errord := d

plow measuredd :=mean(low points)

olow measuredd :. Stdev (low points)

StandardlOW : low measuredd
e d 4length (low points)
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For 1996 d :=d+l

page := READPRN("UAMSOFFICE\Drywell Program data\Sept.1996 Datamsandbed\DATA ONLY\SB 17-19.txt')

Points 4 9 := showcells(page,7, 0)
Datesd :=Dayyea(9,23, 1996)

Data

Points 49 =

0.945

1.001

0.99

1.015

0.991

1.053

1.028

0.945

0.979

0.972

0.954

0.966
1.037

1.043

0.948

0.955

1

0.959

0.954

0.953

1.003

0.953

0.99

1.012

0.983

0.949

1.01

0.989

0.944

0.961

1.016

0.991

0.997

0.957

1.033

0.962

0.959

0.994

0.983

1.024

0.983

0.943

0.924

0.939

0.926

0.974

0.935

1.008

1.009

nnn :=convert(Points 49 7)

Point 35 d := nnn34

The two groups are named as follows: StopCELL :=21 No Cells '= length(nnn)

(.-- ',

low points := LOWROWS(nnn, No Ceils, StoPCELL)

No IowCells := length (low points)

high points:= TOPR OWS (na, No Cells, StoPCELL)

No highCells := length(high points)

Cells := deletezero cells(!mn, No Cells)

low points:= deletezero cells(low points, No lowCells)

high points := deletezero cells (high points, No highCells)

P measured~ :=mean(Ce11s) a measuredd := Stdev(Cells)
S measuredd

errord JNo DataCells

Ihigh measuredd := mean(high points)

ohigh measuredd := Stdev (high points)

*ohigh measuredd

Standardhigh errod : lg (rd lengti (highpons

gliow measuredd = mean(ow points)

olow measuredd Stdev (low points)

Glow measured,
Standardlow errord -

rr length (low points)

( )
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For2006 d :=d.-- I

page := READPRN("U:\MSOFFICE\Drywell Program data\OCT 2006 Data\Sandbed\SB17-19.txt")

Points 49 := showcells(page, 7,0) Dates4 :--Day year(9 ,2 3 , 2006)

Data

Points 49 =

0.969 0.962

0.972 0.977

0.968 0.974

1.022 0.959

0.96 0.962

1.001 0.994

0.995 1.019

0.945

0.959

1.004

0.963

0.951

0.952"

1.012

0.931

0.991

0.987

0.974

0.95

0.929

0.995

0.965

0.967

0.982

0.993

0.943

0.917

1.009

0.96

0.955

0.996

0.985

0.982

0.962

0.946

0.928

0.937

0.924

0.952

0.901

1.001
I

nnn: :convert (Points 4 9,7)

Point 35 := nnM34d

No DataCells != length(nnn)

'No Cells := length( nnn)
,- ,.

The two groups are named as follows: ' StopCELL:=21

low points:= LOWROWS.(nnn, No Cells, StopCELL)

No lowCells length (low points)

high points:= TOPROWS(nnn, No Cells, StopCELL)

No highCells := length(high points)

Cells :=deletezero cells(nnn, NO Cells)

l 1owpoints :deletezero cells(low points, No lowCells)

high points :-deletezero ceils(high points, NO highCells)

V measuredd := mean(Cells) G measuredd := Stdev(Cefls)

measuredd

Standard error :='

.,No DaaCells

I'.)

Phigh measuredd ::mean(high points)

ohigh measuredd - Stdev (high points)

Standardhigherror, :=- ohigh measured4

e'rd ,length (high points)

Plow measuredd ::mean(low points)

Glow measured4 := Stdev(iow points)

(low measured
Standardlow erro := d

4length (low points)

.OCLROO019507
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.Below are the results

1.993-10'

1.995-10,
Dates

1.997-10'

.2.007-10

4.2031

I 4.94
Standard error = /

4.645'

3.951J983.265]
969.837

"measured 980.388

969.02 J

9141
906

Point 35 = 9
1903] 29A423'
901 -- 3458

Smeasured 32.516

127.654]
a '/

phigh measured =

[976.0481 22.083
963.19 22.272

[967~~381] 1 ~measured = 2  ]967.381 27.623
.964.429. J22.121 .

4.8191

4.86
Standardhigh error 6.028

4.827J

S o e 6,287
[7.788

saarowerror = 6.222

L 5.881.

988.6791
974.821.

P9low measured 9 .

.972A464]

[33.27 1
41.21

Flow measured j 32.926

131.118.

ii
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Total means :=rows(,t measured) Total means = 4

last(Dates)

SST:= E

i=O

last(Da

SST low :=
1=

last(D

SSThiah

I.. - - .

last(Da

SSE:=

.las
SSElow :=

l a~

SSE high

last(D

SSR:= Z

* as

SSR low

SSR high

• 2

(V measured, meant(i measured)) 2

Poes measured, mean(Iilow measured)) 2

ates)

(pihmeasured, - mean (lhigh measured))2.

0ares)

I)(P measured - yhat(Dates, measured )i)2

i=O
ates)

0
st(Dates)

i=0

lst(Dates)

E (t(high measured)- yhat(Dates,phigh, measured ))i 0

taes)
•(hat(Dates,p measrd.. me~an(gJ Meas rd)

0

st(Dates)

S (yhat(Dates, plow measured). mean(Alow measured))2

i=0

Lst(Dates) m.enpibmaue)
E (yhat(Dates, ghigh measured),-ma(hi m sued)

i=0

,.1. .

OCLROO019509
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DegreeFree ssýTotal means- 2

MSE:= SSE

DegreeFree ss

Standard error :-M•

MSR SSR
DegreeFree reg

SST
MST:=

DegreeFree st

DegreeFree reg := I

SSE low
MSE low '-S

DegreeFree

Standard lowerror:=. w

SSR w

MSR low lw
DegreeFree reg

MST low SSTl"
DegreeFre st

DegreeFree A := Total means- I

SSEhijgh
MSE high -DegreeFree ss

Standard higherror:= h

SSR highMSR high =MS DegreeFree reg

SST high
MST high DegreeFree'-

Test the means with all points

F Test for Corrosion

F actaulReg '=M -R
MSEa :=0.05

F critical-yeg :=qF(I - a, DegreeFree reg, DegreeFree SS

*FF F actauLReg
Fratio-rg Fcriticalreg

F ratio_reg 0.068

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

I. )

0CLROO01 95.10
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Test the low points

F Test for Corrosion

Factaul-elo MSR low
MSE low

F criticalreg qF(i - a,DegreeFree reg, Dgree'Free

F a . F actauLReg.low
F ratio_reg.low - F criticalireg

F ratio reg.low 0.066

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

Test the high points

F Test for Corrosion.

F . MSR high.
actaulReg.high-

MSE high

F criticareg :=qF(l - a, DegreeFree regDeeFreess)

F actaulReg.h'igh
F ratiomreg.high:- F

F ratioreg.high 0.039

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean.

)

( I
°...°,.

OCLR00019511
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The following will plot the results for the overall mean, the mean of thinner points, and the mean of thicker
points

i :=O. Total means- I

pgrand measured, mean(P measured) agrand measured Stdev(11 measured)

agrand measured
GrandStandard error .=a'urTta

TTotal means

0grand Iowmeasu-ed:=Stdev (plow measured) Plowhgrand measured, mean(glow masured)

GrandStandard lowerror Ggrnd lowmeasured
FTotal means"

ogrand hi:meaured =Stde hig measured) Phghgrand measur'ed :=mean(phigh measured)

agn highmeasured
GrandStandard higherror:
• m , ,Total mean,

(. )

i0001-

A' measawd
xxx
jigrand mesue

gjhigh mewe

AICoW Measured

P1ihgrfld me-red

l1owligrand mesured

950

I I3

X

900 -

I

1992 1994 1996

plgrand measured = 975.628

mean (pow measured) = 981.527

mean (phigh measured) 967.762

1998 2000 2002 2004 2006
Dates

GrandStandard error 3.631

GrandStandard lowerror 4.587

GrandStandard higherror 2.898

OCLROO019512
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The F Test indicates that the regression model does not hold for any of the data sets. However, the slopes

and 95% Confidence curves are generated for all three cases.

in .:=sop (Dates, p me dY)b :=intercept(Dates , p measured)

( -""

mlows := slope (Dates, IdoW measured)

mhighs :=slope(Dats. 'igh measured)

E t :=0.05 k:=23

yearpredict :=1985 + f.2

Thick predict:= m syear predict+ Y b

Thick lowpredict := m lows year predict+ Y lo,

Thick highpredict := m hihs.year predict+ Y h

Thick actualrran := m.an(Dates)

sum 'Z(Datesd- mean(Dates))
2

.'i

Y lowb:= intercept(Datesllow measured)

Y highb intercept(Dates, Phigb measured)

f:=O.. k- I

'I

OCLROO019513
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,, ..

For the entire grid

upperf :=Thick predict-

.+qf 1 •,Total means- 2).Standard error f + d " )
(year predicti- Thick actualmeah) 2

sum

lowerr := Thick predictf "'"

+- at I - -- ,Total means- 2 "Standarderror-!, ÷ I+- --- +- (year ep dictf- Thickactualmean) -

Toa eo 1 (d+ l) sum

The minimum required thickness at this elevation is Tmin-gen SB :=736 (Ref. 3.25)

u0U0

.( )
1000 -

9501-
Thick predict

UpPer.

lower

. measured

Tmin-gen S9

- I I I I -

0

* 0 3

.

I .*l I

mS = -0.733S

8501-

8So i-

750

1980 1990 2000 2010 2020
year predic. year predict, year pm.JictDates, year prdc

20I0

OCLR00019514
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i ie points which are thicker

upperf :=Thick highpredict"
I

qtI- at-,otal means- -)Standard higherror'j
I a
*1~ year predict , Thick actualmean) 2

(d+l1) sum

lowerf := Thick highpredictf -"

+-q -, T~ot means- 2) 'tandard 1 + (Year predic- Thick actuamean2
+ ý oa en 2 .stanard highrrr. It I ( .

2(1d-l- )" sum

I I *I

....- •..

( ) too00-

950-

Tbck highpreffic

'Lihigh reasured
D 13
lower

upper

Tmin-gen SD

900g-

0 1

m highs -0.487

9501-*

R001-

750-F

1980" 1990 2000 2010 2020
year predict -Dalesy$- r pred v year pm ed kt, Year p reict 2030

i ')• .. ..,

OCLROO019515
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r "ie points which are thinner

upperf =Thick lowpredictf

+ qt I - C- Total means- 2 (d+ +

2 mas (d+I1)

(year predictf- Thick actualmean) 2

sum

lowerf :=Thick lowpredict"

r m 
(year predictr" Thick actualmean) 2

+ - qtý I1 2 -tTotal means - 2ý -Standard lowerror 1I + (...+1__+ \ysur

. . ..) I000

'Mick lwrdc

pllow measured

lower

upper

Tmin-gtn SB

90D

S I. I I.

-

m lows --0.917

800

1980 1990 2000 2010 2020
.. 3,ar i =, Dates, year pre.dictYear pre, year predit

2030

y )

OCLR00019516
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.- '•he section below calculates what the postulated mean thickness would be if this grid were to corrode at a
hnimi sm observable rate observed in appendix 22.

Rate mrin-observed := 6.9

Postulated meanthickness : i measured3 - Rate min._observed.( 20 29 - 2006)

Postulated meanthickness = 810.32 which is greater than
Tmin-gen SB 3 = 736

ie following addresses the 'readings at the lowest single point

last(Dates)
3 := jZ (Point 3,-meant(PointS pont5))2

i=O

last(Dates)

point= (Point 3 - yhat(Dates, Point 35),)2

i=0

SST point=6' 74

;R.,-int

last(bates)

E (yit(DtesPoint 351 - mean(Point 35))'
(itDaea 5 \ 3 J

SSE point = 559.156

SSR point.= 114.844

SST point
MST point DegreeFree st'

ISE • ,= -SSE point
point' DegreeFree ss

StPoint err jMSE point

MSE point = 279.578

•R SSR point
MSR point DegreeFree rg

StPoint err 16.721

MSR point= 114.844 MST point = 224.667

F Test for Corrosion

MSRMRpoint
F actaul_-Reg poin

MSE point

F rao F actauLReg
F critical_reg

F ratiojreg = 0,022

nl ore no conclusion can be made as to whether the data best fits the regression model. The figure
L,.,"provides a trend of the data and the grandmean

OCLR00019517
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.mpoint:=slope(DatesPoint 35) mpoint=-,007 Y.point:=intercept(DatesPoint35) Y point 2.925-103

The 95% Confidence curves are calculated

Point cur*ve =m point'Year predictt Y point

Point actualmean mean(Dates)

uppointr := Point curve"

sumi :=Z (DateSd- meanCDates)) 2

q+ -lit I'T° means- 2)StPointerr'jl +d -
'year pr~edictf Point aotalmea~n) 2

sum

lopoint1 :=Point curvet
I . . , .,

~oa1 me. t)Son ye* (Yapredict, - Pint actualmean) j+ - qt I. -,Total means- 2/ . " . d )n 7 '

Local Tmin for this elevation in the Drywell TminJocal SB :=490 (Ref. 3.25)

Curve Fit For Point 35 Projected to Plant End Of Life

I000

900

8l0-
Point 3
xxx
Tminjacal SB

x
x x

1* 7

m point = -l.007

7001-

600 -

500

2000 2010
Daits

2020 2030

lopoint_2 733.369 3year preic t2 2.029a 10

OCLROO019518
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendlx 22.

Rate rain_observed 6.9

Postulatedthickness :=WPoint 35 Rate rain-observed'(2029- 2006)

Postulated thickness = 755.3 which is greater than Tainilocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 0.901

required rate.

year predict'2 = 2.029-103 TminJocal S = 490

(. 000;mznpoint- Tminjocal SBr)(" "
(2005- 2029) required rate. 17.125 mils per year

I

OCLR00019519
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Appendix 10 - Sand Bed Elevation Bay 19A

O 2October 2008 Data

The data shown below was collected on 10M18/06.

page READPRN( "U:JAMSOFFICE\Drywell Program data\bCT 2006 Data\Sandbed\SBl9A.txt")

Points 4 9 := showcells(page,7,0)

I

!
!

.1

-Pointd4 9

0.692

0.807

0.813

0.916

0.873

0.844

.0.865

0.788 0.743. 0.648

0.774 0.ý45 0.736

0.812 0.892 40.805

. 0.883 0.805 1"179

0.904 0.842 1.16

0.768 0.834 0.858

0.803 0.793 0.844

0.699.

0.747

0.861

0.808

0.801

0.851

0.878

0302

0.724

.0.792

0.777

(Y752

0.834

0.817

0.735

0.773.

0.806

0.766

0.878

0.867

0.808

I I

I

Cells :=.convert(Points 49 , 7)
NoDatasd:Us length(Cells)

The thinnest point at this location is point.4 which shown below
~..., I

minpoint := min (Points 49)
minpoint = 0.648

For this location point 24, 25. 31, and 32 are over a plug (refer 3.22)

Cells Zero one (Cells ,No DataCells 24)

Cells zero on,(CelIs.NoDataCeil,31)

Cells deletezero Cell (Cells No DataCells)

Cells Zero one (Cells., No DataCells, 25)

Cells "= zer oe (Cells, NoDataCdl,, .32)

OCLR00019520
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!

Mean and Standard Deviation

/Pt actual :=mean( Cells)
a ctualI: Stdev( Cells)g actual = 806.5778 Gactual - 6 2 .3 84

'Standard Errot minpaint = 0.648

Standnl: actua
Standa rd error :t-

.No DataCells
Standard error 7 8.912

Skewness

Skewness (No DataCells) "-(Cells - actual)5.kwns (, :=13 Skwes-.7

(NO DataCells ) !(NO DataCes - 2) *(O act) 3  Skewns = '-077

Kurtosis

(*.
No DataCells . (No DataCells +I 1) .(Cells- - actual) 4

Kuttosis

(No DataCells - 1) (No DataCells - ).(NO DataCells -3) ((y actual)4  utss

+ ~3 -(NO Data~eijs 1)2

(NO DataCells - 2).- (No DataCells - 3

OCLROO019521
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Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would be if it actually came
from a normal distribution. The expected riormal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

I ,
I

I
i

j := 0.. last( Cells) sit :=.sort( Cells)

Then each data point is ranked. The array rank captures these ranksc
(------ ,.

r. :=j+ 1______
.1 rank, :

Xsrt=srt. I
r. + I rank

Jt -ý

.4

.1,

I - I -

rankj
pi :- (

' rows( Cells) .1 1

I
The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

x Il N_Score.i root[ norm(x)- (p)x](3

I I .....-.

(

.OCLROO019522
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'pper and Lower Confidence Values

The/Upper and Lower confidence values are calculated based on .05 degreeof confidence "qt"

NO DataCells ength( Cells

S( No aCells Ta at2.014

Lower 95%oCon p actual - Ta- . ... Lower 95%Con =.787.947TNo jataCells -

ffactual
Uppf 9 5 Con := I actual + Ta. /No Daael'Upper 95%C~n 825.308 .

qNo Data Uls

These values represent a range on the calculated mean in which there Is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +/- 3 standard
." ,vlatlons

Bins Make bins(t actual0 actual)- 0
3.

4
Distribution hist( Bins, Cells) 6

Distribution = 7

The mid points of the Bins are calculated

6

Sk :=.o. 1I dpoints= (kBi.s +2BnSk, ) 2
20

0*

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

normal curve0  Pnorm (Bilsip actual, a" actual)

normal curve1  pflpnormf(Binsk i I actual actual 0 actual).

normal curve No DataCells *normal curve

OCLROO019523
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Results For Elevation Sandbed elevation Location Oct. 2006

The following schematic shows' the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values. Below is the Normal Plot for the data.

D t

Data Distribution , .

)0

acu , 806.578

sw = 62.384

Standard erro = 8.912Distribution
JLnormal curve

Skewncss = -0377

'Kurtosis'= -0.572

900 950 1000
(*)

600 650 700 750 0oo 850
Midpoints. Midpoints

Lower 95%Con = 787.847 Upper 9 5 .Con = 825.308

Normal Probability Plot

3

21

.1

NScorej
xxx

0

x

xx

-I-

X)Y
x

- x

The Normal
Probability Plot
and the Kurtosis
this data Is
normally
distributed.

-*1

-2

-1

]-. .. ' 600 650 .700 750. 0oo sSO 9g0 950

OCLR0019524
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Sandbed Location 19A Trend

For 1992 Datesd := Day Yenr(12,8,1992)

I .

..page READPRN( "UJ:•MSOFFICE\DryweIl Program data\Dec: 1'992 Data~sandbed\Daia Only\SBl9A.txt")

Points 49:= showcells( page, 7 0)

Data

Points 4 9 =

0.681

0.81.
0.776

0.886

0.872

0.859

0'864

0.781

0.778

0.8

0.888

0.864

0.766

0.802

' 0.749

0.82
0.888

0,803

0.273

0.844

0.803

0.659

0.759

0.755

1.077

1.16.

0.848

0.844

0.7?9

0.747

0.771

0.794

0.796

0.859

0.882

0.694'

0.723

0.809

0.772

0.751

0.894

0.818

•0.731

0.773

0.806

0.762

0.859

0.85

0.792.

,, '" .
mmn convert (Points 4 9 , 7) No DataCells := length( rm)

Point 4 = 659
Point 4d := nnn3

For this location point 24, 25, 31, and 32 are over a plug (refer 3.22)

6ifl Zero one (nnn No aaCs24)

aflil 2zeroneo (nnn.No~ataceil,s31)

Cells deletezero epils nnn, DataCells)

MMa Zero one (nim, No DataCells, 25)

m nn Zero one (Unn ;No DataCells, 32)

itmeasilredd mean( Cells) ' measuredd Stdev( Cells ) a measuredd
Standard or D

No DataCells-I.

OCLROO019525
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d :=d+ IFor 1994

Page A.RA~bP'RN( "U :\MSOFFICE\DrywflI Program data\Sept. 1994 Data\sandbed\Data Only\SB19A~txt7

J?atesd :=Day yea( 9,14,1994)

Points 4 9 := showcells( page, 7, 0) ! .1

C.

Data"

Points 4 9

0.679

0.778

0.77

0.889

.0.868

0.945

0.888

0.808

0.767

0.794

0.9

0.862

0.767

0.799

o3744

0.82

0.885

0'.266

0.253

0.814

0.808

0.65

0.739

0.756

1.143

1.161

0.87

0.847.

0.722 0.696

0.743 0.723

0.706 0.833

0.795 0.771

0.793 0.763

0.852 0.88

0.88. . .0.854

0.727

0.766

0.785

0.759

0.861

0.857

0.975

I

I

¢ . .. annn . convert(ons 9 )Point 4 s 49,7 No DataCells := length( mm )
!

Point 4 2. 31

For this location point 24, 25, 31, and 32 are over a plug (refer 3.22)

n eroone(MM, No -iaCL 24)~

mmn Zeroone(nnnNoDataCes,,31)

Cells deletezero cells (nnn" No DataCells)

nnn :Zero one (nnn .NoDataCells, 25)

annp Zero one (nnn ,No Maael.2

I'measured := mean( Cells.) omesured := Stdev( Cells)
d d

ameasured
Standard e -r

JNODaaCeIls
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!

For 1996

page :READPRN( 'U:\ASOFF.CE\Drywell Program data\Sept.1996 Data~sandbe'dDati Only\SB19A.txf' )

Datesd. Day year( 9,16,1996)

d d -i-* 1

Points 49 showcells( page, 7, 0)

PI . Data

.1

Points 49 =

0.657 0.781

0.779 0.83

0.821 •0.788

0.892 0.889

0.876 0.906

0.944- 0.779.

0.924 0.83

0.734

0.875

0.906

0.898

0.833

0.84

0.889

0.68

0.779

0.786

1.159

1.159

0.857

0.866

0.722

0.762

0.793

0.789

0.795

0.865

0.925

0.719

0.755

0.815

0.713

0.762

0.809

0.872

0.745

0.769

0.805

0.833

0.864

0.85

0.801

()-. o...

nnn := convert(points 49, 7) No DataCells := length( xnnn)

Point 4 d :=m3

For this location point 15, 16, 22. and 23 are over a plug (refer 3.22)

nm Zero one (Iiiu, No DataCells 24)

mm Zero one •nn,No DataCells 31)

Cells deletezero Cells (ran. No DataCells)

A measured := mean( Cells) o measured := Stdev( Cells)
d ~d.

:= Zero one (f.nn ataCells , 25)

mm Zero on(nn. (nl.fNo DataCells ,32)

• i crasur edd-
Standard er

d No DtaCells

( i",......;
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I..

2006 d

page READPRN( 'U:\MSOFFICE\Drywell Program data\OCT 2006 Data\Sandbed\SBI.9A.txt")

Da ~d:= Day year( 10, 16, 2006)

Points 49  showcells( page, 7. 0)
Data

,Data

9of 18

:=d + 1

I

,I

I. ' I

I .

Points 4 9 =

0.692 0.788' -0.743

0.807 0.774 0.945

0.813 .0.812 0.892

0.916 0.883 0.&05

0.873 0.904 0.842

0.844 0.768 0.834

0.865 0.803 0.793

10.648 0.699 0.702
10.736 0.147 0.724

0.885 0.861 0.792
1

1.179. 0.808 0.777

1.16 0.801 '0.752

0.858 0.851" 0.83:4

0.844 0.878 0.817

0.735

0.773

0.806

0.766

0.878

0.867

0.808

! .

I

I w

• .. , .. -

mm convert (Points 49, 7)

Point 4 d n:m3

For this location point 15, 16, 22, and 23 are over a.plug (refer 3.22)

amm := Zero one (nnnNo DataCels ) 24

nnn := Zer 0one (nnn , No. rataCejjs, 3 .

nm : Zero one(nm ~No Dataefls 25)

Zero (mm No DataCels 32)

Cells- deletezero cells (nnn, No DataCells)

'measuredd

1 measured "m mean( Cells) o measured Stdev( Cells) Standard edd d aa lsrd

'-.......•'
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

Dates =

1.993o 10

1.995o10

1.9970103

2.007o103

659]Sot= 65:0
Pont 4

58.5641

.69.319
0 measured 67-305

I 62.384.

I~meas'ured

800.1778 1
806.2667

814.9111

806.5778 J

8.366 1
I.9.903

Standard error = 96i5

[ 8.912"]

Total means 4Total means :=

last( Dates)

SST":=
i=0

-SsE

(i9 measured.- mean(1 measued))2

(I measured. - yhat (Dates: It measured),) 2

SST = 109.843

SSE 105.245

last(Dates)

Ez.
i-= 0

last( Dates)

SSR

i=0
( yhat (Dates, [Lmeasured), - mean (g measdred ))2

SSR = 4.598

DegreeFree ss Total means -

• SSE
PMSE S-

DegreeF=e .6

MSE =52.623

DegreeFree reg - I

SSR.MSR:=
DegreeFree reg

MSR = 4.598 •

StGrand err = 7;254

F Test for Corrosion

DegreeFree st Total mean - 1

SSTMST :"

DegreeFree A

MST = 36.614

St~rand __ er E 1

F I '- MSR
F actauLlReg .-- MSE.a := 0.05
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I

I F critic aireg : qF ( I - at , DegreeFree re ,DegreeFree ~

FrtoF actaui ýeg
ratitocalg F

.1

F ratio-reg =4.72*10F

.1.

4 I
I I

I

U i

I

OCLROO019530



Therbfore no conclusion can be made as to whether the data bedt fits the regression model-The figure
)low provides a trend of the data and the grandmean

i :=.O.. Tbtal means - 1 grand measured, mean (I measured)

12of 18

ograndmeasured := Stdev (L measured) GrandStandard e ar ogrand measured

Totalmes

The minimum required thickness at this elevation Is Tmingen SB. := 736 (Ref. 3.25)

I
Plot of the grand mean and the actual means 6ver time

840

820 F

)
! 800 l-IP mcasured

xx x
Pg ma sured

Tmm..jm sa

I I I

xx

780

7601-

740

1992 1994 1996 1998 2000 2002
Dates

2004. 2006 2008 2010

I pgrand measured0 = 806.983 GrandStandard emrr = 3.025

( ,i
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To conservatively address the location, the apparent corrosion rate is calculated and compared to the
minimum required wall thickness attthis elevation!.• -_

I

m, '= slope (Datesp mo'sure) mI• = 0.2

The 95% Confidence curves are calculated

a t :0.05 k :=.2029 - 1985

Y b :intercept (Dates, A measured) y b .407.976
I.

I . . .1

f .:= 0.. k-.I ,--

.II

yearreit . . 1985 +g f.2 Thick~j meaPdtiY

T I

Thick aetualmean :,mean( Dates ) sum.:, (Datesd - mean( Dates)) 2
aId

i

!

.....'
upper, Thick predictr

+ qt I -,Total means 2 .StGrand exrf 1
1 (Year predictf Thick actualmean)

2

(d +l) sum'

i

lowerr Thick predict-

+qt( I - .otal mean~s - 2) .StGraxid err-J] + +d-1 J

[ )

OCLROO019532
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Location Curve Fit Projected to Plant End Of Life
I .

1200

1000

Thick

Upper

lower.

0.
Tmmjn~z SB

I I .1

as = 0.2

I
goo

6001-

iI
1980 1990 2000 2010 2020

year predicYr predi -year prdi, Dales, year rvdit
2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Dr.ywell Vessel Minimum required thickness
by the plant end of life.

The~section below calculates what the postulated mean thickness would be If it corrode at a-minimum
observable rate of LATER mils per year.

Rate riniobs~erved :=6.9.

Postulated thicknessin2008 : measured3 Rate min _observed (2008 - 2006)

Postulated thicknessin2008 = 792.778 which Is greater than Tmingen SB3= 736

1i.

OCLROO019533
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The section below calculates what the postulated mean thickness would Oe if this grid were to corrode at a
minimum observable rate observed in appendix 22.

Rate min observed 6.9

Postulated meanthickness = measured - Rate min observd( 2 0 16 - 200')
I .. _

. I

Postulated meanthickness = 737.578
w r

which is.greater thant
Tmiui'en SB 3' = 736

'a.
I I

.8

I

,.---•...

i )

OCLROO019534



Appendix 10 C-1302-187-E310-041 Rev. No. 0
,I

Sheet No.
16 of 18

.. 1I

I.

The following addresses the readings at the lowest single point

The F-Ratio Is calculated for the point as follows

I ,
,I

*1I

last( Dates)

SST point
i=0

last( Dates)

SSE point Z (
i =10

(Point4 . - mean.(Piint 4 ))
SSTp, int 1- 642.75

'1'

I

10as 4 1 - yhat (Dateg )o't 4 .)), SSEpoit =1 566.21.poin

last(Dates)

SSR point - (yhat(Dates, Point 4). i-mean(Point 4))
i-- S0

SSRpoint = 76.54

( I
SSE pointMSE pit:point DegreeFree ss

MSE point = 283.105.

SiPoint err : MSE point

. SSR poinMSRp~n := -D•• mt
poin DegreeFree reg

MSR point =76.54

MST ot := spoint

DegrSToFnee =

MST pon 214.25

StPoint err = 16.826

F Test for Corrosion

F MSRpoint
aCtu..Reg MSEMEpoint

rai F actaul Reg
F critical reg

F ratio 0.015

! .

OCLRO0019535
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Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below.provides a trend of the dat. and the grandmean ,
mpoint slopte (Dates, Point 4) =t.

poin mpt -0.815 Ypo intercept(Dates,Point 4 ) ypoint 2.28710.3

• -. :Is ,

The 95% Confidence curves are calculatec

Point curve = point'yearpredict + Y p,oin

Point actuahmnean =mean( Dates)

uppoint: Point curvet

I U
II

,!

' I

sum L (Datesd mean( Dates ))2

I'1

-I

Y (ear predict Point cuhna2
+qt 2 1 , T°•il means 2 -StPoint I + (d÷ 1) sum

lopointt= Point curve

+ qt 1 -- ,Totalmeans 2 .StPointerr- 1+
2 (d+ 1)

(yearprdictf - Point actualmean ) 2]. I

.•.°" -. ,.

( .. .. )
sum

(Ref. 3.25)
Local Tmin for this elevation in the Drywell Tminlocal SB "= 490

Curve Fit Por Point 4 Projected to Plant End Of Life

ýu

8001-

Point 4

Tmin.local SB

7001-
I .I I

x
xx x.

600 1-

M point -0.815

2030

=2.O29* 103

500

.% . ... I I I

2000 2010
Dates

2020

lopoint:2 = 484.514 year predicn
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate Mraobserved:=6.9

Postulated thicknessin2008 -Point 4 - Rate miinobserved" 20 16- 2006)

Postulated thicknessin2008 = 579, which Is greater than Tmin.jocal SB 3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to
reach the local required thickness by 2029.

minpoint = 0.648 year predict2 2 = 2:0291l03 Tmin-local SB2 = 490.

(1000.minpoint- Tmin-local SB )
• -.., required rate,

(2005- 2029) required rate. = -6.583 mils per year

(
-...... -

OCLR00019537 -
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Appendix 11 - Sand Bed Elevation Bay 19B

October 2006 Data

The data shown below was collected on 10/18106

paet* t I *

page :=EEAflPRN( "UJ:\MSOFFICETyeIl Program data\OCT 20106 Oata\Sandbed\SBl9B.txt" ).

Poins4 9 showell( pge .. 0 ~

.I

. !

Points49 '=. showcells( page, 7. ; 0) 1
*l *

Points 49 =

0.865

0.842

. 0.861

0 .869

0.811

0.828

0.872

0.862 • 0.72 0.932

0.883 0.78 0.8#

0.906 0.838 *0.8§98

* 0.883 0.807. 0.801

0.77 0.785 ,0.788

0.787 0.885 0.891

0.822 0.904 0.828

0.947

0.915

0.974

0.766

0.799

0.934

0.843

0.992

0.778

'0.93

0.834

0.731

0.834

0.875

0.802

0.866

0.834

0.774

0.778

0.738

0.871

I

I

Cells := convert (Points 49, 7)
,. ,.. No DataCells := length( Cells)

I

Cells:= deletezr cells(Cells 'No Da'acells)

The thinnest point at this location is point 34 which Is shown below

minpoint :=rin(Points 49) minpoint = 0.731

i
%, ....

OCLROO019538
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Mean and Standard Deviation

l actual := mean( Cells) G actual := Stdev( Cells) o actual "= 59.933
9 actual = 847.449

'Standard Erroi

0 actual
Standaid error -

No° DataCells
, Standard error = 8.562

Skewness

Skewess = '(No DataCells) .X-(Cells -Iactual)'Skewness)eS (NO DataCells I ) (No DataCe]l,s ) actual) 3 Skewness = 0.26

Kurtosis

No Diatacells -(No DataCells i 1) .X:(C'els -Pactual) 
4

Kuh'osi' := -

(NODataCells - 1 2(NoDataCels - 3(NoDataCells 3)(C actual) 4 Kurtosis -0.325

+ ~3 '(No DataCells -)I

(No DataCells - 2) -(No DataCells 3)

.,- -,,{ )

OCLROO 019539
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Normal Probability Plot

In a normal plot, each data valge is plotted against what its value Would be if it actually came
from a normal distribution. The expected normal -values, called normal scores, and can be
estimated by first calculating'the rank scores- of the sorted data.

I ,

0 , , I j
* t

j := 0.. last( Cells ) srt :=..sort( Cells )

Then each data point is ranked. The array rank captures these ranks"-

r.I.: (srt-sr ) r
rank.

YZsrts rt,
I i's

tI ,

I

I

rank

Pj rows( Cells) + 1

The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

1 :=NScore. -root cnorm(x

(. j

( ).. , ... '"

OCLROO01.9540
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Upper and Lower Confidence Values

The/Upper and Lower confidence values are calculated based on .05 degree of confidence "v"

No DataCells length(Cels).

t= .05 Ta = (qt - , No DataCelis Ta = 2.01

F Lwea9ctual - a.Lower 95O/~ns 830.243
i Lower 95%/Con :2: 1' actual -L acta l ,,er . A = 8 302

• NO . DataCells

. actual
Uppef 95%Con : actual + Ta. Upper 95%Con 864.655

No DataCells

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the 'Cells" data points are sorted in 1/2 standard deviation increments (bins) within +1-3 standard
deviations

Bins Make bins(' actual, 0actual).
' " 2.

Distribution hist( Bins, Cells)

Distribution 10

The mid points of the Bins are calculated
7

0..(Bisk " Bins1.1 k)
=Midpointsk 2k2 2

0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviatipn

normal curveo pnorm (Bins, ;i1 actual, 0 actual)

noral uF.e.K:=pnorn(Binsk + I.ifactuJal aactuJal) - pfloflflBinlk~~~~IGca)nonrmal curv o D ls ali'tual' actual

•normal curve :=No DataCells'nornial curve

OCLRO00019541
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Results For Elevation Sandbed elevation Location Oct. 2006

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values. Below is the Normal Plot for the data.

I.
.I

Data Distribution
. I "

. I

normalcv

I1 actual = 847.449

Sactual 59.933
I S

Standard error = 8.562

Skewness = 0.26

Kurtosis = -0.325

.1

(" 3

650 700 750 ' 800 850 900
Midtoins, Midpokits

950 1000 1050

I

Lower 95%Con = 830.243 Upper 95%Con = 864.655

Normal Probability Plot

3

2

.0

SNScarej
xxx

x

xx

x

The Normal
Probability. Plot
and the Kurtosis
this data Is
normafly
distributed.

-3

-3

,,(. 5

700 750 " 800 850"
SIS

9o0 "950 1090
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Sandbed Location 199B Trend

. A := 0

For 1992 ' Datesd := Day year(12,8,1992)

-page.:= READPRN( 'U:\MSOFFICE\rywell Program dataNDec. 1992 Data\sandbed\Data Only\SBI9B.txt")

Points 49  showcells( page,7,0)

Data

Points 4 9 =

0.868 0.834

0.832 0.819

0.865 0.867

0.892 0.821

0.795 0.766

0.825 0.839

0.872 0.803

* 0.829

0.778

0.821

0.809

0.814

0.887

0.92

0.925 0.914

0.838 0.905

0.879 0.915

0.834 0.761

0.783 0.827

0.889, 0.933

0.82 0.845

0.998

0.796

0.85

0.765

0.743

0.828

0.943

0.823

0.824

0;876

0.748.

0.685

0.732

0.906
i" "'f

-nnn * convert (Po'nts 4 9 ,7)

I

* NO aCell length( nnn)

iCells)
Point 34  Cells 33

d

Cells := deletezero c.,s (nnn, No Data

Point 34 =...743

11 easred mean( Cells ) 0 measultd Stdev( Cells)
dd Standard'eorr.) d

.FNo DataCells

OCLROO019543
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For 1994 ., d--dtI

.page REAbPRN( "U:\MSOFFICE\Dywell Program data\Sept.1994 Data\sandbed'\Data Only\SB19B.txt" )Date :~ ay (,14,994

I .
P ate% :=,Dayycar(9,14,1994) ,yea

Points 4 9 showcells( page, 7, 0)

I.

I..

'I,

Data

I I
.

Foints 4 9 =

0.864

0.829

0.866

0.811

0.782

0.825

0.863

0.831 0 8311
0.816 0.775

0.866 0.819

0.815 0!75

0.764 0.783

0.785 0.883

0.817 0.93

0.918

0.834

0.85

0.845

0.778

0.888

0.821.

0.897 0.868 0.796

0.857 0.77 0.827

0.914 0.847 0.801

0.752 0.769 0.754

0.807 0.716" 0.689

0.931 0.818 0.745

0.853 0.893 0.843

I . I

I

.-'--'...I• )
"-•.. ..-

nn: convert (Points 49 7)

No DataCells := length( nnn)

Cells deletezero ,, (annn No DataCanls), Point3 4  Cells3

ll measuredd: mean( Cells ) o measureda: Stdev( Cels ) menaderra: N aasued d
mean( * measuredd

d Cels Standard err~1mesure Cels) nieaurcd Stdv( cwr4  NOD
FI0aaU

I

I....

OCLRO0019544
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For 1996
d-=.d+ I

page READPRN( 'U:'MSOFFICE0DrywelI Program data\Sept.1996 Data\sandbed\Data'Only\SB19B.xt")

Dates := Day y(9,16,1996)

Points 4 9 := showcells( page, 7,0) i

.
Data

0.91 0.834 0.843

0:835 0.821 0.777

0.933 '0.882 0.818

0.754 0.826 0.795

0.795 0.759 0.749

0.862. 0.877 0.907

0.87 0.825 0.933

Points 49 =

0.964

0.848

0.898

0.796

0.862

0.852

0.795

0.91 0.793 0.788

0.916 0.776 0.83

0.912 0.845 0.803

0.713 0.744 . 0.83

0.766 0.745 0.755

0.916 0.836 0.758

0.832 1.017 0.927

I""'",
nnn convert (Points 49 7)

Cells deletezero cells (nnn, No DataCells)

I.

No DataCells length(nnn)

Point 34  Cells 33. .

11 measured mean( Cells) " Stdev( Cells) Standard d
Smeaue .d

(* i)

OCLROO019545
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I

For 2006.

page READPRN( "U:\MSOFFICE\Drywell Program data\OCT 2006 Data\Sandbed\SB1.9B.txt" )

Dates 4  Day year( 10., 16, ) 200

Points 49 showcells( page, 7,0)

.Data

, Data

,!1

I.

. I
I

Points 49

0.865

0.842

0.861

0.869

0.811

0.828

0.872

0.862 0.872 0.932
0.883 0.78.. 0.84

0.906 0.838 0.898

0.883 0.o•7 0.801

0.77 0.785 0.788

0.787 0.885 0.891

0.822 0.904 0.828

0.947 0.992 0.802

0.915 0.778 0.866

0.974 0.93 0.834

0.766 0.834 0.774

0.799 0.731 '0.778

0.934 0.834 .0.738

0.843 0.875 0.871

I

rum . : convert (Poiuts 4 9 7)
No DataCells length( rm)

Cells)"
Point 34  Cells33

d

Cells deletezero cells (nnn I No Datal

"0 measuredd
p, measured mean( Cells) ameasumd Stdev( Cells) Standard e - me edd

d -r No DataCedls

(j)

OCLROo019546
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Below, are matrices which contain the date when the data wps collected, Mean, Standard Deviation, Standard
Eiror for each date.

1.993-I 10

.1.9950103

1ae .997*10~ 3

-2.007-103

7431[716Point 34  745

731

! )

839.612 1
824.204

837.388
841.449 ]

Standard error

8.719 1
7.792

9.469

8.562 .J S61.035

54.542
0 measured = 66.28

59.933

Total means :` row~s (1'measured) Total means = 4

I[ )

SST:=

last( Dates)

i= 0
(Al mebmswed. mean (ILmeasuired) ) SST = 279.784

last( Dates)

SSE _ (11 measuredi - yhat (Dates ' measured).) 2

i=0

last( Dates)

SSR = (yhat (Dates 1' measured)i - mean (p measured)) 2

i=0

SSE = 153.92

SSR 125.865 -

DegreeFrce := Total means - 2

MSE '- SSE MS
DegreeFree ss

MSE = 76.96

StGrand err 4= E

DegreeFree reg I

'R SSR
DegreeFree reg

MSR - 125.865

StGrand err = 8.773

DegreeFrees= Total means - I

SST
MST 

SS

DegreeFree,,t

MST = 93.261(.

QCLROO019547
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F Test for Corrosion

•MSR

0.05 F actauLReg MSE
• ~MSE"

FqF I a ]egreeFree reg DegreeFree 0

F.rt r IF actaulReg
F ratirereg

Sratio. reg 0088

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the d9ta and the grandmead

I t . I " .

mean Iradmasuredi j ma(lmeasured):= 0.. Total means m Isured

agrand measured Stdev (V measured) GrandStandard error grand measured• •ot- mean
The minimum required thickness at this elevation Is Tmin gen SB. 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time.

.0

*0

I

850 -

P m .anafd
x xx

-gan .. W

Tmi-g- SB

I I .

xx

800 F

7501-

1995 2000 2005 2010

*1

Dates

GrandStandard error = 4.829pgrand measuredo 837163

OCLROO01 9548
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To conservatively address the location, the apparent corrosion rate is calculated and compa red to the
minimum required wall thickness at this elevation

:= slope (Dates, 9 measured) m s = 1.045

The 95% Confidence curVes are calculated

Y b -= intercept (Dates , 1 measured) Y b - 1.25 9103

at := 0.05 k := 2029 - 1985 f := 0.. k - I

yearpredictf := 1985 + f.2 Thick predict = s-Yearpredict.+ Yb

Thick actuakrnean := mean( Dates) sum "x (Datesd r mean( Dates)2

i

... °-..,( ) upperf Thick predict, ...

+ qt (I -- t I,Totai - 2) StGrand eif I +2 j (d+ 1)
(year peictf - Thick actualmean)

2

sum

lowerr := Thick predictf

+ - 4 qt I ITotal means 2)-StGranderr.11 +
( d +I-) '

(Yearpredict - Thick actualmnean ))2I
suff

I

OCLROO019549
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.I

41

Location Curve Fit Projected to Plant End Of Life
3 1 . I iI I

I ,

' i!• t
Gmn.

800-

Thick predict

upper

lower

!' measured

Tmulnge SB

700

I I I I

I.

I, 4'

- . I -

- . I *4 I I

.0

, I. I .

I

M -S = lr045

.I
600"

500f
1980 1990 2000 ". . 2010 2020

Year predict- year prefic,yeir predict, Dates, Yew predict
2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grd were to corrode at a

minimum observable rate observed in appendix 22.

Rate min observed 6.9

Postulated meanthickness : measured3 - Rate min _obsved(2022- 2006)

Postulated meanthickness = 737.049 which is greater than
TMingen.SB3 =.736

),

OCLROO0 9550
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The following addresses the readings at the lowest single point
/

last(Dates)

point (POoint 3 mea(Point 34))

i0

SST point = 33.75

I

last( Dates

SSE point :=

i 0

last6 Dates

SSRpoint

0=O

MSE SSE point
point DegreeFree

VISE point 264.207

)
(Point 34 U- yhat(Dates, Point 34))i

)

(yhat'(Dates, Point 34)- mean(Point 34 )) 2

MSR SSR point
D eepoint r-

"=ss Degrece.ree reg

SSE point 528.414

SSR point 6.336

MSTSST point
poit -DegreeFree st

.,.-'" ... •,I j
'.. ,

MSRpoint 6.336 MST point = 178.25

Stpoint t StPoint . 16.254

F Test for Corrosion

*MSRF tReg point

MSE point

F actadL Reg"
ratio reg F criticalreg

Fratio eg =1.295-10-

Therefore no conclusion can be made as to whether the data best fitS the regression model. The figure
below provides a trend of the data and the grandmean

OCLROO019551
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A •-.

mpoint :=.slope (Dates,Point.34) m ont -0.234 ypoint := interct (Dates Point 34) t 1.202'103

p I

The 95% Confidence curves are calculated

Point curve':= m point-Yearpredict + Y point

Point actualinean := mean( Dates) sum w j (Dates mean( Dates)2
d

U ppointf : Point ciurvef .

I If

+qt I - .--,otal means 2 2 )StPomte& 4 l+.Il+
(year predictf - Point actualmean) 2

sum

10poiIntf Pointm ...
f

÷ q 1 2 J,Total means -2 .StF0int err. 1) -I (d+ 1)

'I

(yearpredictl Point actualmean).2

I.smm

,,-"" .. ,;
?

Local Trnin for this elevation in the Drywell Train local SB := 490
(Ref. 3.25)

Curve Fit For Point 34 Projected to Plant End Of Life

1000

900g

800-
Point 34
X XX
Tmin local S8

I I I

X X

X I.,

Mpoint = -0.234

700t-

600

500

,) 2000 2010
Daes

2020 2030

1opoint22 = 582.2 Year pred ict22 2.291
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate min_observed =6.9

Postulated thickness :=Point 343- Rate rinobserved.( 202 9 - 2006)

Postulated thickness = 572.3 which is greater than . • Trin_local SB 3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to
reach the local required thickness by 2029.

minpoint = 0.731 year predict2 = 2.0299 10 Tmin-local sB = 490
.22

(1000.minpoint- Tmin_local SB, 2)

required rate.
(2005- 2029) required rate. = - 10.042 mils per year

OCLROO019553
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... Appendix 12 - Sand Bed Elevation Bay 19C

October 2006 Data

The data shown below was'collected on 10/18/06
I. '

page READPRN( "U:\MSOFFICE\DrywelJ Program &ta\OCT 2006 Data\Sandbed\SB19C.xt")'
Points 4 9 := show'cels( page, 7, 0)

,I, *

Points!49

0.809

0.679

0.816

0.791

0.851

0.866

0.801

0.768

0.745

0.775

0.66

0.781

0.83

0.794

0.862 1.059

0.095 0.814

0.87'40.871

0.715 0.7 93

0.733 0.762

0.88 0.757

0.852 0.841

0.968.

0.766

0.863

1.151

0.862.

0.867

0.901

0.961

0.865

.0

1.164

0.787

0.75

0.906

0.92.

0.845

. 0.896

* 0.918

0.796

0.753

0.84

Cells := convert (Points 49,7)

KT•
No DataCells := length(Cells)

For this location no points were identified (reference 3.22).

For this location point 20, 26, 27, and 33 are over'a plug (refer 3.22)

!

Cells :=Zero (Cells No DataCells' 20)

Cells Zeo nn(Cellst No DataCells 27)

Cells delewwzro cells (Cells ,NO DataCells)

Point 30 is the thinnest

Cells Zero one (Cells INo DataCells' ,2)

Cells Zero =(CeUs ,No DataCels .33)

.minpoint := min( Cells) minpoint = 660

t . !
" . . .. . "
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Mean and Standard Deviation

tl actual mean( Cells) a actual := Stdev( Cells)
actual = 823.822

a actual '- 79.123

Standard ErroO

Standard e r actual

ýNo DataCells
Standard error = 11.303

A01k

Skewness

3

(NO DataCells) .(Cells - IL actual).
Skewness :

Skwes (No DataCells -).(No DataCell -Us2) -(tyactua)..3 Skewness ="0.366

Kurtosis

Kuosis := No DataCells (No DataCls + 1) .(C actu)
KuDa..ells, ,).(NoDataCells 2 ).(NoDataCells 3).(a Kurtosis 0393

(N Da o - 2) .( N e - 3)2
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In a normal plot, each data valqe is plotted against what its value Would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

.I
I.,

I• I
° .

, !

j 0.. last(Cells) srt :=. sort( Cells)

Then each data point is ranked. The array rank captures these ranks,

+ ~ Isrtfsr? .r
rank,

, Xsrtmsrt. I
• .14 I

Ili

I

I *. I

rank,

rows(Cells) +- 1

The normal scores are the correspondingpth percentile points from the standard
normal distribution:

x =.l NScore : root[cnorn(x) - (pj),x]
( I

m '1;... .?
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Upper and Lower Confidence Values

The/Upper and Lower confidence values are calculated based on .05 degree-of confidence ".

No DataCells length(Cells)

at .05. Ta qt 1 No DataCells] Ta= 2.014

0 Lowr 95o actual

P Lower 9YCon p actual - Ta. Lower 95%0caon 800.066
4No DataCells.

. - oactual
Uppe' 95%o-Con Ton = 847.578

4JNo DataCells

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +1-3 standard
deviations

* 0ýn Mak bin (11 acua,__atul

2

Distribution hist( Bins .Cells) 9

Distribution 9

The mid points of the Bins are calculated 8
8

3

k := 011 (Bin +t BinSk+ 1) 2
Midpointk ~ 2.2 o

I

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviatipn

normal curve0 =pnomi (Bins, actual, actal)

normal curvek pnorm (Binsk-+-I "1 actual P actual)- pnorm(Bins. Aactua.'G actual).

normal curve No DataCells 'normal curve
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,Results For Elevation Sandbed elevation Location Oct. 2006
I j

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and'"
upper 95% confidence values. Below is the Normal Plot for the data.

• . |, .

Data Distribution
'I. •

10

9

Distribution

normal CMIC

Ill *,

I" actuala 823.822 m

a actual = 79.123
U I

Standard error= 11.303

Skewness 0.366

Kurtosis " 0.393

I

4

I

00
600 700 800 . 900 1000

Midcoints, Midpoints
HOD

Lower 95/Con = 800.066 UPPer 950-'oCor1 = 847.578

Normal Probability Plot

2t

!N-Scorej
J

"I I I. I

2 X

×x
2 - x

I . • I I ' I •

The Normal
Probability Plot
and the Kurtosis
this data is
normally
distributed.

i' i
• ,, ,,i

... ,..

600 700 800 900 1000

Si".,

1100
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Sandbed Location 19C Trend

Data from the 1992, 1994 and 1996 is retrieved.
d :=0

For 1992 Datesd '= Day year( 12, 8,1992)

-page READPRN( "U:•MSOFFICE\Drywell Program data\Dec. 1992 Data\sandbed\Data Only\SBg9C.txt")

0 Points49 showcells( page, 7, 0)

Data

Points 49 =

0.822 0.757

0.683 0.716

0.815' 0.744

0.785 0.65'

0.839 0.782

0.867 0.833

0.835 0.861

* 0.792

0.693.

0.879

0.713

0.732

0.88

0.889

0.994

0.797

0.859

0.766

0.762

0.756

0.842

0.9?2

0.753

0.856

1.147

0.859

0.852

0.896

0.979

0.887

0.222

1.152

0.791

0.736

0.884

0.931

0.838

0.888

0.907

0.838

0.752

0.809

1.

rum convert (Points 4 9 ,7)
No DataCells length(nnn)

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22)

mm Zdero (mm1, ,No DatnCc 20)

rm Zero on, (mm. No DataCells 27)

Cell deletezero cells (rum,. No DataC~ells)

nnn Zero one (rum, NO DataCefls, 26).

nnn Zero one (tam .No DaaCells. 33)

minpoint :=. min( Cells) I
minpoint = 650

Point 2 1 := CellsPoint 2 1 = 650

. .,..,"

a measured := Stdev( Cells)measuredd :=mean( Cells) mesre) °measurd
Standard errord a d

efod 4No DataCells
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.°, f

d :=d + 1For 1994

page REA6PRN( "U:MWSOFFICE\Drywell Program data\Sept.1994 Data\sandbed\Data Onry\SBI9C.txt")
I.,

Date" Day (9,14,1994)
ad a year

Points 4 9  showcels ( page, 7,0)

oil

t
!

.-

I I
I

Points 4 9 =

0.816

0.677

0.813

0.787

0.841

0.871

0.836

0.757

0.738

0.736

0.666

0.782

0.832

0.853

0.82

0.694

0.876

03718

0.734

0.886

0.892

0.979

0.798

0.855

0.762

0.764

0.766

0.851

0.904

0.762

0.838

1.153

0.856

0.867

0.9

0.952

0.897

0.221

1.149

0.787

0.735

0.902

0.917

0.831

0.884

0.906

0.834

0.748

0.831

I I .I

nn ' convert (Points 49-7 ) No DataCells := length( nn)

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22)

nnn '.=Zero one (nnn, NoDataCells, 20)

nnn : Zero one (nrNNODataCrels, 27)

Cells deletezero cells (am , No DataCells)

Point 21

nrm :=.Zero one (mm,NO DataCells, 26)

mm := Zero one (nnn .NoDataCells, 33)

Ameasured := mean( Cells) a measured := Stdev( Cells.) o measured. d
Standard errord.

(.)
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For 1996

page READPRN( 'U:\MSOFFICE\Drywell Program data\Sept.1996 Data~sandbedataOnly\SB19C.tt"x)

d :=d - I

Datesd.:= Day year(9,16,1 99 6 )

Points 4 9 showcells( page, 7,0)

III , Data

I Points 4 9.

0.949 0.836

0.85 0.701

0.857 0.8

0.876 0.771

0.744 0.802

0.886. 0.851

0.854 0.854

0.892

0.752

0.889

0.75

0.772

0.876

0.905

1.11

0.781

0.861

0.862

0.758

0.791

0.839

1.017

0.755

0.907

1.141

0.87

0.871

0.926

0.998

0.944

0.918

0.895

0.867

0.728

0.856

0.935

0.866

0.945

0.9i6

0.845

0.742

0.834

,.- -.
mm :=convertPons4 7c t(Points 4 9 7) No DataCells length( ann)

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22):

Mnm. = Zero one (nnn, No DataCells, 20)

nn.(mNo eCeos, 27)

Cells deletezero Cells,(nnn. No DataCells)

Point 2 1  Cells2 1
Sma d

11 meaSUred : mean(,Cefls) a measured d Stdev( Cells)

nn = Zero one (nn, No DataCells, 26)

nm Zero one (nnn, No DataCells, 33)

a measuredd
Standard rro .

FNo DataCells

.j"
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-I

d d + I
For 2006.

page := READPRN( "UA:MSOFFICE\Drywell Program data\OCT 2006 Data\SandbedMB19C-.tkt" )
,I

Patesdo:=Day yea(l10,l6,2006) 1-

Points 4 9  showdells(page, 7 0) .0

Data

,Data

I

Points 49 =

0.809

0.679

0.816

0.791

.0.851

0.866

0.801

0.768 0.862 1.059

0.745 0.695 0.814

0.775 0.87 0.871

0.66 0.115 0.793

0.781 0.733 0.762

0.83 0.88 0.757

0.794 0.852 0.841

0.968

.0.766

0.863

1.151

0.862

0.867

0.901

0.961

0.865

0

.1.164

0.787

0.75

0.906

0.92

0.845

.0.896

0.918

'0.796

0.753

0.84

. I

L, )
nnn : convert (Points 4 9 , 7

No DataCells := length( nnn)

For this location point 20, 26, 27. and 33 are ovpr a plug (refer.3.22)

nnn Zero one (nn, NO DataCells, 20)

nan Zero o.a(nn. NoDataCe0s.27)

-nn Zero one (nnn ,No DataCells, 26)

nnn Zeroone(mI,NoDataCeUs,33)

Cels deletezeo cels (nn, No •DtaCells)

Point 2 1d Cells21

0• measured

l1 measured mean( Cells) F measuredd Stdev Cels Standard errd d

eNo DataCells
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation. Standard
Error for each date./

1.993•10.

1.994-103
Dates=

1.997"10

. 2.007"103

819.1561

819.889
measured 853.8

1 "823.822

650

666
Point

2 1 = 771

660

7.0682

• 73.396
measured 82.35

79.123

11.01

10.485

11.764

11.303

I
Standard error .I

• " B

Total means -=rw Rmasrd Totameal s =4

last( Dates)

SST . (I' measured. -mean ('I measured) )2

i='0 SST = 821.664

last( Dates)

SSE (Pi measured. yiat (Dates, It esue

i= 0

last( Dates)

SSR (yhat(Dates iltme red), -. ean re
i =O0

SSE =821.61

SSR = 0.054

DegreeFree ss := Total means - 2

MSE "- SSE
DegreeFree Ss

MSE 410.805

. DegreeFree reg := I

SR SSRISR :=
DegreeFree reg

MSR = 0.054

DegreeFree st := Total means -

MST :=SST
DegreeFree st

MST = 273.8.88

StGrand err StGrand = 20.268

F Test for Corrosion

MSRF actauLReg : MSE FcriticaL~reg :=qF (1 Degree~ree reg, DegreeFree sa := 0.05

F actau/Reg
F critical reg

..•' -.

-....

k. - .e = 7.076*10-6

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean
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Therefore the curve fit of the means does not have a slope and the grandmean is-an accurate measure of
the thickness at this location. I 1

ogmnd := 0.. Total mdaev I m

agrand measured :=Stdev (11me , srd

pgrand measuredi := mean (iP measured)
,I

GrandStandard error, grand m sured

4Total mai

tion is TmPin..gen SB. : 736 (Ref. 3.2)

g.°

The minimum required thickness at this eleva
!

i
!

Plot of the grandmean ard the actual means over time I
I 4 I

I I I ,

I

850 t-

11me5Sur8d
Xx x

P mndrewsued

Tmin~ze SB

x X

I

800 I-

750

1995 2000 2005 2010
Dates

pgrand measured0 = 829.167 GrandStandard = .275error

OCLROO019564



Appendix 12 C-1302-187-E310-041 Rev. No. 0 Sheet No
12 OF 16

I.

I.•

To. conservatively address the location, the apparent corrosion rate is calculated and compaied to the
minimum required wall thickness at this elevation ,

ms := slope (Dates,IL measured) Is = 0.022

The 95% Confidence curves are calculated

yb intercept (Dates It measured) Y b 786.002

0.05 k := 2029 - 1985 f o .. k- II

I , Yearpredictr := 1985 +- f-2 Thick predict := m s.Yearpredict + Y b

hiThick actualmean :=mean( Dates ) sum ~(Datesd r Men( Date s)2

upper, Thick predictf

meCs ). (year piedict Thick actualmean)
2

+ 1t 1-t ,To.] means - 2 StGranduerr2 eas '-+ sum

lower: Thick predictr ...

at+-qt ( TITotal mens2Strand .err"j I +
2 meas - • ( d I"1)

(yearpredictr - Thick actuaimen)
2

I )"...... ,.o
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I .'I

.°1
Location Curve Fit Projected t6 Plant End Of Life I ,

9. 'I!

1000

90D I-

TIck predict

Tmm.Je sa

g00

r

I.

.c,.cj* P

I - I I I -

ms= 0r022
I

.0

700V

I

600 -

500

1990 1990 2000 2010 2620
year predict year predict, year predict. Dales, Year predict

2030

Therefore even.though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minimum observable rate observed In appendix 22.

Rate min observed 6.9

Postulated meantickness IL measured3 Rate min observed.(2018 - 2006)

Postulated meanthickness = .741.022 which is greater than
TmnuiagenSB .3-=736
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The following addresses the readings at the lowest single point
/,

last( Dates

SST point := ,

i-= 0

*.SSE~point

$Rpint

ast( Dates)

i=O0

last( Dates)

zO

(Point 2 1 -mean (Poini 21)).'

(Point 2 1 -yhat (Dates, Point 21))'

(yhat DtPoint 21)l mean (PoiAt 2 1)

t MSR SSpoint

ss point DegreeFree reg

MSRpoint =69.399

3

SSEpoin 9.525.910~

2 SSRpoint = '69.399

•SSE poin
MSE point D=DegreeFre¢ MST pit- SST pointpit DegreeFree5s

I" "I

MISE pon1t = 4.763 10 N ST pi 3.,.198*1 .03

StPoint err := ,MSE point
StPoint err = 69.012

F Test for.Corrosion

F MSRpo0 n
F actaul Reg :=

MSE point

F
Factani.Reg

Ft g F ctalreg

F ratijeg 7.871*10-

The conclusion can be made that the mean best fits the grandmean model. The grandmean ratio is greater
than one. The figure below provides a trend of the data and the grandmean

)
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Mapoint :=.Slope (Dates, 1ont31( Point 2 1)Mpoint -"0.776 y :point intercept (DatesPoint 21)ypoint 2.237"10

/

The 95% Confidence curves are calculated

,Point curve mpoint.yearpredict + Y point

Point actualmean := mean(Dates).

uppofntf :=Point curve.

sumwn (Datesd - mean(Dates)) 2

I

+ q at Toalmens- 2 Stpoint errI +I . ( I )

(yearpredictf - Point actualmean) 2

sun

lopointf Point curvet

CL t St o t er " -- ye rp re~ict f -P oint ar.tualm e~an 2

+ - .qt( - 2 ,Total means 2 St~ cint.rrj1+ (d+ 1) + sum

Local Tmin for this elevation in the Drywell Train local := 490
(Ref. 2.35)

Curve Fit For Point 21 Projected to Plant End Of Life

1000

900

POWn 21

Taminloal SB

800

X

Xx X
700

mI point -0.776

100

500

20302000 2010.
Dates

2020

lopointý = 50.16 yearprditi = 2.029*10~
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate mi_.observed 6.9

Postulated thickness Point 2 1 - Rate min..observed-( 20 29 - 2006)

Postulated thickness = 501.3 which is greater than
Tminjlocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 650 year predict22 = 2.02910 3 Tmin-local SB, = 490

L minpoint- Trainjlocal SB 22)
required rate. 2029)

required rate. = "6.667 mils per year

..; ...
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Appendix 13 - Sand Bed Elevation Bay ID

October 2006 Data

The data shown below was collected on 10/18/06.

Ip. "

page :=READPR~N( "UAMlvSOFFICE\Dxywell Program data\OCT 2006 Data\SandhedSBID.txV,

,I

)
' t

t

,I

Points 7 := show7cells( page, 1 ,7,0 )
1,I

Points 7 [0.881 1.156 1.104' 1.124 1.134 1.093 1.122]
I

4 1
I I I

Cells con7vert (Points 7.,7 1) Noaa l length( Cells)

Cells Zero one (Cells. No DataCells )

Cells d:=. detzero cells (Cells' No DataCells)

-

?"!
..

!

The thinnest point at this location is shown
below(

minpoint -rain (Points 7)

minpoint = 0.881

.,.- .
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Mean and Standard Deviation

aeactual := mean(Cells) jiactual =1"122"103 a actual :=Stdev( Cells)
a atual IL- 22.221

Standard Erroe

CY actual
Standard error "-

. AJN° DataCells Standard error = 8.399

I

(~-.

Skewness

3

Skewness ~(No DataCells) .E(Cells - P'actual) 3  .0
Sk w es: , , ) k

(NO DataCells 1-) (NoDaCels- 2) .(5 actual) 3  B o o'.0

Kurtosis

KutssNo DataCe~l&s (No DataCells + 1) I(CelS - actual)
4

Kuttois .:= -I -- K- 6

(Ný'DataC.11, - 1)-(No DatCell - 2) -(No0DataCells 3),(a actm)4KJSI . W261'

3 " (No DataCells - 1)2

+ (No DataCells 2) (No DataCeLs - 3)

\ *
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Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by fiht calculating the rank scores of the sorted data.

.1,
.I

j -. . last( Cells) srt :=,sort( Cells)
.1

Then each data point is ranked. The array rank captures these ranks |"

r. := I + ~r-r j -r

l rank.
j X srt = rt.

I iJ1* I

.11 1 9

I

. I . .

rank.

rows( Cells ) - 1

The normal scores are the correspondingpth percentile points from the standard
normal distribution:

x :=1 N_Score. := root[cnorm(x)- (p)x]

I .

',...
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Upper and Lower Confidence Values

The/Upper and Lower confidence values are calculated based on .05 degree of confidence "q'

No DataCells length( Cellss)

ia

x :=.05 Ta q I- 2~) No jataclus] Td= 2..47

PLOwer 9 5o/•n IL actual - Ta'. oactualLower95%Con =

,jNo DataCells .

actual
Uppl 9 5%,Con = actual + To.- Upper 95%o 1.144*10 3

, ' " DataCell

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted In 1/2 standard devialion increments (bins) within +1- 3 standard
deviations

0

Bins: Make bins(0' actual * actual) 0

0.

Distribution bist( Bins, Cells)

Distribution

The mid points of the Bins are calculated .!
' '1

0*

k 0- 11 MiU°i =k= (Bins + Binsm+I)

2 0

0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

normal cre pnonii (Bins, Pactual "7 actual)

normal ,e pnor BinsI c ci (Bins,., a

normal curve No DataCels no curve
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Results For Elevation Sandbed elevation Location Get. 2006

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values. Below is the Normal Plot for the data.

•I.

Data Distribution

!
| •
!

.1

Disftflitdon
.11.MI rv

Pactual 1.122-103

G actual = 22.221
I I

Stand=ard r 8.399

Skrwness 0.204

Kurtosis = -1.261

I

,-.. .•.... /

1120 1140
Midpoints. Midpoials

1200

Lower95%Con = 1.1,103 Upper 95%Con 1.144, 103

Normal Probability Plot

0.5

0.5

0'
N_ScorejXX X

I I I

Xx

X

x

Xx

x

The Normal
Probability Plot
and the Kurtosis
this data is
normally
distributed.

I...

-3 C
1090. I100 1110 1120 1130 1140' 1150 1160
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Sandbed Location I D Trend

d 0

For 1992 Datesd Day y 8( 12,8,1992),.

I.

page READPRN( I"U:TISOFFECEVrywell Program data\Dec. 1992 Datansandbed\Data Only\S]1D.txt")

Points 7  show7cells( page, 1, 7,0)

Data

Ppints 7 [0.889 1.138 1.112 1.114 1.132 1.103 1.i26]

nnn con7vert(Points 7,7. )

Point P d -=o Points 70( )

No DataCclls := length( nnn)

nnn Zero one ,No DataCells '

Cells '= deletezero cells(nnn, No DataCeils)

Point I = 0.889

Pmeasmid mea .n( Cells ) a mmre Stdev(CeIls)
dd

SeamsureddStandard erro .d
4 •No DataCe'lls"

OCLROO01 9575
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./. I .

For 1994"
d :=d + I

page :=READPRN'( mU:\SOFFICE\Dxywell Program data\Sept.1994 Datasandbed\flata Only\SB1D.tict" .I

:= Dayte y~I ay( 9,1 4 ,19 94)

Points 7 sbow7cefls( page, 1 7,0)

I: 'I

I

.I

,I |. ¾

Data I

I1

|. 1 I I I.t

Points 7 = [0.879 1.054 i.OS .1.119 1.124..1.088 1.118]

I

nnn := con7vert(Points 7, 17, )

Point 1 Points 7.

No DataCells length( mm)

nnm Zeroone(nnn.NoD .ataIe s)

Cells := deletezero cells (ami, No DataCells)

11 measuredd := mean(Cells) a measu ed d := Stdev( Cells) .omeasured
Standard error : d

SdNo DaCens

OCLROO019576
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.!I

For 1996

page : READPRN( 
"U:AMSOFFMCEflyweII 

Program data\Sept1996Data\sandbed\ata 

Only\SBID.txt)
Datesd := Dayyear( 9,16,1996)

d := d +'l.

1 
0I,

Points
7 :=.show7cells(.page1 

I,7,0)

Data

Points
7 0-[.,881 1.103 1,178 1.146 1.194 1.134 0.881]mm con7vet (Poinlts 7" 

hNo DataCells 
lengtb( nmnPoint Ie d := Points 70

Cecls :=deletezero 
,|IUs(m -'NO DataCe~s)

nnn := Zero oe(mmn,No 
DaaCells i1

Dna :Zero on
0(mm. NoDa

8aij
5 1 7)

Stadrd ~ measutd4

1measured~ 
mean( IC .ells, a esreo 

Stdev( Cells, 
Stndr C~rw

!' i-...,..

OCLROO019577
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I.

d :=d + IFor 2006.

page e READPRN( "U:\ASOFFICE\Drywell Program daa\OCT 2006 DatASandbed\SBD.txV')

Datesd,:= Day yer(10 ,16, 2 606)
, I

I

!

Points 7 := show7delbs( page, 1,7,0 )
.1

. I' I. a

.94

I Data

I
I I! I

Points 7 = [0.881 1.156 1.1(14 i.124 1.134 1.093 1.122]

amn con7vert(Points7,7,1 . NODatCls." length(nmn)

Point Id: Points 70

mnm Zer -one (mN, No Da ce i),

Coils deletczero cells (mam, No DataCells)

0.889

0.879
Point 0.881

0.881

I

measured = mean( Cells) a measured Stdev(Cells) Standa rdrd
errord

OCLROO019578
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Below are matrices which contain the date when the data was collected, Mean, Standard Devation, Standard
Et+or for each date.

1. . ,3.

Dates

1.993-10

1.995.10O
1.997.103

2.007.103

o.889

0.879
Point, 0.881

0.881
I. ,

I . .

1.12083-s103

1.10133-10~

9 measured'

-1.12217ol 3

Total means rows (9 measured~)

Standard .error. =F
5.039 1
.10.05

13.622

8.399 J

13.333 ]
26.591

measured 36.042
22•.221

Total = 4means

last( Dates )

SST := E . (Imeasured. m iean (11 measured)) 2

i=D

last( Dates)

SS.E (11measured, y' Yh(Datesmeasured)i)
i = 0

SST =1.256-103

SSE =1.242- 103

last( Dates)
SSR E

i - 0
(yha .t (Dates, IL mesued) -Mean (IL measred) )2 SSR = 13.63

DegreeFree ss := Total means - 2 DegreeFree reg := I DegreeFree st := Total.m - I

SSE*M SE "-
DegreeFree 5s I.

MSE = 621.213

MSR SSR
DegreeFree reg

MSR 13.63

StGrand = 24.924

MST . SST

DegreeFree st

MST = 418.685

StGrand err :=

OCLROO019579
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- ''

F Test for Corrosion
*1

MSR
a =0.05 acta ut-g :-- MSE,

criticalreg qF(t -re oegrree. g,DegreeFreeý 5 ) j

F F actau]LReg
F F critical reg " I,

F ratiocm= 1.185010:

Therefore no conclusion can be made as to whether T1e data best fits the regression model. The figure
below provides a trend of the data and the grandneqn,"

= 0.. Total moas - 1'gmnd measurei. .= mean. measured)
I *8

. ogrand ineasured
agrand Stdev gi red GrandStandard errar

.hea quir d tcessat L

The minimum required thickness at this elevation, Is Tminrgen S. 736 .(Ref. 2.35)
. .

Plot of the grand'mean and the actual means over time

x

x.xX.X

* i1I2=Mufl 1000
x x x*

- . 900

8go

1995 2000 205. 2010
Dates

urand 1... = .124.103 GrandStandard ... = 10.231
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r'€- -M turu• . . .. .- . . . .I0

To conservatively address the location, the apparent corrosion rate is calculated.and compaied to the
minimum required wall thickness at this elevation

,........

m ' slope(Datest.pmea ) ms = 0344

The 95% Confidence curves are calculated

Yb := intercept (Dates ,li measu .) Yb = 436.885

a t :=0.05 k := 2029- 1985 f :=.-0.. k- I

1
I year predictf := 1985 + f-2 Thickpredict := ms.Yearpredict + Yb

Thick actualmean mean( Dates) &am (Datesd M 2

upper,.:= Thickpredit,
ff

( .
qt I-2 otlmeans 2 S~rnd n.dI+ ( 1)+

(Ye" predict. - Thick actunlmea.0)2

sum

lowerf := Thick predict-

+ 1qt -2 Total means 2 )StGrand errT"
(d+ 1)

(Year predicti -
Thick actualmean)

2

sum I

OCLROO019581
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4I

Location Curve Fit Projected to Plant End Of Life I .

I.

*1

.4

Thick predicg

lower

P mamiared

Tminesi SD

1300

1200

0.

1100 *.(
I1 4 !

900

goo

Ina P344 4."

I

"..... ** I "

1980
i

1990 2000 • 2010 .2020
Year predict, year predict, YOpredict,• Dates, Year prict

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band.this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minlmum observable rate observed in appendix 22.

Rate min. observed 6.9

Postulated meanthickness :c 11 measured- Rae in observed 2029 - 2006)

Postulated manthckness = 963.467 which is greater than
Tminen SB3 = 736

k *1

OCLROO01 9582
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The following addresses the readings at the lowest single point

last( Dates)

SSTpoint (P

last( Dates)

SSE point E= . (Pol

j = 0

lost( Dates)

SSR point (Y

I i=O

MSE point point
DegreeFree

MSE point 2.488-10"-

oint- i mean (Point ) 2

int - yhat (Dates, Pointj) ) S

at (Dates, Point)- mean(Point ) 2

SSR.MSRpoint --- SSpoint
DegreeFree reg

MSRpoint 9.234-10-6

Tpoint .=5.9,10--5.

SE point= 4.977&10

•SSRpoint - 9.34.10

SST point
MST point p= Dt

DegreeFreeo s

poin0 t L967*10O
- -

. StPoint e MrrS:MsE point StPoint err = 4.988-1067

F Test for Corrosion

F actaulReg MSpoit
MSE point

F. F actauleg

ratio ... F critical reg

F ratio reg =0.02

Therefore no conclusion cdn be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

OCLROO019583
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I. I .

lo(Dates, Point i) -~~t 2.83-1074 pin intertcpt(Dates, Poiiy~~ .4
In pint.slop pont Ypoin pont =I. .448

rpoint ve - point Y predict.- Y point

Point actualmean := mean( Dates)

Uppointf := P oint Mr.

sum m (#atesd - mean( Dates)2
. !

.6

!
t ,

+ qt~ -2 Totalmeans 2).StPoint ea I +' (+ a~ic~ ~ila~~~d + Isum

lopointf .= .Point .curve'

+ qt I- ,Total means Stpoint err12 (d+ 1)

. . I

(Year predictf - Point actualmean)'
I'.

sum.
JI

I. ,) Local Tmin for this elevation in the Drywell Tminlocal SB := 490.
f (Ref. 3.25)

q
Curve Fit For Point I Projected to Plant End Of Life

O0- 1

D.91-

Point I
x Xx
Tw2Ji-c SB

x
X. x rton, = -2.83-16-

0.85 -

0.8 I

2000 2010
'Dates

. 2020 2030

lopoint22 = 0.829 yearpredict:2 = 2.02910~

OCLR00019584
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The section below calculates-what the postulated:individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate min-observed 6-.9

Postulated thickness :Point 13*1000- Rate min.jobserved.( 2 029 - 2006 )

Postulated thickness = 722.3
which is greater than Tmin-local SB = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 0.881 year predict22 = 2.029-103 Tmin.local SB 490

(1000-minpoint- Tminjlocal SB 2 2)required rate.
(2005- 2029) required rate. 16.292 mils per year

/

OCLROO019585
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Appendix 14 - Sand Bed Elevation Bay 3D

October 2006 Data

IIThe data sh~own below.was molected on 10/181806.

* I *

page READPRN( 'U:\MSOFFICE\Drywell Program data\OCI 2006 Data\Sandhed\SB3D.txt"r),

P6ints 7  show7cells( page, 1, 7,0 0

Points 7 = [1.199 1.189 1.187 1.173 1.156 1.187 1.66]6

a I 4

.0

I
I I I

'."( '.

Cells con7vert (Points 7, 7, lNo DataCells length( Cells).

Cells. deletezero rells (Cells, No DataCells)

I

I

The thinnest point at this location is shown
below

minpoint := min (Points 7 )

minpoint = 1.156

K...'

OCLROO019586
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!

Mean and Standard Deviation

I °.
IL actual = mean( Cells) actual = 1.18*103. G actual Stdev( Cells) a actual t= 15.054

'Standard Errot

SactualStandard eraor ca

.No DataCeils
Standarderror = 5:69

Skewness

(No Date~s) I ens -IL actual) 3
I

Skewness :=

(NODataCells - I)(NODataCells - 2)-(o actual) 3 Skewness = "0.471

) Kurtosis -

IKuttosis : NO DataCells (No DataCells + 1) "I(Cells - actual) 4

(No-DataCells -I(NoDataCel - 7) (NoDataCells 3) - actual) .

- 3(NODtaCens- 1)-

(No Data~lls - 2). -(NO DataCells- 3)

OCLROO019587
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..

../."i
Normal Probability Plot

In a normal plot, each data vahlp is plotted against what its value would be if it acttially came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating'the rank scores of the sorted data.

pI

j 0= 0.. last( Cells) srt -:.sort(Cells)

, !

Then each data point is ranked. The array rank captures these ranks I

:=r,~ rank,:~~~
Ixsrt srt

I d,

I
III

rank.
Pi :-rows(CeIls)i+1

The normal scores are the correspondingpth percentile points from the standard
normal distribution:

x I NScore. ioot[cnorm(x)- (pi) .x]

I

:.. -..

I

()

0CLR00019588.
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(.
Upper and Lower Confidence Values

The/Upper and Lower confidence values are calculated based on .05 degree of confidence o•"

No DataCells length( Cells)

a := .05 . Ta :=t(I - )X INoDataCells] 2.6

I ,
CY actual

0 Lower 95%Con := actual - Ta -

4No DataCclis'.

, o actual
Upp 95%Con P actual + Ta' tal

INo DataCells

Lower 950ACof 1. .166-103

,Upper 95%Cofl 1.1934103

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cellse data points are sorted in 1/2 standard deviation increments (bins) within +/-3 standard
deviations

i !
• ... :°

Bins Make bins (iP actual ,o actual)

Distribution hist( Bins, Cells)

The mid points of the Bins are calculated

Distribution

U0 ,
0

1
0

2

1.

0

0

0

k := 0 11
Midpoints k (Bins k, t Binsk+ I)

2

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation.

normal curveo pnorm (Bins,, actual, a actual)

normal cuve( :=No BinsH. actual' actual) upvonn (Bins, IL actual' actual)

normnal cre No DataCells 'norm~al curve

1*)

OCLROO019589
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Results For Elevation Sandbed elevation Location Oct.2006

The following schematic shows:.the the'distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, theskewness, the number of data points, and the the lower and
upper 95% confidence values. Below is the Normal Plot for the data.

I ..

D 
Ditri 

, buioIData Distribution

4

3

Distnbution..
.11 2 -

norMa curve

0
1120

IactuiaP 1.18010

,atual =15.054~

Standida Mr 5.69

Skewness ='-0.471

Kurtasis = -0.848

1140 1'160 11
Midpoints

80 1200 1220 1240
r o=Midpoints

UPPeT 9 50/C~fl = 1.193010.Lower9 5 %C~n = 1.1660103

Normal Probability Plot

1.5

0.

N Scorej
x xX.

0

X

X

xX

X

* The Normal
Probability Plot
and the Kurtosis
this data is
normally
distributed;

-0.51-

-1-

I. )

-- ]s.I

1150 r 1160 1170 1180
sr1ý

119D 1200
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Sandbed Location 3D Trend

/ d 0

For1992 Datesd Day 2(2,8,1992).d .year(1 ,8,1.9

page := READPRN( •U:.-SOFFICE\Drywell Program data\Dec. 1992 Data~sandbed\Data Only\SB3D.txt)

i. -

Points 7 := siow7cells( page, 1, 7.0 )

I
Data

I

Ppints 7 = [1.198 1.191 1.191 1.184. 1.159 1.182 1.169]

I. . j

!

.ran :=.con7vert(Points7,7,1) NODataCeIls.'= length(nnn)

Cells- deletezero cells (rmm, NO DataCells). Point 5 Cells4

A measue :me-an( Cel) s measurem d Stdev( Cells) meure
A Standard errorD

.J~ Derll

OCLROO019591
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d :=d-- I
For 1994 It

page := REAbPIRN( "U:\MSOF'FICEVDywell Program data\Scpt1994 Data\sandbed\Data Only\SB3D.txt )

I.

Datesd Da year(.t 9 4,19
t

.1

Points 7- show7cells( page, 1,7, )

I"I

Data

4
I I I

Points 7= (1.194 1.194 1.191. 1.194 1.164 1.184 1.168]

. .

(i .. .
No DataCells length( nn)

- I

Cells: deletezeo cells(iin,No Datac~us

Point Cells4

Imeasurcd := mean(Cells)- ameammd : Stdev( Cells)
0 measwrd

Standard 8rrord

. No DaisCell,

OCLROO019592
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For 1996

/ .

page READPRN( 'CU:MSOFFICE\D-ywell Program data\Septl996 Data\sandbed\Data Only\SB31D.txt" )

Dates = Day y,,(9,16,1996)

Points 7 show7cells( page, 1, 7 0)

Data

Points 7 [.1.194 1.192 1.181 1.139 1.158 IM5 1.173].

d := d +'1

nni :=Con7vert (Points 7 ,7, 1)
No DataCels := lengtb( nnn)

Cells := deletezero cells (nnn ,No DataCells)

Point. 5 Cells4
d 4

Smeasued : mean(, Cells) C measured := Stdev( Cells)
Smd•• .__ omesured~. Standard Daosd

No' DataCells

P

OCLROO01 95.93
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I -
t.

For2006.
d := d + I

page 1READPN( "IJ:MSOFFICEMfrywell Programl data\OCT 2006 Data\Sandbed\SB3D~txt")

*Dates d:Day Yea(10, 16 ,2006 )

Points 7 :=show7M1ls( page, 1, 7, 0)

!J

,I,

Data

4
I I I

Points 7 [1.199 1.189 1.17 i.173 1.156 1.187. 1.166]

( .) nam- con7vert (Points 717,1) •No DataCells :=length( nnn )

Cells deletezero cells ('m, ,No DataCells)'

Points5 d Cells4

11measudd := niean( Ceils) t. measuredd := Stdev( Cells)
Sd ( measuredd

Standard Mt'r := M* o DataCel:s

......

OCLROO019594
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard -

Eror for each date.

1.993"103

1.995-103
Dates =

1.997.10'

2.007o10'

1.159010 3

Pon - I'164*1

1.156-103
I .

measuredT
Standard error =

5.164

4.891

7.518

5.69J

[13.6631
12.941/

measure 19.89
15.054..!

T .Otal means :=rows (A measuredi)

last( Dates)

SST :=mesrd

i=0

Total = 4means;

- mean(11 measuxed))

last( Dates)

SSE
i.=O

last( Dates.)

SSR E

i= 0

(i measured yhat (Dates.il measured).)2

(Yhat(Dates, .P ) ma "Qmeasurn

SST 50.796

SSE = 47.157

:d)) 2 SSR =3.639

DegreeFree st.: Total means -

MST SST
.DegreeFree st

Degre Tte ss :Total means 2

MSE := SSE
DegreeFree s

DegreeFree reg := I

4SR := SSR
DegreeFree reg

MSE = 23.578 MSR = 3.639 MST = 116.932

( )• .,...: StGanud er:= /S StGrand err = 4.856

F Test for Corrosion

OCLROO01 9595



Appendix 14 C-1302-187-E310-041 Rev. No. 0 Sheet No.
11 of 16

" *MSR
0.05 actau._Rg MSE

, critical rg qF(I- a.DegreeFreecg,DegreeFreess)

F actauaI~jeg
Fratioe F

q0 Fcditical-reg

F r .= 8.337-16,3.

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

.j 0.. Total means 1 f.d Wek M measured)

-/. . ogr d me
ugrand measured Stdev (11 measured) GrandStandard error0

The minimum required thickness at this elevation is Tmkingen SB. 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time

120D . ..

1100

I~measmzrudx .X x
measwmu 1000,W

bTmin-gen Sn

900

80o

1995 2000 2005 2010
Da dt d

11grand mesredo 1.18.103 GrandStandard meror = IT 2.057•
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To conservatively address the location, the apparent corrosion rate is calculated and compared to the
minimum required wall thickness at this elevation)

m slope (Dates, V measured) In -0.178

The 95% Confidence curves are calculated

y b.: intercept (Dates, iiV i.me~uedi) Y '= 1.53510

at 0.05 k := 2029- 1985 f:=0..k- I

t

Year predict, ý 1985 + F*2 Thick predict m '. pedict~j + Y b

Thick actualmran := mean( Dates) in (Datesd ,mea( Dates )) 2

."'"".e J
'..... ,,"

Upperf Thick predictr ...

2 q+t(I - - Total.means - 2 StGrand err 1 + d + ("--"--" hc tum
2 ). d + ) . sum

lowerf ' Thick prdictf

+ i;a enl (yearprAt;ft- Thick actuaiinean)2l
itI- - ,Totalmeans -2' -Stbrand er Ij_ t

L\. 2 1 (d+~ 1)su

• .... )

OCLROOo19597
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I !

. I. -
'I

Location Curve Fit Projected to Plant End Of Life
, " " . •' t I

I.

1300

1200 t-

'Mickprdc

upper

lower

rommasued

Train,.ga SB

1100 I-

000

I. I I B

.1

I.

I I I.

,I,

.1

ms -P.178

I.

,... "'

800

1980 1990 2000 2010 2020
yea predict, yea predict, ye~ predict Dates, yea predict

2030

Therefore even.though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

'The section below calculates what the postulated mean thickness wouldbe If this grid were to corrode at a

minimum observable rate observed'in appendix 22.

Rate mm observed 6.9

Postulated meanthickness : measured3 - ] min._observed( 2029-2006)

I Postulated meanthickness = 1.021@103 which is greater than Tminren SB = 736

OCLR0001 9598
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("_

The following addresses the readings at the lowest single point.

Point'5d :=.Celis4 I

last( Dates)

* Ilast( Dates.)
SS' point "P

i0-

last( Dates)

xSSR oint = (

i= 0

SSE point
MSE poinpot=

DegreeFree ss

MdSE point =9959

Point 5- mean(POnts5))2

'oint5 yhat (Dates.,Point 5 )

,hat (Dates, Point 5 ) - mean (Point_,

MSR SSR point
DegreeFree mg

.MSRpoint 14.833

SST point.=. 34.75.

SSEint = 19.917

2 SSR point =14.833

MST point SSTPOiit
DegreeFree s

MST point 11.583.

( .- .

StPointerr StPoint err = 3.156

-F Test for Corrosion

MSR
F acaul Re . point

g MSE point

F ratio eg F actl Reg
FcritioaL tog

F ratioreg 0.08

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

OCLROO9599
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i
mpoint slope Datespoint -0359 ypoint intercept(Dates ,Point5)Y*point= 1.87 6103

The 95% Confidence curves are calculated

Point curve mpoint-Yearpiedict + Y point

Poinltactulealn . mean( Dates) sum Z(Date sd -mean(.Dates)) 
2

uppo~intr Point cu'vef

" I / .... . .2

+ (it I - JTota mreas -2)StPoilnterr- + - + ".predictf - "'= actualmean)

sum

lopoint~, Point cu f

+ -qt - .Total mean 2 jStP.0ifterj I 1)+Y- +i

Local. Tmin for this elevation in the Drywell Tminloca. SBf 490 (Ref. 3.25)

'it For Point 5 Projected to Plant End Of Life

1200 I-

1000 -

Point 5
XXX
Tmrinlocal SB

X XX X

point -0359

?00-

too -

2000 2010
Dates

2020 2030

lopoint2 2 = 1:l2010 3 .year prediCt22 = 2.029.-10 3

OCLROO019600
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate _in-observed :1 6.9

Postulated thickness Point 5- Rate minobserved-( 202 9 - 2006)

Postulated thickness = 997.3 which is greater than Tmin_local SB3 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 1.156 year predict2 = 2.029-103 Tmin jocal SB• = 490

/ ) rI 000rminpoint- Tminjlocal SB,,)
required rate. 2029)

required rate. = -27.75. mils per year

t...

OCLROO019601



C-1302-187-E310-041 Rev. No. 0Appendix 15 Sheet No.
I of 16

I

I
Appendix 15-Sand Bed Elevation Bay 5D

October 2006 Data

The data shown below was-collected on 10/18/06.
1..

!

page READPRN( 'U:\MSOFFICE\ywell Program data\OCT 2006 DataXSandLled\SB5D.txt")

Points 7 - show7cells( page, 1,7, 0)-
.1, *,

I

Points 7. [1.174 1.191 1.186 1.117 ,1.187 1.1.84 1.184]
I g

!

!l
I

Cells :=. con7vert (Points 7, 7. I No DataCells := leng th( Cells)

I

Cells deletezero cells(Cells, NoDataCells)

The thinnest point is at point 1 at this location Is shown below

-minpoint =in (Points17 )

minpoint 1.174

I....

OCLROO019602
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Appendix 15

..-*-*

Mean and Standard Deviation

iVactual := mean(Cells) I 1actual = 1.185*103 G actual := Stdev( Cells) O actual' 5.282

'Standard Error

G actual
Standard error

FO , ;N Dta~clls Standard error = 1.997

I .

Skewness

Skewness (No DataCells) . (Cells I t actual)' Skewness : -1.514

(NO Data(ells, -l(No DataCCUls 2) -(aactual)'

Kurtosis

4

NO DataCells (NO DataCells + 1) i((Cells IL actual)'
(No DataCells. 1) (No DataCells -. 2) (No DataCells -3)-(o actual) 4 .Kutosis = 3.468

+ (o 3 -(No (Datoa- _ )2

(No Datajels - 2) -(No DataCells - 3)

OCLR0O019603
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Normal Probability' Plt

In a normal plot, each data valtqp is plotted against what its value would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

1. 1 1

j := 0.. last( Cells) srt :=. sort( Cells)

Then each data point is ranked. The array rank captures these ranks,

r. :=j + I EZ t-s rt. .r
j rank. '-

Xsrt srt. I
J4 I,

,II.

I

I

rank,J

p =rows( Cells) + I

The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

x-:=1 NScore. := root[ cnorm(x)- (p- x]

(

(

OCLROO019604
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Upper and Lower Confidence Values

TheA.Jpperand Lowerconfidence values are calculated based on .05 degree of confidence "a"

NoDataCells length(Cells)

cc := .05 Ta := t[ ( I - ), No DataCells] Ta = 2.365

I .
PLower 95%Con =P actual - T.ot

•No Datalls.

* 0 actual
Uppei 95%Con 9' actual + Ta.

I •No DataCelis

Lowerw/eo/&n 1.18*10~

iUpper g5oCon =1.1890103

These values represent a range on the calculated mean In which there is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted in 112 standard deviation increments (bins) within +/- 3 standard
deviations

.. , -.(

Bins :=Make bins(P actua C;actua).

Distribution := hist( Bins, Cells)

Ditribution =

U
0

0

00

3
0

0 "
0:

0

The mid points of the Bins are calculated

k :=.0.. 11 Mid pointsk (Bins~ + Binsk+1).
2

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviatign

normal curve, pnorm(Binsj,i actual, actual)

normal curVk: pnorm (Binsk , +I actual," actual) - pnorm (Binsk actual, 1 actual)

normal cur:= No DataCels .normal curve

I.

OCLROO019605



Appendix 15 C-1302-187-E310-041 Rev. No. 0 SheetNo.
5of 16

Results For Elevation Sandbed elevation Location Oct. 2006

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness,.the number of data points, and the the lower and*"

upper 95% confidence Values. Below is the Normal Plot for the data.

'DI ib i
Data Distribution

'I

.. I

Distribaticn

normal cuv

i actual =1.195103,

I'

. actual = 5.282
I I

.Standard 1nror 1.997

Skewness = -1514

Kurtosis " 3.468.
I

/

1170 1175 1180 1185 1190 1195 1200
Midpoints, Midpoints

Lower95%Cofl = 1-18-103 UPPer 95%c,, = 1.18901O,

Normal Probability Plot

0.5

0.5

The Normal
* Probability Plot
and the Kurtosis
this data Is
normally
distributed.N Scores

XX X
0

-3

(. )
-1.51 1170 '1195

sttj

OCLROO019606
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LSandbed Location 5D Trend
.1

/ d 0

For 1992 ' Dates :=Day ya(12 ,8,1992)
pd

page. READPRN( 'U:\MSOFFICE\DrywelI Program data\Dec. 1992 Data\sandbed\Data Only\SB5D.txti)

Points 7  show7cells(page, 1,7,0)

Data

Points 7 = [1.164 1.22 1.167 1.185 1.183. 1.174 1.178

( ';

nnn : con7vert (poirts 7.7, 1 NO Dataells;: length( nnn)

I

Cells := deletezero -ces (m .,No DataCelis)

Point Id := Cells0

Point, = 1.164*10-

P measuredd := mean('Cells) o measuredd := Stdev( Cells)
meglasuredd

Standard errord '- • Datae

rNoDataCellk

.0CLROO019607
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I

I -

For 1994. 
d d + I

page =REAbPRN( "U:WS4FICE\Drywell Program data\Sept.1994 Data~sandbed\Data Only\SBSD.tt" )
! ,

I?atefd :=i Day yeBTr(9,14,1994).

Points 7  show7cells( page, I,7, )

*Data

.

I

t
• !

I

f

Points 7 [1.163 1.172 1.155 1.174 1.171 1.171 1.173]

,.., ' ...
*1

nnn con7vert (Points 7 ,7, 1 )
NoDataCells length(nnn)

Cells (nnn No DataCells)

I

Point Id := Cells,

PI measued := mean( Cells)" o e Stdev(Cells)
. a measured

Standard edror =
eoDtld

OCLROO019608
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f
For 1996

SI I

page READPRN( '":U/SOFFICE\Drywell Program data\Septl1996 Data'sandbed\Data Only\SBSD.txt")

Datesd :=Day year( 9,16,1996)

d :=d l

Points 7 := show7cells( page, 1 7,0) 1

0! Data

I .

Points 7 = [1.163 1.18 1.168 1.178 1.174 1.17 1.175]

(~.)...
rnim = con7vert (Points 7 ,7,1)

No DataCells := length( nnn)

Cells dcletezrocens (mmn No DatCells)

Point d CellsO

0 measured

P1 measuredd mean( Cells) a measure dd Stdev( Cells) Standard edrr
. d No DataCells

OCLROO019609
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I..

d := -i- 1
For 2006. I

page 'x READPRN( "U:\MSOFFICE\Drywell Program data\OCT 2006 Data\Sandbed\SB5D.txf' )

I .

R Dates = Day year(10, 16, 2006)

Points 7 sbow7ceUs( page, 1,7, 0)

9.
! •

,II

Data

I .• I
I I I I.

Points T,= [ 1.74 1.191 1.196. 1.187 1.187 1.184 1.184]

( ,. .: winn: con7vert (points 7 ,7, 1
No DataCells := length( nnnf)

Cells deletezero cells (nmn No DataCells)'

Point I d Cells0

o measuredd
P measurdd xn mean(Cells) a measured Stdev(Cells) Standard

dd i No DataCells

(

OCLROOO19610
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Below are matrices which contain the date when the data wqs collected, Mean, Standard Deviation,. Standard•
Error for each date.

! 4

1.993*10 3

1.995-103
Datfes

1.997-103

* 2.007o 103

1.182*10 3

I I. 168e1O3

measured - 1. 173*13

1.185'010

Total men.:.rows (9measre)

1.164? 103

1.163-103

Pointl = 1.163*103

1.174- 103

[7.041

2.617 '
Standard I Ierror 2.245

1.997]

m measured =

18.627

6.925

5,94

5.282

Total means= 4

last( Date

SST

, i=0.

, last( Dates)

SSE

i= 0

last( Dates)

SSR E

i= 0

(F' measured- mean (11 measured)) 2

(F measured. yhat (Dates. F measured).)

(yhat (Dates, It measured). men- es

SST = 173.362

SSE 119.919

,d) )2 SSR 53.443

DegreeFree st Total means - 1

MST SST
DegreeFree st

MST = 57.787

DegreeFree ss := Total means- 2

MSE MSSE
DegreeFree s

MSE = 59.96

StGrand Crr :=

DegreeFree rg := 1

'R := SSR
DegreeFree reg

MSR = 53.443

StGrand err = 7.743

(

OCLROO019611
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1I

I

F Test for Corrosion

*.MSR
FactauLReg j=

MSE

! •

ot := 0.05"
,!

F critical reg (e
i ' I
!I

F ratiorg :=FactaaUleg
F riticaireg,. #

i
.I

lam 'I
Fmtig reg = 0.048

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandnqeara

I

I

i := 0.. Total means- igrand meesuredi • mean (mt measured) I

agrand measured :=Stdev (11 measured) GrandStandard error0.
Ggrand measured

: Total means

I.

The minimum required thickness at this elevation is Tmin gen SB. 736 (Ref. 3.25)
!

Plot of the grand'mean and the actual means over time.

1200

I I I

1100 F-

PMCsMre
x x, x
IlUvfd nicasrad

T-0-901 5B

i0o0o -

900--

800k

1995 2000
Dates

2005
I .

2010

R~an Inasuedo= 1.177-103
GrandStandard error = 3.801

0 CLR00019612
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To conservatively address the location, the apparent corrosion rate is calculated and comparied to the
minimum required wall thickness at this elevation

/

m : slope (Dates, i measured) mIn- 0.681

The 95% Confidence curves are calculated

- intercept(Dates ,t measured) Yb

ott := 0.05 k := 2029 - 1985 f '= 0.k 1 I

.
yearprediCt:. 1985 + f.2 Thickpredict : ms.Yearpredict + Yb

|.
Thick actualmean:= mean( Dates)

a tulma

siur (Datesd ,- mean(Dates))
2

i !" upper, Thick peit

+t t
2 t~ad r. I + d+I ) (year piedictf - Thick actualmeau) 2

sum

lowerr Thick predictr ...

-,+ -[t(1 2Strand err,

• "1

Y(earpreictf - Thick actuahmean) 2

(d + I) jsum

I

I.. " .

OCLROO01 9613
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I "1

......( I .

'I
I

Location Curve Fit Projected to Plant End Of Life I., B.

I

1300

1200

Thick

upper

lower

a mcasured

Tm zi,,g SS.

1100 l-

1000 I-

6

* I I

I I .1

I

I

m=

,II

I"

I

900 F-

•. . )... . 800 B-

1•112

1980
I.

1990 2000 2010 2024
year predict, Yea predict- Year predict- DOtes, Yearl t

2030

Therefore even. though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section belbw calculates what the postulated mean thickness would be if this grid Were to corrode at a

minimum observable rate observed in appendix 22.

Rat min_observed 6.9

Postulated meanthickness t= measured Rate min observd"( 2029 - 2006)
3

Postulated meanthickness = 1.026-103 which is greater than
Tmin~ge n SB = 736

.( *j

OCLRoOO19614
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I

I .

The following addresses the readings at the lowest single point.

Point l Cells0

last( Dates)

SSTpoint

i0

I

( PointI- mean(Point )) 1'

I.

:9SSTpoint = 86,

','
last(-Dates)

SSE-point (Point 1I- yhat (Dates, Point 2

I 0
i=

last( Dates)

SSRpo"t: E " (yhat (Dates, Point 1 ) - mean(Point i))2

i=0-

SSEpoint = 8.99

point
SSRP~int = 77.01

I

I

...-....

• - .... -
MSEpoint SSEpoint

M DegreeFree ss
MSR point :-SSRpoint

DegreeFree reg
"SST point

MST point - T
•DegreeFree st I

. I

MSE point = 4A95 MSipoint = 77.01 MST point = 28.667

StPoint MS StPoint err. = 2.12

F Test for Corrosion

MSRpint
Fit_.g - MSE point

F actaulReg
F ratio reg * gT critical -reg

F ratio reg 0.925

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below, provides a trend of the data and the grandmean and the apparent rate which is positive which is not
credible.

OCLROO01 9615
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pint =slPe(Dates'ini). .In 0.817 y point intercept (Dates., Point 1 )'Y point 4'66.893

PTie 95% Confidence curves are calculated

Point curve m point.Yearprdict + Y point

Point actualmean: mean( Dates) sum := (Datesd - mean( Dates )2.

i "

uppoint,: Point curve ...

at I Yearpredict - Point actualmean2

qt 1 - -, Total means StPoint err",

lopoC eFf F PPoint curvefr t t l E f

+- qt 1 -- ,Total'means 2 -StPoint err.1yapdct- ina
2 -[ 7+d + -dI) su

L:. ocal Tmin for this elevation in the Drywell Tmin-local SB f :=490 (Ref. 3.25")

Curve Fit For Point I Projected to Plant End Of Life

1200 - xxx x

ioo In point =0.817

Point I
X X X

Tmin local SB

800_

g6D0

i I I .

2000 2010 2020 2030

lopoint. = t i.I73,10' year .predictý2 2.029-103.

OCLROO01 9616
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The section below calculates what the postulated Individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate min..observed 6.9

Postulated thicknssin := Point 1 - Rate min_observed'( 20 29 - 2006)

et No.
of 16

Postulated thicikessin = 1.015'-03 which is greater than Train-local SB 3 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to
reach the local required thickness by 2029.

minpoint = 1.174 ye predict, =2"029103 Tminjocal SB22 = 490

J.--I.

(Ioominpoint_ Tminocal SB,2)
required rate.

(2005- 2029) required rate. = -28. 5 mils per year

)

OCLR00019617
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Appendix 16- Sand Bed Elevation Bay 7D

October 2006 Data

Th'• d~t:• •hnwn h•.fnw w ,g-nIdp~r'p.fd nn lflhlIIAIR
II1• .|.1

page:= READPRN( "U:.\MSOFFICE\Drywell Program data\OCT 2006 Data\SandbedSB7D.txt" )'

Points 7  show7cells( page, 1,7,7 )
• • It,

I

Points77  1.144 '1.147 1.147 1V8I 11.102 1.135 1.116]

Cells con7vert (Points , ,7, 1 NODataCells length( Cells)

Cells deletezero cells (Cells ,No DataCells)

The thinnest point at this location is shown
below mnpoint := mi (Points 7)

minpoint = 1.102

OCLROO019618
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Mean and Standard Deviation

/I actual :=mean( Cells)
I'actual = 1.133*103 a actual := Stdev( Cells) o oul•17,279

'Standard Errot

oactual
Standard error :=

IfNo DataCells
Standard error = 6.531

(* I

Skewness

Skewness 
(No.DataCeIls) .X(Cells I' actua i)'

(N' DataCehls 1 i (No DataCells 2 2)(acta 3  Skewness -1.186

Kurtosis

Kuhosis No ]lataCefls (N o DataC ells + 1)_(el iat.4l)4Kuklosis := .CIS t,

(No DataCelils -) (No DataCells 2)>(NO DataCells- 3).*o actual) 4 Kurtosis = 0.193

+3 -(No DataCells -1)2

(No~tCH - 2).(N~oDataCell, - 3)

..1 - -, ,

OCLROO019619
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Normal Probability Plot

C-1302-187-E310-041 Rev. No. 0 Sheet No.
-301 16

In a normal plot, each data valup is plotted against what its value would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating'the rank scores of the sorted data.

srt sort( Cells)

S.|

j := 0.. last( Cells)
- I

Then each data point is ranked. The array rank captures these ranks i

rank I-J

"srt, =srt..I 4

.1,

I

I

rank.

rows(Cells) + I

The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

X.l *=I N Score.i := root[ cnorm(x) - (p.) -x

I

(,)

-......"

OCLROO01 9620
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Upper and Lower Confidence Values .

The/Upper and Lower Confidence values are calculated based on .05 degree-of confidence "x'

NoDataCeIls length( Cellss)

I - (]T
a .05. Ta := qt[1 , NO DataCrels To 2.365

Sactual3FLower95%Con I= actual 7 Ta t Lower95%.Co = 1.1I7.103
4 ,N .DataCells,-

I actunal
UP* 95%Co 1acta + To" 1Upper 95 %Con 1.148-10 3

.jwo DataCells

These values represent a range on the calculated mean in which there Is 95% confidence.

Graphical Representation

Distribution of the tCells" data points are sorted in 1(2 standard deviation increments (bins) within +1- 3 standard
deviations

0'
Bins Make bins~l actual 0actual 0

0
Distrbution :=hist( Bins,Cels

Distribution = 0

The mid points of the Bins are calculated2
3,
0

*k =0.. 11 .(Bins, + Bilnsk+ 1) 0
Midpointsk 2

2 0

0

The Mathcad fuinction pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviati.n

*normal curve, Pnorm (Bins,. pad.,,ia actua)

normalc= .. 1  pnom p(Bi nlk I actual, a actual) 7 B - - (Binsk actual, u actual)

normal curve No Daja~eHs .normal curve

OCLROO01 9621



Appe~ndix 16 C-1302-187-E310-041 Rev. No. 0 Sheet No.
-5of 16

Results For Elevation Sandbed elevation Location Oct. 2006.
I .

The foilowing schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and -the the lower and
upper 960/. confidence values. Below Is the Normal Plot for the data.

! ,

Data Distribution
I *

5

Di•sbuftion

normal c

• Pactual 1. 133"103

a actual 17.279

Standard = 6.531

Skewness -1.186

Kurtosis = 0.193,,.,'..,,(

1140 1160
Midpoints, Midpoints

1200

Lower 9 5%Con 1.1.17'103 UPPer 9 5 '/on = 1.148olO 3

Normal Probability Plot

. .IL"
x xx

I 1 I x

0.5

x

0 . x

x
-0-5

x

-X

-1_s • I I •7 -'

t the Normal
Probability Plot.
and the Kurtosis
this data is
normally
distributed.

-,, p

1100 1110 1120 1130 1140. 1150
al. i
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Sandbed Location 7D Trend
/ d:=0Od ",

For 1992 ' Datesd :=Dayyear(12,8,1992)

page READPRN( 'U:\MSOFFICE\Drywell Program data\Dec. 1992 Datagsandbed\Data Only\ SB7D.tx" )

Points 7 =how7cel]s( page, 1 ,7,0)

Data

I .

Points 7 = [1.147 "1.149 1.15 1.15 .l11- 1.127 1.122]

nn '- con7vert.(points 7 , 7, 1) "'O~ta~lls:= lengtli(nnn)

Cells." deletezero Cells (nn',NoDataCels)

Point 5 Cells4

P oit 5 = 1.11-10

A measuredd :mean(ICells) y measured, Stdev( Cells) S measuredd
- d Standard D

cFo Data-.... •'

OCLROO019623
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. I I

d :=d - I
,I

.page REAbPRN( "U:\MSOFFICE\Drywell Program data\Sept.1994 Data\sandbed\ata Only\SB7D.txt")

1?at e'sd '7Day year(9 14,1994 )
01

Points 7 show7cells( page, 1,7. -,0)

Data

4 I

I I I

Points 7 = [1.143 1.146 I.37 1.146 1.135. 1.134 1.113]

( )
uinn con7vert (Points 7 ,7,1 )

No~taclls:=length(nnm)

Cells : deletezero Cells (mm. No DataCells)

Point 5. := Cells4

measured := mean( Cells)- SPeasured := Stdev( Cells) o m e0 as urc cd
Standard error

d No DataCells

OCLROO019624
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For 1996

page READPRN( "U:\MSOFFICEXThywell Program data\Sept.1996 Dataisandbed\Data OnWy\SB7T.txt" )

Datesd Day~year( 9,16,1996 )

Points 7  show7cells( page.,], 7, 0)

Data

d d +'-

I .

Points 7.= [ 1.152 1.15 1.146 -1.15 1.113 1.126 1.126 ]

... ,1
.m.= con7vert (Points7 , 7,, 1)

No DataCells := length( nnn)

C61 := deletezer e•s( ,N( DataCells)

Point. 5 d Cells4 ..

meaaired d'-- mean(I Cclls) a measuredd Stdev( Cells)

0meaured"

Standard drrrd =.

rNo DataCells

OCLROO019625.
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For 2006 d := d - I

page := READPRN( wU:NMSOFFICETDrywell Program data\OCT.2006 Data\Sandbed\SB7D.txt" )

* Datesd:= Dayym(I10,16,2006) 0.
, I "

0

I

Points 7 show7cells( page, ;, 7,0)

III 'S

Data I

I I
I

I IS

Points 7 [1.144 1.147 1.147 1.138 1.102 1.135 1.116]
. I

.rm : cozi7vert (Points 7 , 7, 1)
NODatsCeUs I=clngth(ruma)

Cells := deletezero cs (nm,No Datacells) "

Point 5 := Cells

11 measuredd := nean( Cells) a measured := Stdev( Cells)
.

Standard efford 4 7 e rd.

.. .. ,

OCLROO019626
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Below arematrices which contain the date when the data w~s collected
Erfor for each date.

1.993, 103

1.995-103
Dates

1.997-103

2.007*-103

3

L.13510o3
Point 5 =3

1.113-103

1.102-103

6.137
Standard 4.319 V Inme

error 5.902

6.531

* Mean, Standard Deviation, Standard

F16.2361
11.427

asured 15.616 ]
1.2179..

I ,

A measured~

1.137*103

1.136-ID3

1.138-103
1 3

1.1.33-10J

Total men , ws( gurjed Total means = 4

,... • ...

...;

last( Dates)

SST -=

I i= 0

-2

.SST = 13.592

last( Dates)

SSE 2= (measured. - yhat (Dates ured 2

i= 0

last( Dates)

SSR:- (yhat (DatesP J) measured measured)) 2

i= 0

SSE = 2.987

SSR = 10.605

DegreeFree as := Total means - 2

MSE i= SSE *

DegreeFree ss

DegreeFree . := I * DegreeFe s= Total mean- 1

SST
MST S=

Degree~ree s

(
MSE = 1.494

StOrand err :

ISR := SSR

DegreelFree -e

MSR= 10.605

StGrand = 1.222

MST = 4.531

OCLROO019627
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A

IF Test for Corrosion
f

MSR
a =0.05 .FactaulReg

Fjtirg: qF(I - aL,DegreeFreeiep,DegreeFree 5
I..

.. . I •
-ratio reg '.

, - •_re F Criti"a~e
FCijd reg

F ratioreg - 0"384

Therefore no condlusion can be made as to whether the data best fits the regression model. The -figure
below provides a trend of.the data and the 6randmean . . ,

".9

i:= 0.. Total mean- Igrand melsurd. mean measured)
S, grand measured,

ogrand measured S.dev.(A measured) GrndSandard e o de

meTotal n,

The minimum required thickness at this elevation is. Tmin.gen SB. := 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time

.1

.6

.8

,.-....o. ..

1200

x X~*~

I

1100 -

x Xx 1000

Tmugjea SB

900

BOO

I 2005

!0101995 2000 2005
Dates

GrandStandard error = 1.064pgr .ndmeaurd,= 1 -136olO 3

OCLROO019628
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To conservatively address the location, the apparent corrosion rate is calculated and compaied to the
minimum required wall thickness at this elevation

/,

ms :=slope (Dates, I measured) m s= -0.303

The 95% Confidence curves are calculated

Y =intercept (Dates I Ameasre).Y b = 1.742-103

Q t := 0.05 k := 2029- 1985 f := 0.. k - 1I

y~rpredicta := 1985 t- f.2 Thick predict = is apredict + Yb
predicti.~ prdct ,

Thick actualmean := mean( Dates) slm ~i(Datesd mean( Dates

Ii ) upperr Thick predict,.

2q:(7~Ttaimm -2)StGrander. I +
( C&mj~ Thickatalcn(year prdictf Thic .c ... .M .

) •sum

lowerr Thick e r means ...

+ - qt( 1 -- ,Total means 2)2 .StGrand err" !
(d Ig1

(yearpredicwt Thick actuaimean) 2

i' ,t, /

OCLROO019629
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i . I
I

°.i I.

I. I
.1

Location Curve Fit Projected to Plant End Of Life
S ! I 1

I. &
.

Thick el

Uppa

IMn~asitred

TaenSB.

1300 •| I

1200

1100 .
II .

1000

900.

800

I. ' I

See

.3

I5~O

I.

I

.---..

4-
. 1980 1990 2000 -.- I. 2010. 2020

Ye"r predict- Y= predict- r predict- Dates- Ycafrecic

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

Tfie section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minimum observable rate observed in appendix 22.

Rate min observed 6.9

Postulated meanthickness 11 measured - Rate minobserved ( 202 9 - 2006)

Postulated meanthickness = 974.014 which is greater than
Tmin_gcnSB3 = 736

f

0CLR00019630
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The following addresses the readings at the lowest single point

last( Dates

SST point.:
0--

' SSE j11 t

last( Dates)

i=O

last( Dates)

SSR point

pointin

j=O0

MSEpoit - SSE point.
DegreeFre s

MSE point =,187.237.

(Point 5  m nean(Point 5 ) ) 2

Poi.nt 5  yhat(Dates Point 5)i)2

(yhat es.Point 5 ) - mean(Point.

MSRpoint SSR point
ps DegreeFree reg

MSRpoint = 214.276

SSTpint.= '588.75

.SS-point 374.474

2)) SSRpo int = 214.276

SST point
MST point : onDegreeFree st

MSTpoint = 196.25

o•- ... ,•.I I

StPoint err 4=;ME point StPoint err = 13;683

F Test for Corrosion

F. , point

MSE~~
F acauleg ' MSEpoint

F .ratio reg :=F actauLReg

V criticaLreg

F ratio reg = 0.062

I

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

OCLROO019631
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i

o slopIate ,ioint5) mpont 4-.363 y point intercept (Dates ,point 5)

The 95% Confidence curves are calculated

M

-Pointcurve mpoint'Year predict + Y point

Point actualmnen mean( Dates) sum = Datesd mean( Dates2

uppoint= Point curve, .ure

y point 1 .839-10~

i

* I

+qt I - .- ,Total tnaw -2/.StPoint

I..
lopoinIt,. Pointcurve*f4.-

+ qt I -, Total means 22 mes
sum

.1

~. *1
Local Tmin for this elevation in the •rwl :=n-oalS 490.

Drywell Trfin (Ref. 3.25)

Curve Fit For Point 5 Projected to Plant End Of Life

1200

1000

Polint 5
X XX
Tm~Mw loalB

X
X X

Inpoint~ -. 363

800

600

2000 2 e010
Dates

2020 .2030

yearpredic22 = 2.029*01lopoint2' = 951.274

OCLROO01 9632
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate minobserved 6.9

Postulated thicknsin Point 53- Rate mraiobserved.(2029- 2006)

Postulated thicknessin = 943-3 which is greater than
Tiainjlocal SB 3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 1.102 year rdict = 2.029-103 Tmin-local SB2 = 490

required rate.
(1000.minpoint- Tmin_ ocal SB, 2)

(2005- 2029) required rate. = -25.5 mils per year

L,. • .'

OCLROO019633
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Appendix 17 - Sand Bed Elevation Bay 9A

October 2006 Data

The data shown below was collected on 10/18/06.

.page READPRN( "U:\MSOFFICE\Drywell Program data\OCT 2006 Data\Sandhed\SB9A.txt") .

Points 7  show7cells( page, 1 7, 0"
• .1,

,!

Points7 = [ 1.158 11.159 1.162 1.159 1.159 1.153 1.13 J

Cells = con7vert (Points 7 '7,lNo DataCells length( Cells)

I I I

I

( )

Cells deletezero cell s,.No DataCeUs)

The thinnest point at this location is shown
below

n"inpoint := min(Points 7)

minpoint = 1.13

OCLROO019634
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.,., •

Mean and Standard. Deviation

/IP actual :=mean( Cells ) v actual =1.154& 1 6 0 actual := Stdev( Cells) aactual - 1.041

'Standard Erros

actual
Standard error

0o taes
Standard error = 4.173

I

Skewness

Skewness
(No DataCells) .I(C"lls - -. actual) 3

(NO DataCells - i)(No DaCeils - 2) .(r actual) 3
Skewness. = -2.341

Kurtosis
(,° ."..

Kuhosis
No DataCels, (NO DataCells + 1) X(Cells - actual) 4

(NoD+ CelIs -) (NODataCells - (NoDataClls - 3 actual)

+ ý 1 3 -(No DataCell s - 1)2

(No DataCells-2) -(No DataCells 3)

OCLRO00019635
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I

It
Normal Probability Plot

In a normal plot, each data valup is plotted against what its value would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating'the rank scores of the sorted data.

.I

. I !. ' I

j 0.. last( Cells) sdt := sort(Cells)
I

Then each data point Is ranked. The array rank captures these ranks i

rank.

Isrt srt. I
J4 I

. 1,

I .

rank.

SroWs( Cells) +- 1

The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

x :=I NScore. rooa cnorm(x) - (p) -X]

I

OCLR00019636 '
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.( I

Upper and Lower Confidence Values

The/Upper and Lower confidence values. are calculated based on .05 degree-of confidence "q"

No DataCells length( Cells)

a .05.. Ta qt[ (I - .~ No Datce~lis]T 2.6

~L pacul T* actual3

L er95%Con actual Ts. Lower 9 5%C o n 1-144"103

I r "actual
Uppe" 9 5%Con t'actual + TO -Upperg 5 Con 1.164

"•q]N DataCells •pe 5Cn=114 u.

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +/-3 standard
deviations

, 0
Bins Make bins.(I' actual,', actual)

0

0
Distribution hist( Bins, Cells) 0

Distribution =

The mid points of the Bins are calculated

0

k 0- 1. (Binsk "- Binsk+,) )

S20
0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviatipn

norman curve0 := pnorm (Bins1 , '. actual', actual)

normal curvek= pnorn (Binsk+ I 'actual,3 actual) - pnorn(Binsk,A actual," actual)

normal curve :=No DataCells .norral curve

OCLROO019637
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Results For Elevation Sandbed elevation Location Oct.2006

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values. Below Is the Normal Plot for the data.

• . | I.
.I

Data Distribution
I

.A

5

I I. I I I .1

I 4 I

f 1. '43

I" actual = 1.1540103

0 act J = 11.041
i o

,Standard error -- 4.173

I

Distribution
1.
norUma cuv

3

2

T

S

I "

Skewness = -2.341

Kurtosis 5.687

I

I

'i

In I I
I

-- K

0
1120 1130 1146 1150 1160 1170 1190

Midpoins, Midpoints
1190

3Lower 95%Cofl = 1.144*10 UJPPer 95%Crrn =1.164-103

Normal Probability Plot

1.5

0.5

NSmej
X X X

0

K.. I.
x

x

I I I f* .

00 1110 1120 1130 1140 1150 1160 1170
sn:j
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! '

Sandbed Location 9A Trend

d :=0

For 1992 Datesd :=Dayyear( 12,8,1992)

page READPRN( 'U:\MSOFFICE\DrywelI Program data\Dec.'1992 Data\sandbed\Data Only\SB9A.txt")

Points 7 show7cells( page, 1 7,0 .)

Data

Points 7 = [ 1.162 1.161 1.164 1.162 1.161 1.157 1.133]

( .)

annn= con7vert (Points 7 ,7,1) NoDataCells := Iength( nn)

.1

Cells := deletezero cells (nnnI No DataCells)

Point 7 Cells
6 S6

Point 7 =1.133-10~

1 measureid man Cells ) measured .- Stdev(Cells)

P mesure d = mene~els)d

cr measuredd
Standard :- .NO DataCells

I. )

OCLROO019639
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I

i I.

d := d + I-
For 1994

.page := REAbPRN( "UAMSOFF1CE\Drywell Program data\Sept.1 994 Data~sandbed\Data Only\SB9A.txt")

Dates :; Day yer( 9,14,1994)
It .

t• #

Points 7  show7cells( page, 1, 7, 0

Data

.1

4
I I I . I

Points = [1.162 1.164 1.•168 1.163 1.157 1.155 1.132]

I

nnn := con7vert (Points 7, 7,1 )
NCODataCells := length(nan)

Cells. deletezero cells (nn,No DataCells)

Point 7d := Cells6

It measuredd := mean( Cells)- nimeasured := Stdev( Cells)
* measuredd

standard errord d
* NOData~lh

OCLROO01.9640
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'l"I I
For 1996

d :=d + 1

page READPRN( "U:-MSOFFICE\Drywell Program data\Sept1996Data~sandbed\Dnat Only\SB9A.txf' )

Datesd .Day year(9,16,1 99 6 )

Points 7.: show7cells( page, 1 7, 0

Data

Points7= [1.163 1.161 1.162 1.159 1.159 1.153 .1;27]

t

(. -..

nn =con7vert (points ,7 17,1)
No DataCells - length( nn)

. I

Cells :- deletezero cells (rnn', No DataCells)

Point 7d := Cells6

A mneasuredd := mean( Cells) a measuredd := Stdev( Cells)
* " Gmeasured

Standard err'rd d

- : DataCells

OCLRoo019641
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I

I

.r ....( I

For2006
d :=d + I

It

page READPRN( "U.:MSOFFICEV)rywell Program data\OCT 2006 Data\Sandbed\SB9A.txt" )

Datesd, :=(Day ( 10,16, 2006): "
* yar

Points 7  show7cells( page, 1, 7, 0)

Data

I.
I.

.1

I

4 1
I . I I

Points 7 = [ 1.158 1.159 1.162 1.159 1.159 1.153 1.13)

. o--,-,..! )
"...,., ,."

unnn con7vert(Pit 7 71
NoDataCeils := length( nnn) !

Cells := deletezero ls (mm, No DataCells)

Point 7d := Cells6

mesue .. man els measuredd
P measured d me0an(Cells) ameasuredd := Stdev(Cells) Standard = "Dtel d

eITOrd. N

0CLR019642
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Below are matrices which contain the date when the data w~s collected, Mean. Standard Deviation, Standard

Errorfor.each date.

Dates =

")

1.993-103

1.995*oi0

1-997- 10

2.007*10 3

* 1.133ý103

1.132-10
Point 7 ' li70 3

1.13&10 3

I.,

1.157-103

I 1.157*103

Pmeasured 1 51.155*103

1.154*1)3

Total means rows( measured)

Standard error =[
4.102

4.524

4.803

4.173

o measured =

10.854 1

11.968.

12.70°7

11.041.

Total eas =4

I 'L.

SST

Iast(. Dates)

i=0

f\\2(Pmeasured. -'
1 ~~ 1mean ued

'I / 1 eaue)

SST = 7.158

last( Dates)

SSE Z (At measured. - yhat (Dates. 1t measured).)
2

last( Dates)
SSR:= (yhat (Dates, Imeasured). - mean (measured)) 2

i=0

SSE = 228

SSR = 4.878

DegreeFree Total means - 2

M SE '- SS
DegreeFree s

-DegreeFreeg := I DegreeFree s Total e -

MST := SST
DegreeFree rt

SSR4SR
DegreeFree reg

MSE = 1.14 MSR = 4.878 MST = 2.386

StGrand err := M, E StGrand err 1.068

OCLROO019643
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| f
I

F Test for Corrosion

F MSR.
actaul Reg *- M

F (MSE

F~~~~~~~ crtca-e .F(I-aDge~e rgDge~e s

a c= 0.05

F actaulReg ""
F ratio reg

F ratioreg 0.231 i1 ',

Therefore no conclusion can be made as to whether the data best fits the regression m"del. The figure
below provides a trend of the d9 ta and the grnndmearl

:3

.9

!

| ..
I I I I

i 0.. Total means -I1

ogrand measured Stdev (11 measured)

pigrand me~suredi := mean (01 measured )

iggradrmeasured

GrandStandard e=erroto ,Total means I .

The minimum required thickness at this elevation is Tmingen SB. := 736 (Ref. 3.25)

Plot of the grand.mean and the actual means over time

1200

II I

X X 1 1X

1100 i-

P meamured
x X )C
pgmnd,,,gUa

T-mmga- SB

1000 I-

900 t-

goo I-

1995 2000 2005 2010
Dates

g3 GrandStandard error = 0.772

OCLR000i9644
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To conservatively address the location, the apparent corrosion rate is calculated and compared to the
minimum required wall thickness at this elevation

/

ms := slope (Dates measured) mS.=. 0.206

The 95% Confidence curves are calculated

Yb .=intercept. (Dates , Pmeast).Y b .ý1.567010O3.

Ut :=0.05 k :=2029- 1985 f:=O..k- 1I

I=
yearpredict := 1985 + f-2 Thick predict .msYearpredict + Yb

.:
Thick actualmean r= ean( Dates).

sium (Datesd r nean( Date s) ))2

. ..- .. upper, Thick predictf"

S + qtý 1- 2 , Totalmeans - 2.)StGrand • 1 + (d+ I
( Yeapredictf - Thick actuahmean)2

suM

*lowerf : Thick peit

+ - [q t( I~ 2 -! otal m a s 2 ).S t~ rand err .I1 +-( i l ~ a p i ~ T i k c u ~ e n 2

(.

OCLROO019645
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I

I .

.1

Location Curve Fit Projected to Plant End Of Life I .

I!

I,.

I.

-I

12001-

Thi~ckprecdict 1100

Upper

lower -low

0
Tmirtgen SB

- 900

1 1 I

I.

I I
* 4 I

I

Ms -p.206

.1,

I

I- I

o--,."

800 l-
!

O980 1990 2000 2010 2020
Yar predict YW•predict, YW predict, Dates. Y-predi

t2030 .

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness

• by the plant end of life.

'The section below calculates what the postulated mean thickness wouldbe if this grid were to corrode at a
• minimum observable rate observed in appendix 22.

Rate min observed 6.9

Postulated meanthickness : measured3 Rate in observed'( 2 02 9
- 2006)

Postulated meanthickness = 995.586 which is greater than
Tmin-gen SB3 = 736

* *)

OCLROO019646
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last(Dates)

SST point
1=0

last( Dates)

SSE point :(

i=0

Point 7 - mean (Point 7 )) 2

Pointit- yhat (Dates. Point 7),)2

SSTpn =21

SSE point= 18349

I

I"

lastý Dates)

SSR point := E
i= 0

(yhat(Dates ,Point 7 )1 - mcan(Point 7 )) 
2 SSRpoint 2 .651

..... ,.

( ) MSE point -SSEpoint
p DegreeFree ss MSR point -

SSRpoint

DegreeFree reg MSTSST point'
point DegreeFree st

,MSE point = 9.175 MSRPOint = 2.651 MST point 7

StPoint = MSE point StPoint err= 3.029

IF Test for Corrosion

F MSR pointFactaul Reg WISE
MSE point

_ F actaulReg

Fratio-reg•te F criticalreg

F ratioreg 0.016.

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

OCLROO019647
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I

,oint slope (DatesPoint 7 ) Ypoint -0.152 Ypoint intercept (Dates, Point 7) pt "03

The 95% Confidence curves are calculated

,Point curve := point'Ycarpredict + Y point

Point uc,, nmean( Dates) sum : (Datesd m• man(.Dates)), 2

uppointf Point curve, -

+ qt I -- ,otal means - .Stpoint•1 e ++ - P

+7 qt1- ,oamas 2-Soite"l+"

2. (d+ 1) sum

lOopoit, :Point curver

+[qt(1jtoien )Spit j1 s (year Preictf - Point actualmean) 2

2 (d+ I)sum

Local Tmin for this elevation in the Drywell Trainlocal SBf 490
f (Ref. 3.25)

Curve Fit For Point 7 Projected to Plant End Of Life

1.

1200

1000 r
PoinI 7
XXX
Toimojocal sB

XXX X

i I

Mon -0.152

goo-

600

2000 2010

1leslopoint22 = 1.099o10 3

2020 2030

year predict.2 = 2.029"10O
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The section below calculates what the postulated Individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate min__observed :6.9

Postulated thickness Point 7 3- Rate min-observed(2029 - 2006)

Postulated thickness = 971.3 which is greater than Tminjlocal SB 3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint= 1.13 year predict 2•" = 2.029-103 Tmin local SB• = 490

1000-minpoint- Tminjocal SB•)

required rate. -
(2005- 2029) required rate. = -26.667 mils per year

V

(

OCLROO019649
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Appendix 18 - Sand Bed Elevation Bay 13C

October 2006 Data

The data shown below was "collecied on 10118106. |.=

page READPRN( "U:\MSOFFICE\Drywell Program data\OCT 2006 Data\Sandbed\SBl3c.txt")

Points 7. show7cells( page, 1,7 ,0),

Points 7 [1.146 1.148 1.148 1.149 1.144 1.128 1.134]

a4

Cells con7vert(Points 7 ,1) 7a
NoDataCells =length(Clls)

i

Cells deletezero cells (Cells, No DataCells)

The thinnest point at this location is shown below

minpoint min (Points 7)
minpoint = 1.128

OCLROO019650
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Mean and Standard Deviation

/It actual :=me~an( Cells )
I 1actual = 1.142-103 actual := Stdev( Cells) .Yacta ý=8.162

'Standard Erroi

t actual
Standard error Standard r = 3.085

I . .

Skewness

I3

Skewness (No DataCells) -'(Cells L~ actual)Skwes -. 5
(No DataCells 1). (No DataCells 2).X(c actual) Skewness = -1.255

Kurtosis

No DaaCels (No DataCels .s. 1) .I(Cens - 11 acUt,)4

u (No DataCells _,l'.(NoDataCells - 2).(NoDtaCells - 3).( actual) 4 Kurtosis 0.104

+ 3 (No DatCells -1)2

(No DataCells - 2) -(No DataCells - 3)

)=

OCLROO019651
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(
Normal Probability Plot

In a normal plot, each data valup is plotted against what its value.iWould b6 if it actually came

from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating 1he rank scores of the sorted data.

t II

j := 0.. last( Cells) srt :=. sort(Cells)

I.

Then each data point is ranked. The array rank captures these ranks '

.1

'I

.1

+.: I
rank.

. srt=srt., ~Ill I 4 .

rank.

P= rows(Cells) + 1

• . .

The normal scores are the corresponding pth percentile points from the standard
normal distribution:

x '- NScore= raot[cnorm(x) - (pi),x]

OCLROO019652
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Upper and Lower Confidence Values

The/Upper'and Lower confidence values are calculated based on..05 degree'of confidence "•"

No DataCells length( Cells)

a .05. Ta -2).N aiels Ta 2.365

• Oa actual
Lower 95%Con i= actual - Ta. u Lower 95 Con = 1.I135-o103

,No DataCells.

0 actual
Uppef 95%Con I= actual + Ta- 'Upper 95%Con 1.15o° 13

4 DataCells

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

" Distribution of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +1- 3 standard
deviations

i 0
Bins Make bins (I. actual,'9 actual)

1.

Distribution hist( Bins, Cells) 0

Distribution = O

The mid points of the Bins are calculated
-3

0

k 0.. 1I (Binsk + Binskk+ 1) 0. ~~Midpointsk =-
2 0

The Mathcadfunction pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

nonnal curve, : pnorm .(Bi~ns ,A actual.O C actual)

r . normal curvek pnorm(Binsk± + I actual, C actual) pnorm(Binsk, 1 actual' ".actual)

normal curve No DataCells "normal curve

OCLROO019653
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*1

Results For Elevation Sandbed elevation Location Oct. 2006

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and..standbrd deviation, th6 kulrtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values. Below is the Normal Plot for the data.

• . | .
.I

t "I

Data Distribution
' I

.i

I

Pactua = 1"142.10

* ~ I.

° = 8.162

Standard error =' 3.085

* Skewness = -1.255

I

Distribution
.L
10011110 culrve

I

Kurtosis,= 0.104

( )
|

1110 1120 1130 1140 1
Midpoints, Midpoints

150 1160 1170

Lower 95%/Con 1.135*1 03 Upper 9 5%Con =11503

Normal Probability Plot

1.5

1

0.5 -

N -corej

X X X
0

I I. I

X

X-

X

Xx

Xx

The Normal
Probability Plot
and the Kurtosls
this data is
normally
distributed.

-0.5 -

.... , ....I, i
......

-1

1125 .1130 1135 1140 1145 1150
j.
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Sandbed Location 13C Trend

d =0.

For 1992 Datesd Dayyar( 12,8,1992)

.page READPRN( "U:\MSOFFICE\Drywell Program data\Dec. 1092 Data\sandbedkata Only\SBI3C.xt"x)

Points 7.: show7cells( page, 1,7,0)

Data

I Points 7 = [1.148 1.151 .1.151 1.153 1.149 1.138 1.152]

nn. con7vert (Poinis 7 ,, 71) No DataCells lClgtlI(nmm)

C Cells := deletezero cells (nnn' No DataCells) point 6 d Cells5
d

point 6 = 1.138o1O3

p) measuredd mean( Cells.) a measuredd : Stdev( Cells)

derrord

No DataCells

OCLROO019655
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/"

d :=d + 1
For 1994 '1

page :R EYADPRN( "U:.MSOFFICE\Drywell Program data\SepL1994 Data\sandbed\Data Onl3ySB13C.Ixt" )
• .

|.t
° t

".= "0

Datesd b ayyea' 9 , 14,1994)-
.

Points 7 := show7cells( page, 1.,7 .0 )
. I

!
!

'I,

Data

Poii7ts -l[1.147 1.147 b146 1.147 1.128 1.123 1.139]

"-=co . Tv o (points 7 ,7,1)

No DataCells length( nnn)

I
. I

Cells := deletezero cells ( No DataCells)i...... point 6 d := Cells 5

gm measured = mean(Cells) a measuredd Stdev( Cells)
d d

Stadarerr *--0 measuredd

eTrd
. No DatCells

t...

0 CLROO019656
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(
For 1996

I a

page READPRN( "UJ.\MSOFFMCE\Drywell Program data\Sept1996 Data\sandbed\Data OnJy\SB13C.txt" )

Datesd :=Day year(9,16,1 99 6 )

Points 7  show7cells( page, 1 ,7 , 0)

Data

Points 7 [ 1.157 1.151 1.157 1.169 1.156 1.147 1.143]

d := d +.1

I .

innn :=con7vert (points 7 7,1 )
NoDataCells :-- length(.ann)

(. .)

Cells deletezero cells (nnn, No DataCells)

point 6d Cells5

dd nf easure.dd

Pmeasudd :=mean(Cells) ameasrd Stdev(Cells) . Standard.
I 4No DataCells

°. .•. *,

OCLROO019657
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I

,,..".. I.

d d +d I
For 2006

page READPRN( 'U:\MSC)FFICE\Drywell Program data\OCT 2006 Data\Sandbed\SBl3C.txt"')

Dates :=Dayyear( 10, 16,2006)

Points 7 showT~ells( pagei 1, 7, 0)

*1

-e

Data ala

Points = [1.146. 1.148' 1.148 11.149 1.144 1.128 1.134]
4 I

!

t
I I •

nnn *=con7vert (points 7 ,7 , 1
No DataCells := length,( nnn)

I

Cells deleteze~ro Cells (mmn ,No DataCells)

point 6d Cells,

• '-: •measur'dd

11 measuredd= mean( Cells) a measured := Stdev( Cells) Standard e a e
Standardl

OCLROO019658
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*B1low are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

I!

1.993*103

1.995.103
Dates =

1.997-103

P 2.007-10?]

1.149e103

3

1.142-10j

Total means :='rows(0 measured)

point 6 =

1.i38.103

1.123o10.

1.147-110.

1.128o103

1.92

= 3.8291Standardero= 3.2

n error 3.183

1 3.085

0measured

5.0.1
10.13

8.42

8.162]

Total means = 4

i...-... last( Dates)

SST :

i=0
(±measured. mean (11measure)) 2 SST = 130.571

SSE

last( Dates)

i
i=O0 (it measured. - yhat (Dates ' measured)) 2 SSE = 119.869

last( Dates)

SSR

i- 0
(ylat (Dates, 11 measured)i - meat (A measured))2

SSR = 10.702

* DegreeFree Total means- 2

MSE SSE
DegreeFree s

MSE = 59.935

StGrand el. := •'S

. DegreeFree reg := 1

4SR SSR

DegreeFree reg

MSR = 10.702

StGrand ri = 7.742

DegreeFree st := Total means

SSTMST :
DegreeFree st

MST 43.524

I I
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I

|
I

I ..•'.(

d - 0.05

F Test for Corrosion

MSR
F actaulReg MSE

Fcriticalreg : qF (I t ,aDegreeFree reg, DegreeFrei ss)

.I

t. . !

FlactaulRegF ratio regr:- F criticaL reg
.4

I"

,II

F ratioreg =9.646.1 t

Therefore no conclusion can be made as to whether theldata best fits the regression model. The figure
below provides a trend of the data and the grandme'an I

a..

i =0.. Total means-

ogrand asured Stdev (9' measured)

pgrand measured, := mean (l measured)

ogrand measured
GrandStandarda •/Total means

S.J The minimum required thickness at this elevation is Tmingen SB: 736 (Ref. 3.25)

1200- I

A
A-.-

I10t t-

.11measured
X XX
pigraud mesue

Tmwu~gc SB

1000 t-

900 -

8001-

1995 2000 . Dates 2005 2010

= .146010 3
pgran meaured0

GrandStandard error = 3.299
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I

To conservatively address the location, the apparent corrosion rate is calculated and compared to the
mini Trum required wall thickness at this elevation

Inms :slope (Dates, p measured) ms ="0.305

The 95% Confidence curves are calculated

St := 0.05 k :=2029- 1985 f

Y b intercept (Datesg measued) Y b 1.75 5*10.

=0.. k- I

yearpredictr := 1985 + f.2 Thick predict := m s'yearpredict + y b

Thick actualmean := mean( Dates ) sum i (Datesd -L mean(Dates))

( ÷ . ... upperr := Thick predict, ...

, + qt - Total means - 2 StGrnd err" 1 1- +
2 ( d e I )

(yearpredict,- Thick actualmean) 2

sum

lowerr '= Thick predictf ...

+-- qt I q -- Totalmeans 2 -StGrandT- I +--
L\ 2 I(d+g-1)

(year predic, - Thick acualmean 2 I
sum 7J

OCLROO01 9661
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-!
i

I .

.I

Location Curve Fit Projected to Plant End Of Life.
I ,

.1 . I

1300

1200 I-

'Mickpeict

Upper

lower

I~Measured

Tmtn..jen SB

1100

1000 F

I * I I

p 6
p

4

I I I.

,II

I

n = 710.305 I

900 1 I

°.. ---., ...%

-,,,, .,, 8001-

Jill¸

1980 1990 2000 2010 2020
Yewapredit year predictYear cdit, Dates, yar predict

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid. were to corrode at a
minimum observable rate observed in appendix 22.

Rate min observed 6.9

Postulated meanthickness measured 3 - Rate min observ ed'( 202 9
- 2006)

Postulated meanthickness = 983.729 which is greater than
Tmin_,gen SB 736

3..' .,.

0CLR00019662
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The following addresses the readings at the lowest single point

point 6d := Cells6

SSTp0 int

last( Dates

i= n.

last(Dates)

SSEpoint

P ii=0

(Point 6i - mean (point 6))2

(point 6i - yhat (Dates, point 6) 2

SSTpoint =297

SSEpoint 296.998

.-last( Dates) I.

SSRpoint i= (Yhat (Dates' point 6)i- mean(point 6 )) 2

i=O

SSRpoint =2;289-10'

(" %,.•,.......- 'i

MSE pon -SSEpointpoinoitS DegreeFree ss

MSEpoint'= 148.499

Stpointr:= 4MSE point

SSR point
MSR point -

SDegreeFreeg

MSRpoint = 2.2891o0-3

SSTpoint
MST point '-DegreeFree st

MSTpoint = 99

Stpoint C =12.186

F Test for Corrosion

MSl~point
F actaul-Reg MS oj=

MSE 
point

actaul 'Reg
F critical reg

F rio reg = 8.327&10-

.1

i i'.. ./

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

mepaint :=slope(Dates,point 6 )• ..- e .( ).
M pn le , mpoint 4.4560 "Ypoint intercept Dates,point 6 ) point= 1.127o103
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.1

.
The 95% Confidence curves are calculated

point curve M point.Year predict Y y point

'point actualmear: mean( Dates.) sum : (Dateid - mean( Dates 2

uppointf pointcarve ...f

.+means Ye2a . 1"(Y-arpredict - pointactuaimean
means +

I

I

o..--...

I' )
"..... •

lopoint= point curvet (p a

+ -t 1-•,Tolmans "tpontrr" 1 yearpredict,- point actualhman)

+ -.. [q at "Totl 2 Stpoint 1 + +•2 men(d +) Isum

Local Tmin for this elevation in the Drywell Tmin. local SB• 490 (Ref. 3.25)

Curve Fit For Point 6 Projected to Plant End Of Life
0

1200

10001

POnt 6

rminm10ca SB

X X

mpitý4A56-10O

800

600

2000

lopoint,2 = 1.028-103

2010
Dates

2020 2030

yearpdict22 = 2.0299103
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Ratemrnobserved =6.9

Postulated thickness := point 6 - Rate minobserved.(2 0 29 - 2006)
.3

Postulated thickness = 975.3 which is greater than
Tmin-local SB 3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to
reach the local required thickness by 2029. !

minpoint= 1.128 Year predict, 2 = 2.029-.103 Tminjocal SB,, = 490

I .

required rate.
(1000"minpoint- Tmin-local SB2)

(2005- 2029). required rate. = -26.583 mils per year

OCLR00019665
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Appendix 19 - Sand Bed Elevation Bay 15A

October 2006 Data

The data shown below was 'collected on 10/18/06. ,.

page READPRN( "I:WMSOFFICE\Drywell Program data\OCT 2006 Data\SandbedaSBl5A.tx't"

Points 7 := show7cells( page, 1,.7,0 Y"
I|,

Points 7 = [1.18 1.129 1.136. 1.129 1.146 1.07.7 1.049]

Cells con7vrt (Points 7, 7,1) N) NO DataCells : length(Cells)

).

'I

'I

.1

!

t

Cels := deletez•r'o cels(CIls.No DatCe.ls) I

.°..-...l' "

-...... '

The thinnest point at this location is shown below

minpoint := min(Points 7) ninpoint = 1.049

OCLROO01 9666
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Mean and Standard Deviation

I actual := mean( Cells) g actual = 1.121.103 a actual := Stdev( Cells) actual t--- 43.93

Standard Error

Cy actual
Standard error

P No DataCells
Standard error = 16.604

Skewness

Skewness.
(No DataCels) ":(Cells - 11 actual)s

(No DataCells )*N0al 2) .iata)3 Skewness = -0.628

Kuitosis( . J

Kultosis
No DataCefls'(No Dataltells + ) .X(el l a.ua)4

(NoDataCells - 1).(NODataCels - 2).(NODataCells - 3.(o actual)4Kutosis -4.623.10-

+ 33. (No DataCells - 1)2

(No DataCells 2).(NobataCes - 3)

i. )

OCLROO019667
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Normal Probability Plot

In a normal plot, each data value is plotted against what its value ývouldbe.if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be.
estimated by first calculating'the rank scores of the sorted data'

I.°
4

I " = iI • ! • !

j := 0 .. Iast( Cels ) srt :i sort(Cells)
.1

Then each data point is ranked. The array rank captures these ranks"

r :"j4+- rank.

. Iw rI I 1st=%

,II

I

.0

rank,
pi o.-+rows( Cells) +1 1

I...

The normal scores are the correspondingpth percentile points from the standard
normal distribution:

X 1 NScorej: roofcnoml( x) - (pi) -X]

OCLR00019668
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Upper and Lower Confidence Values

The'Upper and Lower confidence values are calculated based on .05 degree'of confidence 0".

No DataCelis length( Celis)

O .05 TO qt I - No DataCells T= 2.365

oC actual]
*Loer 95%Con It actual- T. acowar95l/,o = :1.082.160

4No DataCells

*Upper 95%Con ;=Itactual + Ta...:.. •NoDatCeUs" ' Upper 9 5%C~fn l .16"103

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution -of the 'Cells" data points are sorted in 1/2 standard deviation increments (bins) within +/- 3 standard' ...... " deviations

i 0

Bin's= Make bins (Pi actual actual)

0.
Distribution hist( Bins, Cells)

Distribution 0

The mid points of the Bins are calculated

k 0.. 11. Midpointsk ( .Binsi)0
A .2 0_

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

normal curve0 := pnorm (Binsi ,P actual 06actual)

normial c pnornm Bnsk I , 1 actual, I actual) -nr PnnlBinskaculac)
normal No aotuaa, curve

normal curve :=NO DataCelis nomlcurve.

OCLROO019669
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I

Results For Elevation Sandbed elevation Location Oct. 2006
'I

. I

The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and standbrd deviation, the kurtosis, the skewness, the number of data points, and the the lower and

upper 95% confidence values. Below is the Normal Plot for the data..
1. I *I

Data Distribution
I

Distribution
.11
noniial

" tactua = "1I121 *10,
II,

= 43-9 3

Standard error 16.604

Skewness = -0.628

Kurtosis -4.623-1o-7
I

I......

1000 1050 1100 1150 1200
Midpoints, Midpoints

Lower 95%Con = 1.082-103 Upper 95%Con =

1250

16.103

Normal Probability Plot

1 4.

0.5

N Score.XXX 0

I I* I

X

x

The Normal
Probability Plot
and the Kurtosis
this data is
normally
distributed.

-0.51F

i
-.....

-I "-

-1.5
10440 1060 1080 .]00 2120 1140 1160 1180

srtj
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Sandbed Location 15A Trend

flnta from the 1992. 1994 and 1996 (ref calcsl is retrieved Point ,,•.

No.
14

d :=0.

I .

For 1992 batesd: Day year( 12,8,1992)

page READPRN( "U:\MSOFFICE\Drywell Program data'Dec. 1992 Datamsandbed\Data Only\SB SA.t(t" )

Points 7  show7cells( page, 1 7, 0)

Data

Points 7 = [1.139 1.145 1.166 1.162 1.136 1.102 1.083J

nnn I con7vert(Points 7 ,7 ,1 NO' length(nnn)

Cells := deletezero cells (nnn, NoDataCells)

(... . ..

Point 7d.= Cells6

P measuredd mean( Cells) Y measuredd= Stdev( Cells.)a ~Standar

Point"7 = 1.0839103

C measured

errord d= O

4NoDataCeps

AFor 1994 0 .- *

page READPRN( ":'U SOFICEr\Dywell Program data\Sept.1994 Data\sandbed'flata Only\SB15A.txt' )

Dates, Day year( 9 14, 1994 )

.Points 7 Show7cells( page, 1 7, 0)

Data

Points 7 = [ 1.i142 1.142 1.14 1.134 1.138 1.064 1.04]

nrn != con7vert (PointsT7 ,7, 1) No ,.r.,. l length( nnn)

a

Cells deletezero cells (nnn, No DataCells) Point 7  Cells6

r measured mean( Cells) a measured: Stdev(.Cells) Standadtd

1.083.10
Point

7 = 7
• A,103.

o measuredd
'=rdll(. ....

QCLROO019671
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For.1996 d

page READPýN( "U:\MSOFFICE\Drywel Program data\Sept.996 Data\sandbed\Data Only\SBl5A.txt-.)

Dates% Dayyear(9 , 16 199 6 )

Points 7  show7cells( page, 1, 7, 0)

Data •

Points 7  [1.141 1.152 1.136 1.132- 1.152 1.076 L..1],

:- con7veq(Pairts 7 ,7,1) NoDatCejlS length(nmm)

Cells deletezero cells'(nnn, No DataCeIs) o 7 1.04

d = 6 1.04

I d -i- 1

.4

*1

.1

I

3.103
*103

measured

Ameasuredd mean( Cells) y measuredd Stdev( Cells) Standard errord d

For2006 d d+ 1 i

page - READPRN( "U:\MSOFFICE\Drywell Progiam data\OCT 2006 Data\Sandbed\SBI5A.txt" c

Datesd :=Dayyear(10,16, 20 06 )

Points 7 := show7cells( page, 1 ,7,0 )

Data

Points 7 = [1.18 1:129 1.136 1.129. 1.146 1.077 1.049]

rnnn= con7vert (Points 7 .7,1
No DataCells length( nnn)

Cells deletezero cells(n"nn, No DataCells)

Point 7d Cells6

0 measured

9 measured8 := mean(Cells) a measuredd Stdev(Cells) Standard errord d

rNo DataCells

OCLROO019672
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Bqlow-are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Efror for each date.

1 .993-10'

1.995-103
Dates l99*0

2.007- 0

1.083•103

1 .04'103
Point 7 1

1.1o103

1.049-10

11.526 1
Standard CrrOr 10.781 I

16.604

measured -

1.133-103

1.1ý27*l0 3

1.121-103

30.494

43.196
( measured = 28.525

[43.93

Total..means rows(PL neasured) Total means = 4

=..-'.,.:.

'..,,... last( Dates)

SST E

i= 0

last( Dates)

if 0

last( Dates)

SSR :

i= 0

(1 measured- lnean(t measured) )2

(p measured" yhat (Dates. Itmeasured).) 2

(yhat(Dates, IL measuredi mean~l iau

SST = 199.388

SSE = 180.532

2 SSR = 18 .856

DegreeFree A Total means -

MST SST
DegreeFree st

MST = 66.463

DegrnFree ss := Total - 2

MSE SSE
DegreeFree ss

MSE = 90.266

StGrand err :=

DegreeFree reg := I

•1SR - SSR
DegreeFree reg

MSR = 18.85.6

StGrand err = 9.501
J
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F Test for Corrosion

F MSR
a :=,0.05 actaul_Reg

Fcritical reg qF(l - aDegeeFree reg,DegreeFree ss) , ,

F actaul Reg

* F 0.0! .•Fratioreg

Therefore no conclusion can be made as to whether the data best fits the regression moUlel. The figure
below provides a trend of the data and the grandmean

i. 0 -Total. . ... I S

i = - otlmearis -IgMndeasuredi: mean( easuied)

,gagrand measured

ogrand measured := Stdev (i1 measured) GrandStandard errr e
TotaI means

The minimum required thickness at this elevation is Tminrgen SB 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time

I I I

X x
1100

1 Meassued 1000
• ~X X.X.-

-Pgand M, IW

Tmin..e SB

- 900

BOO

1995 2000 2005 " 2010
Dales

pgrandmasrd 1.124"103 GrandStandard er 4.076
mesrdero0.7

OCLROO019674
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To conservatively address the location, the apparent corrosion rate is calculated and compared to the
miniyum required wall thickness at this elevation

m s := slope (Dates, Imeasurd) mS.= -. 404

The 95% Confidence curves are calculated

Yb intercept(Dates, pI measured)Yy b= 1.932.-10.

OLt := 0.05 k :=2029- 1985 f := 0.. k - I

.!I
yearpredict := 1985 +- f.2 Thick predict := m.-Year predict + Y b

Thick actualmean mean( Dates) (D

,. . . .. upperr Thick predictr ...

+qt1 2 ' Total means .- 2 ) tGrand e,.j<l d + I) +
(year edid, - Thick actualmean) 2

•sum

lowerf := Thick predictr ""

- q I- - Ttalmens 2 S 'GTra d.I j+C t (year preilf~
+2 .q\ )~oa . + (di I1)

1 "1

Thick actualmean)
2

Isum

i' i

.OCLROO019675
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I

. I

I -

41

1300

1200 1-

Ibickprdc

uipper

lower

Tmmpen d

110D k

Location Curve Fit Projected to Plant End Of Life

I I I

II I J

',I

! ,
".II

!

= t

m -DA3.04.

1000 1-

900 F
I

( )
800 F

-1110 -
1980 1990 2000 "") 2010 2020

Yefr predict. Year predict, year predict, Dates, year predict
2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be If this grid'were to corrode at a
minimum observable rate observed in appendix 22.

Rate min observed 6.9

Postulated meanthickness 1 Pmeasured- Rate n.observed( 2029 - 2006)
m 3

Postulated meanthickness = 962.157 which Is greater than
Tmin_.gen SB 3 736

OCLROO019676
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The following addresses the readings at the lowest single point
/

Slieet No.
12 of 14

last( Dates)

SST mean (Point-) 2

i=0
SSTpoint 2.394*103

Q

last( Dates)

SSE poit oint 7 j y .hat (Dates, Point 7 ))2

i= 0

last( Dates)

SSR point ' .EYa(ae.olt) I
i'= 0

MSE point SSE point SSRpoin

.DegreeFree ss point DegreeFree reg

Mv1SE point= 1.037 103 MSRpOint 319.786

SSE point 2.074.-103

SSRpoit = 319.786

MST SSTpoint
point DegreeFree A

MST point 798

.•.-.--.,( )
• ....... "

StPoint err := jMSE point StPoint err = 32.204

F Test for Corrosion

F MSRpoint
actaul Reg

F rat actauLReg
F critical reg

F ratioreg 0.017

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

OCLROO019677
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mrpoint :slope(DatesPoint 7) Ipot, = .i-1.666 y point intercept(Dates,Pp t7) Y point 4 "39510.3

The 95% Confidpnce curves are.calculated

Pointcurve = In point'yearpredict " Y point . ' -

Point c ea mean(Dates) sum (Dates, - mean( Dates
I J "I

*1

'I

uppointr':= Point curver
I I

l* ~,

I/ t / 1 _

+.qt( I -' tTotal means -2 .SPomt I + 1 +
"2 -, / (d+ 1)

(year pre dictr L, Point actualmean) 2

suip' I

lopointf := Point curve,

1 (year predict - Point actualmean) I
t•jT( 2(a l meats " .StPint - 1 +-+ tI--- - otlm2s r' ( d + I"- -- sum

...- '--,.: 'tI .,
• ,....

Local Tmin for this elevation in the Drywell Tminlocal Sr f 490 (Ref. 3.25)

Curve Fit For Point 19 Projected to Plant End Of Life

.1

!

1400 I-

1200

Point 7
X Xx.
Thiin-local SB

1000 r

X X

mpoint = -1.666

800 I-

6001-

2000 2010
iDalea

2020 2030

lopoinuIL 730.25 yeapre'Ct2 ý2.029*10 3

OCLROO019678
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!°..-....

The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate min-observed =6.9

Postulated thickness :=Point 7 - Rate mi _observed'( 202 9
- 2006)

3

Postulated thickness = 890.3 which is greater than Tminjeocal SB 3 = 490

.The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by.2029.

minpoint = 1.049 year predi'ct 2 = 2.029-103 Trminjocal SB = 490

(I 00.rminpoint- Tminilocal SB-'I)
required rate.

(2005- 2029) required rate. = -23.292 mils per year
...---..

,....

I

OCLROO01 9679
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Page 1 of 12

Number of
Points

Bays Sp&cified
1 "23
3 8
5 8
7 7
9 10

11 8
13 19
15 11
.17 11
19 10

Data Reviewd
No further Data under
action Review

23,
8'
8

5
10
8

15
10
10
9

IR Data Point Sat Comments
0 23'

0 8 1
0 8.
0 5.
0 10
0 A
0 ,, 1'5
0 10
0 10
0

,I

Total 115 106 106

" °.....m"

Highest rate

Thinnest reading

Projected thickness in 2008
based on the above corrosion,
rate and a 20 uncertainly

0.0335

0.602

0.515

OCLR00027872
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2

BAY 1

Less than
0.736 In

Point 1992 Vertical

Under Inside Under Inside Under Wetted
Concrete Floor Concrete 2006

1992 value Criteria NDE Data Sheet Value Delta Sat Non Set
Horizontal

1 Yes
2 Yes
3 Yes
4
5 Yes
6
7 Yes
8
9

10
11 Yes
12 Yes
13
14
15
16
17
18
19
20
21 Yes
22
23

D16
D22
D23
D24
D24
048
D39
D48
D36
D15

D23
D24
D24
D2
DO
D50
048
D38
D38
D18
D24
D32
D48

R30
R17
L3
L33
L45
RIB
Re
RD
L38
R23
R12
L5
L40
R35
L51
R40
RIB
L2
L24
R13
R15
R13
R1B

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes
Yes
Yes
Yes

Yes
Yes

Yes
Yes
Yes
Yes

Yes
Yes
Yes
Yes

Yes
Yes

Yes
Yes
Yes

Yes
Yes

Yes

0.72 0.598 1R21LR-022
0.716 0.598 1R21LR-022
0.705 0.598 IR21LR-022

0.76 0.598 1 R21LR-022
0.71 0.598 1R21LR-022
0.76 0.898 1R21LR-022

0.7 0.598 iR21LR-022
0.805 0.698 1 R21LR-022

0.805 0.598 1R21LR-022
0.839 0.598 1R2ILR-022
0.714 0.598 1R21LR-022
0.724 0.598 1R21LR-022
0.792 0.598 1R21LR-022

1.147 0.598 1R21LR.022
1.156 0.598 1R21LR-022
0.796 0.598 IR21LR-022

0.86 0.598 1R21LR.022
0.917 0.598 1R21LR-022

0.89 0.598 1 R21LR-022
0.965 0.598 1R21LR-022
0.728 0.598 1R21LR-022
0.852 0.898 IR21LR-022

0.85 0.598 IR21LR-022

0.71
0.69

0.665
0.738

0.68
0.731
0.669
0.783
0.754
0.824
0.711
0.722
0.719
1.157

1.16
0.795
0.846
0.899
0.665
0.912
0.712
0.854
0.828

0.010 Yes
0.028 Yes
0.040 Yes
0.022 Yes
0.030 Yes
0.029 Yes
0.031 Yes
0.022 Yes
0.051 Yes
0.015 Yes
0.003 Yes
0.002 Yes
0.073 Yes

-0.010 Yes
-0.004 Yea

0.001 Yes
0.014 Yes
0.018 Yes
0.025 Yes
0.053 Yes
0.014 Yes

-0.002 Yes
0.022 Yes

Data obtained from
NDE Data Sheets 92-072-12 page 1 of 1
NDE Data Sheets 92.072-18 page I of I
NDE Data Sheets 92.072-19 page 1 of I

0.021

Max Delta 0.073

Rate 0.005

0.665Min 2008 Thickness Value

0

C:)O-

O0

-4
-4
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BAY 3
Less than Under Under Under
0.736 In Inside Inside Wetted

Point 1992 Vertical Horizontal Concrete Floor Concrete 1992 valueCriteria NDE Data sheet

2006
Value Delta Sat Non Sat

1
2
3
4
5
6

7
a

DS R63
D9 R50
D9 R33
D13 L5
D15 L8 Yes
D15 L56 Yes
D17 R4 1" Yes
D24 L6 "1 Yes

0.795 0.598 92-072-1i page I of 1 0.795 0.000 Yes
1 0.598 92-072-14 page 1 of 1 0.999 0.001 Yes

0.857 0.598 92,072-14 page 1 of 1 0.85 0.007 Yes
0.898 0.598 92-072-14 page 1 of 1 0.903 -0.005 Yes
0.823 0.598 92-072-14 page 1 of 1 0.819 0.004 Yes
0.968 0.598 92-072-14 page 1 of 1 0.972 -0.004 Yes
0.826 0.598 92-072-14 page 1 of 1 0.816 0.010 Yes
0.78 0.598 92-072-14 page 1 of 1 0.764 0.016 Yes

0.004

Max Delta 0.016

Data obtained from
NDE Data Sheets 92-072-14 page .of 1
"1 - estimated from data sheet 92-072 page 6 of 9.

- - Rate

Min 2006 Thickness Value

o.boo

0.764

0

r%)

:0

00
0

..,
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BAY 5

* Less than Under Under Under
0.736 In Inside InsIde Floor Wetted 2008

Point 1992 Vertical Horizontal Concrete Concrete 1992 value Criteria NDE Data sheet Value Delta Sat Non Sat

1
2
3
4
5
6
7
8

040 R13 "I Yes
D42 R3 "1 Yes
D44 RIO 1 Yes
D44 RIL7 *1 *2 Yes
D46 R/L11 41 *2 Yes
044 L4 Yes
048 L24 Yes
D46 L28 Yes

Yes
Yes
Yes

Yes
Yes
Yes
Yes
Yes

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

0.97 0.598 IR21LR-019
1.04 0.598 1R21LR-019
1.02 0.598 1R21LR-019

0.97 0.598 1R2•LR-019
0.89 0.598 1R21LR-019
1.06 0.598 1R21LR-019
0.99 0.598 IR21LR-019
1.01 0.598 1R21LR-019

0.948 0.022 Yes
0.955 0.085 Yes
0.989 0.031 Yes
0.948 0.022 Yes

0.88 0.010 Yes
0.981 0.079 Yes
0.974 0.018 Yes
1.007 0.003 Yes

0.034
Data obtained from
NDE Data Sheets 92-072-10 page 1 of 1

"l - Reference off the weld 62" to the right of the caenterline of the bay.
*2 The original data sheet Is not clear as to whether this point Is to the right or left of the weld.

Therefore NDE shall verify this dimension.

Max Delta 0.085

Rate 0.008

Min 2008 Thickness Value 0.88

0
0
I-

N)

00",4
(3O
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BAY 7

* Less than Under Under Under
0.730 In Inside Inside Wetted

Point 1992 Vertical Horizontal Concrete Floor Concrete 1992 value Criteria NDE Data sheet
2006
Value Delta Sat Non Sat

1
2
3
4
5
6
7

021
D21
010
010
D21
D10
D 021

R39 Yes
R32 Yes
R20
R10
16 Yes
L23 Yes
L12

0.92 0.598 92-072-20 Page 1 fo. 1 Not Located
1.016 0.598 92-072.20 Page ' lo 2 Not JLocated
0.984 0.598 92-072-20 Page I lo 3- 0.964 0.020 Yes

1.04 0.598 92-072-20 Page I fo 4 1.04 0.000 Yes

1.03 0.598 92-072-20 Page 1 lo 5 1.003 0.027 Yes

1.045 0.598 92-072-20 Page 1 lo 6 - 1.023 0.022 Yes
1 0.598 92-072-20 Page 1 fo 7 1.003 -0.003 Yes

0.013

Data obtained from
NDE Data Sheets 92-072-20 page 1 of 1 Max Delta 0.027

Min 2006 Thickness Value-

ate 0.00193

0.984

r--

0.
0

CO)

00
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BAY 9

Less than Under Under Under
P 0.738 In Inside Inside Wetted

Point 1992 Vertical Horizontal Concrete Floor Concrete 1992 valuig Crteria NDE Data sheet
2006
Value Delta Sat Non Sat

1
2
3
4
5
6
7
8
9

10

D21
D12
D18
D21
D35
O16
D18
D22,
D15
D32

R32
R17
R8
R17
L4
L30
L35*
L45*
L53
LB

Yes

Yes
Yes
Yes
Yes
Yes
Yes

Yes

0.96 0.598 92-072-22 Page 1 to I • 0.968 -0.008 Yes
0.94 0.598 92-072-22 Page I fo 2 0.934 0.006 Yes

0.994 0.598 92-072-22 Page I to 3 0.989 0.005 Yes
1.02 0.598 92-072-22 Page I fo 4. 1.016 0.004 Yes

Yes 0.985 0.598 92-072-22 Page I to 5 0.964 0.021 Yes
0.82 0.598 92-072-22 Page 1 to 5 0.802 0.018 Yes

0.825 0.598 92-072-22 Page I fo 7 0.82 0.005 Yes
Yes Yes 0.791 0.598 92-072-22 Page 1 to 8 0.781 0.010 Yes

0.832 0.598 92-072-22 Page 1 fo 9 0,823 0.009 Yes
0.98 0.598 92-072-22 Page I to 1U 0.955 0.025 Yes

0.009

Max Delta 0.025
Data obtained from
NDE Data Sheets 92-072-22 page 1 oft

estimated from data sheet 92-072-09 page 1 of I Rate 0.00179

Min 2006 Thickness Value 0.781

0

0
0

00
1%J

-4
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BAY 11

Less than Under Under Under
0.736 In Inside Inside• Wetted

Point 1992 Vertical Hortzontal Concrete :Floor Concrete 1992 valueCrIteria NDE Data sheet
2006
Value Delta Sat - Non Sat

1 Yes
2
3
4
5
6
7
8

020
D25
D21
D24
D32
D27
D31
D40

R29. Yes
R32 Yes
L4 Yes
L6 Yes
L14 Yes
L22 Yes
R20 Yes
R13 Yes

0.705 0.598 92-072-10 page 1 of 1 0.7 0.005 Yes
0.77 0.598 92-072-10 page 1 of 1 0.76 0.010 Yes

0.832 0.598 92.072-10 p-age I of 2 0.83 0.002 Yes
0.755 0.598 92-072-10 page 1 of 3 0.751 0.004 Yes
0.831 0.598 92-072-10page I of 4 0.823 0.008 Yes

0.8 0.598 92-072-10 page 1 of 5 0.756 0.044 Yes
0.831 0.598 92-072-10 page I of 5 0.817 0.014 Yes

0.85 0.598 92-072-10 page 1 of 7 0.825 0.025 Yes

Yes
Yes
Yes
Yes Yes

0.014
Data obtained from
NDE Data Sheets 92-072-10 page 1 of I Max Delta 0.044

- - Rate

Min 2006 Thickness Value

0.00"14.

0.7

0
I-)

C0
0
0

0,
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BAY 13

Less than Under Under Under
0.736 In Inside Inside Wetted 2008

Point 1992 Vertical Horizontal Concrete Floor Concrete 1992 velue Criteria NDE Data sheet Value Delta Sat " Non Sat

... 8

I Yes Ut R45
2 Yes U1 R38
3 021 R48 Yes
4 D12 R35 Yes
5 Yes 021 R6 Yes
6 Yes D24 L8 Yes
7 Yes D17 L23 Yes
a Yes D24 L20 Yes
9 D28 R41 Yes Yes

10 Yes D28 R12 Yes Yes
11 Yes D28 L15 Yes Yes
12 028 L23
13 D18. D40
14 018 R8
15 Yes 020 1.9
16 D20 L29
17 D9 R38
18 022 R38
19 D37 R38 Yes

0.672 0.598 92-072-24 page 1 of 2 Not Located
0.729 0.598 92-072-24 page I of 3 Not Located
0.941 0.698 92-072-24 page 1 of 4 0.923 0.018 yes
0.915 0.598 92-072-24 page 1 of 5 0.873 0.042 Yes
0.718 0.598 92-072-24 page 1 of 6 0.708 0.010 Yes

* 0.655 0.598 92-072-24 page I of 7 0.658 -0.003 Yes
0.818 0.598 92-072-24 page 1 of 8 0.602 0.016 Yes
0.718 0.598 92-072-24 page 1 of 9 0.704 0.014 Yes
0.924 0.598 92-072-24 page 1 of 10 0.915 0.009 Yes
0.728 0.598 92-072-24 page 1 of 11 0.741 -0.013 Yes

* 0.685 0.598 92-072-24 page 1 of 12 0.669 0.018 Yes
0.885 0.598.92-072-24 page I of 13 0.886 -0.001 Yes

0.932 0.598 92-072-24 page 1 of 14 0.814 0.118 Yes
0.868 0.598 92-072-24 page 1 of 15 0.87 -0.002 Yes
0.683 0.598 92-072-24 page 1 of 16 0.666 0.017 Yes

. 0.829 0.598 92-072-24 page 1 of 17 0.814 0.015 Yes
0.807 0.598 92-072-24 page 1 or is Not Locate
0.825 0.598 92-072-24 page 1 of 19 Not Locate
0.912 0.598 92-072-24 page I of 20. 0.918 -0.004 Yes

0.017

Data obtained from
NDE Data Sheets 92.072-24 page 1 of 2

Max Delta 0.118

Rate 0.00843

Min 2006 Thickness Value 0.602

0
C:)
r'-

000

0CI3
0,O
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BAY 15

Less than Under Under Under
0.736 in Inside Inside Wetted 2006

Point 1992 Vertical Horizontal Coicrete Floor Concrete 1992 value Criteria NDE Data Sheet Value Delta Sat Non Sat

1.
2
3

. 4

5

6
7
8
9 Yes

10
11

D12 R26
D22 R24 Yes
D33 R17 Yes Yes
D33 R7 Yes
D28 L3 Yes Yes
06 L8.
D24 L17 Yes
D24 L36 Yes
D36 L40 Yes Yes
D24 L48 Yes
D24 L65. Yes

0.786 0.598"1R2.1LR-015
0.829 0.598 1R2.LR-015
0.932 0.598 1R21LR-015
0.795 0.598 IR21LR-015
0.85. 0.598 1R21LR-015

0.794 0.598 1R21LR-015
0.808 0.598 1IR21LR-015
0.77 0.598 IR21LR-015

0.722 0.598 IR21LR-015
0.86 0.598 1R2ILR-915

0.825 0.598 1R21LR-015

0.779 02007 Yes
0.798 0.031 Yes
0.935 -0.003 Yes
0.791 '0.004 Yes
0.855 -0.005 Yes
0.787 . 0.007 Yes
0.805 0.003 Yes
0.76 0.010 Yes

0.749 -0.027 Yes
.0.852 0.008 Yes
0.843 -0.018 Yes

-0.002

Data obtained from
NDE Data Sheets 92-072-21 page I of I

Max Delta 0.031

Rate 0.00221

Min 2006 Thickness.Value 0.749

0

0
17--

M0

.,q0)
C)
C) 0
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BAY 17

Less than Under Under Under
0.736 In Inside Inside Wetted

Point 1992 Vertical Horizontal Concrete Floor Concrete 1992 value Criteria NDE Data sheet 2006 Value Delta Sat Non Sat

1 D30 R52 Yes
2 D12 R42
3 D32 R28 Yes Yes
4 D52 R30 Yes Yes Yes
5 D36 R12 Yes Yes
8 D52 L6 Yes Yes Yes
7 D36 126 Yes Yes
8 D52 L40 Yes Yes Yes
9 Yes D27 R30 Yes

10 D26 R11 Yes
11 D21 R12 Yes

0.916 0.598 1R2ILR-021
1.15 0.598 1R21LR-021

.0.898 0.598 1R21LR-021
0.951 0.598 IRZILR-021
0.913 0.598 1R21LR-021
0.992 0.698 IR21LR-021

0.97 0.598 1R21LR-021
0.99 0.598 1R21 LR-021
0.72 0.598 1R21LR-021
0.83 0.598 IR21LR-021
0.76 0.598 IR21LR-021

0.909
0.681
0.894
0.953
0.822

.0.909
0.97
0.96

. 0.97

0.844
Not Located

0.007 Yes
0.469 Yes

.0.004 Yes
-0.012 Yes
0.091 Yes
0.083 Yes
0.000 Yes
0.030 Yes

-0.250 Yes
-0.014 Yes

0.041
Data obtained from
NOE Data Sheets 92-072-08 page 1 of 1 Max Delta

Rate

0.469

0.03350

Min 2006 Thickness Value 0.681
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BAY 19
Less than Under Under Under
0.73i In Inside Inside Wetted

Point 1992 Vertical Horizontal Concrete Floor Concrete 1992 value

1
2
3

.4
5
8

7
8
9

10
11

D30 R70 Yes
D52 R66 Yes Yes Yes
D33 R49 Yes Yes
D32 R11 Yes Yes
D53 R2 Yes Yes Yes
D52 L65 Yes Yes Yes
D39 L12 Yes . Yes Yes
D16 R63 Yes
D18 R12 Yes
D19 RD Yes
D20 L18

Criteria " NDE Data sheet 2006 Value Delta Sat

0.932 0.598 1R21LR-020 0.904 0.028 Yes
0.924 0.598 1R21LR-020 0.921 0.003 Yes
0.955 0.598 1R21LR-020 0.932 0.023'Yes
0.94 0.598 1R21LR-020 Not Located
0.95 0.598 IR21LR-020 0.932 0.018 Yes
0.86 0.598 1 R21LR-020 Not Located

0.989 0.598 IR21LR-020 0.891 0.078 Yes
0.793 0.598 -1R21LR-020 0.745 Yes
0.778 0.598 1R21LR-020 0.78 -0.004 Yes

0.79 0.598 1R21LR-020 0.791 -0.001 Yes
0.598 IR21LR-020 0.738 . Yes

.Non Sat

N/A

Data obtained from
NDE Data Sheets 92-072-05 page 1 of 1
NDE Data Sheets 92-07207 page I of 1

0.021

Max Delta 0.078

Rate b.00557

Min 2006 Thickness Value 0.738

00
C:)
I'-

0
(:3OD
I00
K),
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• Internal Grid 19A 2006 Data Distribution

10 '.o ' t t I I I I-'

"l actua, =1806.578 .

S.1 , \ o actual =62384

6 *

Disrbution I S Tndard crr .8366
JL- . TO

4 Skewness = -0.377

Kurtosis = -0.572
2

J 0
600 650 700 750 goo 850 900 950 1000

Midpoints. Midpoints

Assuming a normal distribution shown above ovqr the the entire population, the percentage of the population
with a local area less than 0.648 inches is estimated below.

100,pnorm(648, , actual, a ial) 0.55] SJrcent

Assuming a normal distribution shown above over the the entire population, the percentage of the population
with a local area less than 0.602 Inches is estimated below.

100 pnom(602.I actual,. actual) =0.052029erent

Assuming a normal distribution shown above over the the entire population, the percentage of the population
with a local area less than 0.490 inches Is estimated below.

100 pnorm (490,tactualf actual) 19= 40824 -10":%ercent

.(

OCLROO027883
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Appendix 21 - Location 11 C Sensitivity Study without 1996 data
The data shown below was collected on 10/18/06

Sandbed 11C

For Dec 311992

d :=0

page:= READPRN("U:\MSOFFICE'Drywell Program data\D6c. 1992 Data\sandbedMDATA ONLY\SB 11C.txt")

Points 4 9 := showcells(page, 7,O0)

Data
Datesd :=Dayyear( 12,31, 1992)

Points 49 =

0.941

1.105

1.091

0.847

0.845

0.941

0.603

0.839

1.044

1.175

0.845

0.829

0.817

0.893

0.806

0.997

1.018

0.794

0.863

0.858

0.905

0.917

0.975

0.942

0.833

0.87

0.839

0.901

0.776

1.076

0.94

0.838

0.85

0.876

0.913

0.86

1.12

0.874

0.838

0.85

0.879

0.877

0.926

1.045

0.896

0.87

0.827

0.854

0.845

nnn :=convert(Points 49,7)

The thinnest point is captured

The two groups are named as follows:

No DataCells"= length(rnm)

Point 5 := nnn4

StopCELL :=21

nnn :=Zero one(nnn,No DataCells'43)

Point 5 = 776

No Cells := length(Cells)

low points :=LOWROWS (nnnNo Cells, StopCELL)

No iowCelIs :. length (low points)

high points:= TOPROWS (nnn.,No Cells, StopCE.L)

No highCeils := length (high points)

Cells := deletezero cells(rmuNo Cells)

low points := deletezero cells (low points No lowCells)

high points deletezero cells (high points' No highCells)

p measuredd :=mean(Cells)

measured = 908.83 Cmeasured d := Stdev(Cells) .-omeasuredd
Standard errord. measred d

.JNO DataCells

I, ,

phigh measuredd :=mean(high points)

ahigh measuredd := Stdev (high points)

o higi measuredd
.Standardhigh errord :- length (high points)

Plow measuredd := mean(low points)

Clow measuredd :=Stdev (low points)

Clow measuredd
Standardlow error :=elod Jlength (low points)
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For 1994 d :=d'l" 1

.page :=READPRN( U:\MSOFFICE\Drywell Program data\Sept.1994 Data'sandbed\DATA ONLY\SB I IC.txt" )

Points 49 := showcells(page, 7,.0) Dates d :=Dayyea(9,26. 194)

Data

Points 49 =

0

0

1.042

0.836

0.823

0.855

0.86

0

0

1.085

0.846

0.842

0.836

0.874

0

1.042

0.945

0.795

0.873

0.862

0.899

0

1.095

0.938

0.828

0.872

0.824

0.876

0

1.036

0.938

0.833

0.837

0.872

0.88

0.855

1.093

0.895

0.843

0.822

0.857

0.84

0.8661

1.032

0.889

0.869

0.879

0.823

0.851

nnn :=canvert(Points 4 9,7) NO DataCells := length(nnn)

The thinnest point is captured Point 5d :=unn4

StopCELL :=21
.,..'.,, .:! .i
......-

The two groups are named as follows:

low po =LOWROWS(nnnNo Cells, StopCELL)

NO lowCells= length(low points)

Cells := deletezero cells(nnn, No Cells)

low points:= dcletezero cells(low points, NO iowCells)

No Cells := length(nnn)

A measuredd := mean(Cells) o measured := Stdev(Cells)
.d

high points:= TOPROWS (rnm, No Cells, StopCELL)

No highCells :=length (high points)

high points:= deletezero cells (high points, No highCells)

Standard :r o measuredd
d No DataCells

glow measuredd :=mean(low points)

Olow measuredd := Stdev (low points)

claw measureld

Standardlow -rword = e asured d

length(low points)

phigh measuredd := mean(high points)

uhigh measured := Stdev(high points)

Ghigh measuredd

Standardhigh errord .leng(high poit

lengh (hgh pints)

OCLR00027885
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For 2006

page :=READPRN("U:\MSOPFFCE\DrywelI Program data\Oct 2006 Data\Sandbed\SB ! C.txt")

Points 49 := showcells(page, 7,0) Datesd :=Dayyear( I0, 18,2006)

Data

Points 4 9 =

0

1.056

1.073

0.837

0.85

0.856

0.861

0.771

1.046

1.113

0.836

0.825

0.84

0.877

0.803

0.984

1.002

0.79

0.869'

0.864

0.879

0.912

1.094

0.935

0.874

0.889

0.829

0.885

0.767

1.036

0.942

0.834

0.833

0.872

0.88

0.858

1.118

0.888

0.846

0.866

0.876

0.849

0.886

1.029

0.853

0.838

0.875

0.844

0.876

nnn convert(Points 49 , 7)

The thinnest point is captured

The two groups are named as follows:

low Point,:= LOWROWS (nnn, No CeljsStopCELL)

.No lowCells:f length(low points)

No DataCells :=length(nnn)

Point 5=nn4

StopCELL :=21 No Cells := length(nnn)

high points :=TOPROWS(nnn, No Cells, StopCEUL)

No highCells :o length(high points)

Cells:= deletezero cells (nnn, No Cells)

low points := deletezero cells (low points, No lowCells)

high points := deletezero cells (high points- No highCells)

19 measuredd := mean(Cells) a measuredd :=Stdev(Cells) Standard eror I-G measuredd

t e No DataCells

pihigh measuredd mean (high points)

ohigh measuredd : Stdev (high points)

o high measuredd
Standardhigh efrrrd ,4length(high points)

Pdow measuredd mean(low points)

olow measuredd := Stdev(low points)

Sandardlow ' low measuredd
errord l4ength (low points)

(..
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Below are the results

1.993"103

Dates =1.995.103

.2.007.103
776 1P o i n t 5 0 7 0

767

13.4141

Standard error= I 11.742

12.843
908.83

I' measured = 894.238
L898.25 ]

93.8971

y measured = 82.191

L89.898]'.

r 969.667 109.2111
Rhigh measured = 1 m ured = .

1958.3 ] 112.838J

[23.8321

Standardhigh eor;= 23.365
24.6231

[859.6921

Pllow measured = 850.25

855.357

= 3•2-576 1[=6.3891
oow mesured 23.629 Stanardlow error 4A6.m 23.008 4.348

( i'.....--'
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Total means :=rows(P measured) Total means = 3

(...°.,

last(Dates)

SST:=

1=0
Iast(D~

SST low:

last(D

SSTIhig:=

last(Dat~es'

SSE:=E
i=0

last(D

SSE low:

last(I

SSE high:=

last(Dates

SSR:=y

last(I

SSR low :=

Iasq

SSR high=

(9 measured- mean(p measured))2

ates) (plow measured mean(Plow measured))

0

Pates)

.(highi~ measured3  mean(phigh measu .red))2

:0

(pmeasured, - yhat(Dates, p. measured),)

)ates)

(Plow measured.- yhat(Dates, plow measured) )2

0

highmeasured yhat(Dates,phigh measured) 2

:0

(yhat(Dates=, measured),- me=an(p measured)) 2

Dates)

(yhat(Dates, plow measured), - mean(plow measured ))
2

=0

Dates)

(yhat(Dates.phi0h measured) mean(phigh measured)) 2

I. )

DegreeFree .. :=Total means- 2 DegreeFree reg I
DegreeFree t:=Total means- I

OCLR00027888
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SSE
MSE:=

DegreeFree s

Standard error :=F 'E

SSR
MSR :=

DegreeFree reg

SST
MST :=

DegrmFree5 t

SSE low
MSE low:=--

DegreeFree55

Standard lowerror:=MSE low

SSR low
•MSR low " DegreeFree reg

SST low
MST low '- Degree.Tree st

SSE high
MSE hig SEhih

Degree:Free ss

Stanard higherror :=,

SSR high
MSR high "-DreeFree reg

SSThigh
MST high: '-D g ,

DegreeFree5 t

Test the meahs with all points

F Test for Corrosion

F •e .MSRactulR M " S""u := 0.05

F jdcritc eg :=qF(l - a. DegreeFree! g. Dev-eeYree SS)

OCLR00027889
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Test the low points

F Test for Corrosion

MSR low
F actauiReg.low MSE low

F critical_reg:= qF( 1 - a, DegreeFree reg, DegreeFree s)

F ra _re.Iow~ FcriticaL.reg

Test the high points

F Test for Corrosion

, ~MSR i
F actaulReg.high - MSE high

MSE high

.,'- ,

:._......"

OC LROO027890
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Appendix 21 - Location 13D Sensitivity Study without 1996 data.
The data shown below was collected on 10/18/06

Sandbed 13D-

Data from. 1992 to 2006 is retrieved. d :=o

For Dec 31 1992

page :=READPRN("U:\MSOFFICE\Drywell Program data\Dec. 1992 Data\sandbed\DATA ONLY\SB13C-D.txt")

Points 49 :=showcelis(page, 7,0) Datesd :=Day year( 12,31,1992)

Data

1.064 1.117 1.134 1.103 1.105 1.106 1.117

0.949 1.081 1 1.054 1.151 1.118. 1.121

0.984 0.948 0.868 0.834 0.979 1.048 1.067

Points 49 = 0.963 0.98 0.893 0.855 0.913 0.981 1.012

0.957 0.958 0.869 0.879 0.917 0.913 0.911

0.963 0.948 0.895 0.88 0.915 0.862 0.905

1.016 0.918 0.927 0.92 0.918 0.825 0.824

n-n :=convert(Points 49, 7) No Cell,= ,length(nnn)

Point 49d :=nnn4s Point 4 9 = 824

The two groups are named as follows: Bo0star :=28 Stoptop : 16

low points:= LOWROWS (ram, No DataCells, Botstar) high points := TOPROWS(nnnNO DataCells, Stoptop

Sheet No.
'ý/ of

(. i

)

high points :=Add(nnn, No DataCells, 19, length (high points) .high points)

high points :=Add(nnn, No DataCells, 20 , length (high points), high points)

high points.:= Add(rnnn, No DataCells, 2 1, length (high points)' high points)

high points := Add(nnn, No DataCells, 22, length (high points), high points)

high p :Add nnnNo DataCells, 2 7' length high ,high

high points:=d(. DataCeils ' points) " points)

....... high points :=Add(nnn, NO DataCells, 28, length (high points, high points)

OCLROO027891
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- low poin :=AddnnnNoDataCells, 17 engtht!ow points),low points)

low points :=Add(nml,,No DataCells, 18 length (low points) low points)

low points := Add(nnr, No DataCelsl, 23, length (low points), low points)

low points := Add(nnvr No DataCells' 2 4 ' length (low points) low points)

low pont:= Add(nnll. NO DataCells' 2 5- length (low points)~ low points)
low points Add(•O.° NO DataCells. (low po2nt).low points)

Cells :deletezero celis(nnn, No Cells)

.-- ,deletezero ces(hig points- length (high points))

lo .w points: deletezero cells (low pints length lwpit)

9 measuredd := mean(Cells) G medsuredd :=Stdev(Cells)

ghigh measuredd mean(high points)

Chigh measureda Stdev (high points)

Chigh measured

Standardhigh errord -lengthd(hig o)

0 measuredd
Standard errord G •d d

INo DataCellIs

gtlow measuredd :=nmean (low points)

Clow measuredd := Sev(low points)

o Glow measured
StandardloWer ngrw d

4liength (low points)

.. .

OCLR00027892
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d :=d.-]I

For 1994

page := READPRN("U:\MSOFFICE\DryweI! Program data\Sept.1994 Data\sandbed\DATA ONLY\SB 13C-D.txt")

Poinlts 4 9 := showcells(page, 710) Dates d :=Dayyear(9,26, 1994)

Data

Points 49

1.1

0.944

0.977

0.943

0.951
0.938

0.956

1.114

1.075

0.941

0.973

0.911

0.942

0.911

1.11

0.995

0.834

0.879

0.871

0.894

0.922

1.078

1.015

0.827

0.847

0.873

0.875

0.924

1.062

1.003

0.992

0.915

0.923

0.915

0.918

1.103

1.112

1.033

0.974

0.903

0.859

0.825

1.113

1.125

1.028

0.986

0.889
•0.877

0.811

!(. )i nnn :=convert(Points 49,7)

Point 4 9d := nnn48

The two groups are named as follows:

No DataCells= length(nnn)

No Cells := length(nnn)

Botstar :=28 Stoptop := 16

low points :=LOWROWS (nnn, No DataCells, Botstar) high points := TOPROWS(nnn, No DataCells, Stoptop)

hih points =Add(nnn, No DataCells, 19, length(high points), high points)

high points:= Add(nn nNo DataCells' 2 0 .0 length (high points) -high points)

high points Add(rum. No DataCells- 2 1. length (high points), high points)

high points:= A.d(nnf, No DataCels' 22 , length (high points) high points)

high points := Add(nn, No DataCells, 2 7 , length(high points)- high points)

high points :=Add(nnn, No DataCells, 28. length (high points)' high points)( .)

OCLR00027893
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- low pint :Add(nnn°NoDaCells' 17,length(low points)•,low points)

low points :=Add(nnn,No DataCells, 18, length(low points), low points)

low points:=Add(nnn.NO DataCells' 23, length(low points) low points)

low points :=Add (nnn, No DataCells,' 24, length(low points), ,low points)

low poin :=Add(nnn,No DataCells' 25, length(low point),low points)

low is '"Add(nnn, NO DataCells' 26, length(low points),low points)

Cells = deletezero cells (nnn No Cells)

high points deletezero cells(high points, length(high points))

low pow :=deletezero cells(low points, length (ow points))

P measuredd :mean(Cells) ameasured~ :=Stdev(Cells)
0 measUredStandard errord ' ud• d

ýNo DataCells

phigh measuredd :=mean (high points)

chigh measured d :7Stdev (high points)

Shigh measuredd
Standardhigh e lhore:pi• d ,Tlength(high. points)

Plow measuredd mean(low points)

WOW measuredd Stdev (low points)

glow measured d
Standardlow er-ord =

4length(low points)

"., .,

,..°..

OCLRO0027894
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For 2006 d:=d-+ 1

page :=READPRN(CU:\MSOFFICE\rywell Program data\OCT 2006 Data\Sandbed\SB 13C-D.txt")

Points 49 := showcells(page, 7,0) Datesd :=Day year(9,23,2006)

Data

1.114 1.117 1.132 1.083 1.068 1.106 1.119

0.95 1.041 0.999 1.061 1.007 1.117 1.1

0.986 0.95 0.837 0.833 0.949 1.088 1.085

Points 49 = 1.005 0.977 0.878 0.851 0.911 0.958 0.997

0.96 0.907 0.874 0.874 0.915 0.916 0.905

0.944 0.947 0.897 0.887 0.92 0.865 0.892

0.996 0.939 0.929 0.958 0.944 0.832 0.821

nnn :=convert(Points 49,7) No DataCells :=length(nnn)

Point 49 :=unnn48
d

The two groups are named as follows: Botstar :=28 Stoptop 16

low points. :=LOWROWS (nnn, No DataCellsBotstar) high points:=TOPROWS(nnn,No DataCells' Stoptop)

high points := Add(nnn, No DataCells, 19, ength (high points). high points)

high points := Add(nnn, No DataCells, 20 , length (high points),high points)

high poins:=Add(nnnNo DataCel, 2 1 , length (high points)-high points)

high points:= Add(nnn, No DataCells,22, length (high points)' high points)high points := Add(nnnNo DataCelis' 22, length(high points) ,high points)

high points Add(nnn, No DataCells' 2 7' length (high points)' high points)

high points := Add( ram, No DataCells, 28, length (high points ), high points)

low points := Add (nnn, No DataCells, :17. length(low points) low points)

low points :Add(nnn° No DataCells' 18, length(low points) low points)

0CLR00027895



Appendix 21 C-1302-187-E310-041 Rev. No. 0 Sheet No.
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ow oins '-Add(nnnmNo DataCells' 23, length(lOwpoints),lw points)low points -Ad(. X~ lo•. • o•(o o w)Q poin)
low points :=Add(nnn1 No DataCells, 24 , length (low points) low points)

low pit.:Addl(rnnnNo DataCells-25' length(low point) low pons

low pont :=Add(nnn, No DatCells,2 6 , length (low poin). low points)

Cells :deletezero cells~n No Cells)

high points: . deletezero cells (high points, length(high points))

low poiwts:= deletezeo cells(low points, length (low points))

A measuredd := mean(Cells) a measuredd '=Stdev(Cells)
S measuredd

Stadad rrod -,No DataCells

11high measuredd mean(high points)

ohigh measured d Stdev (high points)

chigh measured .d
Staridardhigh errord ' hlength highmsu

e i ints)

Plow measuredd :=mean(low points)

olow measuredd" Sidev (low points)

Clow measured
Standardlow d

e•1ngth(low points)

OCLR00027896
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Below are the results

Dates

[824]1P o int 4 9 = 8 111 4

821]

13.3071

Standard error = 12.681

112.877 J
r 972.7551

I measured 958.898 1

I. 968.184 j

omeasured= 93.1491

88.766

90,136]
.,..- • -..( )
"-•.....,."

1.055-103 66.2391

Ph ghmesued 1.0370103 Ohigh-fleasured = 63.573

.1.047.103 64.1111j

14.122]

Standardhigh error = 13.554
13.99

906.037 1
Plow measured = 894.926

1904.037J
46.6821 8.9841

Glow measured = 42.624 Standardlow error = 8.203

46.499 8.949]

• ,. .
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Total means :=rows(A measured) Total means "

last(Dates)

SST: (P measured, mean(g measured))

Iast(Dates)

SST low - (plow measured, mean(iow masured))
i=O

last(D~

SSTbigh:=

.last(Dates)

last(Da

last(D~

last(Dates)

SSR:=. Z

Iast(Da

Iast(D

ars)
be)(Phigil measured, mean( .phigh measured)) 2

(I measured y hat(Dates , h measured) 1) 2

tea),(plow measured, yhat(Dates,plow measured)))
2

ae)(phigh measured, yhat(Dates, phigh measured .)1)2

(yhat(Dates) g measured) mean(s meas r ed))d

ates)

(ybat(Dates, glow measured), mean(plow measured)) 2

ates)
Ivhat(Dates.Uhiah.----.--,)-ma~ha--.-3.ý

(- [

0CLR00027898
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I' . *.\ 7~~~**- Jj~ea SlcUIA/hmS/

Degreeree5ss :=Total means- 2

MSE SSE
DegreeFree ss

Standard error :4 S

MSR :- SSR
DegreeFree reg

SST
MST:-

DegreeFree st

DegreeFree reg:= 1

. SSE low
MSE low SSE "DegreeFree 

ss

Standard lowerror

SSR low
MSR low :-

DegreeFree reg

SST low

MST low.- SST'- ow
DegreeFree st

DegreeFree st :=Total means I

SSE high
MSE high '-Degreree

Standard higherror:= h

SSR high

MSR high '-Degeeige
DegreeFree reg

SST high
MST high DegreeFee st.1* )

Test the means with all points

F Test for Corrosion

F .*MSR
a :=0.05 . actauLReg '-"='j

F criticaLreg := qF( I - a,. DegreeFree reg. DegreeFree SO

F ._F actaulRegratio reg F riticalreg

ratio-jeg .736ar10

(i .)
Test the low points

F Test for Corrosion

0CLR00027899
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MSR lbw
F actaul Reg.low :"

- MSEBlow

Fcriticaireg :=qF( I- a, DegreeFree reg, DegreeFree S)

F ratio -Reg.Iow

Eratiojreg.low -3.63e1

Test the high points

F Test for Corrosion

F actaul. MSR high" ...... :F actaul..R eg~high :- -
MSE high

Fcritical_rg:=qF( I a, DegreeFree reg- DegreeFree SS)

... ""-R e '

F h 116
..... ,~rc

OCLR00027900
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o, -- Appendix 21 - Location 17A Sensitivity Study without 1996 data
'rho rAnt! chnuam hoinrIuwi r- ,.rlor nn II R/IM

d :=O

For Dec 311992 u

page := READPRN("U:\MSOFFICE•Drywell Program data\Dec. 1992 Data~sandbed\DATA ONLY\SB I7A.txt")

Points 4 9 := sliowcells(page, 7,0)

Data
Datesd :=Day year( 12,31,1992)

1.159 1.153

1.121 1.155

1.071 1.095

Points 49  1.02 0.995

0.976 0.919

0.866 0.961

0.934 0.97

nnn =convert(Points 49,7)

1.158

1.121

1.112

0.977
0.881

0.892

0.923

1.138

1.143

1.115

1.0.12

'0.935

0.822

0.925

1.127

1.125

1.097

1.048

0.871

0.804

0.871

1.169

1.151

1.07

1.029

0.936

0.946

0.952

1.167'

1.12•

1.053

•0.951

0.964

0.991

0.986

No DataCells := length(nnn) nnn:= Zero one(min NO DataCeIlsv43)

.Poinit4 0d:=nnn 39 Point 4 0 = 804

The two groups are named as follows:

low points :=LOWROWS (nnn.No Cells, StopCELL)

No lowCells:= length(low points)

StopCELL :=21 No Cells :=length(Cells)

high points :=TOPROWS (nnn, No Cells, StopCELL)

No highCells := length (high points)

Cells := deletezero cells(nNo Cells)

low points: deletezero cells(ow points lowCells)

high points :=deletezero cells (high points' No highCells)

. measured :=nmean(Cells) 0measured d :=Stdev(Cells)
S measuredd

Standard ernord dJoaCells

phigh measuredd :=mean(high points)

chigh measuredd :=Stdev(high points)

r ehigh measuredd
Standardhigh rrord •lengih(high points)

Plow measuredd :=mean(low points)

olow measuredd := Stdev (low points)

Clow measured
Standardlow errord :- d

d lengthl(low points)

i' )

OCLR00027901
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d :=d+l

For 1994

page := READPRN( "U:\MSOFF1CE\Drywell Program data\Sept.1994 Data\sandbed\DATA ONLY-SB 17A.txt")

Points 49 := showcells(page, 7, 0) Datesd := Day year(9,26, 1994)

Data

Points 49 =

1.163

1.122

1.121

0.977

0.962

0.861

0.927

1.146

1.155

1.088

0.993

0.914

0.963

0.97

1.158 1.141

1.122 1.144

1.108 1.116

-0.981 0.989

0.869 0.942

0.894 0.82

0.866 0.895

1.136

1.128

1.102

1.046

0.877

0.809

0.893

1.168

1.157

1.071

1.001

0.938

0.947

0.956

1.172

1.133

1.055

0.956

0.962

0.984

0.953

nnn :=convert(Points 49 ,7)

Point 40d := nnn39

The two groups are named as follows:

No DataCells := length(nnn)

( -- .')

StopCELL :-21 .No Cells := length(nnn)

low points:= LOWROWS (nnn, No Cells, StoOCE )

NO lowCells :=length(low points)

high points :=TOPROWS(nnn, No Cells, StoPCELL)

No highCells := length (high points)

Cells := deletezero cells(nnn, No Cells)

low points:= deletezero ceils(low pointsNo lowCelIs)

high points:= deletezero cells(high points, No highCells)

PI measuredd :=mean(Cel1s) a measuredd Stdev(Cells)
G measuredd

Standard :=od. •INo DataCells

plhigh measuredd mean(high points)

ahigh .measuredd Stdev (high points)

ohigh measuredd
Standardhigh error :- d

led 4cng th (high pons

glow measured :=mean(low points)

Glow measuredd := Stdev (low points)

Standardlow error := (ilow measuredd

,length(low points)

( .. -.

0CLR00027902
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For 2006 d :=d-g- 1

page := READPRN('U:\MSOFFICE\rywell Program data\Oct 2006 DataMSandbed\SB 17A.txt" )

Points 49 := showcells(page, 7, 0) Datesd :=Day year(9,23,2006)

Data

Points 49 =

1.I11

I.121

1.068

0.976

0.962

0.903

0.954

1.149 1.154

1.159 1.114

1.073 1.111

0.991 0.98

0.926 0.909

0.956 0.891

0.972 0.877

1.138

1.144

1.114

1.03

0.95

0.835

0.89

1.13

1.134

1.094

1.046

0.869

0.802

0.875

1.1.7

1.148

1.083

0.994

0.938

0.95

0.891

1.169"

1.123

1.053

0.95

0.967

0.963

0.945

nnn := convert (Points 49, 7)

No DataCells := length(nnn)

Point 40 :-flfl0 39

The two groups are named as follows: StopCELL '= 21 No Cells :=Iength(nnn)

low points := L OWSS (Fnn,No Cells' StOPCELL)

No IOwCeMl := length(low points)

high points:= TOPROWS (nnnW No Cells. StOPCELL)

No highCells := length(high points)

Cells deletezero cells(n1,nNo Cells)

low points := deletezero cells(low points, No lowCells)

high points:= deletezero cells (high points, No highCells)

A measuredd :=mean(Cells) a measuredd := Stdev(Cells)
Gmeasuredd

Standard error := D
*d [No DataCells

ihigh measuredd mean (high points)

chigh measuredd Stdev (high points)

ohigh measured d

S tandardh igh error d o" high p onse
dlength (highi points)

Plow measuredd :=mean(low points)

Clow measuredd :- Stdev (low points)

o iow measuredd

Standardlowerrord length (low points)

: 'i• ....... "
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Below are the results

C-1302-187-E310-041 Rev. No. 0 Sheet No.
•lof

1.993,103

Dates= 1.995.103

2.007,103

8041
Point 40 = 809

1 802

14.9711

Standard error = 15.472

14.911]1.022- 103

P measured = 1.017-103

.1.015,103
F 104.7981

o measured = 108.3061

104.378]

..°-, .. ,I

,..,...-

1.125-103 1 33.1181
AMhmeasured= 1.129-103 ohighmeasured= 31.283

1.122"103 
33.194

Standardhigh error =

7,2271

6 827 I
[7.243]

[941.593

plow measured = 933.75

[935.4291

[.61.37 1 e [ "811
llow meared 56.659 j Standardlo 10.

[55.725] 110.531]

..( ,
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Total means :=rows(ii measured) Total means =3

last(Dates

SST:=
i.= 0

last(I
SSTlow := E

i=

iast(I

SST high: _

Iast(Dates)
SSE:=E

i=E

last(Da

SSE low•

last(Da

SSEhigh Z
i=

last(Dates)

SSR:= E

i=O

(i me'asured1  mean(g measured))'.

Dates)•e. (plow measured.- mean(plow measured))2

:0.

Dates)

(phigh measured, mean(phigh measurled)) 2

-0

(P measured,- yhat(Dates, P measured),)2

Lte)

ates)

(Phigh measured. yhat(Datesphigh measured)i)2

0

(Y hat(Dates.P measured),- mea .n(it measured))-

.., ,,,

I.,•tf' Ptt•,

OCLR00027905
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(
SRlow:= (yhat(Dates, Idow measured),. -mean (plow measUred))2

i=0

last(Dates)

SSR high := i: (yhat(Datesphigh measured),- mean(phigh.measured))2

i=0

f .

DegreeFree ss Total means- 2

MSE SSE
DegreeFree ss

Standard error :=A-E

MSR.- SSR
DegreeFree reg

MST:= SST
Degreefree st

DegreeFree reg I

MSE low Sio
DegreeFree s

Standard lowerror :=,MSE low

, SSR low
DegreeFree reg

MST low :=
DegreeFree st

DegreeFree st :=Total means

S SSE high
MSE high DegreeFree ss

Standard higherror := h

SSR highMSR high- DegreeFree reg

MST high : SST highSThg:=DegreeFree st

Test the means with all points

F Test for No Corrosion

MSTactanl_Gradrtmean'=-'

F Test for Corrosion

a := 0.05

F criticalGM :=oF(l- a, DegreeFree reg, DegreeFree st)

F actauLGradnmean
F ratioGM F criticaLGM

F- MSR
Factaul..Reg :='MS-

F critical reg :=qF( I - a, DegreeFree reg, DegreeFree ss

Sratio actaulReg
F critical_.eg

OCLR00027906
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F.ratio GM 0.04 F .eg=0.012

Therefore no conclusion can be made as to whether th e ata best r regression model or the
grandmean model. However the grandmean ratio is signific reater than the regression ratio Indicating a
line without a slope may be the a better fit. The figure below provides a trend of the data and the grandmean

Test the low points

F Test for No Corrosion F Test for Corrosion

MST low
F actaul_Gradnmean.low M= t

MSR low

F critical jG-M qF( I - a DegreeFree reg. DegreeFree stO

F actauL-Regilow -MSR low

MSE low

F citicaljeg := qF(I - a, DegreeFree reg, Degreeree SO

.,-*--.(

F actaulGra'dnmean.low Factaul_eg.low
F ratioGM.low :="-- i--" - Q • ratio_reg.iow a= T a Reg

F criticalGM F •0. reg

FrafioGM.10w=0-I52  F " . Fratio.reg.l " I.34IO

The conclusion can be made that the low points best fit the grandmean od he grandmean ratio Is
greater than one. The figure below provides a trend of the data and the grandmean

Test the high points

F Test for No Corrosion

F actaulGradnrnean.high L MST high
MSRhigh

F critical_GM qF - a, DegreeFree reg,DegreeFree st)

F Test for Corrosion

• MSR high
F actaulReg.high MS i

MSE. high

Fcriticaljreg :=qF( I " a, DegreeFree reg, DegreeFree SO

~. )

F o_ F actauLGradnmean.high F . g F actaul_ .high
" • "F criticalGM - /g-ir 'critical re'

F ratiO..GM high 0.049 Fratio_reg.hi 7.492-10*

Therefore no conclusion can be made as to whether the data best fits thUregrs model or the
grandmean model. However the grandmean ratio is significantly greater than e regression ratio indicating a
line without a slope may be the a better fit. The figure below provides a trend of the data and the grandmean

OCLR00027907
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Appendix 21 - Location 17D Sensitivity Study without 1996 data
The data shown below was collected on 10/18/06

d :=0

For 1992 Datesd :=Day yea,( 12 ,S 81992)

page B=READPRI("U¶\MSOFMCEDrywel] Program dataNDec. 1992 Data\sandbed\Data Only\SB 17D.txt')

Points 4 9 :=showcells(page, 7,0)

Data

( , Points 49 =

0.839

0.804

1.029

1.069

0.809

0.79

0.832

0.802

0.802

0.814

1.069

0.845

0.833

0.896

0.853

0.71

0.752

0.748

0.845

0.892

0.835

0.905

0.806

0.802

0.803

0.816

0.846

0.882

0.955

0.737

0.819

0.784

0.846

0.878

0.886

0.877

0.762

0.737

0.806

0.845

0.855

0.936

0.71

0.648

0.668

0.785

0.84

0.792

0.862

nnn := convert(Points 49,7)

point 13 :=nnn13
3, 13

No DataCells := length(nnn)

point 13= 648

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

nn :=Zero one(flia,N° DataCelis, 15)

rnn :=Zero one(nnn.NO DataCells- 22)

Cells := deletezero cells (nnn, No DataCells)

nnn :Zero one (nr, No DataCells, 16)

nnn Zero one(nnn, No DataCells, 23)

k .,.
mi reasured~ :=mean(Ceils)

0 measuredd := Stdev(Ceils) a measured'
Standard errord := d

No DataCells

OCLR00027908
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For 1994

page := READPRN("U:MSOFFIICEDryweI Program data\Sept.1994 Data\sandbed\Data Only\SB17D.txv')

Dates d :=Day Year(9, 14,1994)

Points 49 := showcells( page, 7,0)

Data

Points 4 9 =

0.797

0.807

1.008
1.068

0.804

039

0.827

0.815

0.806

0.243

1.066

0.836

0.825

0.899

0.853

0.698

0.749

0.739

0.838

0.885

0.826

0.887 0.925

0.802 0.729

0.741 0.816

0.812 0.772

0.794 0.853

0.847 0.872

0.863 0.922

0.878

0.734

0.735

0.793

0.828

0.853

0.934

0.6967

0.646

0.662

0.785

0.842

0.795

0.835
/-*....! )
• .... ,"

rm:--- convert(Points 49 7). No DataCells := length(ann)

point 13d :nnn1 3

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

nnn:=Zero oh(nnn(,No DataCells, 15)

nnn:=Zero one(a,11lNo DataCells, 22)

Cells :=deletezero cels (nnnNo DataCells)

nnn :=Zero one(nnnm No DataCells, 16)

nnn :=Zero one(..., No DataCells, 23)

pmeasured d := mean(Ce1Is) 0 measuredd := Stdev(Cells)
o measuredd

Standard error "-
d 4Noa0DataCellsSi.

OCLR00027909
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For 2006

C-1302-187-E310-041 Rev. No. 0 Sheet No.
d = of

d =dt I

pagee:=READPRN("U:\MSOFFICE\DrywelI Program data\OCT 2006 Data\Sandbed\SBI7D.txt")

Datesd :=Day year( 10, 16,2006)

Points 49 :=showcells(page, 7,0)

Data

Points 49

0.849

0.806

0.998

1.072

0.814

0.792

0.824

0.828

0.802

0.823

1.074

0.841

0.829

0.897

0.861-

0.717

0.752

0.742

0.85

0.888
0.837

0.894

0.806

0.733
0.812

0.816

0.846

0.887

0.93

0.736

0.822

0.812

0.852

0.888

0.891

0.888

0.756

0.73

0.803

0.856

0.855

0.935

0.702

0.648

0.667

0.791

0.869

0.8

0.886

,.•.• -....

"..•....

nnn :=convert(Points 49, 7)

point 13d :=nnn,3

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

nrn :=Zero one(nnnNo DataCells, 15)

MM :=Zero one(nn.1l., DataCel s, 22)

Cells :=deletezero cells(nnn, No DataCelIs)

nnn := Zero one (nnn, No DataCells, 16)

nnn:=Zero on(nnnNo DataCels \ 23)

p measuredd d= mean(Cells) (F measu .redd :=Stdev(Cells)
( measuredd

Standard error d
d JNo DataCells

•" )
L t
• .....

0CLR00027910
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

1.99310 3

Dates 1.995.103

2.007.10 3.

[6481
point 13= 646

1648]

[817.22221
l measured= 809.8889

8818.6667]

S9.2141

Sandad error = 9..28

9.476]

64.4961G measured= 66.133

66.3351

Total means :=rows(A measured) Total means = 3

( )

last(Dates)

SST := z (Pi measuredj mean(ii measured))2

i=0

last(Dates)

ASS .= measured. yhat(Dates. measured).)

i=0

last(Dates)

S.SR E .(yat(Dates., measured),- mean(p measured))'
i--0

SST =44.305

SSE= 31.795

SSR= 12.51

(.
DegreeFree :=Total means -2

MSE: SSE
DegreeFree s

DegreeFree reg := I

SRe

MSR:= SSR
Degr6eFree reg

DegreeFree st :=Total means- I

MST:= SST
DegreeFree st

OCLR00027911
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MSE 31.795 MSR= 12.51 MST =22.152

StGrand err :- M• StGrand err 5.639

F Test for Corrosion

F MSR
:=0.05 F actaul_Reg ='M S E

F critical reg :=qF( I - a, DegreeFree rego DegreeFree s)

. F actaul..Reg
ratio~jeg F

F (._ .r •ti2A370 10

0OCLR00027912
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Appendix 21 - Location 19C Sensitivity Study without 1996 data
The data shown below was collected on 10/18106 d :=o

Data from the 1992, 1994 and 1996 Is retrieved.

Datesd :=Day year( 12. 8 , 1992)

page :=READPRN("U:\MSOFFCE\Drywell Program data\Dec. 1992 Data\sandbed\Data Only\SB 19C.txt"')

Points 49 :=showcelIs(page, 7,0)

For 1992
Data

Points 4 9 =

0.822

0.683

0.815

0.785

0.839

0.867

0.835

0.757

0.716

0.744

0.65

0.782

0.833

0.861

0.792

0.693

0.879

0.713

0.732

0.88

0.889

0.994

0.797

0.859

0.766

0.762

0.756

0.842

0.922

0.753

0856

1.147

0.859

0.852

0.896

0.979

0.887

0.222

1.152

0.791

0.736

0.884

0.931

0.838

0.888

0.907

0.838

0.752

0.809

ann := convert(1'oints 49,.7)

No DataCells := length(nnn)

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22)

nnn :=Zero one(nnn. No DataCells, 20)

nnn :=Zero one(nnn, No DataCells, 27)

Cells := deletezero cells (nnn, No DataCells)

nnn :=Zero one(nnn,No DataCells, 26)

ann :=Zero one(rmm, No DataCells, 33)

minpoint := min(Cclls) minpoint = 650
Point 2 1 :=Cells 21 Point 21 = 650

d

.. ).
. measuredd :=mean(Cells) a measuredd Stdev(Cells)

o measured
Standard d

error d
FNo DataCells

OCLR00027913
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d :=d I1
For 1994

page := READPRN(" U:\MSOFFICE-Diywell Program data\Sept. 1994 Data\sandbed\Data Only\SB 19C.txt")

Datesd :=Day year(9,14. 1994)

Points 4 9 :=showcelis(page,7,0)

Data

Points 4 9 =

0.816

0.677

0.813

0.787

0.841

0.871

0.836

0.757

0.738

0.736

0.666

0.782

0.832

0.853

0.82

0.694

0.876

0.718

0.734

0.886

0.892

0.979

0.798

0.855

0.762

0.764
0.766

0.851

0.904

0.762

0.838

1.153

0.856

0.867

0.9

0.952

0.897

0.221

1.149

0.787

0.735

0.902

0.917

0.831

.0.884

0.906

0.834

0.748

0.831
,.•- • )

nnn :=convert(Points 49,7) No DataCells:= length(nnn)

For this location point 20, 26, 27, and 33 are over a plug (refer 32•?)

nnn :=Zero one(nnnNo DataCells, 20)

nnn :=Zero one(nnn No DataCells, 27)

Cells deletezero celi (ml1,No DataCells)

Point 2 1d :=Cells21

rum Zero one(nnn,No DataCells, 26)

nnn Zero one(nnn,No DataCells, 33)

9 measured := mean(Cells) o measured :=Stdev(Cells)
Someasured d

Standard error - ese
•dNo DataCelN s

OCLR00027914
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For 2006
d:=d+ 1

page :=REEADPRN( "U:\MSOFFICE\Drywell Program data\OCT 2006 Data\Sandbed\SB 19C.txt")

Datesd :=Day year(I0,I6, 2006)

Points 4 9 := showcells(page, 7,O0)

Data

Points 49 =

0.809

0.679

0.816

0.791

0.851

0.866

0.801

0.768

0.745

0.775

0.66

0.781

0.83

0.794

0.862

0.695

0.87

0.715

0.733

0.88

0.852

1.059

0.814

0.871

0.793

0.762

0.757

0.841

0.968

0.766

0.863

1.151

0.862

0.867

0.901

0.961 0.92

0.865 0.845

0 0.896

1.164 0.918

0.787 0.796

0.75 0.753

0.906 0.84

(" .!- !
• ....

rum: convert(Points 49 7)
No DataCells:= length(nnn)

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22)

nnn:= Zero one (nnn, NO DataCells, 20)

.n-.:=Zero one (mm N DataCells, 27)

Cells :=deletezero cells(nnn- No DataCells)

Point 2 1d '=Cells21

nnn :=Zero one(nnn, No DataCells, 26)

nnn :=.Zero one(mnn, NO DataCells, 33)

P measuredd :=mean(Cells)
.. • " .

ameasured~ d .Stdev(Cells)
,-0 meastureddStandard e .rord .- d
8 No DataCells
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard

Error for each date.

1.993*103

Dates 1..995-103F 2.007. 1 03
[6501

Point 2 1 = 666

[ 660]

819.1561

P measured 819.889
9.823.822]

11.01 1
Standard error 10.4853

[11.303]/

77.0681
0 measured = 73.396

79.123]

Total means :=rows(Ii measured)
Total means = 3C)-..

last(Dates)
SST: E (A measured, - mean(p mneasured)) 2

i=O

last(Dates)
SSE:= i (P" measured" yhnat(Dates,1i measure-) ) 2

i=O

last(Dates)
SSR:= (Yhat (Dates.I measued)- mean(P measured))2i=0 

mwre)

SSE = 0.011

SSR 12.585

DegreeFree ss :=Tota means- 2

MSE SS
DegreeFree

5s

MSE = 0.011

Degreeree reg :1

MSR:= SSR
eR := DegreeFreeg

MSR = 12.585

DegreeFree stTotal means I

MST:= SST
DegreeFne s,

MST = 6.298

{. )

StGrand err :- M
StGrand err= 0104

0CLR00027916
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

[1.993-10'

Dates =~1.995.10,

L2.007- 10 J

S6501
Point 2 1 7 666

I.6601

r 819.1561
P measured = 819.889

1823.822

1.01]

Standr eo 11.485

11.303J

r 77.0681a measured = 73.396]
179.123]J

Total means :=rows(r measmured) Total means = 3

(1 )

last(Dates

S ST: =
i=0

iast(Dates)
SSE.:= E

i=0

(A measured, - mean(A measured))2

(A measured, - yhat(Dates, it measured).)2
SSE = 0.011

last(Dates)

SSR Z (Yhat(Datesp measured)-. mean(p measured)) 2

i=0

SSR = 12.585

DegreeFree st :=Total means I

MST := SST
DegreeFree St

DegreeFree as := Total means- 2

SSE

MSE SE
DegreeFree ss

MSE = 0.011

Storanderr :=S

DegreeFree :=1reg

MSR:= SSR
. DegreeFree reg

MSR= 12.585

StGrand err= 0.104

MST = 6.298

0CLR00027917
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F Test for Corrosion

MSR-'0.05 F actauLReg MSE•'

F critical_reg :=qF(I - a, DegreeFree reg, DegreeFree SS)

F .aul_Reg

.. F critic 1l_reg

The conclusion can be made that the mean best fits the grandmean model.

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

Therefore the curve fit of the means does not have a slope and the grandmean is an accurate measure of
the thickness at this location

i :=0.. Total means I pgrand measured, :=meaan( measured)

• ._ ogrand measured

ogrand measured Stdev(p measured) GrandStandard errOro

The minimum required thickness at this elevation is Tmin~gen SB 736 (Ref. 3.25)

Plot of the-grand mean and the actual means over time

I . II I

840

820 x -

- ...... ' Ismem+urcd
X XX BUD
Pg"measred

* Tmin.gen SB
780
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7601F

740

I I I I , I I I I

1992 1994 1996 1998 2000 2002 2004 2006 2008 .2010
Dales

pgrand measured0 820.956 GrandStandard error = 1.449

.1

0CLR00027919
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37.

To conservatively address the location, the apparent corrosion rate is calculated and compared to the

minimum required wall thickness at this elevation

In :=slope(Dates, p measured) m s = 0.333 Yb :=intercept (Dates, 9 measured) Y b = 156.275

The 95% Confidence curves are calculated

a t :=0.05 k:=2029- 1985 f:=0.k- 1

year predictr := 1985 +. f.2 Thick predict :=m s'year predict+ Y b

Thick actualmean := mean(Dates) sum :=E (Datesd- mean(Dates)) 2

upperf :=Thick predict,

+qt( t s 2 StGrand Y + (year piedictr- Thick actualmean)
2 Joa(en r'l+dI +1 1) + - sumý

lower =Thickpredictf."-

+[qtl~i a . Total en 2) .StGrand./ +~ (Year predict~j Thick actualmeanyj

"l 8US•
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Location Curve Fit Projected to Plant End Of Life

Thick p. c

upper

lower

A measured

Tm.gen SB

gao

am0

.700

600

.500 a

his = 0.333

S)

1980 Mo2000 2010 2020
YeW predict-Yes predid'~ye predict, Daes -Year predict.

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

j,-"...t !
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Appendix 21 - Location I D Sensitivity Study without 1996 data
The data shown below was collected on 10/18/06

d :-o

For 1992 Datesd :=Day year( 12,8,1992)

page:= RtADPRN("U:\MSOFFICE\Drywell Program data\Dec. 1992 Data\sandbed\Data Only\SB1D.txt')

Points 7 :=show7cells(page, 1,7,0)

Data

Points 7 ='0.889 1.138 1.112 1.114 1.132 1.103 1.126]

1. ) nn :=con7vert(Points7,7, !)

Point 1d :=Points 7
. -0

No DataCells length(nnn)

nnn Zero one(nnn No DataCells, 1)

Cells := deletezero cells (nnn, No DataCells)

Point 1 = 0.889

P measured :=mean(Cells) 5 measu d :=Stdev(Cells) o measuredd
Standard errord d'

No DataCells

.' .)
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•0 
of

f. ..

For 1994
d :-d+- I

page := EADPRN("U:\MSOFFICE\Drywell Program data\SepL 1994 Data\sandbed\Data Only\SB ID.txt")

Datesd '=Day year( 9 , 14, 1994)

Points 7 :=show7cells(page, 1,7,0)

Data

Points 7 =0.879 1.054 1.105 1.119 1.124 1.088 1.118]

nn :=con7vert(Points 7,7, 1)

No DataCells length(nnn)
*" 1 "

Point I := Points 7
d '1 0

nnn :=Zero one('nn, No DataCells, 1)

Cells : deletezero ceils(nnni No DataCells)

P measured d:=mean(Cells) •0 measuredd :=Sidev(Cells)
.. measured

Standard erro N d

dVNo DataCells

( 1*
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For 2006 d :=dt 1

page := READPRN('U:WISOFFCE\Drywell Program data\OCT 2006 Data\Sandbed\SB ID.txt")

Datesd :=Day year( 10 , 16,2006)

Points 7 ;=show7cells(page, 1,7,0)

Data

Points 7 =[0.881 1.156 1.104 1.124 1.134 1.093 1.122J

nnn := con7vert (Points 7 , 7, 1 No DataCells:= length(ram)

(. ~
Point ld :=Points 70

mn :=Zero 0n(nnn-NO DataCells.O)

Cells :=deletezero cells(unn,No DataCells)

0.8891

Point = 0.879

[0.881 J

V1 measuredd := mean(Cells) 0 measuredd := Stdev(Cells)
0 measuredd

Standard errordd "- ue

No DataCells

A

0CLR00027924
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

[1.993. 0
Dates 1.99-,.103

[2.07-103

1 .12083-10'

P measured= 1 .10133010O3

.1.0877 1.103

0.8891
Point I= 0.879

• 0.881.

I
5.039 1

Standard error = 10.05 I

35.295 j

.13.3331

a measured = 26.591

/ 93.382]

Total means := rows(Vi measured) Total means = 3

last(Dates)

SS x:= (p meaured mean(II measured )) 2

i=O0,

last(Dates)

SSE ( measured, yhat(Datesdi measured).) 2

i=e

.. last(Dates). .:
SSR:= (yhat(Dates' p measured)i" mean(lP measured))2'

i=0

SSE= 131.284

SSR = 422.916.

DegreeFree st :=Total means I

MST SST
DegreeFree t

MST:= 277.1

DegreeFree ss =Total means- 2

MSM: SSE
DegreeFree ss

MSE = 131.284

DegreeFree rag

SSR
MSR SS

DegreeFree reg

MSR = 422.916

~,,.,

StGrand err4M=E StGrand err: 11.458

OCLR00027925
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F Test for Corrosion

F MSR:=0.05 F actaulReg MS"

a 0.05MSE

F criticaljeg := qF( I - a, DegreeFree reg, DegreeFree SS)

F actaul_.Reg
F ratio..reg F

F critical.reg

Sratioeg

OCLR00027926
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"r-q following Mathcad Program (Iterate means) is used to perform the simulation for successful corrosion test for the mean rates.

rate means(Target Rate, I 1992'0 input, means,/t)

I

14-0

Succesful Ftest'- 0

while kIt

DegreeFree se--TotaW means- 2

DegreeFree reg4- I

Date04- 1992

Date]+- 1994

Date24- 1996

Date3•-2006

Confidence+- 0.95

F critical' qF(Confidence, DegreeFree reg, DegreeFree Se)

34-0

for observe 0.. Total means- I

1in4•+- A992--[ (Target Rate),(Date)-. Date0)]]

Cells..-rnoim(,9., in 1  input)

IcsZ+- mean(Celsi)

la"+ I"De
last(Date)

k=0

last(Date)

SSR4- E 0 (yhat(Date,, tst)- mean(, ,st))'
k=0

MSE SSE
•.DegreFree se

MSR SS
DegreeFree reg

F MSR
Factaul1-• 'j

F actaul
F critical•

inm+- slope (Date, A test)

(Succesful Ftcst4- Succesful Ftest+ I if F ratio> I

i4-i + I

Succesful Ftest

OCLR00027927
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function required the following inputs: the target corrosion rate (Target Rate), the 1992 calculated mean (p 1992), the target

' ndard deviation (o input)' the number of inspections (Total means) and the number of iteration (It).

For each iteration

The function generates 49 point arrays using the Mathcad function "morro'. The function Onorm(49, g in, 0 input)" - returns an

array of "49 random numbers generated from a normal distribution with mean of "p in" and and a standard deviation of "a input

Each iteration will generate 49 point arrays for the years 1992, 1994, 1996 and 2006.

The Input to the 1992 array will be 49, the actual mean (800 mils) which was determined from the actual 1992, 19A data
(reference appendix 10 page 10). and a target standard deviation of a input( 65 mils). This target standard deviation is the

average the of calculated standard deviations from the 1992, 1994, 1996 and 2006 data (see appendix 10 page 10). A
simulated mean (for 1992) will then be calculated from the simulated 49 point array.

The Input to the 1994 array will be 49, the valve p 1992 minus the target rate (in mils per year) times 2 (years; 1994-1992) and

a standard deviation of 65 mils. A simulated mean (for 1994) will then be calculated from the simulated 49 point array.

The input to the 1996 array will be 49, the valve p 1992 minus the target rate (in mils per year) times 4 (years; 1996-1992) and

a standard deviation of 65 mils. A simulated mean (for 1996) will then be calculated from the simulated 49 point array.

The input to the 2006 array will be 49, the valve p 1992 minus the target rate (In mils per year) times 14 (years; 2006-1992)

a standard deviation of 65 mils. A simulated mean (for 2006) will then be calculated from the simulated 49 point array.

Je four simulated means are tested for corrosion based on the methodology In section 6.5.9.2. The confidence factor for the
t6st will be 95%. If the corrosion test is successful (the F Ratio is great than 1) then that iteration is be consider a successful
valid iteration and the term Succesful Ftest Is Increased by 1.

End of Iteration
100 Iterations are run at each of the Input rates of 5, 6, 7, 8, and 9 mils per year. The resulting number of successful (passes
the corrosion test) iterations will then be considered as probability of observing that rate given the 19A data.

The following Mathcad Program (runj_10_jime(imes, rate, o input, dates, It, tolerance) runs the Iterate means program 10 times and

returns an array (Sim) which documents the number of successful "F test" In each of the 10, 100 iteration simulations.

Runs(TargetRate, I 199.2,0 input, Inspections,It) Goodtest+.-0

j4-O

for teste 0.. 9

Xxi- Iterate means(Target Rate, A 1992, a input, Inspections, It)

Goodtest.- xx(l J

jo-j .t-

Goodtest

*2
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The results of the simulations are shown below using the following inputs

( -992 :ý go ainu :=65 Inspections :=4 Iterations := 100

The simulation for 5 mils per year is input below Target R :=-5.

73.

:78-
.. . 85

Runs (Target Rate, 9 1992, 0 input,.Inspections,.Iterations) 7"9

84

86
•80

The simulation for 6 mils per year Is Input below Target Rate := 6.

89
92

92

93,ions) 93_
93.1

89.

90
94_4
93,

Runs (Target Rate- V . 1992' a inut, Inspections,Iterat

The simulation for 7 mils per year is input below Target Rate :o 7.

Runs(Target Rate,' 1992,0' input, InspectionsIterations)

98

95

97
96

97

98
97

.L969_97

(

3
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The simulation for 8 mils per year is Input below Target Rate :=8.

99 ":

99"

56•
99•

Runs (Target Rated' 1992 -a input, Inspections, Iterations 9

98 R
98

99"
99 •

The simulation• for 9 mils per year is input below Target R .ate := 9.

Runs (Target Rate' P 1992' , input' Inspections, Iterations) =

I

M.

IO0W

99

100:'

99

1W

100i... ,..,.

Therefore the observable rate that passes the corrosion test more that 95 times in 100 iterations approaches 7 mils per year.
Defining a more precise rate of 6.9 mils per year satisfies the tests.

'the simulation for 6.9 mils per year is input below Target Rate :=6.9

97

96

96

95

96

97°
I

4
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December 12,.2006

Mr. Francis H. Ray
ArnerGen Energy Company, LLC
Oyster Creek Nuclear Generating Station
U.S. Route #9
Forked River, New Jersey 08731-0388

Subject:

References

Oyster Creek NGS Independent Technical Review of Drywall Thickness
Monitoring Program Ultrasonic Test Results

(a) AmerGen Calculation C-I 302-187-E310-041, "Statistical Analysis of
Drywell Vessel Sandbed Thickness Data 1992, 1994, 1996 and 2006,"
Revision 0, December 8, 2006

(b) AmerGen Calculation C- 1302-187-0310-037, "Statistical Analysis of
Drywell Vessel Thickness Data," Revision 3, December 11, 2006

l".... Dear Mr, Ray:

In accordance with your request, MPR has performed a detailed technical review of the reference
calculations thai cover the statistical evaluation of Oyster Creek drywell ultrasonic thickness
measurements taken over the period from 1990 to 2006. -The calculations report the current
mean thickness and projected corrosion rate of ultrasonic test locations in the sandbed region and
in areas at higher elevations.

Based on our review of the two calculations, we conclude the following:

AmerGen has shown that all areas of the drywell monitored by ultrasonic test meet
minimum wall thickness requirements with margin.

In areas of the drywell demonstrating statistically significant corrosion rates, the
observed rates. are small, less. than 1 rail per year.

* Methods used by AmerGen to estimate corrosion rates in areas with limited statistics
and no observable corrosion (in a statistical sense) are very conservative, and the
required inspection intervals based on these rates are conservative.

All inputs to the calculations are accurate, assumptions are conservative, and results
are used correctly.

)i

320 KING STREET •ALEXANDRIA. VA 22314-3230 703-519-0200 FAX' 703-519-0224 htIp:/wtww.mpr.coM

OCLR00027931



Mr. Francis H. Ray - 2 - December 12, 2006

We note that the calculations could be made less conservative and observed corrosion rates could
be estimated more accurately if individual locations in each grid array used for ultrasonic testing
are tracked separately over time, rather than tracking the mean thickness over time for each
array. Corrosion rates at individual locations could then be determined, and an average rate
computed for the array of data. Upper bound rate data could also be determined. These
refinements should be incorporated in future statistical evaluations of the ultrasonic test data.

Finally, we note that ultrasonic testing of wall thickness in the sandbed area above the concrete
floor inside the drywell is probably not necessary, since the drywell can be examined both inside
and outside for evidence of coating failure or corrosion. If no evidence of coating failure or
corrosion is observed, ultrasonic tests are redundant.

Overall, we concur that the reference calculations are complete and conservative. Please call if
you have any questions or comments on this letter.

Sincerely yours,

....... J. E. Nestell

. cc: Pete Tamburo, Oyster Creek

C -/L/3

Ccs e .2 of2
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(° D. Gary Harlow, Ph.D./A
149 W. Langhorne Ave. f4• -, ' ,)
Bethlehem, PA 18017
610-758-4127 (office)
610-758-6224 (fax)
dghO@lehigh.edu -5e o

December 15, 2006

Mr. Peter Tamburro
Exelon Corporation

Dear Pete:

I have reviewed the methodology described in section 6.5.9.4 and Appendix 12 of AmerGen Cal
caution C-1302-187-E310-037 Rev.3. I find the methodology consistent with standard statistical
methods. The conclusions based on the methodology are accurate and reasonable.

I have also reviewed the methodology described section 6.5.9.4, section 7.5, and Appendix 22 of
AmerGen Ca] caution C- 1302-187-E310-041 Rev.0. I find the methodology consistent with
standard statistical methods. The conclusions based on the methodology are accurate and
reasonable.

Sincerely.

D.G. Harlow
Professor of Mechanical Engineering and Mechanics

). j

V. 0

0OCLR00027933
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i LmTei"uch rIL
Oyster Creek - QC

Component- DJ LDj)

C-1307.187.E3 10-041
AI•ACHMENT 2_
PAGE.2 OF Y

L-..ctch Form

I],- J/7-I

Localion: c)L..1/JAr6AO 13' .x,,14 DE 07, u .A WA).,,-f 7'
t, Rev. Y

DRAWING SAY- qD V

1-
2.
3.,
4.
5..

7.

A A

1.005 1.053 0.995 1.132 1.095 1.141
0.921 0.956 0.999 1.027 0.983 1.060
0.770 0.884 0.986 1.086 1.049 1.119
0.802 0.965 0.978 0.986 1.007 1.026
0.969 0.967 0.980 0.940 0.894 0.929
0.959 0.855 0.971 1.018 0.982 0.971
04943 0.968 0.945 0.991 0.977 0.899

A.A Y - ), I-A F'A. 13 c D

1.112
1.077
1.112
1.048
0.977
0.943
0.932

a-
3.

5.
4.
7-

0.869
0.805
0.745
0.851
0.868
0.822
0.840

0.842
0.826
0.896
0.873
0.793
0.798
0.834

0.856 0.845 1.019
0.771 0.823 0.858
0.803 0.764 0.752
0.861 0.853 0.787
0.849 0.877 0'799
0.866 0.9180,825
0.7620.793 0.879

0.987
0.847
0.764
0.793
0.847
0.775
0.865

0.926
0.790
0.819
0.845
0.830
0.843
0.862

B AY -NA Vt
A 8 C EA 5 c p . f F

1- 0.924 0.822 0.828 0.804 0.802 0.813.
Z- 0.805 0.826 0.836 0.823 0.824 0.791
3- 0.728 0,.758 0.866 0.738 0.773 0.677-
4- 0.734 Q34 1.052 0.809 0.804 0.798
s- 0.811 1.091 1.106 0.888 0.881 0.878
(6- 0.750 0.896 0.808 0.845 0.905 0.834

0.839.0.86810.906 0-881 0.874.0.815

I- EMPTY EMPTY EMPTY EMPTY EMPTY 0.855
Z- EMPTY EMPTY 1.042 1.095 1.036 1.093
3. 1.042 1.085 0.945 0.938 0.938 0.895
4-. 0.836.0.846 0.795 0.828 0.833 0.843
5. 0.823 0.842 0.873 0.872 0.837 0.822
4- 0.855 0.836 0.862 0.824 0.872 0.857
7. 0.860 0.874 0.899 0.876 0.880 0.840

F c
F

v

0.749
0.790
0.760
0.851
0.790
0.869
0.846

0.886
1.032
0.889
0.869
0.879
0.823
0.851

3-

7.

1.100 1.114
0.944 1.075
0.977 0.941
0.943 0.973
0.951.0.911
0.938 0.942
0.956 0.911

1.1100.995

0.834
0.879
0.871
0.894
0.922

1.078
1.015
0.827
0.847
0.873
0.875
0.924

1.062
1.003
0.992
0.915
0.923
0.915
0. 918

1.103
1.112
1.033
0.974
0-.903
0.859
0.825

1.113
1.125
1.028
0.986
0.899
0.877
0.811

v I

A

00

01
CD cI-

Co
Co

1-

7-7-

1.126 1.132
1.097 1.106
1.063 1.025
0.979 0.947
0.973 0.971
0.920 0.972
0.903 0.958

1.133'
1.089
1.046
0.966
1.001
1.030
1.013

1.:

1.4
1.4
1.I
1.I
1.l

D C F G

140 1.142 1.131 1.140
141 1.129 1.119 1.129
067 1.096 1.080 1.097
018 1.035 1.097 1.068
050 1.050"1.066 1.029
049 1.009 1.058 1.036
031 1.004 1.052 1.076

Prepared by: Z, A Title: A --Z TDale: ?-/4*9g j
Reviewed by: L D Page.,-._o.,L NDEkequesIo. ,/.//

A0001025 7.84



* ~'~VJNucIear

oc El TMI Fl ATI-4FR

C. 1307.187.E310.041

ATTACHMENT f-
PAGE _. OF

w

:ch Form (with grid)
00 L_. I "O..TH-. ER ...

Component: D •,_ .. A)EE) "

Location: . "-,u-,//' no CcWT/,L))3

9/-1 /19-Re

Drawing .. 3A !9 .VO ,= .,n . ., ....... ,:.;...., Y . ];.P. . ......... ......... , . .............. : ... ... ... .......... ..... ..:.... . .. .... ... .....:.......... ...... ;.. , .• -- .-$.. ........... L L4

1 1.163 1.146 1.158 1.141 1.136 1.168 1.172 ..1-4 0.679 0.808 0.748 0.650 0.722 0.696.0.727
2- 1.122 1;155 1.122 1.144 1.128 1.157 1.133 [ 0.778 0.767 0.820 0.739 0.743 0.723 0.766
3- 1.121 1.088 1.108 1.116 1.102 1.071 1.055 - 0.770 0.794 0.885 0.756 0.796 0.833 0.785
4- 0.977. 0.993 0.981 0.989 1.046 1.001 0.956 4- 0.889 0.900 (5.26 6 1.143 0.795 0.771 0.759
5- 0.962 0.914 0.869 0.942 0.877 0.938 0.962."""z .... . 5"- 0.868 0.862 1.161 0.793 0.763 0.861
.4- 0.861 0.963 0.894 0.820 0.809 0.947 0.984 " - 0.945 0.767 0.T8-14• 0.870 0.852 0.880 0.857
7- 0.927 0.970 0.866 0.895 0.893 0.956 0.953 7- 0.888 0.799 0.808)0.847 0.880 0.854 0.975

I -q3... ........ ........ ,J ; -. . .... . ...... ... .. ..... .

2 -.---• : . ...

1- 0.797 0.815 0.853 0.887 0.925 0.878 0.696 1- 0.864 0.831 0.831 0.918 0.897 0.868 0.796
e 0.807 0. 6 0.698 0.802 0.729 0.734 0.646 i - E. 0.829 0.816 0.775 0.834 0.857 0.770 0.827
3- 1.008 .24 6_0.749 0.741 0.816 0.735 0.662 - 0.866 0.866*0.819 0.850 0.914 0.847 0.801
4" 1.068 1.066 0.739 0.812 0.772 0.793 0.785 . 0.811 0.815 0.750 0.845 0.752 0.769 0.754
5- 0.804 0.836 0.838 0.794 0.853 0.828 0.842 . *...- 0.782 0.764 0.783 0.778 0.807 0.716 0.689
C,- 0.790 0.825 0.885 0.847 0.872 0.853 0.795 6i 0.825 0.785 0.883 0.888 0.931 0.818 0.745
7- 0.827 0.899.0.826 0.863 0.922 0.934 0.835 7- 0.863 0.817 0.930 0.821 0.853 0.893 0.8'43

. .. ". . '... I ....... ... ... ....... I..... ......... ..... ........ .. . .. ...... ......
. 7. /7 .. T V: "J. • ....... •"

A...... ......
I- 0.921 0.957 0.955 0.967 0.960 0.952 0.922 .. 0.816 .0.757 0.820 0.979 0.904 0.952 0.917
Z- 0.955 0.970 0.955 1.001 0.945 0.957 0.970 Z.- 0.677 0.7380.694 0.798 0.762 0.897 0.831
3- 0.982 0.977 0.991 0.993 0.969 0.995 0.933 3.- 0.813 0.736 0.876 0.855 0.838 0.22i. 0.884
4- 1.039 0.965 0.973 0.979 0.997 0.985 0.953 4 -. 0.787. 0.666 0.718 0.762 1.153"1".149 0.906
5- 0.959 1.002 0.953 0.942 0.9,43 0.975 0.906 5- 0.841 0.782 0.734 0.764 0.856 0.787 0.834
4- 0.998 0.995 0.967 0.938 0.834'0.960 0.980 : 4- 0.871 0.832 0.886 0.766 0.867 0.735 0.748
7- .1.027 1.008 1.011 0.992 1.038 0.993 0.983 7- 0.836 0.853 0.892 0.851 0.900 0.902 0.831

C
*0a
N'

a-.

0
0
I-

(;0
CA,

C)c) '2Preparedb: by. -. / . Title: ate:

'I Reviewed by: •/ jL'vel: - joate: (/"fj I Page 3 oL INDE Request No.: 9//- Nc
I I

N5454 (05-90)



• " i7J Nuclear

oc i TMI L- OTHER Sketch Form (with grid)

Component: Data Sheet No.:9//9

Location: LE yAT/".,,ij. Drawlng No.: Rev.

Drawing • ."" " ""
D ........wing ... ........ 7 ......... .. 7 .. ...... .... ...... ...... .. .......... ..... ..... ... . ~ T p q

i.Gv ..:............ A F...
-- .. ... . .. .. .- . - .. .. . " - i i " 1 a 1.163 1.157 1.1.55 1.1.]32

0- 0.879 1.054 1.105 1.119 1.124 1.088 1.118 . 1.162 1.;164 1.16
.................... . . ... 3 1 1.147 .. 128 . .. 3

-- - - - - - - - - ... . ... .... .... .......... "..... . ".; ... .... . .. ..... ..... . . .. ... ..........

" 1.194 1.194 1.191 1.194 1.164 1.184 1.168 .A , , .

1.147 1.47:1.146 1.147 1.128 1.123 1.139

. ....... .......... ... .... .... ................ ........ ... ......................................... . . . ..

i . • -. 1 .. . .. -

4 1.163 1.172 1.1355 1.174 1.171 1.1371 1.173 ... ..;- "-"3 F .
.. .' i i i- 1.142• 1.142 1.140 1.134 1.138 1.064 1.040
S .: .. .. . .. .ii • /:. . .V .. .. . . . . . .. .

.... .. ' . .T T...; . . • • I• P '. 7 ..D .... ....--.. ... ..... .... .•". ...: .. . .!.... .. .. . i.... i... ; ... . ..i. .. . ... .• : .. ....a

4 //1.1413 1.146 1.137 1.146 1.135 1.134 1.113• .: •. .... :

......................... . a....... ATTACHMENT 2r
. . . aPAGE$ OF

C;

o .. P••o _.
"0• i: ' . . . .

0 .

r-

o ; Prepared by: , p.cp r. Title: 4--m Dale:

o Reviewed by- VLevel: Dale:- Page _ of j NDE Request No.: q,- 19

C N5454 (05.90 )1



P!S
General Electric

• yOterCreek" Ultrasonic Thickness Measurement
Reiueling Outage - IR21 Data Sheet

P• 1 Of .I 5

File Name: NWA
Date:. 10/t8/2006

UT Procdure: ER--5-O4
Specifichtion: i H-328227-,.4

..
Examiner; Leslie Richter.. Level: II Instrument No: 031125409

Transducer Type: DV 506 ISeial t 072561 Size: 0.438 I Feq: 5Mhz I Angle: 0'
Transducer Cable Type: Panametrics Length 5' Couplant Soundsafa IBatch No:.* 1 19620
Calibration.Blocl Type: C/S Step Wedge Block Number. CAL-STEP-088

SYSTEM CALIBRATION

INSTRUMENT SETTINGS Initial Cal. Time Calibration Checks I Final Cal. lime I
se Range: 2.6" I 10:00 1 _ See Date See Data " 14:32

Coarse Delay: WA .,Calibrated Sweep Range = 0.300W Inc hesto 1.51V InchesDelay Calib: WA IThermometer 246647 Comp. Temp.*- 72 11lockTemp. ' e-

Range Cab: N/A. WIO Number R2090917
Instrument Freq. N/A TOt Crew Dose Drywall Containment Vessel Thicmkne Examination.

Galn: 67 db imr. Internal UT Inmpaction.,

•emplate aligned to V Stamps. A B C D E F G
10- 0 0.0 0 0

C.1307-187-E310-041 Ickness readings taken at holes 2 19 O00 00
ATTACHMENT located In template. ~ 00 0 0 0 0

ATTACHMENT 30 00000 OO

PAGELOF 0.OOO0 000
Locaoni D aay" 9 Elev. 11v3 5000 0 0 0 0

A B c D E F 0 60000000
. 1.005 1.056 0.985 1.133 1.132 1.136 1.101 70000000
2 .0.896 0.927 1.067 1.037 0.974 1.077 1.069 7 -O

S 3 051"01 1.033j 9 1.105 1.123 " _'_a

4 0.855 0.993 0 9 0.94 0.995 1.022 1.041 ,96 !;.i

6 0.990 0.960 0.936 0.942 0.880 0.927 0.998 Callbratlon Maeck- '10:1

6 0.960 0.869 0.976 0.987 0.967 0.965 0.948 mci. AVG.
7 96 0.96 0.93 1.004 0.947 0.892 0.943 .8 0.988

Locatl5nlD 11A Bay 11 Eiev. 11'3" COMMENTS: -

-- -or -lu - - -
SA B C D E F 0 Corn Plu0located at C04, C0OS, 04. B05.

1 0.905 0.832 0.829 0.803 0.830 0.812 0.737

2 0.797 0.825 0.834 0.822 0.8568 0.783 0.795
3 0.-7201- 0.766 0.868- 0.731 0.762 0.669 0.764
4 0.739 1.047 1.057 0.806 0.761 0.821 0.849
5 0.i43 1.090 1.104 0.879 0.879 0.864 0.817 Calibration Check: 10:32

.6 0.741 0.897 0.818 0.890 0.907 0.833 0.526 Tsc. AV0.
7 0.875 0.869 0.923 0.896 0.871 0.810 0.743 . 0.846

- -- - - -i

(.

COMMENTS: FHe Specific Comments located to right of readings.

Location ID 11C: The following template holes were painted onto the plate using the template. The readings were then
taken with the template removed. This was done due to the Drywall Vent Attachment weld obstructing the template. Row I
A through G, Row 2 A through C, Row 7 C through D.

Ijr~-kI4 I ~ /0- Z~ -

Reviewed by: Lee Stone Level 11 Date 10/18/2006
1 18/2006

OCLR00027941



I RALA- (--C) 2 C'.;- !5,

Geneial Electc File Name: NWA

Oyter Creek 1Ultrasonic Thickness Measurement Date: 10)182006
FRefuelin 0utae - =1R21 Data Sheet UTi Procedure: I - 4

Page 2 of 5. Gfid Procedure: 1&328=7-W4

Locetion ID 11C Bay 11 Elev. 11' 3" Calibratlon Check: 104
. A B C D E F G, COMMENTS: Aom oblsuced due to D.W

1 OBST. 0.771 0.803 0.912 0.767 0.858 0.886 Vent attachment weld. B01 reading laken adjacent to

2 1.066 1.046 0.984 1.094 1.036 1.118 1.029 D.W.attadimentweld.

3 1.073 1.113 1.002 0.936 0.942 0.888 0.853 See Comments above.

4 10.37 0.836 0.790 0874 0.834 .946 0.838
0.850o 0.825 0.369 0.8M 0.833 0.866 0.875 _

A ft KI a-Iso 0.864 0.-29 0.1172 0.876 I0.04dA I TIaJ'. I. AVG.

0116 o];; 0.67 0.844; Tser. I, o- o; 6.r"08AV27 10. 611 0.877 1 .7 0-885 0.880 049 0.876 .62 0.898.

Loca~on 0 13A Bay 13 Elev. 11G3" aCalibration ec:

A B C D E F G
1 0.887 0.833 0.887 0.908 1.046 0.851 0.922
2 0.823 0.883 0.774 0.826 0.097 0.70 0.783
3 0.760 0.913 0.798 0.823 0.746 0.759 0.768
4Eý 0.845 0.895 0.875 0.4 0.780 0.799 0.862
a 0.880 0.811 0.861 0.869 0.798 0.846 0.840

S0o816 0.813 0.089 0.924 0.8.870 'cr. AVG.
7 0..801 0.834 90.763 0.38 0.895 0.895 0.983 .28 0.846

LocationID 1 130 -ay 1 13 EIsv. I113" Callbraton Check:
''' A C D " E F

1 1.114 1.117 1.132 1.083 1.068 1.106 1.119
2 0.960 1.041 0.999 1.061 1.007 1.117 1.100
3 0.986 0.950 0.837 0.833 0.949 1.088 1.085
4 .' 1.005 0.977 0L.e878 1 0.851 0.911 0.958 0.997

1 0.960 0.907 1 0.874 1 0.874 0.915 0.916 0.905
6 0.944 0.947 10.897 - 0.887 1.920 0.865 0.892 Tscr. AVG.
7 10.998 0.939 1 0.929 0.968. 0.944 0.832 10.821 .625 I 0.9e

Locahon 11D 15D Bay 16 Elev. 113 Calibration ec
- K - - - - -I A B 'C ...E" . Fj

1 1.133 1.133 1.133 1.141 1.145 1.145 1.144
2' 1.094 1.109 1.087 1.142 1.129 1.119 1.131
3 1.040 1.028 1.043 1.081 1.095 1.085 J.o09
4 0.978 0.948 0.976 1.029 1.030 1.086 1.068
5 0.976 0.969 1 0.977. 1.069 1.013 1.067 1.041
6 0.9301 0.979 1.031 1.037 1.017 1.059 1.061 1. T. AVG.
7 0.022 0.972 1 0.996, 1.031 1.006 1033 1.02

Locaton.,0 1 7 Bay 17 Ey. 11 3- Ca. a n nChec
A B C D E F G

1I 1.110 1.149 1.164 1.138 1.130 1.170 1.169
2 1.121 1.159 1.1141 1.144 1.134 1.148 1.123
3 1.068 1.073 1.111 1.114 1.094 1.083 1.053
4 0.976 0.991 0.980 1.030 1.046 0,994 0.950
5 0.962 0.926 0.909 0.950 0.869 0.938 0.987
6 0.903 0.966 0.891 0.935 0.802 0.960 0.963 8cr. AVG.

7 0.951 0.972 0.877 0.890 0.875 0.891 0.945 .828 1.o15

-AI
(II-

P'OZiL
?mWO3

(•AJ,,

I )Examined by Matt Wilson
Examined by Leslie Richter
Reviewed by:. Lee Stone

Level II
Level 11
Level 11

Date 10/18/2006
Date 1011U2606
Date 10118r2006L... . ' ý

i

OCLR00027942



Ise 2 iL~f L9 0 3cP5

~..UIIUIdUUII I..IIU~.E%~ 11.0W U
a •,uFi'n9fl |1[ 1I/B I ndV 17 1 , -imav- I ii a Caliraon E E

Il ,+ iII -• A Ia.. . . .- .To- - . = -'' - r -,-if
-- I .A B C D E I 3 G

.0.84•91 0.928 0.861 0.894 0.930 0.8880.702
2 1o.806r 0.802 0.717 10.806 0.736 0.7W 0.648
3 os 0.623 _0.762 0.733 0.822 0.730 0.66

1.072 1.074 0 742 0812 0.812 0'803 0.791

COMMENTS:
Core Plug located at A03, A04 and 803, 04.

• oi nMq 0.s41 0.850 I0.815 0.352 I 0.856 I0.391
0814 0841 0.850 0.816 0.8152 - 0.858 0.862

A I 0.792 0.829 0.5581 0.84" 0.158 1 0.651% 0.500 I I Ucr, I IAVG.'I

7-1082415:571 0.83710.887 1 0.891]1 0!.9361 0.886 (

r-catiofl 1 T_ 719 I ev1 7 Elev. I 113" 1 Call
A U.. IU E• I F I G,1

+ .[- .e . l., o I A.o C. D
.2 0.9721 0.977 0.959 0.991 0.0-967 0.965 0.937

3 0.96.1 0.974 1.004 0.987 o 0.982 0.998 0.924
4 1!1.022 0! o 0._3 0.974 o 0.993 0.98!. 0.952

C-307-1.87-E310-041
ATTACHMENT ..

PAGE 2.OF-
K N1 URIli N 9K2 UM.U1I I UJ.MDU 0-292 i -U 8 U 1

.6 1 0.994 10.952 0.929 0.917 T0.952 1.861 scr. AVG.

7n Io 0.996 1.019 1.012 0.995 1.009 0046 1.000 1

* -.- I ~I1 - T -~ I ~T I ~ I T T-ID EIUV. I 110
ILnI~alflnf ILl 19AP •BV Elov. 1 11' "
Loi ;Lw ""- - Bev 19

A B C B E- IF I
1 1 W2t 1788 [0.743 1 06 1 0.899 0.7021 0.735

.2___ 1__ - - .. ~t- 0.807L 0.774 10.84] 0.736 1 0.747 1 0.7241 0.773

Calbrton hck 2:26
COMMENTS: a n DCS
Core Plug located atD04, D305.an Dc.

2 I o0a13 0.512 0.392 I 0.585 0.361 I 0.752 1 0.506
10811 911RAP41 n-292 1 0-81115 0-861 1 0.792 0.806

Ad A 4'I*ld fi 3323 0.105; I 1.173 0.803 I 0.1'77 I 0.768
0916 0 6 8 0.808 1 0.777 j 0.706

.A I0.375 0.904 0.542 I 1.160 0.501 I 0.752 I 0.875 lie

L a I0.844 0.7R6 1 0.83410 5 0.8W 0.51 10 .34 1 0.867 1 scr. I .
7_N [0.80310.9 31.5 0 80 1 .0.50.844 1 0.8.7 8 1 0.608 1 .6 ! 0 I

=ocstlnID'15 19h 11a8 19 1Elev. 1113" Caliration Cec:I-W
- A 1 C D - E G
1 0.8651 0.882 0.872 0.932 0.947 0.992 0.802
2 0.8421 0.883 0.780 OA40 0.915 0.778 0.868
3 0.8611 0.838 0.898 0.974 0.930 0.834
4, 0.869 0!.08 0.807, 0.801 0.768 0.834 0.774
5j 0.811 0.770 0.7855 0.788. 0.799. 0.731 10.7781
6 0.828 0.787 0.885 0.891 10.934 103 0.73.. I .. AVG.

S . 1 0.843 10.6 0.871 1 .2 1 0"7

- - - q - - q - ~ - . - U -

LocationID IOU Bay1 19 Elev. I 11' 3' I Calibration Check: 12:53 I
L U I I. -

A N IG 0 E= F Usi

1 10.8091 0.768 0862 1.059 0.968 0.961 0.920
2 .0.679 0.746 0.691 0.014 0.766 0.866 0.845
3 0.816o 0275 0.870 0.871 0.863 Obet 0.896
4 0.7911 0.660 0.715 0.793 1.111 1.16 0.918

COMMENTS:
Core Plug located at F03, F04. G03, G04. F03
obstructed due to surface condition.
AO1-A07 taken on Vertical Weld.

. . IA *1 0111 I 0.733 I 0.752 I 0.362 I 0.757 I 0.796
6 10.8661 0.830 10.880 0.757 o.•7 o 07.70 10.73 M cr. I AV.

7 10.8011 .94 1o0.862 0.841 0. 0.908 om .525 1 o,53. 6

"Examined by Mett Wilson
Examined by Leslie Richter
Reviewed by- Lee Stone ,-

,1-.,, / '2-0 •

Level II
Level II
Level i1

Date 101802006
Date. 10/18)2006
Date 10/18)2006

.OCLR00027943



.ieg I Le-dO -00 1 q ifoe57

lOyler creek Ultrasonic Thickness Measurement

Refdel Outa Data Sheet
Loat~nDii laL llv~113 a15o

Fie Name:, WAg kiRk m
. Dole- I1018005

UT -Procedure: ER-AA-335-M0
Specification I IS-328227-M0

I

.. 'rocation ID I D. Ie' I I'IElev.I 11'3- Calibration (eckR: I30

A' B 1 c D E F",r G(3
10.881 1.166 1.104 M1.124 1.134 I1.093 1.122 I Tac. AVG.

LocationiD i 3D I Say "'3 I Elov. 113" A'lration Check:13:11D
A c ,D E F /

1 1.199 1.189 1.187 1 1.173 1.186 1.197 1.166A• • I scr.E AVG.I
- 1. 1.18.

L'cation ID I * 5D IC B Elev. 11'3 Calibration Chec:1A" B I C. E I . F IG ...
1 1.174 1.191- t.1861 1.1871 1.187 1,184 1 .14

Tscr. AVG.
.628 1.185

Location ID 7D Bay 7 Elev. 1 13" "C lra tion Check:131
*Al B C I D E IF IG
1 I 1.1441 1.147 1 1.147 ,1.138 11.102 1.135 1 tile6

sac r. AVG.
.6286.3

Location, I A IY Bav 9 I Elev. 11"3" Calibration Check: I
A B C D e E I F I G

sacr. AVG.j
S 11 1.158l 1.159 1.162 1.159 1.1,69 1.153 1.130i ,r I v.I

[ .628 .4

C1307.187-E310-041

ATTACHMENT
PAGE o, OF -

tI.

P • m

1
.Examined by Matt Wilson
Examined by Leslie Richter

Reviewed by: Lee Stone .

Level II
Level II
Level II

Date 1011812008
Date 10118W2006
Date 1011812006

(I ,,r "-W "

0CLR00027944



~General Electi lraoi hikesMesrmn
OytrCreek Utaoi hcns esrmn

Reueing Otg- 1IR21 Data Sheet
Page 5 of 15

5-.','-'

1110 Name:i WPt
rile Name~l . W•A

Date.. 10115/2006
UT Procedure: ER-_AA-335-004
.SPer-IfiCatUoI IS-328227-004 .

(
Tocat5onlD Ba 13C I Say. 1 13 J Elev. 1 11'3" Calibration Check:13:48

IA I I cID I ,E I F I G

1C146 1.148 11.148 11.1491 1.144 11.128 1.134I c.AG
" ' 8cr. AVM.

.628 -1.142

Loctflonf IO 1A IBav 16 Elev. Calibration Check: 14:00
A B c I 1 G

I1 1.10 1.120 1 1.136 1.129 1.146 - 1.077 1.048
MTrc. AVM.
.628 1.121

o.,-- ,.

C-1307-187-E310,041
ATRACHMENT .

PACE OF OF

.fitts:~i~I Examined by Marl Wilson

Examined by Leslie Richter

Reviewed by. Lee Stone

Level II
Level It
Level 11

Dat- .1 0/18.200

Date- 10/18/2D06

Date 10118/2006
-Date 1011812006

OCLR00027945
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General Electric •sFile Name_ WA

reek -c. Ultrasonic Thickness Measurement , Date: 1ie22ri0o'
'Reftjelng~Mageo- j1R21 iData Sheet u ~ or: E04

'Pa I,, of. 12 spr M .M-,

Eamilner Leslie Richter Level: il Instrnment Typ: Panamelilos 370L Plus
-•carnine: W/A- Level: W/A lInstrument No: ' " 031124909 •

Transducer TypQ: D795 'Serial#9 104012 Size: 0.200" I Freq 5Mh - Angle:..0"

Transducer Cable Type: Panametrics Length 5V Couplant Soundsafe Batch Now.. 19620

Calibration Block.Type: C/S Step Wedge I Block Number CAL- TEP-0O8

SYSTEM CALIBRATION
INSTRUMENT SETIINGS Initial CaL Time Calibration Checks Fdal Cal. Time

Coarse Range: 5.0" 11:59 13:00 13:30 •14:30

Coarse Delay:* NA- Calibrate,, Sweep Range - 0.5W" Inchesto 1.500" -Inches

Delay Caib: WA Thermometer. 246647 Corn..Temp: 82" [Block'ernp 79"-

Range Cab:; N WA W1O Number.

intru.ment .FM.q NiA Total Crew Do 42,O.f,7Drywell. Containment Vessel Thickness Examinatlon.

Gehi: 74 .db 4 4., Ex-mal UT inoipecion. .

.1

Damphn WA'
WA
W/A Ba 1IIIZ

-'1
Point r-,-

Number .. &
Vertical
Location

Horlizonal
LocationRAY

.... ...... . .___ . .....

See Attached for Locations and Thickness
Riadlngs

t - z 4 -12

0.1307.1. -1-31 0041
ATTACHIMkT Ž..

PAGE 0CO

ý,;X, F elo, l" -A

V,

COMMENTS: Coated surface is rough at all reading points. Unable to slide off of best measurement spot Plot
measurement numbers are more accurate if measuring tape Is placed 13" to the right from the center of the weld on the

-"le, then follow down passing through point# 8.

Seiewed by e tn

Level II Date 10/22/2006

Reviewedby. LeeStone CL'4ýýý

OCLR00027946



LY 1

2006
Point Vertical Horizontal 1992 value Value Comments

I D16 R27 0.720 0.710 .. ...... . . ......
2 D22 RI ' 0.716 0.690 U
3 D23 L3 0.705 .0.665.
4 D24 L33 0.760 0.738 Very Rough Surface

, _'5D24 L45 0.710 0.680 "
6048 R19 0.760 0.731
.7039 R7 0.700 .0669 .0"9'

D48 R 0.805 0783
9 D36 'L38 . .. . 005166 0.754

10 D16 R23 0.839 0.824
11 023 R12 0.714 0.7.11
12 D24 L5 0.724 0.722 _ _ __ _ _

- 13 D24 L40 0.7.92 0V719
140 2 R35 1.147 1.157!
15 D8 L51 1.156 1.160_
16 D50 R40 0.796 0.795
17 D40 R16 .0.860 0.846•

.18 D38 L2 0.917 0.899
19 D38 124 0.890 0.865
20 D18 R13 0.965 0.912
21 D24 R15 0.726 0.712
220D32 R13' 0.852 0.854. ............. ...
231D48 R15 . . 0.8501 0.828 . .....

Data obtained from
NDE Data Sheets 92-072-12 page 1 of I
NDE Data Sheets 92-072-18 page 1 of I
NDE Data Sheets 92-072-19 page 1 of 1
All horizonal measurements taken 13" to the right of the centerline of the reinforcement ring (Boss).
All vertical measurements taken from bottom of vent nozule at the 13" reference line..
Surface roughness prohibited characterization of all readings.

,%

ML4

0
0
I-

•"4
Co

NOte4 Per discussion with Engineering, single point readings were taken in lieu of 6, based
on surface curvature.



jIgl 1t~e - 1

(.

lene Ee Name: A

| • er~ h ek 1 1 ]Ultras o n ic T h ic k n e s s M e as u re m e n t Date: 010o w

"ef u e f ln g O u t g e -1 R 2 1" D a t a S h e e t U T P r o c em : E R -AA:3 3 0 4
.-P a g e 1 o f 12 , S p e c ifi c a tIo n ts -3 2 &22 7 - o o4

Examiner:. Scoff Erckson 7,-07L. • , Leve . I1 Instrument Type: Panametrics 3713t .Plus

Examiner N/A Level: N/A Instrument No: 031120708.
Transducer Typb: D7908 1Serial#: 338302 Size: 0.200 1 Frec 7.6 Mhz Angle: 00
Transducer Cable Type: Panametrics Lengt h 5V Couplant Soundsaf Batch No: 19620
Calbratlon Block Type:' C/S Step Wedge PBlock Number. CAL-STEP-136

SYSTEM CAUBRATION

INSTRUMENT SE TTINGS Initial Cal. T -,imei Calibration Checks Final CaL. ime

Coarse Range: 2.0" 22,.05 N/A N/A 23:50
Coarse Delay: N/A Calibrated Sweep Range = 0.500" Inches to 1.500" Inches

Delay Callb: N/A Thermometer.- 246647 Coimp. Temp: 78 " JBlock Temp: 750
Range Calib: N/A W/O Number. .C2013477 I

Instrument Freq.. WA Total Crew Dose Drywall Containment Vessel ThIckness Examination.

Gain: 54 db H External UT Inspections.

Damping: N/A
Reject: 'N/-A

Filter. N/A
Bay- 3

P o int - , . V e rtical • H o rlizo n a l : T h ickn ess
B A Y N u m b e r 1 4 1 L o c a t i o n •' L o c a t i o n . . . . . e a d in............. 11Readin

U:14.1.xlrý%vir -

(.

See Attached for Locations and Thickness
Readings

-- ,-~ 7• J i

C-13071 87.E310-041
ATTACHMENT

PAGEI OF

- -

COMMENTS: NZA

Reviewed by: Lee Stone

/0- ? z -0 (P.

Level II Date 10/10)2006
Level 11 Date 1011942006

OCLR00027948



BAY 3 _
2006

Point Vertical Horizontal 1992 value Value Comments

,1_ _ D16 , R63, 0.795 0.795 1 ..A
2 D18 R48 1 0.999

'_ _ 3 D17 R33 0.857 0.850
4 D13 L5 0.898 0.903
5 D25 LB 0.823 0.819
6 D15 L56 . 0.968 0.972
7 D29 R4 0.826 .0.816:
8 D34 L4 1 0.78 0.7641

Data obtained from
N DE Data Sheets 92-072-14page 1 of I
Note: Per•discussion with Engineering, single point readings were'taken in lieu•.of 6, based
on surface curvature;

D •300

N

0.
N

b
C.

0

0

0

C~)
I'-

0
0

Co



V.

rGeneral Etedrch"Utaic Fic ThNnesM asrmeme'. WAO•,•

Refuelin Outa e- 1R2! Data Sheet 11T Procedure: ERA4A-0

page I of Specification S-328227-04

Examiner Leief Riher .Leve. I "ntnent Typ. Panametrics 37DL Plus
ne A Level: WA lnstnJment No: 031124909

Coarse Range: 5.0f 15:38 1 15:51 "16:45172
Coarse Delay N/A Calibrated Swe 1 Range = 0.500 Inches to I 1.5" Inches

Delay Calib: PA hentrnoeteh* 246847 ICamp. Temp. 82 Ieleck Tempc . 7620"

.lRange Calib: tNIA WIO Number. C2013477C.S

Instrumen Freq. NA Total Craw Dose DSywell Containment Vessel Thicknes Examination.

Gain: 72 db External UT Inspections.

4

Damping:
Reject

Filter,

N/A

WNA I Bayy- 5

C1307"1 87.E310"04 1

AI"ACHIMENT -

COMMENTS: NIA I

1 Reviewed by. Scott Erickso Level 11 Date 10119/2006

OCLR00027950



N1

L)

0-

0,

(-)
0

BAY 5.
2006

Point Vertical Horizontal 1992 value Value Comments

1 D38 R12 0.97 0.948 up .97 dn .97
* 2 D38 R7 1.04 0.955 Rough surface - up_.99 n .99,
* 3D42 R10 1.02 0.989 up 1.0dnl.04

4 *D4 41 L7 0.97 0.948 Rough surface, also dished
5 D42 Ll1- 0.89 0.88 Rough surface

** 6 D47 R5. 1.06 0.981 up 1,018 dn 1.014
** .. 7 D48 L18 0.99 0.974 Rough surface left .99 ri ght N/A
_ .... " 8046 L31 1.01 1.007 Rough surface

Note: up, an, left & right readings were taken 1/8" trom recorded 2006 value reading.
Rough surface limited taking additional readings. Reference above.
= =Vertical and horizontal measurements taken from top of coating on long seam 62" to right

=Vertical and horizontal measurements taken from bottom of nozzle at 6 o'clock position
Reference NDE Data Sheets 92-072-16 page 1 of I

I - Reference off the weld 62" to the right of the centerline of the bay.
2 The original data sheet Is not clear as to whether this point Is to the right or left of the weld.

Therefore NDE shall verify this dimension.

Note: per discussion with Engineering, single point readings were taken In lieu of 6, based
on surface curvature.

C5Vt.I
Z'.

(c z~o-~Ob
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IGeneral ElectriC File Name: N/Aster Creek Ultrasonic Thickness Measurement Date: 10/19/2006

IRefueli Outae -1 Data Sheet UT Procede:._ER-AA-335o4

Page 1 of 2f Sped•cication IS-32 7004-•

Examiner' Lee Store Level: II Instrument TI : Panametrics 37DL Plus

Examiner. NIA Level: N/A Instrument No: 031124909
TrransducerWType. D795 ISerial#: t '1103007 Size: 0.200" Freq: 5 Mh -Angle: 0"

Transducer Cable Type: Panametrics Length' 5'. lCouplant: Soundsaf Batch No. 19620

Calibratlon Block Type: C/S Step Wedge Block Number. CAL-STEP-109

~~SYSTEM CALIBRATION

INSTRUMENT SE-7 IiNGS Initial Cal. TimneT Calibration Checks ,, FinBi Cal. "lime

Coarse Range: U.0" 14:20 (A N/A' N • 15:10
Coarse Delay. N/A Calibrated Sweep Range = 0.500" Inches tdi 1.500" Inches

Delay Calib: N/A Thermometer- 246737 Comp. Te : 72ý JBlock temp: - 74-
Range Cailb- N/A WIO Number. C201 3477 "

Instrument Freq. N/A Total Crew Dose Drywell Containment Vessel Thickness Examinatlon.
air;: 67 db af -External UT Inspections.

*1

.1

Dampilng:
Reject:
Filter~

NIA

N/A
N/A

136y - 7

- .1 - - - *t~btffi.r~ U'T.,,..~,'fl,.At* -- - -

Point
Number

Vertical
Location

Horizonal
LocationRAY:

BAY:a
-4

FROM,
-4

-4.

C-1307-187-E310-041
ATTACHMENT --

PAGE .• OF

See Attached for Locations and Thickness
Readings

-1 ~ -
I&MOWRI

[~i I 4-

,~ .. L,&n;

- ii4;. NZ

I

COMMENT&:MIA"
XAVJ/~' d~ AIA08E w'
-71(1(-/V -2Z (P

.( -

.1 Reviewed by.. Kimberly Wert '&... w Level II Date 10/19/20fl5
10119/2006

OCLR00027952



BAY 7
2006

Point Vertical Horizontal:; 1992 value Value "Comments

I D21 R39 0.92 N/A Could not locate area
2 D21 R32 1.016 N/A Could not locate area

, 3 D10 R20 0.984 0.964 upl/dn ranged from 0.956 to 0.980
4D10 RIO 1.04 1.0!4w ,.

__ ' 5 D21 " L6 1.03 1.003 up/dn ranged from 1.000 to 1.049
6 D10 L23 1.045 1.023 up/dn ranged from 1.020 to 1.052

_ _ 7 D21 _L12_ . 1 1.003 up/dn rangedfrom 1.002 to 1.026

Data obtained from
NDE Data Sheets 92-072-20 page 1 of 1
Note: up, dn readings were taken 1/8" from recorded 2006 value feading.

Wc~

0Mb
K nl
0 1.

U'

L

00

C-)r-"

Co
CD

4
wO

I a. I 1 .60dG .
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General Electric Hile Name: WA

6 ter Creek Ultrasonic Thickness Measurement Date: 1011912006

:tefueri Outa 1121 Data Sheet UT Procedure: E•-•A-33•-04

Pageo of 2 Secificaon 1,-328227-004

Examhner Scott Erickson ,,& Level: II Instrument Type: Panametrlcs 37DL Plue

Examiner. N/A Level. NIA linstrument No: 031120708

Transducer Tye: D7908 Serial# 338302 Size: 0.200" I Frew' 7.5 Mhz - Angle:
ransducer Cable Type: Panametrics Length: &' Couplant Soundsafe Batch No: 19620

Calibration Block Type: CIS Step Wedge. Block Number . CAL-SEP-080

SYSTEM CALIBRATION

INSTRUMENT SElTTINGS Initial CaL lime Calibration Checks Final Cal. "lirne

Coarse Range: 2.0" 22:05 NIA N/A 23:50
Coarse Delay- N/A Calibrated Sweep Range = 0.500" Inches to 1.500" Inches

Delay Calib: N/A Thernometer 246737 Comp. Temp: 74" Block Temp: 72"

Range Catib: NIA W/O Number C2013477

Instrument Freq. N/A Total Crew Dose Drywall Containment Vessel Thickness Examination.

Gain: 61 d. External UT lmpections."
i i i

Dampnmg:
Reject

rF1fier~

N/A
N/A
N/A I Bay -9

I Point Vertical ' P: Horizonal
BAY Number I Location - Location

- . -. , 3Z

C-I 307-1 87.E310-041
ATTACHMENT 5-

PAGE •j OFI
-4.

~~~~~1.

ThicknessSee Attached for Locations and
Readings

2L1 W

I IN

Ell

SWA I - I -

-4-

I
.~ ,~, r

s~ .(**-

(-

COMMENTS: N/A

Reviewed by:. Lee Stone Level .1 Date 10119/2006

OCLR00027954



BAY 9
2006

Point Vertical Horizontal 1992 value Value Comments

I D29 R32 0.96 0.968 A -.
.__ _ r 2 D18 R17 0.94 0.934 ' , ' - ' _ _ _ _'

3 D20 R8 0.994 0.989j _ 10
4 D27 R15 1.02 1.0168 _._'_'________

5 D35 L5 0.985 0.964
-6 D13 L30 0'82 0.802 -.-

, "7 D16 L35 0.825 0.82'- "
8 D21 L38 0.791 0.781 - -
9 D20 L53 .0.832 0.823

10133 10 D30 L8 0.98 0.955 _ \/ "' ' "

Data obtained from
NDE Data Sheets 92-072-22 page I of 1

Note: per discussion with Engineering, single point readings were taken in lieu of 6, based
on surface curvature.

0Z

0

C1
I-"

0

C"

C101

':j

6
.61

OP
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Ge~nemral Electric- File Name:r N/A

• Iyster Creek Ultrasonic Thickness Measurement .D120

'efuellng Outag e-11R21 "Data Sheet UTPrpmcdura: -ER-A-&15-004

Page I of 12 Spedtcaiomn1 1S-329227.04

Examiner Graham McNabb Le---- I "eel: 11 lInstment T : Panamebice 37DL Plus
pwaner. N/A Level: N/A Instrument No: , 031124909

Transducer Type: 0795 Serial v 104010 Size: 0.200"I Fre+ 5Mh. I -.Angle: 00

ransducer Cable Type: Panametrics Length W 5 Couplant Soundsafe 1Batch No: 12
Calibation Block Type: C/S Step Wedge Block Number. CAL-STEP-0BO

SYSTEM CALIBRATION I

rINSTRUMENT SETTINGS In tal Cal. Time CibtonChecks Final Cal. Time
Coarse Range: 5.0" "215 N/A, N/A 5:15

Coarse Delay. NA Calibrated Sweep Range = 0.500. Inches to, 1.500" Inches

Delay Calib: NIA Thermometer 246534 Corn T 74" Blk.i t . 72"

Range Calib: N/A W/O Number: C2013477

Instrument Freq. N/A . Total Crew Dose Dvywel ContaInment Vessel ThIckness am tlnadwn.

Gain: 58 db 11[ I External UT Inspections.

Damping:
Rejeit:

Filter:

N/A

N/A.
N/A IZZFy EIIZ

I

I
i'

C-1307-1 87-E310D41
ATTACHMENT _.(

-.... ;

PAGE 14-OF -

COMMENTS: N/A

ic-~-~

COMMENTS: 

WA

I ..ReViewed by- Sco Erickson e$'";tj I , + t & M+ Level 1 Date 10/20/2006

0CLR00027956



BAY 11
.2006

Point Vertical. Horizontal 1992 value Value Comments-

-' I D20 R29 0.705 0.700 ýV/
2 D25 R32 0.77 0.760
3 D21 L4 0.832 0.830
4 D24 L6 0.75.5 0.751
5 D32 L14 0.831 0.823 -

6 D27 L22 0.8 .0.756
7 D31 R20 0.831 0.817
8 D40 ' R13 0.85 0.8251

Data obtained from
NDE Data Sheets 92-072-10 page 1 of 1
Note: per discussion with Engineering, single point readings were taken in lieu of 6, based
on surface curvature. . . -;hý' ~~4 -f oZ-0

ob

0flb

5-.

0
i'-0

4
CO
(0
-4

~'ri
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I General Electric

oystr c.•e• Ultrasonic Thickness Measurement
.7e-fqin•COeuk48- I1R21 Data Sheet

0. m I~e of 2

File Name: W/A
' Date: 10/112A

LIT Procedure: ER*-n-35-0M

I-
E_.3miner Scott Erickson F -. 4 J Level: II 1Instrument Type: Panametics 37DL Plus
Examlner N/A .,Level: N/A lnstrunmbnt No: 031120708

Transducer Type: D799 Serial#: 104044 Size: 0.312" FW: 5Mhz Anle: .0
Fransddcer Cable Type: Panametics. Length: 5' Couplant Soundsafa lBatch No: 041208

Calibration BlockType: C/S Step Wedge Block Number. CAL-STEP-109

SYSTEM CAUBATION

INSTRUMENT SEITINGS Initial CaL Time Calibration Checks Fnail Cal. Time
Coarse Range: 5.0" .3:00 NIA. N/A 4:15

Coarse Delay:. N/A Calibrated Sweep Range = 0.500" Inches tod 1.50(" inches
Delay Calib: N/A ThermOmete. 246737 Comp. Temp. 72" IBocktem I. 7(r

Range Calib: NWA W/O Number. C2013477
instnument Freq. NA Total Crew Dose Drywall Contanlment Vessel IlThcknes ExaminationL

Gain: 51 db . External UT Inspections.

* I

/

Damping:

Reject'

Filter,

N/A
NIA
.N/A.

I
I ,13 i

A.--,.

Point,- Vertical Horizonal
BAY Number • Location . Location

See Attached for Locations and Thickness
Readings

"W.

, ... . -. ;. ..

A_..-..

'6• • :

• ;

.•,:!:: . -• -.'*••; ,,,--__ _.__

C'1307-187-E310-O41
ATTACHMENT.•

PAGE •3 OF

COMMENTS: NIA

( i ,W,14 ~ jw, - ,z / 0- ,7 -0 (P

I Reviewed by- Lee Stone L.. • Level I1 Date 10119/2008

/
OCLR00027958.



BAY 13
2006

Point Vertical Horizontal 1992 value Value Comments

I U1 R45 0.672 NIA Could not locate area
2 UI R38 0.729. N/A Could not locate area
3.D21 R48 0.941 0,923
4 D12 R36 0,915 0.873
5D21 R6 0.718 0.7086 -24 L8 0655 0.658

7017 L23 0.618 0.602

8024 L20 0.718.. 0.704
- D28 R41 0.924 0,915

10 D28 R12 0.728 0.741
_11 D28 L15 0,685 •0.669
12 D28 L23 0.885 0.886 ....

_131Dt8 D40 1 .0.932 -0.814
_ "140Di8 R8 .. .- 0.68 0.870

15ID20 L9 A 0.683 0.666
16 D20 L29 0.829 0.814 .... _ _

_ _17 D9 R38 .0.807 N/A Could not locate area
18 D22 R38 0.825 N/A Could not locate area
19 D37 R38 0.9121 0.916

mow

10

3
£
I

(
U

Data obtained from
NDE Data Sheets 92-072-24 page I of 2
Note: per discussion with Engineering, single, point readings were taken In lieu of 6, based
on surface curvature.

N

0
0

r-01
0

-4
CD
Cn
CD

0
1~
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FGe-neral Electric: iFile Name: WA

Ultrasonic Thickness Measurement: Date. 10/20

Coaru sDtaSheae DR Is ou' 2 inahhepae o Specificition I s-328227-oo4

Delay anib: NIA TherLevel WA I2nstruo n T rn t: 0311247lT . "

ge DSe . 1103008 Sibe: 0N20(r 1 5Mz Angl: 4
TransducerEa-ble Type: Panermetrics. Length. ' . Couplant: Soundsafe Iac No: 19620
Calibr-ation Block Type: C/S Step Wedge Block Number. CAL-ST EPP-88 I

SYSTEM CALIBRATION

Coamre Rarnge: 5.1r 10:.30 12:10 71 12:33 13:05 a

Coarse Delay:. WA Calibrated Sweep Range = 0.50(r Inches to 1.5w0 Iniches
Delay Calib: NIA Thermometer. 246484 Comp. Temp: 82" 1Block Temp-. 76°

Range ~i: NIA W/O Number. C2013477/

Instrument Freq. N/A Total Crew Dose Drywell Containment Vessel Thickness Examination.
G;ifl 67 db External UT inspections.

I

Dampkng:
Reject

Fitter~

W NA
*N/A
N/A Bay -I15

- Point •. , j1 Vertical I .' Horizonal
BAY Number Location .- Location

-• ... :,,..",,

C-1307-1 87.E310-041

ATIACHMiENT• r

C0_ •.-.

See Attached for Locations and Thickness •
Readings

-A-* 
,.

1C

m
COMMErNTS: NIAt

o.i

• Reviewed by: Lee Stone Level II Date 10/20/2006

0CLR"00027960



BAY 15
2006

Point Vertical HIorizontal 1992 value Value Comments

1 D12. R26 0.786 0.779 0.711 to 0.779
2 D22 R21 0.829 0.798 0.777 to 0.798

_ _ 3 D33- R17 0.932 0.935
4 D30 R7 0.795 0.791 ;
5 D26 L3 0.85 0.855 0.817 to 0.855

"_ 6 D" ." L8 ...D0.794 0.787 0.715 to 0.787
.....__ 7 D26 L18 0.808 0.805 "_,,

8 D20 L36 0.77 0.760 ..
.9 D36 L44 0.722 0.749 0.720 to 0.749

,. 10 D24 L48. 0.86 0.852 0.837 to 0.852
11 D24 L65 0.825 0.84310.798 to 0.843

9,ý

Data obtained from
NDE Data Sheets 92-072-21 page 1 of 1.
Note: scanned 0.25" area around recorded 2006 value number - see comments for ranges.

~fi'-'gal
.1.H-~9

LMi

TI
0
0
C-

0
0

Co
4,
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i++. ,File Name- NIA

oysterCrek [Ultrasonic Thickness Measurement ' Date: 10119/2006

lefuellng Outage - Data Sheet UT Procedure:I _ER AA3 O
Page 1 of 2 . Spe.cationI ,S-32B227-004

EM MaltWilson"' Leve I IinstrumentTpe: T Panametrics 37DL Plus
Examiner. NIA Level N/A Inslrument No: 031124709

TMneducerType: D795 Serlal It 104010' Size. 6.200" Frewq 5Mhz Ale- 0'
fransduoe- Cable Type: Panametrics Length: 5' Couplant Soundsafe Batch No: _ 19620

Cahibration Block Typo: C/S Step Wedge Block Number:. CAL-STEP-08 I
SYSTEM CAIBRATION

INSTRUMENT SETTINGS Initial CaL Time Calibration Checks I .in•l Cal. Time
Coarse Range: 5.0" 15:36 NIA. N/A 17:18

Coarse Delay:. N/A Calibrated Sweep Range = 0.500" Inches to 1.500r Inches

Delay Calb: N/A Thenmometer 246534 Comr . Te : 82 Bliock tre . 71"

Range Calib: N/A W/O Nutmbe, I C2013477

Instrument Freq. NIA Total Crew Dosew Drywell Containment Vessel Thickness Examination.

Galn 67-db. Em] External UT Inspections.

-I

I

Damping:
Reject

Fllter

N/A
N/A
.WA

Bay- 17 , I

Point Vertical o nLocatloi
BAY Number • Location ,,,

- I ~ *4~ - I

C-I3071-974310-041
ATTACHMENT .

PAGE a OF -.4

See Attached for Locations and
Readings

Thickness

7l.P.; •. .. .:. .. . + .... ,.,. .....+..

.-. ,.-.. .r; •-:.

• +•,':'5• :i-" : . ..... +'p
-o : ,- . •.p -..-. •

COMMENTS: N/A

Reviewed by:. Scof Erickson & A VI. Level If Date 1019/2006

OCLR00027962
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BAY17

" " -Note: measurement from vent pipe CL to floor 60"
2006

Point Vertical Horizontal 1992 value Value Comments

1 D12 R50 0.916 0.909
2 D9 R40' 1.150 0.681 up.705 dn .663
3 D16 - R26 0.898 0.894
4 D34 R24 0.951 0.9631
5 D6 R20 0.913 0.822
6.D17 R7 0.992 0.909 _

7 D18. L14 0.970 0.970 .
8 D34 L46 • 0.990 0.960_
9 D21 L29 0.720 0.970 ,__

10 D3 L2 0.830 0.844_
_11_ N/A N/A N/A N/A

Note: Down measurements taken from bottom of boss which is 18" below vent line.
Locations 8,9, & 3 look to be un-prepped flat areas of the original surface.
All left, right measurements taken from 8" left of liner long seam
Data obtained from
NDE Data Sheets 92-072-08 page I of I

Note: Per discussion with Engineering, single point readings were taken in lieu of 6, based
on surface curvature.
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Gene Electii m

eerCreek Ultrasonic Thickness Meent sDuen 1t o
Refueli Ou,-t 1- 1 Data Sheet UT Procadum: ee o4

p~agI of 2 Spedfication IS-328227-004

Exjamin.er Matt Wilson "Level: II , Instrument Type:_ Panametrics 37DL Plus
Examiner. N/A ILevet N/A Iinstrument No: 031124709Tan;=-.. wTyj: .D195 [el fk . 10o4010 Ste: 0.2W- I Freq. 5 M~hz. Ag&-0
Transdu cer Cable Type* Panametrics Length: 5' .-9~ opat Soundsafe " 0atch No.:] 19620.
F~abbrafion -Block• Type: C/S Step Wedge iBlcx* Niunbe~r CAL.ST.P-08 ••

SYSTEM CALIBRATION
INSTUMET S::,,,NS Ilti' CL TmeI Calibration Checks Final CaL TIm

Coarse Ra*ne: 50" 14:26 1 15:36 1 NIA 16:09
Coarme Delay. N/A Calibrated Sweep Range = 0.50 Inches to 1.50V InchesDelay Calib: N/A nherometer. 246534 -- Cornp. Tern: 52" . IBlock Temp. 82"

Range Calib: N/A WIO Number. | .6".. .,
nstrurhmen Freq. N/A Total Crew Dose ',2.l3q477.. Drywell Containment VesselIThlckness Examination.

Gain: I7 m6 External UT inspectons.

I

Damping:
Reject:

WA
N/A
NZA I Bay-19 I

Point ve••.. 1 . " H,,.ze

BAY Number V... Location Loca

... _V. . ... L

C-1307-187-E310.041
ATTACHMENT

PAGE OF

See Attached for Locations and Thickness
Readings
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COMMENTS: NZA

• )

R R-viewed by- Lee Sto .n Level Date 104=006
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BAY 19
2006

_Point Vertical Horizontal 1992 value Value Comments

_I D30 R60 0.932 0.904 up .897 dn .867
2 D52 R58 0.924 0.921 up .850 dn .907
3 D33 -R40 0.955. 0.932 up.894 dn.905

"4 D32 Ri I 0.94 N/A Could not locate area
5 D31 R3 0.95 0.932 up .883 dn .897

____6 D52 L65 0.86 N/A Could not locate area
87 054 L0 .. 0 0.969 0.891 up.821dn .912

S8 16 R64 0.793/0,953 0.745 up .721 dn.747
9 D18 R12 0.776 0.780 up .728 dn'.745

10 D19 RO 0.79. 0.791 up .736 dn .846
11 20D. L18 N/A- 0.738 up .738 dn .712

Data obtained from
NDE Data Sheets 92-072-05 page I of 1
NDE Data Sheets 92-072-07 page I of I
Note: Per discussion with Engineering, single point readings were taken in lieu of 6, based.
on surface curvature.

- This value is not clear form the odginal datasheet -NDE to verify this value.
Note. per discussion with Engineering, single point readings were taken in lieu of 6, based
on surface curvature.
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