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1, PURPOSE

A. THE PURPOSE OF THIS ACTIVITY IS TO PERFORM

__CAMERA INSPECTIONS OF THE INTERNALS OF THE

FORMER SANDBED CAVITY DRAIN LINES.

2. CLEARANCE REQUIREMENTS

A. NO CLEARANCE REQUIRED.

3. IMPACT TO OPERATIONS | | -

A. NONE, INSPECTION ONLY

-

4. PRECAUTIONS

A. CONDUCT A PRE-JOB BRIEF AND DISCUSS
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STEP  DESCRIPTION o INITIAL/DATE

NBER

COMPLT INSP

ERROR LIKELY SITUATIONS.

'B. CONTACT RADPRO FOR ALARA BRIEF OR ANY OTHER

RADIOLOGICAL CONCERNS.

C. BE SURE TQ VERIFY WHAT THE PROPER PERSONEL

PROTECTION EQUIPMENT (PPE) IS TO PERFORM

THIS WORK ACTIVITY.

5. SUPPORT INFORMATION

A. TOCATION:

1. TORUS ROOM

5 SAND BED DRAIN LINES IN BAYS 3, 7, 11

15 & 19

B. DRAWINGS

1., GU 3E-153-02-009 REACTOR BLDG. ARRGMT.

C. PROCEDURES:

1. MA-ARA-716-008 FME

2. MA-AA-716-026 STATION HOUSEKEEPING

MATERIAL CONDITION PROGRAM.

D. ENGINEERING DOCUMENTS:

1. TDR NO., 694

2. 18-328227-004
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 §. JOB SCOPE

-A. PERFORM A CAMERA INSPECTION OF THE 5 SAND

BED REGION DRAINS, IN THE TORUS ROOM,

FOR BLOCKAGE.

‘B. REMOVE THE TUBING FOR PIPE INTERNAL

INSPECTION. PERFORM CAMERA INSPECTION FROM

THE TORUS -ROOM TO THE SCREEN. INSTALL

TUBING AND ROUTE TQ A POLY BOTTLE. DOCUMENT

CONDITION OF THE PIPING IN THE CREM.

C. DOCUMENT ACCEPTANCE CRITERIA:

BAY 3 BAY 7 BAY 11 BAY 15 BAY 19

1. BLOCKAGE LESS THAN 15% CROSS SECTION

DL
2. EXAMINATION DATE/TIME

DL
3. METHOD OF EXAMINATION

DL

| 4. EXAMINER NAME

DL
5. REVIEWER NAME

DL

sv C. VERIFY THAT TUBING IS INSTALLED INTO POLY.




UNITED STATES OF AMERICA .
NUCLEAR REGULATORY COMMISSION

ATOMIC SAFETY AND LICENSING BOARD

ro : - Before Administrative Judges:
E. Roy Hawkens, Chair
Dr. Paul B. Abramson
Dr. Anthony J. Baratta

- In the Matter of:

AmerGen Energy Company, LLC

Docket No. 50-219 -

(Llcense Renewal for Oyster Creek Nuclear
Generating Statlon)

AFFIDAVIT OF JULIEN ABRAMOVICI AND PETER TAMBURRO

We, Julien Abfamovici and Peter Tamubrro, do hereby declare and state as follows:

1. The test1mony we provided on August 17, 2007, in A.42 of AmerGen’s rebuttal
testimony for Part 3 (Available Margin), contains some errors.
2. In the foux’th full paragraph, the word generally should be inserted betweeﬁ ‘as”
and ‘shown,” and the word “four” should replaoe the word “three” in the phrase
“as we next discuss three illustrative examples.”

The four illustrative examples that follow in f)aragraphs five through nine of the -
A.42 should be modified as follows:

(@8]

Two of the thinnest external readings in Bay 19 (points. 9
and 10) were 0.728” and 0.736”, respectively, in 2006. The 2006
map shows that these points are located within inches of internal
grids 19A and 19C, which had averages thicknesses of 0.807” and
0.824”, respectively, in 2006.
' One of the thinnest external readings from Bay 13 was
point 15 at 0.666” in 2006. The 2006 map shows that this external
point is located within inches of internal grid 13C which averaged
1.142” in 2006.

 1-WA/2819368.1 . .



. One of the thinnest readings in Bay 17 (point 2) was 0.663”
in 2006. This point is located within inches of internal grid 17A,
in which the top half of the grid averaged 1.112” in 2006 and the
bottom half of the grid averaged 0.935” in 2006. ‘

One of the thinnest readings in Bay 1 in 2006 (point 5) was
0.680. This point is located within inches of internal grid 1D,
which had an average thickness of 1.122” in 2006.

4. We hereby declare under penalty of perjury in accordance with 28 U.S.C. § 1746,
that that the foregoing is true and correct to the best of our knowledge and belief.

!

Julien Abramovici : Date

Ib Tule  _fer

Peter Tamburro  Daté




One of the thinnest readings in Bay 17 (point 2) was 0.663”
in 2006. This point is located within inches of internal grid 17A,
in which the top half of the grid averaged 1.112” in 2006 and the

- bottom half of the grid averaged 0.935” .in 2006.

One of the thinnest readings in Bay 1 in 2006 (point 5) was
0.680”. This point is located within inches of internal grid 1D,
which had an average thickness of 1.122” in 2006.

We hereby declare under penalty of perjury in accordance with 28 U.S.C. § 1746,
that that the ’?oregoing is true and correct to the best of our knowledge and belief.

fulien Abramovici Date

Réter Tamburro . Date



UNITED STATES.OF AMERICA
NUCLEAR REGULATORY COMMISSION

ATOMIC SAFETY AND LICENSING BOARD

Before Administrative Judges:
E. Roy Hawkens, Chair -
Dr. Paul B. Abramson
Dr. Anthony J. Baratta

" In the Matter of: August 17,2007
AmerGen Energy Company, LLC
. Docket No. 50-219
(License Renewal for Oyster Creek Nuclear
Generating Station)

e’ N N N’ N N N N N

AMERGEN’S PRE-FILED REBUTTAL TESTIMONY
PART 3
AVAILABLE MARGIN
I WITNESS BACKGROUND AND CONCLUSIONS
Q. 1 'Please provide the Licensing Board with your names anbd current titlés. The .
Board knows that a description of your current responsibilities, backgrouna and
professional experienée was provided in Parts 1, 2 and 3 of AmerGen’s Pre-Filed
Direct Testimony on July 20, 2007, so there is no need for you to repeat thgt
infonnétion here. | |
A.1:" (FWP) My name is Frederick W. Polaski. I am the Manager of License Renewal

for Exelon,

WA/2801591 (Part 3 Rebuttal)



Q.2:

A 2:

(DQH) My name is Dr. David Gary Harlow. Iam a Professor in the
Mechanical Engineering and Mechanics Department at Lehigh University located '
in Bethlehem, PennsylVania.

(JA) My néme is Julien Abramovici. Iam a consultant with Enercon
Services, Inc. located in Mt. Arlingtén, New Jersey, but formerly worked for the
Oyster Creek Nuclear Generating Station (“OCNGS”).

‘ (PT) My name is Peter Tambux;ro. I am a Senior Mechanical Engineef in
the. OCNGS Engineering Depértment.

(MEM) My name is Martin E. McAllister. I am an American Society of

Mechaniéal Engineers (“ASME”) Non-Destructive Examination (“NDE”) Level

ol Iﬁspector at Oyster Creek Nuclear Generating Station (“OCNGS”).

Please summarize the purpose'of.your testimony and overall conclusions.

(All) The purpose of our testimony is to fespond to the Pfe-Filed Direct |
Testimony of Dr. Rudolf Hausler that discusses availéblé margin and statistical

treatment of the ultrasonic testing (“UT”) data taken from the drywell shell in the

" sand bed region.. Our overall conclusions, as stated below, are that Dr. Hausler’s

statistical treatment of the UT data is inappropriate and that Citizens are using the

wrong acceptance criteria for buckling. |

Internal'UT Data Conclusions. For the:intemal UT grid data — upon which’
AmerGen deter‘mipés available margin - Dr. Hauslér inexplicably ignores the
averages of the data. For example, the average of the 49 UT measurements from ,
grid 19A was 0.800” in 1992, Therefore, 0.'8(_)0” is deemed to be representative of

that 6” x 67 grid; Dr. Hausler, however, throughout his testimony focuses on the

WA/2801591 (Part 3 Rebuttal) ' 2 of 48



lowest values from the 49 points and inexplicably assumes that those values are
representative of the grid. There is no yalid scientific support for this apéroaéh‘,
which ignores reality. We believe that Dr Hausler abplies a type of “extreme
value” statistics which is improper here because he uses extreme \;alue statistics to
v ldok at the thinnest single points, whereas buckl'ing is not a phenomenon that is
depgndent on very local .thickness,vbut instead on the average thickness over a
larger area. Thus, the averages of these data, not the thinnest extremes, are
representative of each grid.
Dr. Hausler also érgués that the internal grid data are not representative of

- the condition of the drywell shel_l in the sand 'bed region, and that the external
siingle—point UT data should be used instead. (Citizens’ Exhibit 12, af 3-4)

Dr. Hausler’s argument is based on a comparison of internal, external, and trench
UT data from Bay 17. (Citizens® Exhibit 12, at 3—4.) Whe£her on pﬁrpose or by
error, his underlying calculation ignores an entire grid of 49 UT data points from
Bay 17. (Citizens’ Exhibit 12, at 3-4.) Dr. Hausler’s argument falls apart when
those data points are included. In other C)vords, the internal UT data are indeed
represeﬁtativé of the condifion of the Well shell in the sand bed region.

' External UT Data Conclusions. Dr. Hausler also inappropriately

statistically tréats the external UT data. These data cannot represent the thiékness
of the drywell shell. First, there ére too few of them for tk;e points to be -
statistically representative of the shell as a whole. Second, they are biased toward
the thin gide (i.e., they historically were selected as the thinnest locations).

’

Dr. Hausler, however, ignores the limited number of data points and performs his

WA/2801591 (Part 3 Rebuttal) 3 0f48



A3

11.

. . \ i .
calculations and computer “contouring” assuming that these external locations

. were selected at random and, thus, are representative of the condition of the

_ drywell shell in the sand bed region. (Citizens’ Exhibit 13, at 5-6, 9-11.)

| Finally, Dr. Hausler relies upon an incorrect local buckling criterion.
(Citizens’ Exhibit 13, at 11-127) He_then improperly applies that criterion and the
general buckling.,criterion to the single—iaoint UT data collected from the exteribr
surface of the drywell shell to erroneously conclude that the drywell shell
thickness currently is not in compliance with the ASME code.
What is ybur ultimate conclusion? |
(All) The bounc%ing remaining available margin of the OCNGS drywell shell in -
the sand bed regioﬁ for the period of extended operétion remains 0.064”.

BACKGROUND NEEDED TO UNDERSTAND CITIZENS’ STATISTICAL
ARGUMENTS , - S

Please define the terms (a) “population mean,” (b) population variance,” (c)
“sample mean,” and (d)""sample variance” as used in the presented statistical.

analyses [Board Question 1].

" (DGH, JA, PT) In order to understand “population mean,” you must first:

understand the term “population.” “Population” is the set of all possible .
outcomes. In the case of the thickness of the drywell shell in the sand bed region, -
the “population” is a range that coﬁld be zero—if there was a hole in the shell— .
up to approximately 1.154”, whi(;h is the nominal designed thickness.

(a) For the drywell shell thickness, the “population mean” can only be

estimated, not actually measured. The more precise answer is that “population

WA/2801591 (Part 3 Rebuttal) - o 4 of 48



mean,” which is symbolized by “p”, is the expected value for the population
i)eing considered. For random variables defined on real numbérs,__the technical
definition is as follows:

o

p= fre)dr,
~0

where f{x) is the probability density function that characterizes the rahdomneés of
the random variable. The “population mean” cannot be determined unless you
know the probability c"f. each of the values in the population.

(b) Varianée’is the amqunt of scatter that characterize§ the randomness in
the variable, for example, thickness of the drywell shell. The more precise answer
is that “population variance,” symbolized by “c?”, is the expected value of the
second morﬁént about‘the population fnean u for the population being considered.

For random variables defined on the real numbers, the technical definition is as

follows:
BN DO

where f{x) is the probability denéity function that characterizes the randompess of
the random variable.

(c) “Sample” is the set of all observations, for example, UT
measurements. The “sample mean,” symbolized by “x ” or more appropriately
the “sample average,” is the arithmetical average of the physical measurements

made from a population being considered. If the observations are xy, x2, ..., Xn,

WA/2801591 (Part 3 Rebuttal) 5 of 48



where » is the sample size or number of measurements, then the technical
definition is as follows:

. n
J?=Zxk/n.
k=1

This is analogous to measuring a limited amount of points over a 6” by_6”_ area
(1 e., 49 points), summing each measured value, and then dividing by the number
of measurements that were taken. It is impossible to measure the thickness of the
entire sufface of the 6” by 6” area, or for that matter, the drywell shell, even by
scannipg the entire area. However, the more measurements that are taken, the
| better the sample average will approximate the population mean.

(d) The “sample variance,” symbolized by “s? is the second arithmetical
moment ai)out the sample éverage X for the measurements from a population-
being considered. If the observations are x, x, , X,, as above, where n is the

sample size, then the technical definition is as follows:
n
s2=Y (=D (-1,
k=1 .

This is analogous to measuring a fimited amount of points over a 6” by 6”
inch area (i.e., 49 points), summing the squafe of the difference between each
heasufed value minug the sample average,.and' then dividing by the number of
measurements minus one. As above, it is impossibig to measure the thickness of
the entire surface of the 6” by 6” area, or for thaf métter of the drywell shell.
Howe_vgr, the more measurements tha'lt are taken, the better the sample variance

will approximate the population variance.

WA/2801591 (Part 3 Rebuttal) ’ 6 of 48



Q. 5:

A.S:

If you knew the population mean and the p;)pulation variance for the
drywell shell thickness, no measurements would be needed. Because they are not
i('rlown, however, measu.rements are needed to estimate them. It should also be |
noted that the‘ “standard'déviation” for either the pbpulation o or sample s is the

square root of the variance.

~ Where does the term “uncertainty” fit into all this?

(DGH,.JA, PT) “Unc'er[ainty” refers to the ievel of assurance that a measurement
is accurate. Uncertainty is caused by thiﬁgs that aré typically outside of your
coﬁtrol. For example, the UT technicians are com.petent and qualified but cannot
locate the exact meésurément location each time; the accuracy of the UT
equipment is excellent but still ri?)t 100%; and different technicians také the
measurements in very slightly different ways.

Tﬁe Board has asked the following question regarding uncertainty:. “The SER
lists ten sources of systematic error (SER at 4-53 to 4-55), but AmerGen’s direct
testimony does not appear to discuss all ten sources (An'ierGe'n’s Prefiled Direct - |
Testimony Part 3, Available Margin at 21-23);. Estimates and explanétions for the
all teﬁ sources should be provided, or, if they are insignificant, it should be so
stated.” Please respond to this question. [Boérd Question 7]

(PT; FWP) We provide each of the ten sources of systematic error (i.e.,

uncertainty) below, with a brief explanation as to their significance.

)

‘a) UT Instrumentation Uncertainties. The uncertainty for each UT

measurement is approximately +/- 0.010”. However, as described below, this
uncertainty is not significant for the internal UT gnd data once these data are
averaged over multiple sampling events.

WA/2801591 (Part 3 Rebuttal) ; 7 of 48



b) Actual Drywell Surface Roughness and UT Probe Location Repeatability.
The uncertainty associated with this factor is not quantifiable. It is not
significant for the internal UT grid data due to the use of a template that
constrains the UT probe and because these data are averaged. '

¢) Actual Drywell Surface Roughness and UT Probe Rotation. The
uncertainty associated with this factor is not considered significant because
inspection procedures require that NDE personnel performing the UT
inspection place the probe in the same orientation.

d) Temperature Effects. The uncertainty associated with this factor is not -
considered significant. Significant temperature differences between
inspections may result in a shift in the material thickness. Therefore, the
inspection procedure ER-AA-335-004 requires that NDE personnel
performing the inspection record the surface temperature and verify that the
temperature is within manufacturer tolerances. The procedure also requires
that the calibration block be within 25°F of the surface which is being
inspected.

e) Batteries. The uncertainty associated with this factor is not considered
significant. - The inspection procedure requires the technician to install new
batteries prior to each series of inspections. :

f) NDE Technician. The uncertainty associated with this factor is not
considered significant. Inspection specifications require that personnel
conducting UT examinations be qualified in accordance with Exelon
Procedure ER-AA-335-004.

‘@) Calibration Block. The uncertainty associated with this factor is not _
considered significant. Exelon Procedure ER-AA-335-004 requires that the
UT technician use only calibration blocks that meet applicable specifications.

h)- Internal Surface Cleanliness — The uncertainty associated with this factor is
not considered significant. The intérior UT grid locations are protected by
grease between UT inspections. The failure to remove grease from the
interior drywell shell surface may have affected the internal UT data
measurements collected during the 1996 refueling outage. The UT inspection
protocol at that time did not specify the removal of the grease prior to
performing UT measurements. Therefore it is possible that the requirement to
remove the grease was not communicated to the contractor, and that the
contractor who performed the 1996 inspection may have not removed the
grease. Tests performed in April and May of 2006 show- that the presence of
the grease could increase the readings as much as 0.012”.

i) UT Unit Settings. The uncertainty associated with this factor is not
- considered significant. It is possible that the ultrasonic unit can be set in a

WA/2801591 (Part 3 Rebuttal) 8 of 48



“high gain” setting which may bias the machine into including the external
coating as part of the thickness. AmerGen used modern “state of the art” UT
units that do not have gain settings during the 2006 refueling outage, and
intends to use the same or similar equipment for future inspections.

i) Identification of the Physical Inspection Location. The uncertainty
associated with this factor is not considered significant. This is not an issue
for the internal UT grid locations which are marked on the drywell itself.
However, the external UT locations are identified by the area that was
prepared (i.e., ground) to make them suitable for UT measurements. The
exact location within that prepared area is identified on the UT data sheets by
X and Y coordinates from known plate welds, but locating the exact point
within the prepared area over the uneven drywell surface is difficult.

Please explain why the systematic error (i e., uncertainty) is not significant for the-
internal UT grid data after those data are averaged over multiple sampling events
(ie, 1992, 1994, 1996 and 2006). |

(DGH, PT, JA) The short answer is that systematic error is negligible for

sufficiently large numbers of measurements collécted over time. So the more

measurements you have, for example, 49 points withina 6” x 6” area, and the

more times you collect those measurements, the less significant systematic error
becomes.

The more precise answer is that “systematic error” may be considered to

~ be part of the overall uncertainty encountered in measuring the drywell thickness.

Although it is not taken into account directly, it is considered indirectly as
follows. Let x; be the thickness measuremgﬁt at position &, and 1et- £, be the error
associated with that position. Since g, is difficult to quantitatively characferize,
the common practice is to assume that it is a normal random variable with meén

zero and variance o, which is typically small because the measurement error is
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minimized by constantly improving the techniques for observations. Thus, the

average should be written as

k=1
n ‘n
= Zxk/n+ Zsk/n,
k=1 k=1

where the last sum is the cumulative error per measurement. The Law of Large

’ n
Numbers in probability theory implies Zg « / n approaches zero as 1 increases.
k=1 '

Tﬁus; the effect of the syétematic error is negligible for sufficiently large numbers
of measu.rements‘. VFurther‘more,vasguming that the errors g, for éll k; are
. | n
statistically independent, then the variance of ) € /n is 6*/n, which also
k=!
approaches zero as » increases.
Consequently, the ovérall effect of syst‘ematic error is assumed to be
“negligible.
Q. 8. Please explain the relatio_nship between “population mean and sample mean” and
“popﬁlation variance and sample variance.” [Board Question 2] :
A.8: (DGH,JA, PT) vThe population .mean (w) and population variance () cannot be
computed explicitly. They must be estilrnatéd, i.e., expressed by a function of the
obser\/a'pions X1, X2y ov.y Xn ﬁom the population. There are several ways to éstiméte

u and 02; however, the best estimates statistically are the sample average and the

. \ '
sample variance, respectively. In technical jargon,
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Q. 9:

A9

Q. 10:

ft.=5c'and62 =s2,

where the carat. (") indicates estimate.

Most of the Statistiéal analysis in this discussion focué_es on the normal
distributign which is completely charactérized by two parameters { and o” which
are the.mean and variance _of the normal distribution. It can-be broveri, using

maximum likelihood estimation, that the best estimates for y and ¢ are

i=%and 6% =(n-1)s2/n.

- It should be noted that if » is sufficiently large, (# - 1)/n is essentially one.

Therefore, for 49 points that are normally distributed, the sample variance
is essentiélly the best estimate for the population variance.

The confidence interval, defined below, for the population mean is a
measure of how well the'samp]e average estimates tHe population 'mean.
Please define “confidence” as used in the 41 Calc. [Board Quesfion 3]
(DGH, JA, PT) “Confidence,” symbolized by “(1 - oc)f’ is the degree of assurance

’

that a particular statistical statement is correct under specified conditions. The

-confidence. in the data used for the statistical analyses in the 41 Calc is 0.95.

However, as stated in A.10 and A.13 below, there is a difference between
confidence in the data and a “confidence interval.”
Please discuss “confidence interval” and how the interval relates to the sample

and population and means and variances. [Board Question 4]

: (DGH, JA, PT) First, we note that the term “confidence interval” implies that you

can statistically treat the data. If the data cannot be statistically treated—such as
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the external UT data frorﬁ thg drywell shell in the sand bed region—then you
cannot determine a conﬁdénce interv‘al for that aata. ' |

A confidence interval bounds an unknown parameter, such as the
population mean p, so that its probability is the desired level of confidence, 1 - .
Assuming a nérmal distribution, the intervgl is estimated by including the -
uncertainty and variability in the data. The more uncertainty and variability in the
data, the gréater is the range of the confidence.interval for the parameter.

~ The technical ansWér to the qu'estion is as follows: Let f{x; 6) be the

probability density fun(;.tion fof a populatién where 6 is'a parameter in the density
function which is unknown. In order to estimate 6 obsefvations X1, X2, -+, Xy MUSt
be collected from the population. 'i“he statistics L and U, i.e., functions of the
sarﬁplés X1, X2, ..., Xp, determine the‘ 100(1 - )% confidence interval (L, U) for
the parameter 0, if Pr{L S'G. <Uyzl-o.'In orde.r to computé the probability
'Pr{L <0 < U} which defines the confidence intreryal, fhe probability density for
the parameter A must be known. |

By far the usual assumption is that © is well characterized by a normal
distribution. It is for the normal distribution that formulae are gﬁiven. in textbooks

. for statistics. If any other distribution is operable for a parameter, then the

standard textbook formulae are not applicable. Note .that ail of the inter’nal.UT
grid data were normally distributed as analyzed in the 41 Calc.

'Most .often 0 is.to be taken as the mean p. For the drywell statistics, this is

the primary parameter for which a confidence interval is required. The first task
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was to establish that the data for dryWell thickness were well characterized by a
normal distribution for areas defined by the sampling grid. Furthermore, the
Central Limit Theorem of probability theory‘ indicates that the sample average can
be characterized by a normal distribution for sufficiently large h_umbers of data.
Thus, the cpnﬁdence interval of concern is

Pr{L<pu<U;21-a.
Again, the population mean p is not known. It is estimatedvb'y the sample average
)_; . Furthermore, the population Varianée o’ is unknown, and an estimate for it is
also needed. Under these éonditions the interval estimate for p .is computed by

.
the following statistic:

X—p

t=2—1=,
s/ «/; v
where the statistic ¢ has the ¢-distribution with n — 1 degrees of freedom. Specific
values for the t-distribution are contained in standard statistical tables. The

confidence interval for the statistic ¢ is

Pri-ta<t<ty}>1-a,

A :
where t1, are the two-tail o values, for the upper U and lower L ihterval values.
Substituting for ¢ and doing straightforward algebraic manipulation leads to the

confidence interval for population mean p when the population standard deviation

g is unknown. Thus,

_ sty st
Prix-~%<p<x+—2}z1-q,

In n
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Q.11

A ll:

Q. 12

A 12:

Q. 13:

A3

) _ St _ st
and L=x--2;U=%+-%

NCEERN
Thus, L and U are the upper and ldWer confidence ivntervals.
What is a “standérd deviation”?
(DGH, JA, PT) A standard deviation is the square root of the variancé.
Confidence intefvals for the mean p for the normal distribution are deterrﬁi_ned as
a multiple of the satﬁple standard deviat.ion‘ A standard deviation provides an

estimate of the variability of readings within the measured UT grid. It does not

provide a reasonable estimate of the uncertainty of the average of that grid, and it

can not provide an estimate of the uncertainty or variability of the data outside the
gri‘d.

How does a 95% confidence interval rgléte to “standard dev‘iation”?

(DGH, JA, PT) Citizens refer to a 95% conﬁde;lce interval for the rhean u (for
example, in A.11). A 95% confidence intérval is almost equal to two standard
deviations divided by the square root of the sample size, i.g., the standard error,
defined below, higher and lower than the difference in the _sample average and the
population mean p, assuming the data are normall& distributed. 'We say almost
equal, because 1.96 standard crrérs produce a 95% confidence interval; two
standard errors producé a‘9>5.5% confidence interval.

Is there a difference between a “confidence intebrval"’ and sirﬁply having "~ '
“confidence” in the.data?

(DGH, JA, PT) Yés. For exémple, there is a differenée between a 95%

confidence interval for the population mean in UT data and the fact that 95% of a
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Q. 14:

N

-particular UT grid’s data, when normally distributed, falls within +/- two standard

deviations of the average. The latter 95% value is not a confidence interval and
has nothing to do with statistical confidence interval estimation for the mean.
What is the-student’s “t distribution” and what is its significance relative to

estimation of the mean thickness? [Board Question 5]

: (DGH, JA, PT) The signiﬁcémce is that this méthpd is necessary if you are trying

to calculate the confidence interval, and if you do not know the population
variance (which we do not), you must use the “t test” to compute the confidence

interval for the mean. The “student t-distribution” or simply “t-distribution” is the

distribution function for the random variable = = :/E . It is used primarily for
: s/n

interval éstimation of the population mean p when t‘he‘ daté are normally
distributed and when the population variance o” is unknown.

Specifically, for the drywell thickness the conﬁdence is 0.95, and the
degrees of freedom depend on the sample size. The most frequenf samplé sizes
used in the analyses are grids of 49 and 7 points, so that'the»corresponding

degrees of freedom are 48 and 6, respectively. The values of ¢, for these cases are

2.010 and 2.447, respectively.

To illustrate this computation, let X = 800 mils, s = 62.4 mils, for49 -

observations, then

WA/2801591 (Part 3 Rebuttal) 15 of 48



Q. 15:

Q. 16:

A. 16 .

WA/280!5

5t St
Prix-—% <p<x+=4}21-a

Je SR k
Pr{800mils - (62.4'mtls)(2.010) (62.4mils)(2.010)

V49 /49

Pr{781.3mils < < 818.7mils} > 0.95.

}>1-0.05

< u <800mils +

Even though the population variance o* is unknown, often investigators
w.ill use the two-tail o values z, froﬁq the normal distribution, whi_ch are not
dependent on sample size. Fora gqual to 0.05,.2‘, is 1.96. For practical purposes
using a value of 2 is adequate exce_bt for small sample sizes where the degrees of
freedom have a significant impact on the estimation of thé confidence interval.
Is there a more reéson'able estimate of the uncertainty _of the average of the UT

grid data than the standard deviation?

: (DGH, JA, PT) Yes. A more reasonable estimate (than standard deviatidn) of the

vériability of the average of the UT grid data is t.he “standard error.” Assuming a
normal distribution, the standard error estimaté's the vafiability of the average
thickness by accounting for the standard deviation of the distribution and the
number of samples. The standard srror is ca‘lculated by dividing the standarci
deviation by the square root of the number of data points._ Thus, the more data
you have, the less the variability and the lower the §tandard error.

Can you provide an example?. |

(DGH, JA, PT) Yés. An‘ understanding of the UT grid averages over time can be
deve_lopedby reviewing th? standard error after thé 1992 outage, when corrésion

was arrested. At the bounding grid (19A), the 1992, 1994, 1996 and 2006

refueling outage averages (and stanbdard errorrs) were 0.800” (0.00847), 0.806”
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Q. 17

(0.0099”), 0.815” (0.0096), and 0.806” (0.0086”), respectively.: This illustrates
that the average thiékness of this 6” by 6” grid has varied between 0.800” and

0.815” in four inspections over about 15 years, and the standard error has varied .

" between 0.0084” and 0.0096”.

But you can refine the sample variability even funher, assuming no
corrosion, through the staﬁdard error. AmerGen calculated the sampie variability
of the average of the data frorr; this grid (through the standard error) over the four
éampling events.to achieve about +/- 0.005”. (Applicant’s Exhibit 25) |
The Board requested that we provide a table of the location, mean thickness (by
date), and the 95% confidence inte;val.of the internal UT grid daté. thard

Question 9]

: (PT, FWP) That table is provided as Applicant’s Exhibit 25. Note, however, that

AmerGen ‘estimates the 95% confidence interval only for the internal UT grid

data, and does so only for the 2006 data because the previous calculations (for

1992, 1994 and 1996) did not include these intervals.

Moreover, as explained above, the 95% confidence interval for each

~sampling event is not the best estimate of the uncertainty in the data. That is

- captured by the standard error, which is an.estimate of the uncertainty corrected

for multiple sampling events (reférred to in the Table as the “Grand Standard

. ErrOr_”). Accordingly, AmerGen is also supplying fhe Grand Standard Error for -

each grid as calculated using the data from the 1992 through the 2006 refueling

outages.

A
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.Q. 18 What.is the “F statisti;:” used in the regression model of corrosion and its
significance to the corrosion data? [Board Que.stion 6]
. A 18: (DGH, JA; PT) The pri.mary use of the “F statistic” is.to test the ratios of two
" sample variance_s when it is réasoﬁable to assume that (a) the population variances

~are equal. and (b) the data are normally distributed. Specifically, the F statistic is
F= 512 /s% ,
where s, and s.;_ are sample standard deviations from .the two samples with sample'
sizes of n; and n,, respectively. Noté that there are tWo degrees of freedom, one
for each sample size. The specific values for the F distribution are found in |
 standard statistical tables.
The application of the F test for the dryweil is to determi_ne if the variances
from twdsamples of thickﬁess measurements are equal. |
Q. 19: Does AmerGen use the “F test,” and if so, for what purposes?

A.19: (PT, DGH, JA) AmerGen has only used the “F test” to evaluate potential
corrosion rates. In the 41 Calc., AmerGeﬁ used the “F test” in an attempt to
identify a corrosion rate. The data, however, failed that test because there were
too few inspections (i.e., only 1992, 1994, 1'996, and 2006) and the data

ﬂvariability was too large.
Therefore, AmerGen modeled what corrosion rate wbuld be required to
lpass the “F test” With the existing limited data_.aﬁd lérge variability. Based on
- these resulfs, as stated in Applicant’s Exhibit 3, page 6-17:
AmerGen cannot statistically éonﬁrm that the sandbed region has.

a corrosion rate of zero. This is because of the high variance in
UT data within each 49-point grid (standard within a range of

P
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Q. 20:

A. 20:

Q.21:

A2

deviation 60 to 100 mils), the relatively limited number of data
sets that have been taken and the time frame over which data has
been collected since the sand was removed in 1992. The high
variance in UT data within the grids is a result of the drywell
_exterior surface roughness caused by corrosion that occurred
prior to 1992. However, AmerGen continues to believe that
corrosion of the exterior surface of the drywell shell in the
sandbed region has been arrested as evidenced by little change in
the mean thickness of the 19 monitored (grid) locations and the
observed good condition of the epoxy coating during the 2006
inspection. -

Explain how systematic error is accounted for in estimating the thickness and
corrosion rate. [Board Question §]

(DGH, JA, PT) Systematic error is not accounted for in estimating the thickness

- of the UT data for the reasons described above in Answer 7. Systematic error

equals uncertainty. Th_e ten-sources of uncertainty were provided in Answer 6.
Please describe in‘ detail how the term “reasonable a‘ssurance” hz_is, been defined:
and applied in the instaﬁt case. [Board Question 11]

(Allj AmerGen has demonstrated reasonable assuranée through its aging
managemem program for the drywell shell as a whole. For the UT inspection
cqmponent of that pfogram, AmerGen has dem'ons.trated that: (a) the average, as
én estimatei of the mean, of the normally distributed UT data from each internal
grid, is thicker than the general buckling criterion, _(b) no grouping of external UT

data points exceed the local buckling criterion; and (c) no single UT reading from

either inside or outside the drywell shell exceeds the pressure criterion. AmerGen -

does not need to meet its burden to demonstrate reasonable assurance under

10 C.F.R. § 54.29(a) with 95% confidence.
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Q22

A.22;

ASME Code, Section X, Subsection IWE, provides rules for inspection

and evaluation of the drywell shell. The Code requires that UT measurements be

' taken in grids established by the Owner. There is no requirement that the data be

evaluated using 95% conﬁde}nce. The current approaph was reviewgd By the
NRC Staff. The methodology is appropriate for UT data e\;a]uation andl is part of
the current licensing basis.

Having said that, AmerGen has calculated the 95% confidence interval for
the data collected from the internal UT grids in 2006. Thf:se inter\_/als are
présented in Applicant’s Exhibit 25, in response to Board Question 9.

On-page 28 of their Initial -State'ment, Citizens have. interpreted the Board’s July

11,2007, Order as requiring AmerGen to demonstrate that “it currently has

margin with 95% confidence.” Dr. Hausler says the same thing in A.11.

Altemativély:. Citizens believe they can prevail “either by showing that at 5%

 confidence the drywe‘ll thickness is already below the established acceptance

criteria, or that the thickness could go beyond ahy established margin within four

- years.” Are Citizens correct?

(DGH, JA, PT) Ci‘tiz_ens are not correct. Fvirst, Citizens appear to be confused
about what a confidence interval really does. The confidence interval does not
provide any information about failure of a corﬁponent, or compliance with a Code

or regulation. Second, Citizens appear to be arguing that AmerGen is required to

~ show that that it has 95% confidence that the drywell shell thickness meets

acceptance criteria. (See A.11 “there is less than 95% confidence that the drywell

shell currently meets the area-acceptance criteria and other acceptance criteria.”)
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This is inappropriate. AmerGen is primarily interested in the data within a
grid which are between * two sigma about the sample average because this region
accounts for 95% of normally distribﬁted data. If there is relatively little scatter in
these data, wﬁich has_ been demonstrated §lsewhere, sé that they are also

reasonably close to the sample average, then the sample average is the quantity

 that should be used in comparison to the general buckling criterion. The 5% of

Q. 23:

A, 23:

the data outside + two sigmé about the samble average poée no threat to buckling;
hoWeyer, these data ére considered relative to the pressure criterion.

Is theré anything else you would like to add about these stafisticai iss‘ues?

(AlD) Yes. AmerGen’s Stati;tical evaluations hav¢ been ‘intemally and externally
reviewéd by qualified people, in accordance with objective industry standards.
The 41 Calc., for examplf_:, was reviewed internally by another senior mechanic.al
engineer, and reviewed externally by consultants. This level of review provides a. '
greater degree of cer‘cainty that the data are treated appropriately. Dr. Hausler’s
statistical treatment of the data does not appear to have been subject to ény

review, either internal or external, until now. And the many problems we will

* discuss later in this testimony demonstrate that Dr. Hausler has not treated the

.

Q.24:

data appropriately.

DR. HAUSLER USES THE WRONG DATA AND THE WRONG
METHODS TO EVALUATE THE INTERNAL UT GRID
MEASUREMENTS

Citizens conclude that 0.064” is not the bounding available margin for the

" OCNGS drywell shell in the sand bed region. How do they arrive at that

conclusion?
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A.24: (All) They appear to rely solely upon the opinion of Dr. Hausler, and Dr. Hausler

Q. 25:

A.25:

reaches that conclusion only by manipulating.t'he internal and external UT data in
a manner that is not statistically appropriate. He also makes some mathematical
eITors.

Please explain how Dr. Hausler manipulates the data, and why his approach is
inappropriate.

(All) We will discuss the internal UT grid data first. In order to understand how

Dr. Hausler manipulates the data, some background discussion is reqliired. As we

previously discussed in Part 3, Answer 12 of AmerGen’s Direct Testimony, the

- internal UT data are collected from nineteen “grids” located throughout all ten

drywell bays. Twelve of these grids are six inches square, each consisting of a
total of forty-nine individual UT thickness fneasurément points. The remaining
seven grids .are rectarigular—one inch by seven in.ches——consisting of a total of -
seven inciividual UT poir_lts. | |

A’s discussed in ‘Part 3, Answer 24, the normally—d‘istributed data from

these grids are averaged and compared to the general buckling criterion of 0.736”.

" As discussed in Part 3, Answer 31, the bounding margin of the drywell shell in

the sand bed region of 0.064” is based on a 49-point grid in Bay 19 (19A), which

‘had a general average thickness in 1992 of 0.800”.

For the internal UT grid data — upon which AmerGen determines available

margin — Dr, Hausler inexplicably ignores the averages of the data.

Q. 26: Can you provide some examples?

§
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A. 26:

Q. 27:

A.27:

(:4\11) Yes. The average of the 49 UT measurements from g;id 19A in 1992 was
0.800.” The averages from this QT grid have varied little over time: 0.800”
(1992), 0.806” (1994), 0.815” (1996) and 0.807” (2006). Aé paﬁ of the license
renewal review process, AmerGen conservatively reported the smallest of these
foﬁr values (0.800”) to the Advisory Committee on Reactor Safeguards (ACRS) ‘

to document the minimum available fnargin in the sand bed region (i.e., 0.800” -

0.736” = 0.064™). (Applicants’ Exhibit 3, page 6-2)

Do Citizens agree?

(All) No. Citizens claim that the remaining margin for Buckling should not be
0.064” but rather 0.034”. (Dr. Hausler Answef 16; Citizens Initial Statement at
2). They claim that AmerGen must subtract 0.030” ffom the measured average of
0.800” in grid 19A (0.064” —0.030” = 0.034”) in order for the average to be
compayed to the general buckling criterion (i. e, 0.736™). Citizéns deri,vg the

0.034” value from an AmerGen responsé to an NRC Information Request in

which AmerGen agreed to take action if the future average of any of the internal

' grid data collected during an outage was +/- 0.021” different than previous

readings. (See Citizens’ Direct Answer 16; Citizens’ Initial Statemént at'11 citing .
Ex. 10 at 2 and SER at 3-121). ‘This 0.021” value was based on the standard |
deviation of internal UT data of 0.011” plus ﬁncertainty associated with
instrument accuracy of 0.010”. | |

But Citizens believe this value is too low. They claim that 0.011"is based
on only one standard deviation and-that AmerGen is required to achieve two

standard deviations (which, as explained above approx.imately equals 95% of the

WA/2801591 (Part 3 Rebuttal) 23 of 48



' standard deviations would be 0.0297”, which Citizens appear to have rounded up

Q. 28!

A28

distribution for nérmally distributed data). Citizens conclude that the uncertainty
should be approximately 0.030”. Dr. H‘ausler’s testimony does not show how hé
derived that value. We can_only_ assume that Citizens derived. this uncertainty as

foliows, (which wouid be the proper way to derive the uncertainty): 'assuming

that the randomness in thickness and the measurement error are independent, then

the overall standard deviation is \/(0,0l lz'rz)2 +(0.01irz)2 =0.0149in. Two

to 0.030’f. To determine the lower lirﬁit of the 95% inferval for the data, 'they ’
argue that AmerGen must subtract 0.030” from the available margin of 0.064”,
thus concluding that only .0.034” remain.
What are your concefns With how Dr. Hauélef marﬁpulatéd these data?
(All) There are several problems with Dr. Haﬁsler’s manipulation of the data.
First, Citizens miss th¢ point of AmerGen’s response to the NRC. AmerGen was
identifying an action limjt. If AmerGen had selected two standard deviations as
Citizens suggest, then it would not take action until the differencevin the a.verage
of data was aplproximately +/; 0.030”. For an‘actio'n limit, how_ever, itis
appropriate and conservative to assume only one standard deviation. Again,
Citizens demonstrate that they do not understand basic information relevant to
AmerGen’s Aging Management Program.

| Second, the actual standard error for grid 19A over time is about 0.005”, '
not 0.030”. The sténdard error for the grid 19A data is about 0:010” each time

this 49-point grid was measured. (Applicant’s Exhibit 25.) But AmerGen has
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Q. 29:

A.29:

four data sets to work with. If we assume no corrosion, then we can combine the

four data sets for 1992, 1994, 1996 and 2006, vwhich results in a standa}d error of
about 0.005”. Accordingly, the variability in the grid 19A data is an order of
magnitude lower than cited by the Citizens (i.e., 0.005” vs. 0.030”). That is no
surprise,. _si.nce the uhcertainty that Citizens cite was taken out of context in the
first place.

Doesn’t Citizens’ method ignore thicker metal that Arvn‘erGAen has actuélly
measured?

(All) Yes. Subtracting 0.030” from the calculated grid average thickness ignores

‘data. For example, the bounding grid (19A) had an average thickness of 0.800” in

1992. If you subtract 0.030” and conclude that the average is 0.770”, then review
of the 1992 data (41 Calc.,_ Appendix 10, page 6) shows that Dr. Harlow ignores
32.of the 45 UT valid readings from that grid (because 32 were greater than
0.770”). (Four of the readings in 19A are located ovér a newer metal plug and are
not Considefed valid for calculating the grid averagé).

The best conﬁdencé for the tHickness is from the internal UT dat'a. More
specifically, it is the rcpe;citive and consistent results for the internal grids in 1992,
1994, 1996 and 2006, and thevknown standard error which is an order of
magnitude lower than that irresponsibly identiﬁed by Citizens.

- Final.ly., the ASME Code and acceptance criteria do not require AmerGen
to bound fhe condition of the drywell shell with ;95% confidence. AmerGen has
to determine a reasonable and conservative measure of tfxe dryweill and compare it

to the Code-based criteria. By assuming that the bounding available margin is
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uniformly 0.800” thick, AmerGen has demonstrated that it has developed a
conservative measure of the actual condition.
Q. 30: Does AmefGen ignore the lowgst readings?
A.30: (All) No. Each Single point within the grid was compared with the pressure
.criterion to éssure that it surpassed that test. |
Q. 31: Isthere anythAing else you would like to add béfore we move on to the topic of
whethér the internal UT data are representative of the drywell shell?
A. 3L (D'GH.) Yes. Oﬁ page 7 of his April 25, 2007 memorandum, Dr. Hauslér states
* that “if an average of ten measuretnents over a specific area results in a thickngss
of 0.750 inches with a variability (standard deviation) for the average of 0.03
inches, the lower 95% confidence limit for this average would be 0.650 .(0.75. -
0.06).” In other words, Dr. Hausler cénc]udes that the 95% confidence iﬁtewal
would be +/- 0.060”.
I have attempted to replicate this value and éan only cio so if, within basic
Vstatistical quations,“l fail to divide the standard deviation by the squ‘are root of n
= 10. 1f Dr. Hausler had calculated the statistical eduation properly, then the 9§%
confidence interval for the difference between the sample average. and the.
popﬁlation mean would have been approximately +/-0.019”, not 0.060”. T}_)is
means that the confidence interval in Dr. Hausler’s'examvple is much tighter fhaﬁ

Dr. Hausler states.
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1v.

THE INTERNAL UT DATA ARE REPRESENTATIVE OF THE
BOUNDING DRYWELL SHELL CONDITION IN THE SAND BED
REGION

2: Dr. Hausler spends much of his April 25, 2007 memorandum alleging that the '

internal grid data are not representaﬁve of the condition of the drywell shell in the
sand bed region, and that the external single-point UT data should be used
instead. He compares the trench, internal grid, and external point data from Bay

17 to support his allegation. ‘What is your response to that allegation?

: (All) Whether on purpose or by error, Dr. Hausler’s underlying calculations

ignore an entire grid of 49 UT data points from Bay 17. Dr. Hausler’s argument

falls apart when those data points are included. In other words, Dr. Hausler

reaches his conclusion by conveniently ignoring data that contradict his position.
Moreover, it is the omitted data that AmerGen relies upon for purposes of

calculating the available margin in Bay 17. Accordingly, Dr. Hausler’s

* calculations do nothing to undermine the fact that the internal UT data are indeed

representative of the bounding condition of the drywell shell in the sand bed

region.

Dr. Hausler’s conclusion on page 4 of his April 25, 2007 memorandum
(Citizens’ Exhibit 12) states that “only the trench measurements and outside
measurements come close to represent [sic] th-e:.mqst severe corrosion at the
highest elevations.” Dr._Hausler also concludes that the inte.mal data are not
representative of the worst corrosion in the. sand bed. (Citizens’ Exhibit 12, =
at 3-4.) Dr. Hausler’s conclusion is based on evaluation of the data as presented

in figures 3 and 4 on pages 15 and 16 of his memorandum. The figures attempt to
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Q. 33:

show the relationship between the internal Bay 17 thickness data, the external Bay
17 data points of which there were only ld_points, and the Bay 17 trench data.
All of these data were collected during the 2006 refueling outage.

What are the data that Dr. Hausler ignored that contradict his position?

: (PTFP) AmerGen routinely monitors only two internal grids that are entirely

within Bay 17: 17A and 17D. 17A had a 2006 average thickness of 1.015”. 17D
had a 2006 avérage thickness of 0.818”. Dr. Hausler uses the data from the 17A

grid, but ignores the data from 17D.

: What grid from Bay 17 does AmerGen use for license renewal? -

: (PTFP) Oyster Creek considers grid 17D—not 17A—as the representative

thickness value of the worst corrosion for Bay 17, and has used the average from
that grid for purposes of liéense renewal.- For example, the following values have

been reported to the NRC and the ACRS as part of the license renewal process for

~grid 17D: 1992 - 0.8177, 1994 — 0..810”, 1996 — 0.848”, and 2006 — 0.818” (page

94 of the January 18, 2007 ACRS Presentation — Applicant’s Exhibit 26. The
1994 \}alue 01 0.810” was used in the ACRS presentation t(; document 0.074” of
margin in Bay 17 (page 95 of fhe January 18,2007 ACRS Presentation). It is also
shown in Applicant’s Exhibit 3 at 6-2 & Table ,18; That value was achieved by
s;btracting the 0.736” g’enerai buck‘ling criterion from 0.810™.

Therefore, using Dr. Hausler’s methodology and grid 17D supports the
conclusion that this inte.rnal grid is representative of the worst corrosion in Bay

17. This should not be a surprise since the internal grids were originally selected
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Q.

A.

5:

based on a much more extensive set of UT inspections in the mid 1980s which
identified the thinnest areas.
Before we move on to discuss the external UT data, there is one other issue that

Citizens raise regarding the uncertainty of the internal UT data. Citizens claim

~ that AmerGen uses an uncertainty for the internal UT data of 0.020”, and that

AmerGen “subtracted 0.020 inches before it compared the mean to the acceptance
criterion.” (Citizens’ Initial Statement at 13.) Citizens ¢ite to AmerGen’s Exhibit
19, pagé 8, for support. Does AmerGen subtract 0>.0.20” from the meaﬁ/average of
the internal UT grids before comparing the mean to the general buckling

criterion?

. (PT, FP) No. The document.that Citizens rely upon (Applicant’s Exhibit 19.) is

Technical‘E’v.aluatiQn AR A2152754 EQ9, which documented AmerGen’s
preliminary evaluation of the UT data collected in 2006 from the internal surface

of the drywell shell in the sand bed region. The purpose of that Technical

.Evaluation was not to support license renewal. Rather, the Technical Evaluation

documented why there was adequate margin of the drywell shell in the sand bed
region to operaté until the next refueling cycle in 2008, to support exiting the

2006 refueling outage.

- 1s'this Technical Evaluation conservative in nature?

. (PT, FP) Yes. The Technical Evaluation reviewed the internal UT grid data as

well as data collected from the two internal trenches. It was a preliminary
analysis because we had not at that time had the opportunity to perform statistical

analyses of those data. AmerGen, therefore, used extremely conservative 'factors,
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Q.37

including an uncertainty of +/- 0.020”, for its preliminary evaluation. Systemafic
error (i.e., uncertainty) is not accounted for in e_stimating the final thickness of fch_e
UT data for the reasons described above in Anéwér 7.

DR. HAUSLER USES THE WRONG DATA AND THE WRONG

METHODS TO EVALUATE THE EXTERNAL UT GRID
MEASUREMENTS :

-Does AmerGen statistically treat external UT data for purposes of demonstrating
compliance with the acceptance criteria?

: (All) No. As we testified in Direct Part 3 Answer 27, AmerGen does not

statistically treat the external UT data for purpo'ses of demonstrating compliance

with the acceptance criteria. Rather, the raw UT data are compared against the ‘

releVant acceptance criteria without any statistical treatment.
: Why?

: (All) Because AmerGen does not use the external UT data points to determine

margin. AmerGen only uses that data to demonstrate compliance with the ASME

Code. As stated in Part 3, A.29, the single-point UT measurements can tell you

that you meet the applicable ASME Code, but not by how much. vThis is the case
becaﬁse there are an iﬁsufﬁcient number of UT measurements over large area; to
evaluate a representative average thickness over each area. So Citizens are
performing statistical analys‘es on the external UT data that AmerGen does not

perform.

: Citizens claim in their response to AmerGen’s Motion in Limine, however, that

external UT data have in the past been used to estimate available margin.
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A. 39:

Q. 40:

A. 40:

Citizens cite to Applicant’s Exhibit 17, p. 7, which is the original 24 Calc
performed in 1993. What is your responsé to this allegation?
(PT, FWP, JA) Citizens are taking that discussion out of context. The top of

page 7 confirms that the external UT locations inspection “focused on the thinnest

‘Vareas of the drywell . . . [thus] the inspection did not atterﬁpt to define a shell

thickness suit_able for structural evaluation.” You cannot calculate available

margin from a buckling perspective using biased thin points. Second, the

evaluation assumed a uniform thickness of 0.800” for purposes of evaluation
against the general buckling criterion. As stated on page 8, however, “In reality,
the remainder of the shell is much thicker than 0.800” inches.” This external UT

data provide useful information that can help you determine that you meet the

" applicable ASME Code, but they cannot tell you by how much.

Please explain how Dr. Hausler manipulates the external UT data, and why it is
inappropriate to do so.

(AlD Asv we will demonstrate below, Dr. Hausler ;tatistically treats the external
UT data in an inappropriate mannér. These data cannot represent the average
thickness of the drywell shell because there are too few of them and they are’
biased tbward the thin side (i.e., they historically were selected as the thinnest .-
locations). Dr. Hausler, however, ignores the iimiped number of external data
points and performs his calculations and computer. “contouring” assuming that
these external locations were‘selected at random and, thus, are representative of
the condition of the drywell shell in the s;and bed region. This is an impropér

assumption which necessarily leads to inappropriate conclusions. (Note that Dr.
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Hausler does not appear to account for the UT thickne.ss rﬁeasurements from’
internal grids that ovérlap his cc;ntour map area. These érg actual measurements
that, if considered, would demonstrates that he has significantly underestimated ‘
the thickne_ss of the shell)l.

We can best demonstrate Dr. vHausler’s inappropriate techniques through

. an analogy. If you wanted to know the average weight of people walking along
5th Avenue in New York City, then you would maké an inference that if yélﬁ

, weighed enough people randomly from that street that th:eir weights would be

representative of all the people on that street (i.e., you yx;ould have a statistically
representative sample). You would not want to select only ten people (too few) or
‘people who biased th;e sample population by, for examplg, purposeful‘_ly selecﬁng
those whé looked thin. You would then determine if you had a normal
distribution of the individuals’ weights. With a normal disfribution, you would
then calculate the average weight, which would be representative of the people on
that street. You could then calculate the 95% confidence interval of those
weights.

Dr. Haﬁsler glosses over the fact that there are not enough UT
measurements to statistically treat the eﬁtemal data iﬁ tﬁe first instance. He
acknowledges there afe not enqugh data when he states that “theApaucity', of data,
particularly in the heavily corroded Bays makes definite conclusions very difficult
and an assessment of the éxtent of the cbrroded areas somewhat intuitive,” (July
'18 memorandum at 2). We believe he goes beyond intuition, to speculation when

he nevertheless statistically treats those data.
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Q. 41: Are there any other reasons Why Dr. Hausler isv wron’g‘é

A.41: (All) Yes. Dr. Hausler also acknowledges, but then ignores the fact that the
external UT data were selected because they were determined to be the thinnest
points. For example, Citizens state on page 14 of their Initial Statemé:nt fhaf “the
best approach . . . is to regard the external readings as representative, eveﬁ though
they might actually be biased to the thin side by their method of selection.” Dr.
Hausler’s rétionale for this statement appears to be his April 25, 2007 |
memorandum on page 6: “I believe that when asseésing the extent of severe
corrosion, reviewers should assume that the measured points connect unless other
measurements show this not to Be the case.”

Dr. Hausler then averages these thinnesf points and improperly identifies a
95% c‘onﬁdence interval. He'then fo_cgses on the thinnest of these regdings. Not
surprisingly, he declares that the>drywell shell, in some cases, already has

o ‘exceédéd the general and local buckling criteria.

.Using our analogy, what Dr. Hausler does is similar to biaéing the sample
population from 5th Avenue By selecting too few people, and only those who are
waif-liké. Needless to say, it is statistically inappropriate to average biased thin
méasufements and treat them as represeptative of the population, whether it is the
weilght of people or thé thickness of the drywell shell. These data simply are nof
‘representative of the aQerage since the shell be;tweén these UT locations is thickér.
It is similarly statistically inappropriate tc; take the thinqs:st of these biased thin
areas (i.e., the 10§ver 2.5% of this biased _safnple) and cla-im that these extréme

values could be representative of the average. Using our analogy, such statistics
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Q. 42:

A.42:

would lead to the absurd conclusion that only people with anorexic qualities walk
on 5th Avenue.

Dr. Hausler is confusing extreme value behavior with averaging. If your
sarr._lple. population is biased thin, then the way to evaluate the daté is through
extreme value statistics. You would not use an avgraging technique because
averaging implies a normal distribution. Dr. Hausler argues that ;he average of
the thinnest points iS representative of the whole dryweli shell, but it can only be |
representative of ‘the éxtrerrie values. ‘

What is the basis for your opinioﬁ that the extema_l UT locations were selected
because they were the thinnest locations?
(JA, PT) During the 1692 _refueling outage, OCNGS did not identify UT

measurement poidts on the exterior of the drywell shell to identify the average -

‘thickness. Rather, it specifically looked for the thinnest areas. This is

" documented in Applicant’s Exhibit 27 (TDR1108): .

The corroded vessel shell resembled a cratered golf ball surface.
The areas where the heaviest corrosion had taken place appeared
obvious from a visual inspection since the inside shell wall was
relatively uniform. The GPUN metallurgist (S. Saha) identified
on a sketch, areas to be prepared for UT readings. At a later time
he reviewed the surface preparation and thickness data and
identified additional locations to ensure that the thinnest areas
were surveyed. [page 15]

It was reasoned that since the inside surface of the vessel shell is
smooth and not corroded, any thin area on the outer surface
should represent the minimum thickness in that region. It was
further reasoned that if six to twelve scattered spots, located in
the area of worst corrosion, are ground smooth and the thickness
of each spot is measured by UT method we will have a high level
of confidence that we have identified the thinnest shell thickness
for a bay. This approach is conservative since, (a) we are forcing
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a statistical bias in choosing only the thinnest areas and (b)

grinding of the selected spots to obtain a flat surface for reliable

UT readings will remove additional good metal. [page 16]

This is also discussed in.other documents, including, Applicant’s Exhibi£
12 on p. 14, Applicant’s Exhibit 16 on p.4, and Applicant’s Exhibit 17 on page 7.

In addition, Df. Hausler’s own anélysis has independently conﬁrmeci_that

. these external points are biased thin. In Citizens’ Exhibit 12 on page 4, - -
l?r. Hausler stateé that “the average outside measurements are significantly lower
at comparable elevations [than the interior measurements]. This is probably
because the choice of location for the external measurements was deliberately
biased towards thih spots.” ’

The fact that the extémai UT locations are biased towards the thinnest
locations ié als_o demonstrated by comp;irison of those data to the data téken from
the internal UT grids. Some of the exfemal UT locations coincide with internal
grid locations, as generally sﬁown on the comprehensive mép of all 2006 U.T

. inspection results thuat AmerGen provided to the ACRS for a public meeting in
February 2007. Tfne map is located on Page i4,0f AmerGen’s presentation, which

is attached as Applicant’s Exhibit 28. We will refer to this map as the “2006

map” as we next discuss three illustrative examples.

.| Deleted: Three

Two of the thinnest external readings in Bay 19 (points 9.and 10) were - { Deleted:,
' i : : i o | Deleted: and 11
0.728” and,0.736”, respectively, in 2006. The 2006 map shows that these points .. (‘peleted:
C ) o - . { Deleted: , and 0.712”
are located within inches of internal grids 19A and 19C, which had averages = ¢ Doletaars
s [ Deleted: 48

“thicknesses of 0.807” and 0.8247, respectively,in2006.
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These data, from multiple bays, unambiguously demonstrate that the
external locations are biased thin compared to their surroundings. To statistically
treat these data as representative of the drywell shell in the sand bed region is,

therefore, inappropriate.

: But on Page 10 of their Initial Statement, Citizens discuss the measurements taken

in 2006 'from 0.25” around the coordinates for certain external UT points in Bays

7,15,17,and 19. They.state that those measurements are thinner than the

‘designated external UT data point. Are Citizens correct that these external

)
measurement locations are, therefore, not the thinnest?

: (FP, PT,JA) No, ‘they are not correct. They confuse the measured “points” with'

the “ground UT locations.” The external measurement “point” is located within a
2-inch diameter area that was ground smooth during the 1992 refueling outage to

allow for the UT probe to sit flat against the shell. Examples of these ground,
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Q. 44:,

A. 44:

Q. 45

A. 45

locations are shown in Applicant’s Exhibits 29, which are two presentation slidesv
from AmerGen’s méeting with the ACRS in January 2007. These locqtions were
selected because they were the thinr_lest locations in the sand bed region for each
bay.

‘The coordinates.on the UT data sheets direct the UT technician to a spot
within a specific ground locgtion. But that specific spot is not itself marked and
UT data from that location is, therefore, not precisely reproducible from sampling

event to sampling event. These nuances, however, in no way undermine that

these ground /locations are the thinnest locations in each bay. Indeed, the fact that

UT readings 0.25” around the center reading were lower, further supports that
these ground areas are the thinnest locations.
Did AmerGen ignore these thinner UT readings 0.25” around the center reading if

they were lower?

(PT) No. When I performed my evaluation of the external UT data, I used the

thinnest UT value from each of the ground areas measured in 2006. This is
shown in Rev. 2 of the 24 Calc. for data points from Bays 7, 15, 17, and 19.

Is there anything else wrong with Dr. Hausler’s evaluation of the external uT

~data?

(All) Yes. Dr. Hausler relies upon an incorrect local buckling criterion

(e.g., A.13). He compares the external UT data to a criterion consisting of a one

_square foot area with a thickness of 0.636”; witﬁout any-transition back to 0.736”.

The actual criterion—AmerGen’s local buckling criterion—has a thickness of

0.536” in a tray configuration, with a transition back to 0.736”. That criterion is '
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Q. 46:

A. 46:

Q. 47:

A.47:

shown on Afnerng’s Exhibit 11. Using the wroﬁg criterion compounds his
errors, and affects his .ultimate conclusions about whether the drywell shell
thickness meets the ASME Code.

Dr. Hausler argues that there are severely corroded areas that are shaped “like
l.bng grooves” or are irregular in shapg, that call into question AmerGen’s use of a
square-shaped, local buckliﬁg criterion. (A.24) What is your response to this
argument?

(All) Dr. Hausler is wrong. This argument can énly be based on Dr. Hausier’s '
improper statistical tréatment of the external UT data, aﬁd his assumption that
“the measured points connect unless other measurements show this not to be the
case.” (April 25 memorandum, page 6) The bath tub ring is irrégular in shape,
but the corrosion in thgt ring is only relevant to buckling if the resulting thickness
is less than 0.736”. And AmerGen has evaluated as éccépta’ble those locations
within the bath tub riﬁg with UT readings that are less than 0.736”. Additionally,
thé thinnest average grid reading taken from inside the d‘rywe‘ll is in the bath tub
ring, supporting our posifion thét there is adequate margin to buckling.

Uncertainty in Exfernal UT Data

Dr. Hausler claims that the uncertainty of each external point is approximately +/-

"0.090”. (A.15) The basis for this claim is from Section IV (page 3) and Section

VII (pages 8 and 9) of his July 18, 2007 memorandum (Citizens’ Exhibit 13). Is
Dr. Hausler correct?
(All) No. In order to understand why Dr. Hausler is wrong, you first need to

understand how he derived his level of uncertainty. Dr. Hausler derives 0.090” as
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Q. 48:

A. 48:

follows. He identifies locations in Bays 5, 15, and 19 where measurements were
taken during the 2006 refueling outage in a 0.25”-diameter area around the

designated external measurement point. (On Page 9 of his July 18 memorandum,

Dr. Hausler refers to these measurement locations as “identical coordinates,”

when in fact, they were taken in an area 0.25” around the specified coordinate.)
He assumes that the external data are representative of the thickness of the

shell in these three bays, so he averages the data from these locations. (See the

“last column of the table on page 9 of his July 18 memorandum.) He then assumes

Fhe external data are nofmally distributed, and calculates the standard deviatiéns
for each bay, arriving at 0.033”, 0;650” and 0.043” for the points in Bays'5, 15,
and 19, respectjvely. (Citizens’ Exhibit 13, at 3.) He then inexplicably “pools”
these three Avalues to arrive at 0.045”, which he argues applies as a representative
thickness for all areas in all of the bays, He then doubles that value (0.045” x 2) .
fo account for the two standard deviations requited to identify the 95%-conﬁdence
interval. |

What is wrong \;vith this use of the data?

(All) In arriving at 0.090”, Dr.' Hausler completely ignores reality and proper
st/zttisfical techniques. As discussed above, he ignores that the external data are
biased thin and that .the locations were deliberately chosen to be the thinnest
locations in each bay; that the data are not normally distributed (as shown by
Kurtosis of the three data sets); and that there are not enough data to establish a
representative sample population of tﬁese very large areas. As to the last point,

there are only eight external points in Bays 5 and 15, and nine in Bay 19, to
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represent three areas each of which is about 3.5 feet by 15 feet wide. He also
conveniently ignores the Bay 7 standard deviation he calculates on the same table
(page 9) which would have reduce_d his number from 0.090” to 0.075”.

Dr. Hausler then. assumes this 0.090” value can be appiied globally to any
one reading or set of readings throughout fhe sand bed region of the dryW(_el] shell,

_ This is unsupported and suggests that Dr. Hausler’s testimony in this area should

be given little, if any, weight.

Using the analogy of people on 5th Avenue, what Dr. Hausler does by
pooling theée tHin points is akin to selecting the thin-looking people from
Ist Ai/en.ué, 3rd Avenue, and 5th Avenue, and concluding ‘;haf everyone in New
York City is uriderweight. |

Q. 49: What do you mean\by the use of the term “kurtosis” in your previous answer?
A.49: (PT, DGH) For eas'e of discussion here, we have rescéﬂed Kurtosis, so that it

equals zero for a normal distributiqn. Distributions that are greater or less than
Zero aré not normally distributed.

For Béy 5, the 2006 ektemal points wére 0.948, 0.955, 0.989, 0.948, 0.88,
0,981, 0.974, and 1.007 with a calculated Kurtosis of 2.43.

For Bay ‘15, the 2006 external points we.re 0.711,0.777, 0.935, 0.791, -
0.817, 0.715, 0.805, and 0.76, with a calculated Kurtosis of 1.65.

For Bay 19, the 2006 external points were 6.867, 0.85, 0.894; 0.883,'0.82,

0.721,0.728, 0.736, and 0.721 with a calculatéd Kurtosis of -2.2.
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Q. 50:

- A.50:

Evaluation Thickness

On pages 6 and 7 of his July 18 memprandum; Dr. Hauslef raises many
allegations about th_e “Evaluation Thickness,” which is discussed in the various
revisions of the 24 Calc. He concludes on 'page. 7 that, “We can, therefore, not
accept the evaluation done by AmerGen using the ‘evaluation thickness.”” Please
explain what the “Evaluation Thickﬁess” is and its use.

(FP, PT) As explained on pages 17-19 of Rev 2 of the 24 Calc. (AmerGen’s

Exhibit 16), the Evaluation Thickness is a representative average thickness in an

area of 2” in diameter surrounding the external points that were less that 0.736” as

measured by UT in 1992. During the 1992 refueling outage, micrometer readings

were taken in a 2” diameter area around each external UT point that measured less

than 0.736” (. e.; about 20 points). This uniform depth was generated from actual
measurements which had surface roughness variability of 0.200” from the
micrometer readings for the two thinnest points in Bay 13 (see 24 Calc, Rev 2, p. -
19). The Evé]uation Thickness method is the UT thickness reading, plus the

average depth of the area relative to its surroundings, minus 0.200” (referred to in

. the Evaluation Thickness method as “T roughness™).

Dr. Hausler assumes the Evaluation Thickness method is to “correct for

the fact that due to the roughness the UT probe may not have ‘coupled’ well with

~ the metal surface and therefore detect less metal (thinner wall) than was actually

there.” (July 18 memorandlim, page 7). He also assumes that “T-roughness” was

to correct for roughness under the UT probe, and that it therefore should not have
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been used in 2006 when the epoxy coating Would have created a smooth surface
for the probe.
| Q. 51; Is Dr. Hausler correct?

A.51: (PT, FP) Dr. Hausler is wrong. The purpose of the method—as stated in
Applicant’s Exhibit 16— is to evaluate a 2-inch diameter area around the UT
location, and estimate.'the average thickness of that 2-inch‘diamefer area, not to
account for the ability of the UT probe to properly couple. The purpose of“;l"-
roughness” is to acc.ot.mt for the roughness under the micrometer’s straight edge,
'not roughnessvund‘er tho probe.

In addition, Dr. Hausler does not understand the implication of his
argument. If AmerGen had not osed T-roughness in 2006, as Dr. Hausler
suggests, then the value would have been thicker by 0.200”, which woold not
have been conservative.

Q. 52: On page 7 of his July 18 memorandum, Dr. Hausler quotes a document that you,
Mr. Tamburro, wrote in 2006, suggesting that the Evaluation Thickness ought not
to be used. Can you pleaoe respond to this"?

AL 52: (PT). Yes. 1did indeed submit a document to the OCNGS corrective action

| system (Citizens Exhibit 3), raising a concern wifh Rev 0 of the 24 Calc.
(Applicant’s Exhibit 17). However; my _concefn was limited to inadequate
documentation. [ identified approximately 11 itemé that required addit'ional
documentation in that calculation. All of the items were related to documentation
of assumptions, methods, and data. This inciuded an item about documentation of

the methodology and justification for the Evaluation Thickness method. In other
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VL

Q. 53:

AL 53

words, the deficiencies could be re.sol.ved with.additionalVdocumentation. My
concern about the Evaluation Thickness method was properly and thoroughly
res‘olved’ through AmerGen’s corrective actioﬁ process and pagés 17-19 of Rev 2
of the 24 Calc. document the resolution of the deficiency that I had identified.

I believe the-method is appropriate to use, and I employed that method to

- evaluate data from the 2006 refueling outage. -

AMERGEN’S EVAI.;UATION OF THE LOCAL BUCKLING CRITERION
IN THE 24 CALC. IS APPROPRIATE

Dr. Hausler calls ifxto question AmerGen'’s evaluation of the.\extemal UT data in
Rev. 2 of the 24 C@lé by bhallenging AmerGen’s assumption.s about the size of
the histdrically corroded areas. (A. 23) Please respond to this. |

(PT) Iperformed the evaluations that are documented in Rev. 2 of the 24 C‘al_c., '

and am very familiar with the prior revisions. For Rev. | (which~he calls the

"second revision), he states that AmerGen “assumed, contrary to the visual

observation, that all the severely areas measured were less than 2” in diameter.”
D'r. Hausler does not cite a specific page in the caléulétion so I cannot determine
what precisely he is referring to. However, he is not correct. AmerGen identified
the thinnest areas within the severely conodpd areas, aﬁd then.ground the metal
around thosev points for a 2” diameter.

Dr. Hausler also states that, for Rev. 2 (which he calls the third revisioni), '
“AmerGen has taken an approach of drawing squares by eye on plots of the
external .dat_a boints.” (A.23). On page 5 of his July 17 memorandum, he states

that this was a “one-dimensional analysis.” These too are incorrect. 1did not
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Q. 54:

A.54:

" the x and y coordinates provided on the UT data sheets into_Microsoft Excel. 1

draw squares by “eye on plots.” 1 entered each of the external UT points using

then used Excel to creéte a 36” x 36” square, to represent the boun.daries of the
tray configuration that corﬁprises the local buckling criterion. For points that
measured less than 0.736” in 2006,.1 used Excel to move the square around to
ensure that it encompassed, in thrée dimensions, tﬂe e_Xtemzil points that were
thinner than 0.736”. Some of the points that measured less than 0.736” v.'ve‘re
gvaluéted us‘ing thé Ev_aluation bib"hickn‘ess method described abbve.

Please addrevss the following Board qucstion, “This Board understands that UT
thic_kness measurements are commonly used to determine pipe wall thickness and
plate thickness in other industries (&é,' e.g., Attachment to Citizens Answer |
(Selected Papers by Dr. Hausler)). To enhance the Board’s general understanding
and thereby enable it to make a more informed decision, the parties should discuss
dther applications of UT thickness ‘measurement and identify the best practices

recommended by National Association of Corrosion Engineers or other

: i
professional organizations, if any, with particular attention to the determination of

the thicknesses of corroded plates and the rate of corrosion. The discussion

_should include use of mean versus extreme value statistics and the Analysis of

Variance used in these cases.” [Board Question 10]

(MEM, PT, JA) The Board’s understanding that U’f thickness measurements‘ are
(_:or_nmonl.y used is correct. For poWer plari't applications, UT inspection has been
the predominant techniqﬁe used to measure wall thickness and flaws in pressure

vessels, piping, tanks and heat exchanger shells and tube sheets. It is the most

\
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widely used method in the power industry as well as the nuclear industry.
Recommended practices are provided in codes and staﬁdards such as ASME Code

| Section V (NDE) and ASTM_E797: Practice for 'Measuring Thickness by Manual
Ultrasonic Pulse-Echo Contact Method.

The_ASME codes ﬁsed in power plant_s; ASME Section III (Nuclear),
Section VIII (Unfired Pressure Vessels), and Section XI {(Inservice Inspections)
specify UT as the examination method of choice ﬁ)r thickness, particularly for
operating plants. Ina si.mi]ar fasﬁion, other codes such as American Petroleum
Institut_e (API) also predominantly use the UT technique to determine thickness
and ﬂaws. National Association of Corrosion .Engineers (NACE) in its

~ “Corrosion Basics” publication identifies ultrasonics as a method to measure
“metal losses caused by corrosion and eroéion” and states that “the measurements
cén be made} from the outside of the vessels or pipelines during operation.”

In general, these codes.and standgrds do prescribe rigid UT insp‘ecti-on
methodology, but do not prescribe data evaluation rhe_thodology (including '
whether to evaluate the data using the mean, extreme values, or analysis of the
Varian'ce).. Rather, they recomrpend that the owner specify the methodology on a
case-by-case basis. To our knowlédge, NACE does not require or suggest that the
.data be statistically e\;aluatedlusing“ any particular method. -

Typical pdwer plant applicgtioﬁs of UT inciude:

"« Evaluation of Degraded Piping. Evaluation Methodology is prescribed

by ASME Section X1, and applicable code cases (such as Code Case

N513). UT measurement and subsequent evaluations focus on the
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average thickness of the degraded areas and the size of the degraded
areas and not on extreme thickness values.

e Erosion-Corrosion (FAC) Prone Piping. Inspection practices were

developéd to idéntify the problems in regard to Erosion/Corrosion
monitoring programs ag they relate to NRC Bulletin 87-01, “Tﬁinning
of Pipe Wall in Nuclear Power Plants” and NRC Generic Letter 89-08
. “Erosion/Corfosioh-Induced Wall Thinning, and EPRI TR-106611.”
Components are examined both to ensure equipment reliability and
personnel safety. EPRI has developed software (TR-106611), and
wor.kgroups Have been established to incorporate the best ‘praétices and
to sharé industry experience and technology development. UT
measurements and evaluations use grids of points to determine the
average thickne‘sses of the piping. The average of these grid readings
-is used for e\faluation and d‘etenninatic‘)'n of corrosion rates.

e Pressure Vessel Shell Inspection. Components are examined in

accordénce with ASME Section VIH to ident-ify degradation of the
vessel shells in order to ensure both equipment reliability. and
pgrsonnel safety. Inspection practices for feedwater heaters, for-
example, are developed to identify t'he\degraded‘_area due to steam
impingement wear. In this case, UT measﬁrements and subseqﬁent
evaluation focus on 'the avérage thickness¢s of pressure retaining

- sections of the Feedwater Heater Shell."
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» Tanks. Inspection practices are developed to identify degraded tank
walls and floors. Components- are examined in accordance with
ASME Code Section XI and/or AP1 650 and 653. UT measureménts
and subsequ_ent eval.uation focus on the average thicknesses of
degrgded areas and not extreme values.
Q. 55: Does this conclude your testimony?

A. 55 (All) Yes.
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In accordance with 28 U.S.C. § 1746, I state under penalty of perjury that the foregoing is

true and correct:

Frederick W. Polaski . ) o Date
"~ Dr. David Gary Harlow » | o ~ Date
Julien Abramovici o - Date
Peter Tambuno ' _ ‘Date

. Martin E. McAllister .' . Date |
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