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1.0 Purpose ,

The purpose of this calculation is to analyze the UT Inspection, which have been taken of the
Drywell Vessel in the Sandbed Region for 1992, 1994, 1996, and 2006.

Specific objectives of this calculation are:
1) Determine the 1992, 1994, 1996, and 2006 mean thickness at each monitored location and

compare them to acceptance criteria.
2) Determine the 1992, 1994, 1996, and 2006 thinnest recorded value at each monitored location

and compare them to the appropriate acceptance criteria.
3) Statistically analyze measured thicknesses from 1992, 1994, 1996, and 2006 to determine if a

statistically significant corrosion rate exists at each location,
4) If a statistically significant corrosion rate exists, provide a conservative projection to ensure

future inspections are performed at conservative frequencies.
5) In addition this calculation will analyze the 106 UT data points collected in 1992 and again in

2006.

The conclusion of this calculation pertains to the Sandbed Region of the Drywell Vessel located
above elevation 8' 11 l/4"which is not embedded in concrete on both sides.

Background
The inspections were performed at 19 separate locations (grids) located through-out the sandbed
region. These inspections are performed from inside the drywell and are located at an elevation that
corresponds to the sandbed region of the Drywell. These locations have been periodically inspected
over time to determine corrosion rates. At least one grid is located in each of the 10 Drywell Sandbed
Bays.

Twelve locations are each on a 6" by 6" area in which 49 separate UT readings are performed in a
grid pattern on 1" centers. The grid pattern is located in the same location each time the inspection is
performed within plus or minus 1/8 inch. Seven locations are each on a 1" by 6" area in which 7
separate UT readings are performed in a row pattern on 1" centers. The row pattern is located in the
same location each time the inspection. is performed within plus or minus 1/8 inch.

The grids with 49 readings correspond to bays that experienced the most identified corrosion prior to
the repair in 1992.

In 1992, following the removal of the sand and corrosion byproducts from the sandbed region, the
exterior of the Drywell Vessel was visually inspected from inside the sandbed. This inspection
identified the thinnest local points in each of the 10 sandbed bays. These thinnest locations
(approximately 115) were then UT inspected and documented with a single thickness value. These
locations do not correspond with the 19 locations that were periodically monitored from inside the

i.) Drywell. These locations had not been re-inspedted until 2006 when 106 were located and again UT
inspected. These points were located using the 1992 NDE inspection data sheet maps. These UT
readings were originally intended to provide a comparison to the acceptance criteria.

0CLR00019278
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2.0 Summary of Results
Review of the 1992, 1994, 1996, and 2006 UT inspection data for all grids show that these monitored
locations are experiencing no observable corrosion. These locations correspond to areas of the

Sandbed Region of the Drywell Vessel that were coated in 1992 and are above the internal concrete
curb and floor.

This conclusion is based on statistical testing of the mean thicknesses measured in 1992, 1994, 1996,
and 2006 at each location; a point-to-point comparison of the thinnest reading measured in 2006 at
each location, and sensitivity studies which have identified the minimum statistically observable rate
of corrosion that would have to be present in order to have 95 percent confidence.

All measured mean and local thicknesses meet the established design basis criteria.

Sensitivity studies have identified the rates, which would be statistically observable given the limited
number of inspections (four since the sandbed has been coated) and the variance of the data at the
most critical location (19A).

Projections based on assumed corrosion rates corresponding to the calculated minimum statistically
') observable rates are used to determine the required inspection frequencies to ensure that all locations

will continue to meet design basis requirements until the next scheduled inspection.

A review of the 2006 UT inspection data of 106 external locations shows all the measured local
thicknesses meet the established design basis criteria. Comparison of this new data to the existing 19
locations used for corrosion monitoring leads to the conclusion that the 19 monitoring locations
provide a representative sample population of Drywell Vessel in the Sandbed (see section 7.3).

The term "No Observable Corrosion" is being defined as: having "No Statistically Significant Rate
of Corrosion". The actual margins remaining have considered rates based on actual differences
between UT readings, which represent insignificant changes to shell thicknesses. However, to take a
much more conservative approach in determining acceptable inspection frequencies for each of the
locations, a sensitivity study has been performed to develop the minimum rate of corrosion that
would have to exist in order to conclude with a high confidence level that in fact corrosion does
exist. For the sandbed region, this approach is conservative since it includes the large standard error
associated with the pre-existing surface irregularities due to corrosion of the exterior shell prior to
1992. This minimum observable rate that is defined is not indicative of an actual corrosion rate. It
should also be noted that the results of this approach are significantly influenced by the amount of
data used, and that additional inspection will reduce the minimum observable rate. This has been
proven based on the upper drywell analysis that proved that as additional data and time were
considered the actual rate (which was less than I mil per year) became observable.
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The following table provides a breakdown of the location with the least amount of margin to the
general criteria.

Table 1

Location 2006 Mean Uniform Delta Margin

Criteria RemainingID _ _ _ _ _ _ _ _ _ _ _ _ _

(Inches) (Inches) (Inches) Percentage

19A 0.8066 0.736 0.0706 9.6%

Evaluation of the mean thickness values of this location measured 1992, 1994, 1996 and 2006 shows
that this location is experiencing negligible corrosion, approaching a rate of zero. However due to the
limited amount of inspections this conclusion cannot be statistically confirmed with 95% confidence.
Therefore the next inspection of this location shall be performed prior to the date in which the
minimum statistically observable rate would drive the thickness to the minimum required thickness.

30

I ) Table 2 - The following table provides a breakdown of the locations with the least amount of
margin to local criteria.

2006 Local Margin
Locatio 2 LCriteria Delta Remaining

n ID Reading

(Inches) (Inches) (Inches) Percentage

17D/13 0.648 0.490 0.158 32%

19A/4 .0.648 0.490 0.158 32%

Evaluation of these individual values measured 1992, 1994, 1996 and 2006 shows that these points
are experiencing negligible corrosion, approaching a rate of zero. However due to the limited amount

of inspections this conclusion cannot be statistically confirmed with 95% confidence. Therefore the
next inspection of this location shall be performed prior to the date in which the minimum
statistically observable rate would drive the thickness to the minimum required thickness.

~1
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2.1 Twelve Internal Locations with 49 Readings
Twelve, 49 point grid inspections have been performed in 1992, 1994, 1996 and 2006 after the
sand was removed and the coating was applied in 1992. Analysis of the mean values and the
thinnest 2006 reading at these locations indicate no observable corrosion during this period.

Table 3 Compilation of the 49 Point Grid Means Over Time

Mean Mean Mean
Thickness Thickness Thickness
based on based on based on Mean Criterm Conclusions

ocation ID 1992 1994 1996 ean Cteria
Inspections Inspections Inspections

(Inches) (Inches) (Inches) nches) (Inches)

9D 1.004 0.992 1.008 0.993 No observable corrosion

1 IA 0.825 0.820 0.830 0.822 No observable corrosion

All 0.909 0.894 0.951 0.898 No observable corrosion

11C Top 0.970 0.982 1.042 0.958 No observable corrosion

Bottom 0.860 0.850 0.883 0.855 No observable corrosion

13A 0.858 0.837 0.853 0.846 No observable corrosion

All 0.973 0.959 0.990 0.968 No observable corrosion

1 3D Top 1.055 1.037 1.059 1.047 No observable corrosion

Bottom 0.906 0.895 0.933 0.904 No observable corrosion

15D 1.058 1.053 1.066 1.053 0.736 No observable corrosion
All 1.022 1.017 1.058 1.015 No observable corrosion

17A Top 1.125 1.129 1.144 1.122 No observable corrosion

Bottom 0.942 0.934 0.997 0.935 No observable corrosion

17D 0.817 0.810 0.848 0.818 No observable corrosion

All 0.983 0.970 0.980 0.969 No observable corrosion

17/19 Top 0.976 0.963 0.967 0.964 No observable corrosion

Botom 0.989 0.975 0.990 0.972 No observable corrosion

19A 0.800 0.806 0.815 0.807 No observable corrosion

1 9B 0.840 0.824 0.837 0.847 No observable corrosion

I 9C 0.819 0.820 0.854 0.824 No observable corrosion

Locations that were previously split in two groups are shown for consistency with previous
calculations.
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Table 4 Compilation of the Lowest 2006 Reading in Each 49 Point Grid Over Time

1992 1994 1996 owest Local
Location 2006 Conclusions

ID/Point Reading eading eading eading

(Inches) (Inches) (Inches) Inches) (Inches)

9D/ 15 0.763 0.770 0.776 0.751 No observable corrosion

1 IA/20 0.677 0.677 0.668 0.669 No observable corrosion

11 C/5 0.776. NA 1.14 0.767 No observable corrosion

13A/18 0.761 0.752 0.774 0.746 No observable corrosion

13D/49 0.824 0.811 0.822 0.821 No observable corrosion

15D/42 0.980 0.903 0.940 0.922 0.490 No observable corrosion

17A/40' 0.804 0.809 0.983 0.802 No observable corrosion

17D/13 0.648 0,646 0.693 0.648 No observable corrosion

17-19/35 0.914 0.906 0.935 0.901 No observable corrosion

19A/4 0.659 0.650 .0.680 0.648 No observable corrosion

19B/34 0.743 0.716 0.745 0.731 No observable corrosion

19C021 0.650 0.666 0.771 0.660 No observable corrosion

2.2 Seven Locations With 7 Readings
Seven, 7 point grid inspections have been performed in 1994, 1996 and 2006 after the sand was
removed and the coating was applied in 1992.

Analysis of the mean values and the thinnest 2006 reading at these locations indicate no on going
corrosion during this period. This conclusion is based on the statistical "F" test of the data over
time.

j

is."

,•. .)
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Table 5 Compilation of the 7 Point Grid Means Over Time

Location
ID

Average
Thickness
based on
1992
Inspections

Average
Thickness
based on
1994
Inspection
s

Average
Thickness
based on
1996
Inspections

2006
Mean

Uniform
Criteria

1 1- 1

(Inches) (Inches) (Inches)
4 4 *1-

(Inches)

1.122

Inches)
-I I

ID 1.121 1.101 1.151

3D 1.182 1.184 1.175 1.180

5D 1.182 1.168 1.173 1.185

7D 1.137 1.136 1.138 1.133

9A 1.157 1.157 1.155 1.154

13C 1.149 1.140 1.154 1.142

Conclusions

No observable corrosion

No observable corrosion

No observable corrosion

No observable corrosion

No observable corrosion

No observable corrosion

No observable corrosion

0.736

15A 1.133 1.114 1.127 1.121

Table 6 Compilation of the Lowest 2006 Reading in Each 7 Point Grid Over Time

1992 1994 1996 Lowest Local
Locationt Reading Reading Reading 2006 Criteria Corrosion
ID/Point ng Reading

(Inches) (Inches) (Inches) (Inches) (Inches)
ID/I 0.889 0.879 0.881 0.881 No observable corrosion
3D/5 1.159 1.164 1.158 1.156 No observable corrosion

5D/I 1.164 1.163 1.163 1.174 No observable corrosion

7D15 1.111 1.135 1.113 1.102 0.490 No observable corrosion

9A/7 1.133 1.132 1.127 1.130 Noobservablecorrosion

13C/6 1.138 1.123 1.147 1.128 No observablecorrosion
15A/7 1.083 1.040 1.100 1.049 No observable corrdsion

OCLROO019283
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3.23 Practical Statistics - "Mathcad Software Version 7.0 Reference Library, Published by Mathsoft,
Inc. Cambridge

3.24 AmerGen Calculation C-1302-187-E310-037, Rev. 1 Statistical Analysis of Drywell Vessel
rData.

3.25 AmerGen Calculation C-1302-187-5320-024, Rev. 1 OC Drywell Ext. UT Evaluation in
Sandbed"

p

4.0 Assumptions
The statistical evaluation of the UT data to determine the corrosion rate at each location is based on
the following assumptions:

4.1 Characterization of the scattering of the data over each grid is such that the thickness
measurements are normally distributed. If the data is not normally distributed the grid is
subdivided into normally distributed subdivisions.

4.2 Once the distribution of data is found to be close to normal, the mean value of the data points
is the appropriate representation of the average condition.

4.3 A decrease in the mean value of the thickness over time is representative of the corrosion.

4.4 If Corrosion does not exist, the mean 'value of the thickness will not vary with time except for
random variations in the UT measurements

4.5 If corrosion is continuing at a constant rate, the mean thickness will decrease linearly with
time. In this case, linear regression analysis can be used to fit the mean thickness values for a
given zone to a straight line as a function of time. The corrosion rate is equal to the slope of the
line.

Ui
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Calculation No. I Rev. No. I System NosIIC-1302-187-E310-041 0 187 j
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II of 55

5.0 Design Inputs:

5.1 Drywell Vessel Thickness criteria has been previously established (reference C-1302-187-5320-

024) as follows:

1) General Uniform Thickness - 0.736 inches or greater.

2) If an area is less than 0.736" thick then that area shall be greater than 0.693 inches thick, and

shall be no larger than 6" by 6" wide. C-1302-187-5320-024 has previously dispositioned an area

of this magnitude in Bay 13.

3) If an area is less than 0.693" thick then that area shall be greater than 0.490" thick and shall be

no larger then 2" in diameter. C-1302-187-5320-024 calculated an acceptance criterion of .479

inches however; this evaluation is conservatively using .490 inches, which is the original GE

acceptance criterion. In addition, this calculation applied this acceptance criteria over an area up
to 2 1/2" in diameter. Since the UT readings were taken on 1 inch centers and the transducer size
is less than 0.5 inch these readings can be characterized as less than 2 inches in diameter.

5.2 Seven core samples approximately 2" in diameter were removed from the drywell vessel shell for

analysis (reference 3.1). In these locations replacement plugs were installed. Four of these removed

cores are in grid locations that are part of the sandbed monitoring program. Therefore the UT data

from these points are not included in the calculation.

The following specific location/grid points have core bore plugs.

j

I

(. )

Bay Area Points
1A -23,2430, 31

17D 15,16,22,23
19A 24,25,31,32
19C 20,26,27,33

5.3 Historical data sets for 1992, 1994, 1996, and 2006 have been collected and are provided in
attachments 1, 2, 3, and 4.

5.4 The 106 UT data for 2006 and 1992 external inspections are provided in attachment 5.

• .. o,"

~EII
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6.0 OVERALL APPROACH AND METHODOLOGY:

6.1 Definitions

6.1.1 A Normal Distribution has the following properties
- Characterized by a bell shaped curve centered on the mean.
- A value of that quantity is just as likely to lie above the mean as below it
- A value of that quantity is less likely to occur the farther it is from the mean
- Values to one side of the mean are of the same probability as values at the same

distance on the other side of the mean

6.1.2 Mean thickness is the mean of valid points, which are normally distributed from the most
recent UT measurements at a location.

6.1.3 Variance is the mean of the square of the difference between each data point value and the
mean of the population.

6.1.4 Standard Deviation is the square root of the variance.

6.1.5 Standard Error is the standard deviation divided by the square root of the number of data
points. Used to measure the dispersion in the distribution.

6.1.6 Skewness measures the relative positions of the mean, medium and mode of a distribution.
In general when the skewness is close to zero, the mean, medium and mode are centered on the
distribution. The closer skewness is to zero the more symmetrical the distribution. Normal
distributions have skewness, which approach zero. Values with +/- 1.0 are indicative that the
distribution is normally skewed.

6.6.9 Kurtosis measures the heaviness of a distribution tails. A normal distribution has a kurtosis,
which approaches zero. Values with +/- 1.0 indicate that the distribution is normal.

6.1.8 Linear Regression is a linear relationship between two variables. A line with a slope and an
intercept with the vertical axis can characterize the linear relationship. In this case the linear
relationship is between time (which is the independent variable) and corrosion (which is the
dependent variable).

6.1.9 F-Ratio is the ratio of explained variance to unexplained variance. The mean square
regression (MSR) value provides an estimate of the variance explained by regression (a line with
a slope). The mean square error (MSE) provides an estimate of the variance that is not explained
by a straight line with a slope.
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An F-Ratio of greater than 1.0 occurs when the amount of corrosion that has occurred since the
initial measurement is significant compared to the random variations, and four or more
measurements have been taken. In these cases the computed corrosion rate more accurately
reflects the actual corrosion rate, and there is a very high probability that the actual corrosion rate
is the computed corrosion rate. The greater the F-Ratio then the lower the uncertainty in the
corrosion rate (reference 3.22).

Where the F-Ratio of 1.0 or greater provides confidence in the historical corrosion rate, the F-
Ratio should be 4 to 5 if the corrosion rate is tobe used to predict the thickness in the future. To
have a high degree of confidence in the predicted thickness, the ratio should be at least 8 or 9
(reference 3.22).

If the F-Ratio is less than 1 then no conclusions can be made that the means are best explained by
a line with a slope.

6.1.10 Grand mean - when the F-Ratio test is less than 1.0 and/or the slope is positive this is the
grand mean of all data.

) 6.1.11 Corrosion Rate - With three or more data sets and the F-Ratio test greater than 1.0 this is
the slope of the regression line.

6.1.12 Upper and Lower 95% Confidence Interval - The upper and lower corrosion rate range for
which there is 95% confidence that the actual rate lies within this range.

6.2 Methodology Background '
In the mid 1980's a survey was performed of the Drywell Vessel at the Sandbed elevation. As a
minimum at least one inspection location (also referred to as a grid) was selected for repeat
inspection in each of the 10 Drywell Bays and permanently marked. This became the basis for
the Dyrwell Thickness Monitoring Program in the Sandbed Region.

--UT Inspection of locations with the most thinning (known at the time) consisted of 49 individual
UT thickness readings in a 7 by 7 pattern spaced on 1 inch centers over a 6" by 6" area. These
measurements were taken using a stainless steel template. The template was designed to ensure
that the 7 by 7 grid is located in the same area with repeatability of a 1/16". The template has a
grid pattern of 49 holes on 1 inches center that are large enough to fit the UT transducer. The
sides of the template are notched to that it can be aligned with permanent field markings made at
each inspection location.

Forty nine evenly spaced individual readings over a 6" be 6" area were originally selected in the
mid 1980's based on statistical proof that a minimum number of 30 samples are necessary to
characterize a entire population (the 6 " by 6" area) assuming the entire population is normally
distributed (ref 3.7 and 3.8).
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The program then performed UT inspections over time at these same locations. The corrosion
rates were developed using a standard regression analysis and establishment of the 95%
confidence intervals enhanced to capture increasing variance depending on the projection of
ongoing corrosion and the number of inspections. This methodology is based on the following
references:

1) Applied Regression Analysis, Second Edition, N.R. Draper & H. Smith, John Wiley
and Sons 1981

2) Statistical Concept and Methods, G.K. Bhattacharyya & R.A. Johnson, John Wiley
and Sons 1977,

3) Experimental Statistics, Mary Gobbons Natrella, John Wiley and Sons 1'966 (Reprint
National Bureau of Standards Handbook 91)

4) Fundamental Concepts in the Design of Experiments, Charles C Hicks, Saunders
College Publishing, Fort Worth, 1982

6.3 The UT measurements within scope of this monitoring program are performed in accordance
with ref. 3A. This specification involves taking UT measurements using a template with 49 holes
laid out on a 6" by 6" grid with 1" between centers on both axes or in 7 locations, 7 holes in one row
laid on 1" centers. All measurements are made in the same location within 1/8" (reference 3.4).

6.3 Each 49 point data set is evaluated for missing data. Invalid points are those that are declared
invalid by the UT operator or are at plug locations.

6.3 The thinnest single location in each of the grids will be trended and compared to acceptance
criteria.

6.4 Data that is not normally distributed will be compared to previous calculations. In several cases
the data has sihown significant wear patterns. For example the top 3 rows of grid 1 IC are much
thicker than the bottom 4 rows. Past calculations has sub divided these grids into thicker and thinner
subsets based on the patterns and determined if each subset is normally distributed. Normallyv
distributed subsets are then analyzed separately. In this calculation the same gids' are subdivided into
subsets to ensure consistency to past calculations. In some cases (past and present) grids are not'
normally distributed due a few "outlying" thinner and thicker points. In these cases the outlying
points are trended separately.
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6.5 Methodology

6.5.1 Test Matrix
To demonstrate the methodology a 49 member array will be generated using the Mathcad rnorm"
function. This function returns an array with a probability density which Is normally distributed,
where the size of the array (No DataCelis), the target mean (p input), and the target standard

deviation ,. input) are inpuL

The following will build a matrix of 49 points U
3No DataCells :=49 i:=0 No Datacefls -I count :=7

The array "Cells' is.generated by Mathcad with the target mean (p input) and standard deviation -o input)

P input :=775 0 input :=20 Cells := rnorm(No DataCells, P input, 0 input)

"Cells" is shown as a 7 by 7 matrix

,o .,
766 761 766 756 741 776 773

786 819 791 795 792 793 788

Show matril Cells,7) =

754 776 760 789 771 762

765 786 770 777 800 761

797 793 717 732 779 763

777 790 781 775 760 767

772 795 779 785 790 775

761

775

751

762

781

The above test matrix will be used In sections 6.5.2 through 6.5.8

6.5.2 Mean and Standard Deviation

The actual mean and standard deviation are calculated for the matrix Cells* by the Mathcad functions
*mean' and "Stdevo.

Therefore for the matrix generated in section 6.5.1

U
U

P actual :=mean(Cells)

P actual = 774.104

a actual :=Stdev(Cells)

a actual = 18.258

4. Inspection shows that the actual mean and standard deviations are not the same as the target
mean and target standard deviation which were input. This is expected since the "morm" function
returns an array with a probability density which is normally distributed.

OCLROO019290



Preparer Pete Tamburro

Am r enCALCULATION SHEET 12115/06

Subject: Calculation No. Rev. No. System Nos. Sheet
Statistical Analysis of Drywell Vessel Sandbed C-11302-187-E310-041 0 187 16 of 55
Thickness Data 1992, 1994, 1996, and 2006

6.5.3 Standard Error

The Standard Error is calculated using the following equation (reference 3.23).
For the matrix generated in section 6.5.1

Standard error U actual

No DataCelis
Standard error= 2.578

6.5.4 Skewness

Skewness is calculated using the following equation (reference 3.23).

For the matrix generated in section 6.5.1

(No DataCells) -. (Cells- P actual)3
Skewness :-

(No DataCells- i).(No DataCells- 2) -(o actual) 3 Skewness = 0.354

A skewness value close to zero is indicative of a normal distribution (reference 3.22 and 3.23)

6.5 Kurtosis

Kurtosis Is calculated using the following equation (reference 3.23).
For the matrix generated In section 6.5.1

No DataCells-(No DataCells+ i) .Z(Ce~ls-_ actual) 4

Kurtosis Q•

(No DataCells- ) .(No DataCells- 2)-(No DataCells- 3) -(M actual) 4

- 3. (No DataCells- 1) 2

(No DataCells- 2).-(No DataCells - 3)

Kurtosis = 0.262

A Kurtosis value close to zero Is indicative of a normal distribution (reference 3.23)

*1
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6.5.6 Normal Probability Plot

An alternative method to determine whether a sample distribution approaches a normal distributio

is by a normal probability plo(reference 3.22 and 3.23). In a normal plot, each data value is plott&

against what its value would be if it actually came from a normal distributfBhe expected normal
values, callednormal scores, and can be estimated by first calculating the rank scores of the sorted

data. The Mathcad function "sorts" sorts the "Cells" array

j :=0. last(Cells) srt :=sort(Cells)

Then each data point Is ranked. The array *rank" captures these rankings

r.:=j- 1
J rank,1 :

Xsrt=srt.J 2

¶ I

Each rank is proportioned into the "p" array. Then based on the proportion an estimate is is
calculated for the data point. TheVan der Waerden's formula is used

rank.

P rows(Cells) +- I

The normal scores are the correspondingth percentile points from the standard normal

distribution:

x:=I NScore1 :=root[cnorm(x) - (pi), x]

If a sample is normally distributed, the points of the "Normal Plot" will seem to form a nearly

straight line. The plot below shows the "Normal Plot" for the matrix generated in section 6.5.1

1J

3

2

t'LScore1 0

-IO

I I I

X (

X

I IW

,- ".

JJ
720 740 760 790 8oo 820 840
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6.5.7 Upper and Lower Confidence Values

The Upper and Lower confidence values are calculated based on .05 degree of confidence a.
(reference 3.23).

a :=.05 Ta:=tI 48
Ta = 2.011

Therefore for the matrix generated in section 6.1

C actual
Lower95%Con :=P actual - Ta a

jNo DataCells

o actual

Upper 95%Con : actual + Ta a

INo DataCells

Lower95%Con = 767.726

Upper 95%Con 778.094

These values represent a range on the calculated mean In which there is 95% confidence. In other
words, If the 49 data points were collected 100 times the calculated mean in 95 of those 100 times
would be within this range. s

6.5.8 Graphical Representation

Below is the distribution of the 'Cells" matrix generated in section 6.5.1 sorted in one half standard
deviation increments (bins) within a range from minus 3 standard deviations to plus 3 standard deviations.

Bins := Make bins (i actual' - actual)

Distribution = hist(Bins,Cells)

The mid points of the Bins are calculated

Distribution =

0

3

4

6

7

4

3
k:=0- II

* Midpointsk (Binsk- Binsk+I,
2

0

I
<[I

I The Mathcad function pnorm calculates the normal distribution curve based on a given mean and standard
deviation. The actual mean and standard deviation generated in section 6.5.2 are input. The resulting plot will
provide a representation of the normally distribution corresponding the the actual mean and standard deviation.
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normal curve0 :=pnorm(BinsvI4 actualo actual)

normal curvek :=pnorm(Binsk+ i, P actual,' actual) -- pnor(BinskP actual, 'actual) -

The normal curve Is simply a proportion, which is multiplied by the number of 'Cells' (49)

normal curve := No DataCells~normal curve

The following schematic shows: the actual distribution of the samples (the bars), the normal curve
(solid line) based on the actual mean (p actual ) and standard deviation o actual)' the kurtosis

(Kurtosis), the skewness ( Skewness ), the number of data points (No DataCells), and the the lower

and upper 95% confidence values Lower 9 5 %ConUpper 95%Con).

P actual = 772.91 a actual = 18.047 Standard error= 2.578

Skewness = 0.354 Kurtosis 0.262 No DataCells 49

I5

to -

Distribution
.A-
nonnasl curve

0- -

72-0 740 760 780 800 20 840

Midpoints ,Midpoints

Lower95%Con 767.726 Upper 95%Con =778.094

( )
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6.5.9 General Summary of Corrosion Rate Assessment Methodology

This methodology develops a test to assess whether the trend of the means or individual points over timeLis indicative of corrosion. The statistical test consists of two parts. The first part is to determine if the
data (either the means or individual points) is well characterized by a straight line determined by using
standard linear regression modeling. The second part is a comparison of the linear regression through the
data with a line defined by a prescribed slope and intercept. The slope represents the rate corrosion, and
it is chosen to reflect acceptable limits. The intercept is determined by the thickness in 1992 (baseline) as
the sand removal. The confidence level for the test will be 95%. The test will be referred to as the F test
for Corrosion. If the F test for Corrosion shows that the prescribed line for corrosion is within the 95%
confidence bounds determined by the linear regression on the data, then a statistical projection can be
made to the year 2029.

LIf the F test for Corrosion shows that the prescribed line for corrosion is not acceptable within the 95%
confidence bounds determined by the linear regression on the data, then a conservative approach will be
used, and the regression will be utilized to determine an apparent corrosion rate to establish the next

" inspection frequency for that location.

Two sensitivity studies will be performed. The first will determine the minimum observable corrosion
' rate that may exist in the 49 point grid, given the observed standard deviations of the averages and the

number of observations, which are 4 in this case. For this analysis, location 19A was chosen since it is
the thinnest location of the 19 grids. The second study will determine the minimum observable corrosion

•. rate that may exist at one point within a grid, given the observed standard error for the individual points
and the number of. observations, which is, again, 4 in this case. For this analysis, point 4 in grid 19A was
chosen since it is one of the two individual points, which are the thinnest out of the 19 grids.

6.5.9.1 Appropriateness of the Regression Model for Corrosion

General corrosion rates of a carbon steel plate over long periods of time (i.e. years) can be approximated
by a straight line with a slope over time (see assumptions 4.3, 4.4 and 4.4).

This assumption has been shown to be reasonable over the life of the monitoring program. Prior to 1992
sand removal from the sandbed, the regression model was shown to accurately cilcuate the actual
corrosion rates (reference 3.7, 3.1i through 3.21) of the vessel in the sandbed and tbprovide reliable
projections that were used to schedule the ultimate repair (the sand removal). In addition the regression
model has been shown to detect very small corrosion rates of less than 1 mil per year in the upper
elevations of the drywell. In this case it took up to ten inspections over an approximate 10 years to detect
these minor rates (reference 3.2. 24).
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6.5.9.2 "F" Test Results for Corrosion

To illustrate a case in which the location is corroding, nine 49 point matrixes will be generated

with input means which are descending over time at a rate of 2 mils per year. This will

illustrate the case where the population is corroding at 2 mils per year with a 20 mil standard

deviation.

The nine means, standard deviations of the following simulated dates are shown below

Dates.:=-

1995

1997
1999A
2002
,2004

2006
2008

-.. ..

d :=0.. 8 Wd is used as an Index for the arrays

Rate :=2.0

l input d := 775- (Rate.(Dates d-- Dates 0 )

a input d :=20 Cellsd :=rnorm (No DataCells '~input d input d)

P actual d := mean (Cenlsd) a actual d :-Stdev (Cellsd)

'ii.

The resulting simulated means are

P1 actual -

770.163

769.826

773.738

767.08

752.938

754.346

750.331

744.589

742.622!

actual =

20.964

20.197

19.8

19.57,

17.368

20.289

16.007

24.804

.20.188

1.993-10'

1.995-103

1.997o 103

1.997-103

1.999.103

2.002 103 Li
Dates =

°.r )
2.004* 103

2.006-103

2.003-103
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The following function simply returns the number of means INoqof means) which will be used later

No._of means :=rows (P actual) NoQof means = 9

The curve fit equation and model equation is defined for the function "yhat"

yhat(x, y):= intercept(x, y) +- slope(x,y).x

The curve fit equation in which the date 'DateS) is the Independent variable and the measured
mean thickness of the location (p actual) Is the dependent variable, is then defined as the function

'yhat'. This function makes use of Mathcad function" intercept which returns the intercept value
of the "Best Fit curve fit and the Mathcad function "slope' which returns the slope value of the
"Best Fit" curve fit.

The Sum of Squared Error (SSE) Is calculated as follows (reference 3.23). This Is the variance between each
actual value (mean or individual point) and what the value should be if it met the regression model.

last(Dates )
SSE:= E (P actual yhat (Dates dt actual) ,)2

i=O
SSE= 125.623

The Sum of Squared Residuals (SSR) is then calculated as follows (reference 3.23). This Is the
difference between what the value should be if it met the regression model and what the value
should be if it met the grandmean model.

last(Dates)
SSR:= E (yhat (Dates, 9 actual) -mean(p actual)):2

i=0
SSR= 1.00910

Degrees of freedom associated with the sum of squares for residual error.

DegreeFree ss :=Noo-f means- 2
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The degrees of freedom for the sum of squares due to regression, j
DegreeFree reg := I

MSE S=S,,

DegreeFree ss

Standard error := MSE

MSR SSR

DegreeFree reg

MSE= 7.519

Standard error = 2.742

MSR = 741.797

The MSE is the variance estimate to the regression model. The MSR is an estimate for the difference
between the regression model and the grandmean. The ratio of the two gives a measwe of how well

the data approaches a line with slope. The larger the ratio then the better the data is represented by

the regression model. For example If the MSE was very large indicating that the values significantly.
varyfrom the regression model, then the ratio would approach zero and the hypothesis that there is

-' slope Is not satisfied. Another example would be if the MSE was very small indicating that the values

are very close to the regression model, then the ratio would be very large and the hypothesis that

there Is slope is satisfied.

,_ MSRF actaul "-MS--E

This ratio F actaul) is then compared to the "F" Distribution with the appropriate

confidence factor. The Mathcad functi, qF computes cumulative probabilities for UF

distribution" with dl, d2 degrees of freedom at x confidence

Pictorially,pF(x, dl, d2) computes the area of the region shaded below:

Imm~

~1

%rm.

T

The confidence fatris sta 5 Confidence :=.95
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" a :=0.05 F critical := qF(Confidence,D•-greeFree reg, DegreeFree .. ) F critical = 5.591

The T" ratio for 95% confidence is calculated:

F ro IF actaul

F critical
Fratio= 10.015

Standard error = 4.236

The *F" ratio is greater than 1.0, therefore the regression model holds for the data. The curve fit
for the nine means is best explained by a curve fit with a slope.

If the F ratio Is less than 1.0 then no conclusions can be made with respect to how well the data satisfies a
line without slope.

OCLROO019299



Preparer: Pete TaCNburroAmerGen CALCULATION SHEET 12/15/06 71

Subject-
Statistical Analysis of Drywell Vessel Sandbed
Thickness Data 1992; 1994, 1996, and 2006

Calculation No. Rev. No. System Nos. Sheet
C-1302-187-E310-041 0 187 25 of 55

U
6.9.3 Linear Regression with 95% Confidence Intervals

Using data generated in section 6.9.2 the curve fit for linear regression is calculated by the Mathcad

functions* slope " and *intercept'.

ms :=slope (Dates , P actual) Y b

Is =-2.159

The predicted curve is calculated over time where'

'Thick predict is thickness (dependent variable).

=intercept (Dates , p actual)

Y b = 5'.077°!03

year predict * Is time (independent variable), and

Remaining P1_life :=23 f :=0.. Remaining Pljife - I year predict,:= 1993 - f-2

( Thick predict := m -year predict + Y b

The 95% Confidence ("1- a t') curves are calculated as follows (reference 3.3)

a t:=0.05

Thick actualmean :=mean(Dates)

sum :=E (Dates d mean (Dates ))2

d

upper r :=Thick predict, -

7

+ qt -I t,,No of means - 2 .Standard error I

lower := Thick predict f

+- qt (!- .- Nosof means -2)Standard error2 en

(year predict f- Thick actualmean
(d+ I) sum

I ___ + (year predict r- Thick actualmean

(d+ 1) sum II" )

I
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Therefore the following is a plot of the curve fit of the data generated in section 6.9.2 and the Upper and
Lower 95% confidence Intervals. The Upper and Lower 95% Confidence Intervals are the two curves
shown below which bound the data points and the curve fit.

7501-

Thick predit

upper

lower

P actual
0

700

I iI I I I I

Individual
Inspection
means

Upper 95%
confidence interval

I I I I II ,

Upper 95%
confidence interval

Projected mean

mIs -2.159

Corrosion Rate
(Slope)

650

60"

1990 1995 2000 2005 2010 2015 2020
year predictlyar predict, year predict,Dates

2025
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i

)

OCLROO019301



ArerGen CALCULATION SHEET P2/1e/06

Subject: Calculation No. Rev. No. System Nos. Sheet
Statistical Analysis of Drywell Vessel Sandbed. C-1302-187-E3110-041 0 187 27 of 55.
Thickness Data 1992, 1994, 1996, and 2006

6.9A Sensitivity Studies to Determine Observable Corrosion Rates

This sensitivity study will determine the minimum statistically observable corrosion rate that can exist in
the 49 points grid given the observed standard deviations of the means and the number of observations
which in this case is 4. This will be performed by running a series of simulations based on the results

from the grid at location 19A.

This study will perform 10, 100 iteration runs for varying corrosions rates of 5, 6, 7, 8, and 9 mils per
year.

The simulation will generate 49 points arrays using the Mathcad function " morm".
The function "norm (in, u, SD)" - returns an array of "m" random numbers generated from a normal

distribution with mean of "u" and a standard deviation of "SD".

Each iteration will generate 49 point arrays for the years 1992, 1994, 1996 and 2006.

The input to the 1992 array will be 49, the actual mean (800 mils) which was determined from the actual
1992, 19A data (reference appendix 10 page 10). and a standard deviation of 65 mils. This standard
deviation is the average of the calculated standard deviations from the 1992, 1994, 1996 and 2006 data

) (see appendix 10.page 10). A simulated mean (for 1992) will. then be calculated from the simulated 49
point array.

The input to the 1994 array will be 49, the value 800 minus the simulated rate (in mils per year) times 2
years (1994-1992) and a standard deviation of 65 mils. A simulated mean (for 1994) will then be
calculated from the simulated 49 point array.

The input to the 1996 array will be 49, the value 800 minus the simulated rate (in mils per year) times 4
years (1996-1992) and a standard deviation of 65 mils. A simulated mean (for 1996) will then be
calculated from the simulated 49 point array.

The input to the 2006 array will be 49, the value 800 minus the simulated rate (in mils per year) times 14
years (2006-1992) and a standard deviation of 65 mils. A simulated mean (for 2006) will then be
calculated from the simulated 49 point array.

The four simulated means will then be tested for corrosion based on the methodology in section 6.5.9.2.

The confidence factor for the test will be 95%. If the corrosion test is successful (the F Ratio is great
than 1) then that iteration is considered a successful valid iteration.

100 iterations will be run 10 times at each of the input rates of 1, 2, 3, 4, and 5 mils per year. The J
resulting number of successful iterations (passes the corrosion test) will then be considered as probability
of observing that rate given the 19A data.

For this case location 19A was chosen since it is the thinnest of the 19 grids.

hi
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Appendix 10 shows the following data for location 19A

Year Mean Standard Deviation
(mils) (mils)

1992 800 58.6
1994 806 69.3
1996 815 67.3
2006 807 62.4

OCLROO019303



Preparer: Pete Tambufro

CALCULATION SHEET 12/15/06

(_ . Subject: Calculation No. Rev. No. System Nos. Sheet
Statistical Analysis of Drywell Vessel Sandbed, C-1302-187-E310-041 0 187 29 of 55

Thickness Data 1992, 1994,1996, and 2006

7.0 Calculation

7.1 Sandbed Locations with 49 Readings

7.1.1. Bay 9 location 9D December 1992 through Oct 2006
Refer to Appendix #1 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is normally distributed. The

mean of the 2006 data is 0.9825 inches, which meets the design basis uniform thickness
requirements of 0.736". In order to be consistent with past calculations (ref. 3.20 3.21
and 3.22) this mean does not include point 15, which is thinnest point in the set.

The "F' Test results for Corrosion on the means shows as ratio of 0.029. Sensitivity

studies show that given only four inspections, a rate of 6.9 mils per yeaT would be

observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on an assumed rate of 6.9 mils per
year shows that this location would not reach the minimum required thickness prior to the

( ) 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the

conclusion can be made that the location will not corrode to less then the minimum

required thickness prior to 2029.

Point 15 is the thinnest reading of the 2006 data at 0.751 inches, which meets the design
basis local thickness requirements of 0.490".

The "F' Test result for Corrosion on point 15 shows a ratio of 0.03. Sensitivity studies

show that given only four inspections, a rate of 6.9 mils per year would be observed 95

times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made

that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach

the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum

required thickness by 2029 it would have to corrode at a rate of 10.8 mils per year which

is not considered credible and would be observable.

7.1.2 Bay 11 location 11A December 1992 through Oct 2006
Refer to Appendix #2 for the complete calculation.
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Four inspecdions have been performed at this location after the sand was removed and
coating applied in 1992. A plug lies within this location. Four points lie over the plug
(see section 5.2). Therefore points 23, 24, 30, and 31 are eliminated from the corrosion rate
evaluation.

The data collected in October 2006 is normally distributed after the four points that lie
over the plug are eliminated. The mean of the 2006 data is 0.8215 inches, which meets the
design basis uniform thickness requirements of 0.736".

The "F" Test for Corrosion on the means shows a ratio of 0.01. Sensitivity studies show
that given only four inspections, a rate of 6.9 mils per year would be observed 95 times or
more out of 100 iterations (see appendix 22). Therefore the conclusion is made that the
mean rate for this location is less than the statistically observable rate of 6.9 mils per year.
Projection based on an assumed rate of 6.9 mils per year shows that this location would
not reach the minimum required thickness prior to the 2018. Additional inspection will be
required at this location prior to this year. It is expected that each added inspection will
continue to reduce the uncertainties, which will eventually demonstrate that this location
has sufficient margin to reach the full period of operation in 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 20 is the thinnest reading of the 2006 data at 0.669 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 20 shows a ratio of 0.09. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 7.5 mils per year which is
not considered credible and would be observable.

7.13 Bay 11 location llC December 1992 through Oct 2006
Refer to Appendix #3 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is not normally distributed
Removal of point number 5, which is much thinner, will results in a normal distribution,
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although slightly skewed. However past calculations (ref. 3.20, 3.21, and 3.22) have split
this data and analyzed the top 3 rows and the bottom 4 row separately. This summary will
only describe the evaluation of the entire 7 rows. Appendix 3 provides the results of the
top 3 rows and the bottom 4 rows, which are consistent to the following conclusions.
Point I was not collected due to an obstruction with the vent attachment weld.

The mean of the 2006 data is 0.8982 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F' Test for Corrosion on the means shows a ratio of 0.02. Sensitivity studies show
*that given only four inspections, a rate of 6.9 mils per year would be observed 95 times or
more out of 100 iterations (see appendix 22). Therefore the conclusion is made that the
mean rate for this location is less than the statistically observable rate of 6.9 mils per year. -I

Projection based on an assumed rate of 6.9 mils per year shows that this location would
not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the

conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 43 was discounted from the 1992 data in the previous calculations (reference 3.20,
3.21 and 3.22) since it was 4.3 sigma from the mean in 1992. This same point was
recorded as 0.860 inches in 1994, 0.917 inches in 1996 and 0.861 inches in 2006.
Therefore it was also discounted from the 1992 mean in this calculation for consistency.

Point 5 is the thinnest reading of the 2006 data at 0.767 inches, which meets the design
basis local thickness requirements of 0.490".

The "F' Test result for Corrosion on point 5 shows a ratio of 0.005. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 11.5 mils per year which
is not considered credible and would be observable.

7.1.4 Bay 13 location 13A December 1992 through Oct 2006
...... Refer to Appendix #4 for the complete calculation.
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Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is approximately normally
distributed. The Kurtosis indicates the distribution is slightly heavy around the mean.
Point 5 is much thicker (1.046 inches) than the mean of grid. Therefore the conclusion
was made that this distribution approaches normality.

The mean of the 2006 data is 0.8458 inches, which meets the design basis uniform*
thickness requirements of 0.736".

rThe "F" Test result for Corrosion on the means shows a ratio of 0.004. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2020.

LAdditional inspection will be required at this location prior to this year. It is expected that
each added inspection will continue to reduce the uncertainties, which will eventually
demonstrate that this location has sufficient margin to reach the full period of operation in

t (2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

LThe calculated 1994 mean (837mils) in this calculation is different than the same mean
calculated in 1994 (827.5 mils). This is because the 1994 mean calculation eliminated
four points (4, 5, 6 and 7) from in the 1994 data (reference 3.21) since they were much
thicker than the remaining 1994 data points. However the 1992 and 1996 calculation did
not eliminate the same four points even though some of the four points were thicker then
the 1992 and 1996 data sets. Review of the 2006 data show that these points are also
thicker than the remaining points. Also the 2006 data with the four points included is
normally distributed. Therefore the 1994 mean was recalculated in tlus calculation withLthe 4 points included.

The calculated 1996 mean (853 mils) inthis calculation is different than the same mean
calculated in 1996 (843.4 mils). Thorough review of the 1996 calculation ref (3.22) and
the 1996 data indicates that the correct mean for the 1996 data is actually 853 mils and
not 843.4 mils. Therefore it is concluded that the 1996. calculation mistakenly
documented this value. Therefore this calculation uses 853 mils for the 1996 mean.

Point 19 is the thinnest reading of the 2006 data at 0.746 inches, which meets the design
basis local thickness requirements of 0.490".
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The "F" Test result for Corrosion on point 19 shows a ratio of 0.044. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less thafi the statistically observable rate'of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 10.7 mils per year which
is not considered credible and would be observable.

7.1.5 Bay 13 location 13D December 1992 through Oct 2006
Refer to Appendix #5 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is normally distributed.
However past calculations (ref 3.20, 3.21, and 3.22) have split this data and analyzed the
top 3 rows-and the bottom 4 row separately. This summary will only describe the
evaluation of the entire 7 rows. Appendix 5 provides the results of the top 3 rows and the
bottom 4 rows, which are consistent to the following conclusions.

The mean of the 2006 data is 0.9682 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F' Test result for Corrosion on the means shows a ratio of 0.0005. Sensitivity
studies show that given only four inspections, a rate of 6.9 mils per year would be
observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on an assumed rate of 6.9 mils per
year shows that this location would not reach the minimum required thickness prior to the
2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 49 is the thinnest reading of the 2006 data at 0.821 inches, which meets the design
basis local thickness requirements of 0.490".

The "F' Test result for No Corrosion on point 49 shows a ratio of 1.64. Sensitivity studies

show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
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that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 13.8 mils per year which
is not considered credible and would be observable.

7.1.6 Bay 15 location 15D December 1992 through Oct 2006
Refer to Appendix #6 for the complete calculation.

Four inspections have been performed. at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is normally distributed. The
mean of the 2006 data is 1.0531 inches, which meets the design basis uniform thickness
requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.012. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029..

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 42 is the thinnest reading of the 2006 data at 0.922 inches, which meets the design
basis local thickness requirements of 0.490".:

The '"F" Test result for Corrosion on point 42 shows a ratio of 0.02. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9' mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness bIy 2029 it would have to corrode at a rate of 18 mils per year which is
not considered credible and would be observable.

)
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7.6.9 Bay 17 location 17A December 1992 through Oct 2006
Refer to Appendix #7 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data collected in October 2006 is not normally distributed.
However past calculations (ref 3.20, 3.21, and 3.22) have split this data and analyzed the
top 3 rows and the bottom 4 rows separately. These two sub sets are normally distributed.
This summary will only describe the evaluation of the entire 7 rows. Appendix 7 provides
the results of the top 3 rows and the bottom 4 rows, which are consistent to the following
conclusions.

The mean of the 2006 data is 1.015 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.006. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is, less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent ratethe
conclusion can be made that the location will nhot corrode to less then the minimum
required thickness prior to 2029.

Point 3 was discounted from the 1996 data in the 1996 calculation (reference 3.22) since
it was significantly thinner (0.672 inches) than the remaining 1996 points. This same-
point was recorded as 1.158 inches in 1992, 1.158 inches in 1996, and 1.154 inches in I
2006. Therefore it was discounted from the 1996 mean in this calculation for consistency.

Point 40 is the thinnest reading of the 2006 data at 0.802 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 40 shows a ratio of 0.002. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

"'......
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Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 13.0 mils per year which
is not considered credible and would be observable.

7.1.8 Bay 17 location 17D December 1992 through Oct 2006
Refer to Appendix #8 for the complete calculation.

Four inspections have been performed at this location after the sand Was removed and
coating applied in 1992. A plug lies within this location. Four points lie over the plug
(see section 5.2). Therefore points 15, 16, 22, and 23 are eliminated from the corrosion rate
evaluation.

The data collected in October 2006 is normally distributed after the four points that lie
over the plug are eliminated. The mean of the 2006 data is 0.8187 inches, which meets the
design basis uniform thickness requirements of 0.736".

The calculated 1996 mean (848 mils) in this calculation is different than the same mean
calculated in 1996 (845 mils). Thorough review of the 1996 calculation ref (3.22) and the
1996 data indicates that the correct mean for the 1996 data, when excluding points 15, 16,
22 and 23, is actually 848 mils and not 845 mils. Therefore it is concluded that the 1996
calculation mistakenly documented this value. Therefore this calculation uses 848 mils
for the 1996 mean.

The "F" Test result for Corrosion on the means shows a ratio of 0.000007. Sensitivity
studies show that given only four inspections, a rate of 6.9 mils per year would be
observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on this assumed rate shows that this
location would not reach the minimum required thickness prior to the 2016. Additional
inspection will be required at this location prior to this year. It is expected that each
added inspection will continue to reduce the uncertainties, which will eventually
demonstrate that this location has sufficient margin to reach the full period of operation in
2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the mi*imum
required thickness prior to 2029.

Point 14 is the thinnest reading of the 2006 data at 0.648 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for No Corrosion on point 14 shows a ratio of 3.3. The "F' Test result
for Corrosion on point 14 shows a ratio of 0.001. Sensitivity studies show that given only
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four inspections, a rate of 6.9 mils per year would be observed 95 times or more out of
100 iterations (see appendix 22). Therefore the conclusion is made that the mean rate for
this location is less than the statistically observable rate of 6.9 mils per year. Projection
based on this assumed rate shows that this individual point would not reach the minimum
required thickness prior to the 2016. Additional inspection will be required at this location
prior to this year. It is expected that each added inspection will continue to reduce the
uncertainties, which will eventually demonstrate that this location has sufficient margin to
reach the full period of operation in 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 6.6 mils per year which is
not considered credible and would be observable.

7.1.9 Bay 17 location 17-19 December 1992 through Oct 2006
Refer to Appendix #9 for the complete calculation.

Four inspections have been performed at this location after thesand was removed and
coating applied in 1992. The data collected in October 2006 is normally distributed.
However past calculations (ref 3.20, 3.21, and 3.22) have split this data and analyzed the
top 3 rows and the bottom 4 rows separately. This summary will only describe the
evaluation of the entire 7 rows. Appendix 9 provides the results of the top 3 rows and the
bottom 4 rows, which are consistent to the following conclusions.

The mean of the 2006 data is 0.969 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F' Test result for Corrosion on the means shows a ratio of 0.068. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meetthe F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

The calculated 1996 mean (990.14 mils) in this calculation is different that the same mean i
calculated in 1996 (991.4 mils). Thorough review of the 1996 calculation ref (3.22) and
the 1996 data indicates that the correct mean for the 1996 data is actually 990.14 mils and
not 991.A mils. Therefore it is concluded that the 1996 calculation mistakenly
documented this value. Therefore this calculation uses 990.14 mils for the 1996 mean.
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Point 35 is the thinnest reading of the 2006 data at 0.901 inches. Which meets the design
basis local thickness requirements of 0.490".

The "F'.Test result for Corrosion on point 35 shows a ratio of 0.02. The "F'Test result
for Corrosion on point 14 shows a ratio of 0.001. Sensitivity studies show that given only
four inspections, a rate of 6.9 mils per year would be observed 95 times or more out of
100 iterations (see appendix 22). Therefore the conclusion is made that the mean rate for
this location is less than the statistically observable rate of 6.9 mils per year. Projection
based on this assumed rate shows that this location would not reach the minimum
required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 17 mils per year which is
not considered credible and would be observable.

7.1.10 Bay 19 location 19A December 1992 through Oct 2006
Refer to Appendix #10 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. A plug lies within this location. Four points lie over the plug
(see section 5.2). Therefore points 24, 25, 3 1, and 32 are eliminated from the corrosion rate
evaluation.

The data collected in October 2006 is normally distributed after the four points that lie
over the plug are eliminated. The mean of the 2006 data is 0.8066 inches, which meets the
design basis uniform thickness requirements of 0.736". This mean is the thinnest of the
19 locations.

Evaluation of the mean thickness values of this location measured 1992, 1994, 1996 and
2006 shows that this location is experiencing negligible corrosion, approaching a rate of
zero. However due to the limited amount of inspections this conclusion cannot be
statistically confirmed with 95% confidence. Therefore the next inspection of this
location shall be performed prior to the date in which the minimum statistically the
statistically observable rate would drive the thickness to the minimum required thickness.

The "F' Test result for Corrosion on the means shows a ratio of 0.004. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach

) the minimum required thickness prior to the 2016. Additional inspection will be r•equired.
at this location prior to this year. It is expected that each added inspection will continue to
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reduce the uncertainties, which will eventually demonstrate that this location has
sufficient margin to reach the full period of operation in 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate (which
approaches zero) the conclusion can be made that the location will not corrode to less
then the minimum required thickness prior to 2029.

Point 4 is the thinnest reading of the 2006 data at 0.648 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 4 shows a ratio of 0.02. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this point would not reach the
minimum required thickness prior to the 2016. Additional inspection will be required at
this location prior to this year. It is expected that each added inspection will continue to
reduce the uncertainties, which will eventually demonstrate that this location has

) .sufficient margin to reach the full period of operation in 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 6.6 mils per year which is
not considered credible and would be observable.

7.1.11 Bay 19 location 19B December 1992 through Oct 2006
Refer to Appendix #11 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and the
coating was applied in 1992. The data collected in October 2006 is normally distributed.
The mean of the 2006 data is 0.8475 inches, which meets the design basis uniform
thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.088. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2022. Additional inspection will be required
at this location prior to this year. It is expected that each added inspection will continue to
reduce the uncertainties, which will eventually demonstrate that this location has
sufficient margin to reach the full period of operation in 2029.
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In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 34 is the thinnest reading of the 2006 data at 0.731 inches. Which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 34 shows a ratio of 0.001. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 10.0 mils per year which
is not considered credible and would be observable.

7.1.12 Bay 19 location 19C December 1992 through Oct 2006
Refer to Appendix #11 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. A plug lies within this location. Four points lie over the plug.
Therefore points 20, 26, 27, and 33 are eliminated from the corrosion rate evaluation (see
section 5.2).

The data collected in October 2006 is normally distribiued after the four points that lie
over the plug are eliminated. The mean of the 2006 data is 0.8238 inches, which meets the
design basis uniform thickness requirements of 0.736".

The calculated 1996 mean (854 mils) in this calculation is different that the same meani
calculated in 1996 (848 mils). Thorough review of the 1996 calculation ref (3.22) and the
1996 data indicates that the correct mean for the 1996 data is actually !854n mils" and not
•848 mils. Therefore it is concluded that the 1996 calculation mistakenly documented this
value. Therefore this calculation uses 854 mils for the 1996 mean.

The "F' Test result for Corrosion on the means shows a ratio of 0.0000067 Sensitivity
studies show that given only four inspections, a rate of 6.9 mils per year would be
observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less' than the statistically
observable rate of 6.9 mils per year. Projection based on this I assumed rate shows that this

.. location would not reach the minimum required thickness prior to the 2018. Additional
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inspection will be required at this location prior to this year. It is expected that each added
inspection will continue to reduce the uncertainties, which will eventually demonstrate
that this location has sufficient margin to reach the full period of operation in 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 4 is the thinnest reading of the 2006 data at 0.660 inches, which meets the design
basis local thickness requirements of 0.490".

The "F'" Test resultfor Corrosion on point 4 shows a ratio of 0.00007. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 6.7 mils per year which is
not considered credible and would be observable.

7.2 Sandbed Locations with 7 Readings

7.2.1 Bay I location 1D December 1992 through Oct 2006
Refer to Appendix #13 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is not normally distributed. Eliminating point 1 which
is significantly thinner than the remaining points results in a distribution, which is almost
normal. This is consistent with previous data. Past calculations discounted the thinner
point and calculated a mean of the remaining 6 points. The mean of the 2006 data is
1.122 inches, which meets the design basis uniform thickness requirements of 0.736".

The "F' Test result for Corrosion on the means shows a ratio of 0.001. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.
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In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

The 1996 calculation (ref. 3.22) also eliminated point 7 from the mean calculation since it
was significantly thinner then the values in for the same point in other years.

Point 1 is the thinnest reading of the 2006 data at 0.881 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for Corrosion on point 1 shows a ratio of 0.02. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would-not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 16.3 mils per year which
is not considered credible and would be observable.

7.2.2 Bay 3 location 3D December 1992 through Oct 2006
Refer to Appendix #14 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is not normally distributed. The mean of the 2006 data
is 1.18 inches. Which meets the design basis uniform thickness requirements of 0.736".

The "F' Test result for Corrosion on the means shows a ratio of 0.008. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

The calculated 1996 mean (1175 mils) in this calculation is different that the same mean
calculated in 1996 (1181 mils). This is because the 1996 mean calculation eliminated
point 5 from in the 1996 data (reference 3.22). However the 1992 and 1996 calculation
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did not eliminate this point. Review of the 2006 data shows that the point 5 value is

within 2 sigma of the grandmean. Therefore the 1996 mean was recalculated in this
calculation with the point 5 included.

Point 5 is the thinnest reading of the 2006 data at 1.156 inches, which meets the design

basis local thickness requirements of 0.490".

The "F" Test result for No Corrosion on point 5 shows a ratio of 0.08. Sensitivity studies

show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made

that the mean rate for this location is less than the statistically observable rate of. 6.9 mils

per year. Projection based on this assumed rate shows that this location would not reach

the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 27.8 mils per year which
is not considered credible and would be observable.

7.2.3 Bay 5 location 5D December 1992 through Oct 2006
Refer to Appendix #15 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and

coating applied in 1992. The data is not normally distributed. This is most likely due to

the low number of data points. The mean of the 2006 data is 1.185 inches, which meets
the design basis uniform thickness requirements of 0.736".

The "F' Test result for Corrosion on the means shows a ratio of 0.048. Sensitivity studies

show that given only four inspections, a rate of 6.9 mils per year would be observed 95

times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils

per year. Projection based on an assumed rate of 6.9 mils per year shows that this location

would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even

though it does not meet the F test for Corrosion). Based on the apparent rate the

conclusion can be made that the location will not corrode to less then the minimum

required thickness prior to 2029.

Point 1 is the thinnest reading of the 2006 data at 1.174 inches, which meets the design

basis local thickness requirements of 0.490".

.. The "F" Test for No Corrosion for point I shows a ratio of 0.037. The "F' test results of

the 1992, 1994, 1996 and 2006 point I value show an "F' ratio of 0.925, which is an *
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indication that a slope might exist for this point. Review of the individual readings for
each year shows the following values in each year.

Year Point 1 Value
(inches)

1992 1.164
1994 1.163
1996 1.163
2006 1.174

The variance of 10 mils between 1992 and 2006 is well within the uncertainties of the
instrumentation. The curve fit of the data indicates a slightly positive slope, which is not
credible. Therefore it is concluded that this individual location, Which was the thinnest
location recorded in 2006 is not experiencing corrosion.

Sensitivity studies show that given only four inspections, a rate of 6.9 mils per year would
be observed 95 times or more out of 100 iterations (see appendix 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on this assumed rate shows that this
location would not reach the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 28.5 mils per year which
is not considered credible and would be observable.

7.2.4 Bay 7 location 7D December 1992 through Oct 2006
Refer to Appendix #16 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is normally distributed. The mean of the 2006 data is
1.113 inches. Which meets the design basis uniform thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.384. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.
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Point 5 is -the thinnest reading of the 2006 data at 1.102 inches, which meets the design
basis local thickness requirements of 0.490".

The "F' Test result for Corrosion on point 5 shows a ratio of 0.06. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on this assumed rate shows that this location would not reach
the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum _

required thickness by 2029 it would have to corrode at a rate of 25.5 mils per year which
is not considered credible and would be observable.

7.2.5 Bay 9 location 9A December 1992 through Oct 2006
Refer to Appendix #17 for the complete calculation.

Four inspections have been performed at this location after the sand was removed and
coating applied in 1992. The data is not normally distributed. This is most likely due to
the low number of data points. The mean of the 2006 data is 1.154 inches, which meets
the design basis uniform thickness requirements of 0.736".

The "F' Test result for Corrosion on the means shows a ratio of 0.231. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.'

In addition the apparent corrosion rate was determined using the regression model (even

though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 7 is the thinnest reading of the 2006'data at 1.13 inches, which meets the design
basis local thickness requirements of 0.490".

The "F' Test result for No Corrosion on point 7 shows a ratio of 0.26. The "F" Test result

for Corrosion on point 7 shows a ratio of 0.02. Sensitivity studies show that given only
four inspections, a rate of 6.9 mils per year would be observed 95 times or more out of
100 iterations (see appendix 22). Therefore the conclusion is made that the mean rate for

this location is less than the statistically observable rate of 6.9 mils per year. Projection
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based on this assumed rate shows that this location would not reach the minimum
required thickness prior to the 2029.

rAdditional calculation shows that for this point to corrode to less than the minimumL required thickness by 2029 it would have to corrode at a rate of 26.7 mils per year which
is not considered credible and would be observable.

L7.2.6. Bay 13 location 13 C December 1992 through Oct 2006
Refer to Appendix 18 for the complete calculation.LFour inspections have been performed at this location after the sand was removed and

coating applied in 1992. The data is normally distributed but skewed. The mean of the
2006 data is 1.142 inches, which meets the design basis uniform thickness requirementsLof 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.01. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of 100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less.than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed.rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test-for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 6 is the thinnest reading of the 2006 data at 1.128 inches, which meets the design
basis local thickness requirements of 0.490".

The "F' Test result for Corrosion on point 6 shows a ratio of 0.00000087. Sensitivity
studies show that given only four inspections, a rate of 6.9 mils per year would be

* observed 95 times or more out of 100 iterations (see append i 22). Therefore the
conclusion is made that the mean rate for this location is less than the statistically
observable rate of 6.9 mils per year. Projection based on this assumed rateIshows that thisLlocation would not reach the minimum required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 26.6 mils per year which
is not considered credible and would be observable.

S.. 7.2.7 Bay 15 location 15A.December 1992 through Oct 2006
Refer to Appendix 19 for the complete calculation.
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Four inspections have been performed at this location after the sand was removed and
'coating applied in 1992. The data is normally distributed. The mean of the 2006 data is
1.121 inches, which meets the design basis uniform thickness requirements of 0.736".

The "F" Test result for Corrosion on the means shows a ratio of 0.01. Sensitivity studies
show that given only four inspections, a rate of 6.9 mils per year would be observed 95
times or more out of.100 iterations (see appendix 22). Therefore the conclusion is made
that the mean rate for this location is less than the statistically observable rate of 6.9 mils
per year. Projection based on an assumed rate of 6.9 mils per year shows that this location
would not reach the minimum required thickness prior to the 2029.

In addition the apparent corrosion rate was determined using the regression model (even
though it does not meet the F test for Corrosion). Based on the apparent rate the
conclusion can be made that the location will not corrode to less then the minimum
required thickness prior to 2029.

Point 7 is the thinnest reading of the 2006 data at 1.049 inches, which meets the design
basis local thickness requirements of 0.490".

The "F" Test result for No Corrosion on point 7 shows a ratio of 0.25. The "F" Test result
.. ) for Corrosion on point 7 shows a ratio of 0.02. Sensitivity studies show that given only

four inspections, a rate of 6.9 mils per year would be observed 95 times or more out of
100 iterations (see appendix 22). Therefore the conclusion is made that the mean rate for
this location is less than the statistically observable rate of 6.9 mils per year. Projection
based on this assumed rate shows that this location would not reach the minimum
required thickness prior to the 2029.

Additional calculation shows that for this point to corrode to less than the minimum
required thickness by 2029 it would have to corrode at a rate of 23.3 mils per year which
is not considered credible and would be observable.
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7.3 External Inspections

7.3.1 Background
In 1992, following the removal of the sand from the sandbed region and the removal of
corrosion byproducts, the Drywell Vessel was visually inspected from the sandbed, which
is outside the Drywell Vessel. This inspection identified the thinnest locations'in each of
the 10 sandbed bays. These thinnest locations were then UT inspected. In many cases
the areas had to be slightly grounded so that the UT probe could rest flat against the
surface of the vessel. The thickness values and the locations of each reading, referenced
from existing welds, were recorded on a series of NDE data sheets. At each location one
UT reading was performed..

In 2006, 106 readings were taken of the external portion of the Drywell Vessel from
within the former sandbed region. These locations were located using the 1992 NDE
Inspection Data Sheet maps. These UT readings were compared to acceptance criteria.
The data is provided in Attachment 5.

7.3.2 Results
(Refer to Appendix 20)

All 106 readings were greater than the acceptance criteria of 0.49 inches even when
allowing for 20 mils tolerance in uncertainty. The minimum recorded value was 0.602
inches measured at point 7 in bay 13. This point was also the thinnest point recorded in
1992. "

These readings were not intended for corrosion rate trending due to uncertainties and
inconsistencjeS between the 1992 and 2006 UT readings. These include:

a) The roughness of the inspected surfaces due to the previously corroded surface
of the shell in the sandbed regions
b) The different UT technologies between 1992 and 2006 1:
c) UT Equipment Instrument Uncertainties and
d) The poor repeatability in attempting to inspect the exact same unmarked
locations over time

The 2006 and 1992 data cannot be used for developing corrosion rates by performing
regression analysis, which requires at least three similar inspections over time to develop
acceptable confidence factors.
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7.3.3 Worst Case
(Refer to Appendix 20)

To ensure a formal conservative evaluation, point to point comparisons were performed on all 106
points as follows.

For each reading the 2006 value was subtracted from the 1992 value and divided by 14
years (time between 1992 and 2006). Values that resulted in positive changes in metal
thickness were discounted from the computation to maintain conservative results.
The resulting differences in UT readings based on point-to-point comparison vary

between 0 and .0335 inches per year..

The minimum 2006reading of all the areas was 0.602 (point 7 Bay 13) inches.

The maximum worst case localized difference between readings was found in a point-to
point comparison of point 2 in bay 17. The difference in thickness at this point equates to
a rate of 0.0335 inches per year, which is not considered credible given the physical
limitations of the UT inspections taken from the exterior surface. These limitations
include the roughness of the inspected surfaces, the different UT technologies between
the 1992 and 2006, UT Equipment Instrument Uncertainties, and the repeatability due to

( .) trying to locate the exact same location over time. In addition, this point is at an elevation
where the inside surface is coated and accessible for visual inspection. During the 2006
visual inspections, no degraded coating or indication of corrosion has been identified on
the exterior or interior drywell shell at this point location.

However even when considering a 0.0335 inches per year rate of change (recorded on a
location that is 0.681 inches thick in 2006) and applying it on the thinnest -location

recorded in 2006 (0.602 inches in Bay 13 point 7) and applying 0.020 inch deduction for
instrumentation uncertainty this location would only reduce to 0.515 inches by 2008,
which still demonstrates margin compared to the acceptance criteria of 0.49 inches.

Repeat inspection of this location in 2008 will provide additional data to confirm the very
conservative nature of the above evaluation.

(.)
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7.3.4 Comparison of the 2006 external data to the Bounding Internal Grid 19A
Inspection of internal grid 19A has concluded it to be the most critical of the monitored
sandbed locations since it has the thinnest mean. This grid has a mean 0.8066 inches with
a standard deviation of 0.0623 inches. The grid is normally distributed.

A normally distributed sample allows conclusion of the entire normally distributed
population from which the sample is taken. For example, in a normally distnrbuted
population, approximately 95% of the population lies within approximately plus or minus
two standard deviations of the mean; and approximately 99% of the population lies within
approximately plus or minus three standard deviations of the mean.

The thinnest location of the entire sandbed region was found during the exterior
inspections in 1992 and 2006. This spot (0.602" in 2006) was not in an area
corresponding to the internal monitored locations. However comparison of this thinnest
value to the mean, standard deviation, and thinnest individual reading (0.648 inches) for
location 19A shows that the monitoring program provides a representative sample
population of the thicknesses of the entire sand bed region.

For example the UT transducer head is approximately 0.428 inches in diameter. The.
Drywell Vessel in the sandbed has approximately 700 square feet of surface area.
Therefore the actual population of the sandbed region available to the transducer is in
excess of 70,000, 0.428" diameter areas.

Therefore in theory if one were to sample a population that is normally distributed, with a
mean of 0.8066 inches, with a standard deviation of the 0.0623 inches, and the total
population was 70,000, approximately 0.5% of the population would be less than 0.648
inches, approximately 0.05% of the population would be less than 0.602 inches, and
1.9* 10E-5 % of the population would be less than 0.49 inches.

This theoretical model is very conservative since the majority of the sandbed has been
shown to be much thicker than the critical location in 19A. However this discussion
bolsters the conclusion that the monitoring of the 19 internal locations, coupled with
visual inspection of the sandbed external coating, will ensure the material condition of the
Drywell Vessel in the sanded regions is maintained within design basis.
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7.4 Sensitivity of the Corrosion Test without the 1996 Data
(Refer to appendix 21).

The mean thickness values for the 1996 data are consistently greater than the 1992 and 1994 data.
This has called into the question the accuracy of the 1996 UT Inspections. As result, in 2006, the
Oyster Creek NDE Group investigated several potential factors that could have caused the
discrepancy. These potential variables included the potential failure by contractor personnel to
clean off the inspected surface prior to the inspection and the potential that the UT unit was
mistakenly placed on the "High Gain" setting. However the review did not confirm that these
factors were the cause.

Never the less the question remains as to whether the 1996 data should be included in the
analysis documented by this calculation.

Therefore a sensitivity study of the "Corrosion" test was performed and is documented in
Appendix 21. The study selected locations where the 1996 means were at least 20 mils greater
than the grandmean of the grid or subset. The grandmean is the mean of the 1992, 1994, 1996
and 2006 means. The "Corrosion" test was then performed on these grids with only the 1992,
1994 and 2006 dataexcluding the 1996 data. The results of the study are presented in appendix
21 and are summarized in the table below.

Location Area "F" Ratio "F" Ratio without Results
with 1996 data 1996 Data

All 0.004 0.00009 Negligible
1iC TOp 0.012 0.000003 Negligible

Bottom 0.002 0.01 Negligible
13D Bottom 0.002' 0.000002 Negligible
17A All 0.006 0.001 Negigible

Bottom 0.003 0.007 Negligible
17D All 0.0001 0.002 Negligible
19C All 0.0001 7.3 See Below
ID All 0.047 0.02 Negligible

The study showed that for the "Corrosion" test, eliminating of the 1996 data results in negligible
change to the "F" ratio (when compared to the criteria of 1.0); except for the 19C grid. In the
19C grid the F ratio increased significantly. However 19C the regression curve fit results in a
very small positive slope, which is not credible. Even with the 1996 data the regression curve fit
results in a very small positive slope.

Therefore based on these sensitivity studies it is concluded using the 1996 data will results in a
negligible, impact on the results of the "Corrosions Test" for Regression.
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7.5 Sensitivity Study to Determine the Statistically Observable Corrosion Rate with Only
Four Inspections
(Refer to appendix 22).

The drywell vessel in the sandbed region is externally coated. The coating was inspected in 2006
and found to be in excellent condition. The surface inside the vessel corresponding to 19
monitored grids is internally coated. In addition, the atmosphere in the drywell is inerted with
nitrogen. Therefore the actual corrosion rate on the vessel is expected to be significantly less than
I mil per year, possibly approaching zero mils per year. However the limited number of
inspections (4) and the high variance in the data (standard deviations of 60 to 100 mils) make it
impossible to identify rates less than, I mil per year at this time. The high variance is because the
surface of the sandbed region on the exterior is rough due to the aggressive corrosion, which
occurred prior to 1992.

For example, for sections of the drywell above the sandbed region, it took approximately 10
inspections over a period greater than 10 years to confirm with 95% confidence that corrosion
rates (which were less than 1 mil per year) existed. These locations above the sandbed region'
have a variance, which is less than that for the sandbed region (a standard deviations of
approximately 20 mils). This is because the external surface of the vessel above the sandbed
region experienced a much less severe corrosion mechanism resulting in a more uniform surface.

Therefore based on the experience above the sandbed region and the greater variance in the
sandbed region (3 to 4 times greater) it is not expected that these inspections will yield the
expected rate (significantly less than 1 mil per year) with 95% confidence in only four
inspections.

Therefore a sensitivity study was performed to determine the minimum statistically observable
rates given the number of sandbed inspections and the calculated variance of the data. The
methodology for the study is described in sections 6.9.4.

The study determined the minimum statistically observable corrosion rate based on the variance
that can exist in the 49 point grids given the observed standard deviations and the number of
observations (4). For this case grid 19A was chosen since it is the thinnest of the 19 grids.

This study performed 10 iterations of of 100 simulations each of varying corrosions rates of 5, 6,
7, 8, and 9 mils per year.

Each simulation generated 49 point arrays for 1992, 1994, 1996, and 2006. The arrays were
generated using a random number generator, which simulates a normal distribution. The random
number generator requires an input of the target mean value and an input for the target standard
deviation.

The mean value input into the random number generator for to the 1992 array was the 1992
' i actual mean for location 19A (800 mils- reference appendix 10 page 10). The standard deviation
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input into the random number generator for all arrays was 65 mils (which'is an average of the

calculated standard deviations from the 1992, 1994, 1996 and 2006 data (see appendix 10 page'

10). The random number generator then generated 49 point arrays based on a mean of 800 mils

and a standard deviation of 65 mils.

The 1994 array was generated in the same manner except the input mean was the value of 800

minus the simulated rate (in mils per year) times 2 years (1994-1992). The 1996 array was
generated in the same manner except the input mean was the value of 800 minus the simulated

rate (in mils per year) times 4 years (1996-1992). The 2006 array was generated in the same

manner except the input mean was the value of 800 minus the simulated rate (in mils per year)

times 14 years (2006-1992).

These four simulated arrays were then tested for Corrosion per section 6.9.2. This procedure was
repeated 100 times for each of the simulated corrosion rates of 5, 6, 7, 8, and 9 mils per year.

Corrosion rates that successfully passed the Corrosion test 95 times or more out of 100 iterations

are considered the statistically observable rate. Each set of 100 iterations was repeated 10 times.

Finally a refined rate of 6.9 mils per year was simulated and passed the test in the ten, 100
iterations with 95% confidence.

Results were that a 49 point grid with a standard deviation of 65 mils experiencing a corrosion

rate of 6.9 mils per year can be observed 95 or more times out of 100 simulations with 95%

confidence. This is a potential minimum detectable corrosion rate. The actual detectable

corrosion rate is analytically indeterminate at this time and, using engineering judgment, is

probably dose to zero. Applying the potential minimum detectable corrosion rate is conservative
and optional. The result is a manageable condition.

- "-.

-.I .
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am

L %.•

Li

.-L

Subject: I Calculation No. Rev. No. ISystem Nos. Sheet
Statistical Analysis of Drywell Vessel Sandbed C- 1302-187-13310-041 0 187 54 of 55
Thickness Data 1992, 1994, 1996, and 2006 . .

8.0 Software

This calculation does not use the same software that was used in earlier calculations (reference 3.20,
3.21, and 3.22). Previous sandbed related calculations utilized the GPUN mainframe computer and
the "SAS" mainframe software. The Oyster Creek Plant was sold to AmerGen in the year 2000. The
GPUN Main Frame was not available to AmerGen after the year 2002. Also the "SAS" software is
mainframe based is difficult to maintain. An alternative PC based software, "MATHCAD", has been
chosen to perform this calculation.

Although the software has been changed the overall methodology, with minor exceptions, is the
same as in previous calculation. The minor exceptions are the statistical tests that determine whether
the data is normally distributed. The Mathcad routines have been successfully used in previous
calculations for Upper Drywell Elevations (reference 3.24).

In addition the Excel Software was used to evaluate the 106 external UT inspection data.
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Preparer. Pete Tamnburro,Amer~en CALCULATION SHEET 12t15/06

Subject: Calculation No. Rev. No. System Nos. Sheet
Statistical Analysis of Drywell Vessel Sandbed C-1302-187-E310-041 0 187 55 of 55
Thickness Data 1992, 1994. 1996, and 2006

9.0 Appendices

Appendix #1 - Bay 9 location 9D December 1992 through Oct 2006
Appendix #2 - Bay 11 location 1IA December 1992 through Oct 2006
Appendix #3 - Bay 11 location I1C December 1992 through Oct 2006
Appendix #4 - Bay 13 location 13A December 1992 through Oct 2006
Appendix #5 - Bay 13 location 13D December 1992 through Oct 2006
Appendix #6 - Bay 15 location 15D December 1992 through Oct 2006
Appendix #7 - Bay 17 location 17A December 1992 through Oct 2006
Appendix #8 - Bay 17 location 17D December 1992 through Oct 2006
Appendix #9 - Bay 17 location 17-19 December 1992 through Oct 2006
Appendix #10 - Bay 19 location 19A December 1992 through Oct 2006
Appendix #11 - Bay 19 location 19B December 1992 through Oct 2006
Appendix #12 - Bay 19 location 19C December 1992 through Oct 2006
Appendix #13 - Bay I location ID December 1992 through Oct 2006
Appendix #14 - Bay 3 location 3D December 1992 through Oct 2006
Appendix #15 - Bay 5 location 5D December 1992 through Oct 2006
Appendix #16 - Bay.7 location 7D December 1992 through Oct 2006
Appendix #17 - Bay 9 location 9A December 1992 through Oct 2006
Appendix 18 - Bay 13 location 13 C December 1992 through Oct 2006
Appendix 19 -Bay 15 location 15A December 1992 through Oct 2006
Appendix 20 -Review of the 2006 106 External UT inspections
Appendix 21 -Sensitivity of the Corrosion Test with out the 1996 Data --

Appendix 22 - Sensitivity Studies to Determine Minimum Statistically Observable Corrosion
Rates
Appendix 23 - Independent Third Party Review of Calculation

Attachment 1-1992 UT Data
Attachment 2- 1994 UT Data
Attachment 3- 1996 UT Data
Attachment 4- 2006 UT Data
Attachment 5- 1992 UT Data for First Inspections of Transition Elevations 23' 6" and 71' 6".

( )
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f

Appendix I - Sandbed 9D
October 2006 Data

Tlhe data shown below wps collected on 10/18006

page : READPRN(1-'U:MOFF1CE•o i•wel Program data.•C7T 2006 Dataandbed\SB9D.tXt")

Points 4 9 := slowýmcls( pag•, 7,0)

I. i

* I

.6

*6

.11

Points 4 9 =

1.005

0.896

0.751

0.885

0.98

0.96

0.968

1.056

d.83

0.993

0.96"

0.869

0.967

0.985

1.067

0.975

0.949

0.936

0.976

0.963

1.133

1.037.

1.071

0.984

0.942

0.987

1.004

1.132

0.9A4

1.033

0.995

0.88

0.967

0.947

1.136

1.077

*1.105

1.022

0.927

0.965

0.892

1.069

1.123

1.941

0.998

0.949

0.943

I

I

( Cells := convert(Points 4 9 7) N

*The thinnest point Is point 15 which is shown below

minpoint := .min(Points 49)

CelOz: deletezers c 5 (Cells, ) Celb)

NoaiCens length( Cells)

DataCelis := lkngth(Cells)

miinpoitt = 0.751

|

)
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Appendix I C-130

Mean and Standard Deviation

ltactual :=man(Cells) IL actual = 987.612

2-187-E310-041 Rev. No. 0 Sheet No.
2of 16

(F actual :- Stdev( Cells a cta = 78.292

Standaid Error

a actual
Standard error :

FNo Datalells
Standardmr = 11.185

Skewness

Skewness = '(No DataCefls) aX(Cells - P aotuaI) 3

(NO. Daaelý I).(Ne Dtacc - 2)-(0 actn) 3  Skewness =-0.14

Kurtosis

(N. D,.C

No" .t e .( o• tUal) 4

=Kjurtosis (Na _ l.)Nojccijs' 2).(NOxataCe 5 - 3).{( actual)Krtosis = 0.697

I +3 -(No DtaCell - 1)2

* +(No DtaCduls - 2) -(No DtaCCdlS - 3)

Normal Probability Plot

j 0 -last(Cells) srt := sort(Cells)

jj

rank.

pi rows(CCfS) +-I

X: "-score,~ roon~cnorm(x) - (P1 ),x]
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Upper and Lower Confidence Values

The Upper and Lower confidence values are calculated based on .05 degree of confidence "'a"

I a£ =.05 Ta 1-* .~48] a .1 .*

Ta 2..1

Lower9 5%eCon :=It acaI - Ta actual Lower 95 %Con0 = 965.124
~~~~DataCells .o, ,

"p %G " T actual 1
.UPUpr 95Y.con .It atua + 0. , 0t 0d•IOataell q UPPer 95°/aCon =1"01 *10

These values represent a range on the calculated mean In vlch there Is 95% cdnfidence.

Graphical Representation

" Jistribution of the "Cells" data points are sorted in 112-standard deviation .increments (bins) within +/-3 standard
) deviations

0

Bins - Make bins(ILt aualat) '0 '

5

Distribution : hist(Bins, Cells) 6
Distribution = 16

The mid points of the Bins are calculated 4.
6

k :=0.. I1 Midpoints (Binsk + Bins 1) 4

2 0
• ~0

normal :=ic pnorm (BinsIti actal, a ,OWa)

normal =pnorm(Binsk+-,IL actual .a•actuaI) -"pnonn(BinskI'± actual. actual)

nrmal curv No Daacl normalcuv

OCLR00019333



Appendix I C-1302-187-E310-041 Rev. No. 0 Sheet No.
4of 16

Results For 6D
The following schematic shows: the the distribution of the samples, the pormal curve based on the actu~q

mean and stdndard deviation, the kurtosis, the skewness, the numberof data points, and the the lowerand

upper 95% confidence values.

Data Distribution

15

I

Muti-
tajve'

I I I I

- 0* . -

actual 987.612

o actual = 78.292

Standa~rd cflu _- 11.185

Skcwaess = -0.14

Kurtosis = 0.697
5

.,.--..( )
700 WO0 900

LowMr950/eCon 0 65.124

1000
Mkdit, Midpoint

S100 1200 1300

Upper 9 5 %Con = 1.01 10

Normal Probability Plot

2

014 Score.
xXX

fXX

xo

X

-I -

-2

-37 10 g00 .50O 900 950 1000 1050 1100 1150

! p

The distribution Is normal

hq'
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I

f

Data from. 1992 to 2006 is retrieved.

For Dec 31 1992

d := 0
.f

page READPik( m U:\MSOFFICDywenll Program data\Dec. 1992 Data\sandbed\ATA ONLY\SB9D.txt")

Points 4 9 := showcdlls( page, 7 0)

Data

I I I I Dat esd .Day-yja12,9;l1992)

.9

*1
I

i

Points 4 9 =

1.01
0.966

0.763

0.914

1.034

00955
1.103

1.052

0.96

0.883.

1.003

0.9691

* 0.172

1.011

0.998

0.992

0.978

0.992

0.921

0.98

0.978

1.165

1.024

1.053-

0.985

0.94

1.017

0.991

'1.163

0.979

1.033

1

0.897w

0.972

0.975

1.141

1.063

1.112

1.023

0.927

0.966

0.897

1.106I.06
•1.075

1.125

1.042

1.01

0.948

0.975

,1,

I

nM = convert(Points 49 , 7)

Pit 1 5d := ntmm4

NoDatCeffs := ength( ann)

Pit.1 5 ~763
( I
', _ . *"

I

Celbs:: Zero one(nnn.NODa ll;15)

Cells := deletezro Cells' (Cell.No DataCdlls)

No Cells := length( Cells)

It := mean(Cells) ancamued = Stdcv(Cells)
MgU dd Standard - arord :-dCr NOr D aall

OCLROO019335



Appendix I C-1302-187-E310-041 Rev. No. 0 Sheet No.
6of 16

d:=d - 1
a S

For 1994

page READPRN( "U:MSOFFICE\Dywll Program data\S4tl994 Data\sandbed\DATA ONLY\SB9D.txt")

I I

Points 4 9 := showcells( page, ,0 ) Dates, Day year( 9 l 4 ,1 9 9 4 )

1onj49 =

1.005 1,053

0.921 0.956

0.77 0.884

0.802 0.965

0.969 0.967

'0.959 0.855

0.943 0.968

bata

0.995

0.999

0.986

0.978

0.98

0.971

0.945

1.132

1.027

1.086

0.986.

1.018

0.991

1.095

0.983

.1.049

1.007

0.894

0.982

0.977

1.141 1.112

1.06 1.077

1.119 1.112

.1.026 1.048

0.929 '0.977

0.971 0.943

0.899 -0.932

win*L convert (Points 4 9v 7) NoatCelh := length( mm)

,' ) NoDataells := length(nnm)

. Pit 1 5 4 :=lflf 1 4
° I

Cels Zeo 0= (mm ,1o NtaCes.15)

Cells : deletezeroceils (Cells No DataCells)

NoDatac s ==length(Cells)

Smeasured

It measured 4 := mean( Cells) G m r Stdv( Cells)* Standard . d

Imeasured [=1"1991.95

uS

( .)

eM
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f

For .1996 d := d 4- 1

*page.: READPRIJ( U:MSOFFICE\Dyw~ell Program data\Sept.1996 D atsandbedQATAONLY\SE19b.txrl~

Points 4 9 qbhowcells(page,7,0), Dae~ ~Da~y ar( 9 ,I 6 ,19 9 6 )

. I

Points 4 9 =

0.965 1.022 0.985

0.878 0.978 1.073

0.776 0.836 1.078

0.944 0.967 1.011

0.941. 6.939 0.937

1.018 1.018 1.018

0.953 0.953 0.953

Data i
1.133 1.149 1.136

1.021 0.992 1.095

1.086 1.044 1.125

0.998 1.004 1.02

0.939 0.942. '0.931

1.058 1.029 0.966

0.953 0.978 0.922

-1.141

1.116

1. 113

1.083
1.o18

0.95;

0.969

I

ttg *,

I

mnnn: convert (Poizits 4 9 ,7)

Pit1 5d= nan314 Nobataes:= length(nnn)

. . ,.l .

I
Cells := Zero one(nnnNo DataCells 15)'

Cells := deletezero cel (Cells ,No DataCells)

NoDaC length(Cells)

mncasurc&d,
p := meafln(Cells) Omeasured Stdcv( Cells) Standard error

d d
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For 2006 . d d+-- I-

page READPRN( -U:-SOFFICE\Drywell Program data\OCT 2006 Data\Sandbed\SB9D.ixtw)

Points4 9 showcells( page,7, 0 D !tCd :=Dayy~.,(9,23,20O6)

Data

I

Points 49

1.005

0.896

0.751

0.885

0.98

0.96

0.968

1.056 0.985

0.927 1.067

0.883 0.975

0.993 0.949

0.968 0.936

0.869 0.976

0.967 0.963

1.133

.1.037

1.071

.0.984

0.-42

-0.987

1.004

1.132

0.974

1.033

0.995

0.88

0.967

0.947

1.136.

1.077

1.105

1.022

0.927

0.965

0.892

1.069

1.123

1.041

,0.998

0.949

'0.943

I

" -71

nmi -- convert(Points 4 g.7)

Pit154 :=M1
'. It

N6Data~elcs'.ngth( mm)

Cells deletezero cells V us, No DataCells)

No~aacl lengh( Cells)

mesue mean( Cels) a measured Stdev(Cells)
d d
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Below are the results

001.0-106

991.958
easu 1.00103

992.542
"7631

770

776

751

$I

Dates =

1.993"103

1.995.103 Standard

1.997.103

2.007-103

I 70.202

72.276
measured- 73.163

71.022

error

10.0291[10.432
10.56 J1,

I

° !

.0
763
770

Pit 15 7"76

751 .I

Toalmens:=lows (Mmam re'
T

Totalnmeans • I

last( Dates)

SST' E
i=0

(i measured1 - mean (It measured) )2 SST. = 192.385

( )
last( Dates)

SSE:= E m

i= 0

last( Dates)

SSR' := (yha

i= 0

DegreeFre ss := Total means - 2

ieasure'di -b ha(Dates IL measwred),)

Dates mehn(greMa)) 2

i

DegreeFreer. := 1 . DegreeFree st := Total means - 1

SSEMvSE'
DegreeFree 8

MSE = 75.83

StGrand CIT :=

SSR
DegretFree rg

MSR = 40.724

SSTMST :
DegreeFrees.

.MST = 64.128

F Test for Corrosion

Fa uipR Fjrtia~eg: qF(I - ux,DegreeFtee ,DereelFree 5 5cc := 0.05

F ratio_-rg F- C-ii. rgF critical~reg

F rati =g 0.029

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
F below provides a trend of the data and the grandmean

OCLROO01 9339
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. I

!

The following will plot the results for the overall mean, the mean of thinrger points, and the mean of thicker
ponts /

-i 0.- Total I-MeanS

I

~grand measured, := mne=n(tL measured) 0gMand measured := Stdev (It measured)

GrandStandard error =gra•ad i
,, o..rn n

0

The minimum required thickness at this elevation Is. Tmin..gn SBi = 736
I dS 

B 3 (Ref. 3.25)

iloo-

o(-.1o 1000-

ITmin..gcn SNj

x X

I-

900-

800 -

7001

1992 1994 1 1998 2000
Datesi

2002 2004 . 200

.' grand measured, = 999.016 GrandStandard e r = 4.004

h
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a

/ ... .. . I

The F Test Indicates that the regression model does not hold for the data sets. IjIowever, 1he slopes and
95% Confidence curve Is generated for Uhs case.

Ms.:= .slope (Dat•s, pmeast '.
I"= 0.05 k r

Thick predict := ms'Ycarpredict + Y b

Thick actualmean := mean( Dates)

Yb :intene~tDates IL .~

~3 f:=0.J-1 - I 'Yearpreict 1985 +ff-2
I . t

'I

'I

!

sum (Dated - mean( Dates)j a .

I

For the entire grid. I
I 4

upperf Thick predictr

+qct/l " t .ý
SI-. 2 eTotanm

2) - trn

,.I-i" I _____ (arprdictf Thick actualmean)
tI TO* trn JI-[qt(jl e means e)tG rrl~ _2\TT! -I (d+ iI SUM

I

irnn

lw0F

lower

u mmasred

Tminjm SB

900

I I. *I

A~

I *I

m5s -. 597

g00 k

,*1
•SNB I i I I
tu•

1980 1990 2000 2010 2020
Yer Prdict.yer cdci-year predct, Dates,,Ymrpjict

2030
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The section below calculates what the postulated mean thickness would be if this grid- were to corrode at a

minimum olservable rate observed in appendix 22.

Rate miii observed = 6.9
S a

Postulated ai dc L measured - Rate n'n observed 2029 - 2006)

Postulated meanthickncess = 833.842 which Is greater than Tn* 9ming B3 = 736

II

I
I I"

I

I

(. .,

I

{ *1

hi

OCLROO019342
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t

The following addresses the readings at the lowest single point
,i

The F-Ratio is calculated for the point as follows

last(Datcs)
SST point Pit 15, - Man(pit 15 )) 2

..g

I. 1,.
!!

SSTpoin -= 346
I

a,

a'

.0

\ " I
i=0

I'
last(Dates)

SSE& point

last( Dates)'

SSR point~

i=0

SSE point
MSE point:= DegreeFre ss

MSEpoint 83.735

StPit =r := Epoint

(Pit 15 i yhat (Dates, Pit 15ii)2

I .j P

hat Date ,Pi ~s) iea(it is)

SSE = 167.47

| t

t

1

SSR point 178.53

. I

• •" "°L°. .,I !

I SSRpoint
MSRpit pot

point -DegreeFree reg

MSRpoint 178.53

Stpite1 = 9.151

sT point D CSSToint

T.point " 1D3 rcc st

MSTpoint t 115.333 I

F Test for Corrosion

MSR pintF actauLieg '-MEpoint

F MSE point

F FactauLReg
F ratioreg t- i

CriticaLre

F ratio=reg 0.115

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a t-end of the data and the grandmean

" . Therefore this point is not experiencing corrosion

mpomnt := siope(Dates,Pit 15 ) = 51 Y poi= intercept(Dates Pit 1 5 ) ypoilt = 326'10
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. I

4

The 95% Confidence curves are calculated

/

Pit atualhman := men( Dates) Stan* F _ Inea(Dates)) 2

-I atd

$UPPOfltf :=Pit curve,

e~t~~~oal .t)s~t.li (Yeailrcdict, Pit actualniean)2

kopointr Pit~ cuivl

+ .qt I --,Totale~ 2).Stpit&Ii + +d1 Y~ Pt 2

.ocal Trmin for this-elevation In the "

(

I 300

~urveF

Tmrinlocal SB = 490 (Ref.3.25)

it For Pit 15 Projected to Plant End Of Ufe

7001

Pit 1 5

TM1n1oca SB

X X

X.

mpoint = -1.51

600

500

2030....f. -.

• .. /

2000 2010
Dates

2O20 2

lopoint22 = 644.413 Ydarpredic 2 - 20O299103 . I.
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I I

Therefore based on regression model the above curve shows that this point will not corode to below minimum
required thickness by the plant end of life.

m o t-=slope (Dates, Pit 15) m point - 1.251. y ju interccpt(Dates, Pit 15) yg3.264IO1.3
. I

The 95% Confidence curves are calculated

Pit := Mpointyarpredict + Y point

i

.6
!

I.C

,1,
!

I
!

Pit actualmean :z: ean( Dateý) su Z (Dates4
mean(Dats)

°

Uppoitf:= PitcumrveS f
I I I

S S 'yea
.~i- 2 Tta~ -7 1+ 1 '

. 2 ).ti~. (d + 1)

Tprdict- Pit )

sum

1, )

*lopointit. :=Pit curve,.
q

at-
-- , Total means-
2 mas

2 ) -stpit OT I +
(dC)(Yepredictf p Pitum ea)

ýd-+I + sum]

Pitcuv

lopoint

Pit 15

Ttnkjocal SB
.mpoint -1.51

.o,°"

". .,
4w0L

1980 1990 2000 2010 2020
ye edict Year predict -year predict Dates, year predict

2030
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The section below calculates what the postulated individual thickness would be If this point were to corrode

at a minimum observable rate observed in apperidix 22.

Rate min-observed := 6.9

Postulated thickness "z=-Pit 15 -' Rate miniobserved.( 2 02 9 - 2006)

amp~

j

IPostulated thickness = 592-3 which is greater than Tmin-local SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to
reach the local required thickness by 2029.

(~.-)-.

minpoint = 0.751

required rate.

year = 2.029-103 Tmin local SB22 = 490

( ,000.minpoint- Tmijocal SB )
(2005- 2029) required rate. = -10.875 mils per year

-I

(....)

64'

OCLROO019346
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Appendix 2 - Sand Bed Elevation Bay 11A

October 2006 Data on 1018106

-page := READPRN("U:UMSOFFICEMDiywell Program data\OCT 2006 Data•SandbedMSBi IA.txt")

Points 49 :=showcells(page,7,0)

Points 4 9 =

0.905

0.797

0.72

0.739

0.843

0.741

0.875

0.832

0.825

0.766

1.047

1.09

0.897
0.869

0.829

0.834

0.858

1.057

1.104

0.818

0.923

0.803

0.822

0.731

0.806

0.879

0.89

0.886

0.83

0.858

0.762

0.761

0.879

0.907

0.871

0.812

0.783

0.669

0.821

0.854

0.833
0.81

0.737

0.795

0.764

0.849
0.817

0.826

0.842

Cells :=convert(Points 49,7)
No DataCells := length(Cells)

( )

For this Iocation point 23, 24, 30, and 31 are located on a plug (reference 3.22) and have been
omitted from the overall mean calculation for his location.

Cells :=Zero one(Cells, No DataCells, 23)

Cells :=Zero one (Cells, No DataCells' 30)

Cells :=Zero one (Cells, No DataCeIls,24)

Cells :=Zero onc(Cells, No DataCells,31)

Cells :=deletezero cells (Cells,.No DataCells)

The thinnest point at this location Is point 20 and Is shown below

minpoint :=min(Points 49) minpoint = 0.669

: ii
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Mean and Standard Deviation

actua := mean(Cells)

Standard Error

Pactual = 8 2 1.5 11 (Factual :=Stdev(Cells) a actual =5 6 .13

o actu
Standard error 

a=

AN° 4 atICells
Standard error = 8.019

Skewness

Skewness := (

(No DataCels- I) .(No DataC .ls 2).(o actual) 3 Skewness =-0.456

Kurtosis

I.~ew *i

Kdrtosis "-.-. , No DataCells'(No DataCells-+ I)-(Cells- pi actual)

(No DataCells- I)-(No DataCells7 2) (No DataCells- 3) .( actual) 4

+ 3.(No DaaCels-I )2

(No DataCells 2).(No DatCe,,s 3)

Kurtosis = -0.272

jfc- 4-

OCLRO0019348
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Normal Probability Plot

In a normal plot, each data value is plotted against what its value would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

j :=0.. last(Cells) srt :=sort(Cells)

Then each data point Is ranked. The array rank captures these ranks

r,:=j + I rank,: =
Xsrt=srt.

J

A ranks
rows(Cells)+- I

The normal scores are the corresponding pth percentile points from the standard
normal distribution:

x I N..Score1 :roojcnorm( x) - (p.). x]

( :
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h.sa

( Upper and Lower Confidence Values

The Upper and Lower confidence values are calculated based on .05 degree of confidence a"

No DataCells:= length(Cells)

hum

a :=.05 Tix: I- a)sNo DataCells Ta = 2.014

oactual
Lower 95%Con :=P actual - Ta,,

INo DataCells

Upper 95%Con :=P actual + T'a actual

4No DataCells

Lower 95%Con = 8 04 .65 9

Upper95%Con = 838.364

These values represent a range on the calculated mean In which there is 95% confidence.

Graphical Representation

Distribution of the .aCells' data points are sorted in 1/2 standard deviation increments (bins) within +-3 standard

deviations()

Bins :=Make bins(l' actual.(; actual)

Distribution := hist(Bins, Cells)

The mid points of the Bins are calculated

k:=O0. II
Midpoiritsk := (Bins~k+BiIns;k+1)

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

normal curveo := pnorm(Binsv, p actual, I actual)

normal curvek pnorm(BinSk+ j, P actual, 0 actual) pnorm(Binsk .p actualO actual)

normal curve :=NO DataCells-nomral curVe

., .

OCLROO019350



Appendix 2 C-1302-187-E310-041 Rev. No. 0 Sheet No.
5of 17

Results For Elevation Sandbed elevation Location Oct. 2006

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values. Below Is the Normal Plot for the data.

Data Distribution

I0

Dbiribuilon

rlomla! curve
I I I I IM

Pactual 8 2 1 5 11

a actual = 56.13

Standard error =8.019

Skewness =-0.456

Kurtosis• = -0.272

5

(. 'I

650 700 750 Boo 850
Midpoins, Midpoiars

Lower 95%Con = 804.659 Upper

900 950 1000

95%Con = 838.364

Normal Probability Plot

2

0
xxx

X -

X5 XXx
Xx

x/X

The Normal
Probability Plot
and the Kurtosis
this data is
normally
distributed.

I I

-2

)
-3.

650 700 750 800 850 900 950
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Sandbed Location 11 A Trend

d :=0 %mw
Data from the 1992, 1994 and 1996 Is retrieved.

For 1992 Dates d :=Dayy,.(I2,8,1992)

page :=READPRN("U:-MSOFFICEMrYwel Program data\Dec. 1992 Data~sandbed\Data Only\SB! I A.txt)

Points 4 9.:= showcells(page, 7,0)

Data

Points 49 =

0.93

0.816

0.733

0.745

0.841

0.755

0.847

0.824

0.827

0.762

0252

1.082

0.896

0.9

0.831

0.834

0.866

0.147

1.111

0.804

0.902

0.809

0.823

0.762

0.809

0.886

0.805

0.924

0.807

0.851

0.771

0.767

0.881

0.898

0.923

0.817

0.787

0.677

0.805

0.901

0.844

0.828

0.751

0.799

0.764

0.846

0.778

0.823

0.884

* beg

-l

.,- --.

nnn := convert(points 4 9 ,7) No DataCells :=length(nnn) hi.

'mmFor this location point 23, 24, 30, and'31 are located on a plug (reference 3.22) and have been
omitted from the overall mean calculation for his location.

nn :Zero0ne(nnn, No Dataclls, 23)

nnm :=Zero one(nnn.No DataCells, 30)

Cells :=deletezero ceils(nnn, No DataCells)

nan:= Zero one(nnn, No DataCells, 24)

ann :=Zero onn(nnn,No DataCells, 31)
'U

The thinnest point Is captured
Point 20 :=Cells, 9 Point 20 = 677

o measured :=Stdev(Cells)
Pmeasured, := mean(Cells)

S measuredd
Standard errr -

I -INo DataCells

I )

OCLROO019352



Appendix 2 C-1302-187-E310-041 Rev. No. 0 Sheet No.
7of 17

For 1994

page := READPRN("U:\MSOFFICEUDryweIl Program data\SepLti994 Data\sandbed\Data Only\SBl IA.txt")

Dates d:=Dayye(9,14,1994)

d :=d+ I

Points 4 9 :=showcells(page, 7,0)

Points 49 =

0.924

0.805

0.728

0.734

0.811

0.75

0.839

0.822

0.826

0.758

0.234

1.091

0.896

0.868

0.828

0.836

0.866

1.052

1.106

0.808

0.906

Data

0.804

0.k23

0.738

0.809

0.888

0.845

0.881

0.802

0.824

0.773

0.804

0.881

0.905

0.874

0.813

0.791

0.677

0.798

0.878
0.834

0.815

0.749

0.79

0.76

0.851

0.79

0.869

0.846

nn :=convert(Points 49 7)
No DataCells := length(nnn)

For this location point 23, 24, 30, and 31 are located on a plug (reference 3.22) and have been
omitted from the overall mean calculation for his location.

nn Zroone (nnn, NO DataCelisl 23)

fU := Zt one(Q", No D~a~lls, 30)

Cells :=deletezero ce,.s(nn. No DataCells)

nnn :=Zero one(nnr,No DataCells,31)

The thinnest point Is captured Point 20D := Cells J9
d

P measuredd := mean(Cells) a measuredd := Stdev(Cells)
measured

Standard errord d

I /.jNo DataCells

OCLROO019353
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ii I For 1996 d :=d+ I

page :=READPRN("U:-MSOFKCLE\Dywell Program data\Sept.!996 Data~sandbed\Data OnlyWSBl IA.txtC)

Datesd:=Dayyear( 9. 16 , 1996)

Points 4 9 :Mshowcells(page,7,0)

Data

Points 49 =

0.884

0.787

0.711

0.828

0.848

0.79.
0.884

0.828

0.856

0.758

0.828

1.026

0.941

0.832

0.824

0.83

0.856

1.043

1.149

0.809

0.813

0.797

0.827

0.724

0.843

0.905

0.892

0.934

0.83

0.834

0.756

0.851

0.875

0.904

0.918

0.806

0.845

0,668

0.815

0.901

0.802

0.917

0.737

0.788

0.8

0.814

0.759

0.8

0.917

-, .,-
nn =convert(Points 49,7)

No DataCells := length(nnn)

For this location point 23, 24, 30, and 31 are located on a plug (reference 3.22) and have been
omitted from the overall mean calculation for his location.

nnn :=Zero onc(ann, No DataCells, 23)

nan Zero onc(nnn, No DataCells, 30)

Cells :=deetezero cells(inrm NO DataCells)

nn :=-Zero one(ann,No DataCells, 24)

nn :=Zero on•(n-n, No DataCes, 31)

The thinnest point is captured Point 2 0 , :=Cells1 9

P measured, * mean(Cells) a measured d := Stdev(Cells)

. a m easured d
Standard errord ,=o D

JNo DataCells

f-
L

OCLROO019354
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d :=d+- IFor 2006

page :=READPRN("U:VMSOFFICE)Drywell Program data\OCT 2006 Data•Sandbed\SB1 IA.txt")

Datesd :=Dayyear( 10,16,2006)

Points 49 showcells(page, 7, 0)

Data

0.905

0.797

0.72

0.739

0.843

0.741

0.875

Points 49 =

0.832

0.825

0.766

1.047

1.09

0.897

0.869

0.829

0.834

0.858

1.057

1.104

0.818

0.923

0.803

0.822

:0.731

0.806

0.879
0.89

0.886

0.83

0.858

0.762

0.761

0.879

0.907

0.871

0.812

0.783

0.669

0.821

0.854

0.833

0.81

0.737

0.795

0.764

0.849

0.817

0.826

0.842]

( .... mm; :=convertQ'oints 
49 . 7)

No DataCells := length((nnn)

For this location point 23, 24, 30, and 31 are located on a plug (reference 3.22) and have been
omitted from the overall mean calculation for his location.

nnn :=Zero one(nnn. No DataCells, 23)

nn := Zero one(nnn, No DataCells, 30)

Cells :-deletezero cells(nmm No DataCells)

The thinnest point is captured

nnn := Zero on(nnn, No DataCells,24)

nn :=Zero one(nnn,nNo1I Dataaljs,3!)

Point 2 0d :=Cells19

measured :=mean(Cells) a measuredd := Stdev(Cells)
0 measuredd

Standard error d

N ýýo atacells

)
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Below are matrices which contain the Mean, Standard Deviation, Standard Error for each date.

i.993"103 6771

1.995-10 67L9513 677*
Dates = Point 2 0 =

1.997 13668

2.007"10° 669

Sheet No.
10of 17

bud

[825.1781

820.378

measured - 2

.821.511 J

.[ 8.176
7.669I

Standard error 8.9

r . 1 8.0191

57.235]

53.685
0 measured = 60.885

[56.13 J
~1

Total meas. :=ws(P mesrd Total meas= 4

(
last(Dates)

SST:= (P measured,- mean(p measured))T
i=0

last(Dates)

SSE:= (P masured,-ythat(DatcSp measured)1 )2

last(Dates)

SSR:= E (yhat(DatesOP measured), mean(P meaSUred)) 2

1=0

SST = 53A13

SSE = 48.771

SSR = 4.642

DegeeFree ss:= Total means- 2

MSE : SSE
DegreeFree ss

DegreeFree reg := I

MSR:= SSR
DegreeFree reg

DegreeFree st:=Total means- I

MST:= SST
DegreeFree st

MSE = 24.385

StGrand err :=

MSR = 4.642 * MST = 17.804

StGrand err = 4.938

OCLROO019356
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:=0.05

F Test for Corrosion

F .. MSR
.Factaul.eg =-M

Fcriticajeg :=qF(l - a, Degree~rag DreaeF )

F ratio-reg:- actaulReg
Fcritical_reg

F ratio reg 0.01

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

L

L

L

L
L
L

L

i::O.0 Total means - I 1ad measuredi : mean(p measured)

agrand measured := Stdev(1p measured) GrandStandard error0 := asurd
tmeans

The minimum required thickness at this elevation is Tmin, gen SB, := 736

Plot of the grand mean and the actual means over time

(Ref. 3.25)

850 -

P' me.ured
xxx , 9

Tmn..ens

1 4 4 I

x x

750 F

1992 1994 1996 1998 2000 2002-
Daaer

plgrand measuredo -- 824.2 Gray

2004 2006 2008

idStandard error 1- 2.11

2010
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S..To conservatively address the location, the apparent corrosion rate will be calculated and compared to the
minimum required wall thickness at this elevation

m 9:=slope (Dates. Pmeasre) ms ='-0.201 Y b := intercept(Dates, p measured) Y b =l125*0O

The 95% Confidence curves are calculated

a t := 0.05 k:=2029- 1985 f:=O.. k- I

year predict:= 1985 +- N Thick predict := m 8syear predict + Y b

Thick actualmean:= mean(Dates)

upperf'= Thick prdictf

sum :=E (Datesd- mean(Dates))2

.(.,..
+qt - 'otaieam2 StGrandf I+ +

2/ (d+t-1)
(year prdictf.-. Thick actualmean)

sum

lowerf:=Thick predict,

-. 2 Toa nens~+ * (yea .r predictf - Thick actualmean) 1
t,Tota - 2 .StGrand err .I +-- s2 arI (d-I 1) sum

' )
hi
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Location Curve Fit Projected to Plant End Of Life

nhick dd

Tmir~gcn SB

900

850

8.0

750

700

650

___ W

m s = -0.201

I )-.

1980 1990 200D 2010 2020
Year jj 1dicty~re2T jk.ye)ar pek. Dieczer piedic

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minimum observable rate observed In appendix 22.

Rate minLobserved :-6.9

Postulated meanthickness :=p measured - Rate minobserved'( 2 0 18 - 2006)

Postulated meanthickness = 738.711 which is greater than
Tmin..gen SB3 736

*1

OCLROO019359
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F---":2-.,( :

The following addresses the readings at the lowest single point

Point 2 0d :=Cells,9

last(Dates)
ýspoint:' E (point 2o. - mean(POint 20))2

i=O"

last(Dates)

SSEpoint:= (Point 20- yhat(Dates, Point 20)i)

i=0

last(Dates)

SSR pbint"= (Yhat(Dates, Point 20),- mean(Point 20)).

i=0

SSE- SSR.
MSE point. :=- Point MSR pi point

DegreeFree ss DegreeFree reg

SST point = 72.75

SSE point = 39.009

SSR point =33.741

SSTpoin
MST point := point

I
11
1 1
6J

(. )

J
MSEpoint = 19.505 MSR point'= 33.741 MST point = 24.25

StPoint e MSE point I
Stpoint e1 =4A 16

F Test for Corrosion

F actautReg MSE point

M point

Fratj 8g._ FactaulReg
Fcritical_rg

F ratio reg = 0.093

( )

OCLR0001 9360
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I Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

L Local'Tmin for this elevation in the Drywell Tmin_local SB :=490 (Ref. 3.25)

LCurve Fit For Point 20 Projected to Plant End Of Life

15 -I I I

U 750

X X

X××
Tmin-o1al SB

U- 600-

.) 550

500

2000 2010 2020 2030
Datm

L
L
Lp
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Therefore based on regression model the above curve shows that this point will not corrode to below minimum
required thickness by the plant end of life. I

mpoint :=slope(DatesPoint 20) mpoint =-0.541 Y point:= intercept(DatesPoint 20)

The 95% Confidence curves are calculated

Pit curve :=m pointYe predict- y point

1~~~ .754*10~

Pit actualimean :=mean(Dates)

uppointf :=Pit curve, -

sum :=)7 (Datesd- mean(Dates)) 2

d
Wi

+ ( at oa e= zS~it err 1+
2 12 j (d+ 1)

( year prdictPt actualmean2

sum

( )

lopointy := Pit curve-

I - T o tal 2 ) -S tP o in t e n . 1 + 1 -(Ye ar p red ic t- P it actua lm e a n

2 f (d-- )+ sum 'U

'p

uppoint

P'oirt 20

TinhzJocal SB

700

650

600

550

500

450

t1 I
am'1980 1990 2000 2010 2020

year p jdic.year prdctya preicvtknw -Y-pe dict
2030
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate min observed := 6.9
I .

0!

!!

Postulated thickness := Point 203 - Rate MiM' observed "( 2029 - 2006) €

0

. I"

Postulated thickness = 510.3 which Is greater than - SB 3Tmunioca S = 490
3

I 4 I II I I

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

I

( minpoint = 0.669 yearpredict2, ` 2.029.103 Tmin local SB 22= 490

i

(1000.minpoint - TminJocalSB)
required rate. :=2029) t

required rate. = -7.458 mils per year

I" )........-

OCLROO019363
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Appendix 3 - Sandbed IIC
October 2006 Data

The data shown below was collected on 10718/06

a..

page:= READPRN( "U':- OFFICE\Diywell Programni data\Oct 206 Data\Sandbed\SB1IC.txt")

Points 49  showctls(page,7,0) .

a *lo

0 0.771 0.803 0.912 0.767 0.858 0.886 #

1.056 1.046 0.984 1.094 1.03 .118 J.029 A #

1.073 1.113 .1.002 0.935 0.942 0.888 0.853

Points 4 9  0.137 0.836 0.79 0.874 0.834 0.846 0.838

0.85 0.825 0.869 0.889 b.833 0.866 0.875

0.856 0.84 0.864 0.829 0.872 0.876 0.8441

0.861 0.877 0.879 0.885 0.88 0.849 0.876

Cells : cornvert(Points 4 9 . 7)(.f-..} .. No DataCell : length( Cells)

Cells detezvm crlls(CellsNo DataClls)

No NDataC',Is: length(Cells)

The thinnest point at this location Is point 5 add is shown below

minpoint min( Cells) minpoint = 767

i~i :I

OCLROO019364
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Mean and Standard Deviation

Pt actual := mean(Cells) IL actual= 898.25 a actual := Stdev( Cells) a actual = 89.898 6

Standard Error

St~ndard CFactual

Dataelr
Standard emr = 12.976 .-

i

Skewness

I )

(NO DataCells) .L(Cells - I actual),
Skewness ( DataCells- I)-(NODataCes - 2) ( actual) 3 Skewness= 1.149

Kurtosis

" ~~~No DataCells (NoDaa 1ll +* I)iC lls"cUaW) 4

Kurtosis :=
(NoDataCell -. 1).(NODataCels - 2).(No ataCehis - 3).Qg actual)4 KUrtosi S 0.406

+ ~ 3.(NoDataCells - 1)2

r (No DataCells - 2) -(No DataCells - 3)

Normal Probability Plot

.j .-- 0 -last( Cells) srt :=sort( Cells )

L

L• f

:=:jT X5"srt-st -r.
rank.:-

fsrt I srt.
eJ

rank.J

PJ rows( Ce•Ils ) +-1

x:= NScn. := root[cnonn(x)- (pj),x]

OCLROO019365
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I.-

-,Upper and Lower Confidence Values'

The Upper and Lower confidence values are calculated based on .05 degree of confidence a"

a .05 T' := (- ,48] T =,2.011

1 2
t

actual
Lower 95%Con =t actual - Ta.

(•actual

Upper 95%Con := A actual j- Ta4
. . I I ' t aCells

I

LAnwer 95YCo i~ 872.161

.!

.1
S,t

'UP~r 95man= 924.339 I

These values represent a range on the calculated mean in ýthlch there is 95% confidence.

Graphical Representation

.istibution of the "Cells data points are sorted in 1/2 standard deviation increments (bins) within +1-3 standard

deviations

(0
Bins :Make bis (ti actual'a actual)

0
• 4

Distnibution hist(Bins, Cells) 13
Distribution =

The mid points of the Bins are calculated 3

22
kdp0-nt1 Binsk +B 1

Mdon~ Bnk+2 3

0

L

normal curve : pnom (Bins, . A actual 07actual)

nonnal ciirý pnonn(Binsk+ I actual' a actual) - pnoxm(Binsk P actual' a actual)

] normal curve No DataCells -nonnal curve
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/- Results For 111C
' The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and standard deviation, the kurto.is, the skewness, the number of data points, ahd the the lowerand
upper 95% confidence values.

Data Distribution

4 of 25

20

II
Is

I0
I Distribution

-L I
afl=flfl Cu

IP actual = 898.25

.6 actual = 89.898 "

Standarderror = 12.976

Skewness = 1.149

Kurtosis = 0.406

L
600 700 800 900 1000 1100 1200

Midpoints, Midpoints

Lower 95/Cn=872.161 Upper 95%Con = 924339

Normal Probability. Plot

3

2

1

NScorej
xxx

0

Ix x
xx

KX XX

"Xxx

x

-I

-21

--3
750 800 850 900 950 1000 1050 1100 1150

Past calculation have split this area at the top 3 rows and the bottom 4 rows (ref. 3.22) h In order to be
consistent with past calculations this data will be split in two groups and analyzed. The entire data set will also be
evaluated.

OCLR0019367
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t
I

t .

The two groups arenamed as follows: StopCELL 21.

low points LOWROWS (Cells, NoDataCell: StopCELL) high points TOPROWS(Cells,49, StopCELL).

Mean and Standard Deviation 
r *

Iidow actua mean (low point) G low actual Stdev lw it)I I| '

,gndard mean(higrpoir hg tdev (highp

Standard Error

5~

* I

I

I.

I.

Standardlow rror o=w

4lnt (low pins

chigh actualStandardhigh error kg ( h

I length(high points)

I

..- -,

I

Skewness

NolowDataCeils length" (owpan)

Skewness low (Nolow Dat-) .X(iow a

(NolowDataCel - I)(Nolow D - 2.(OlOW8t)
3

.. Nohigb DataCells :.length (high points)

Skewness high :=
(Nohig Cel) X(high points - phigh W)

(Nohigh DatatCells -- 1) (Nohigh DataCells - 2 ) .(Ghigh aCtual) 3

"-.....;

OCLROO019368
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I

Kurtosis

Kurtosis low
Nolow Daae) llcc (Nolow DataCells + 1) .2X(Iow points ý_ dow actual)4

(Nolo'w DataCells - 1).(Nolow DataCells -2) %(Nolow Data,ýCllS 3) . (GIOW ata)

_L 1 3 -(1400w DataCells - I )2 -. I

- (Nolow DataCells - 2). (Nolow DataCells - 3)

p
siS~;~

Nohigh DataCells DataCells +

im
(Nohigh DataCells - I) -.(Nohigh Data~ebg - 2) -(Nohighi~t~~ -3.(hig ata)4

+ 1 3 -(Nohigh Dt~el - .1)2

..(NohifthDaccns - 2)-(N6high aR~lLS - 3.)

Normal Probability Plot - Low points

I := 0 .. last low pj)sIlw si O ~s

(--.-) LI - I + I

rank lw, :=. (Ol

lowt0 j sId low

rank lo
P low, wsowo ) -1

I

x: I NScore. low, root[ cnrm(x) - (p low),x]

Normal Probability Plot - High points

. I h := 0 -last (high lioints)
srt high := sort(high points)

• :=-i + I YL (srt high= srt hig) .11
rank * igh

Isrt high= srt high,

rank higl\

P highh rows (high oints) + I

..--...

x:=l NScore high, := root[ cnorm(x) - (P ligItý,x ]

0CLR00019369
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I I

I .
/- .......: i

Upper and Lower Confidence Values

: .05 Ta = 2.011

•ahigh actual

Lowe"Rgh 95%Con hgh ictual - Ta . gau
lNoi~gh' Data•7ells

dhigh actual
Uppahigh 95%Con phighctul + Ta.

jNohigh mDtacns

Glowactualo
Lowerlow 95Co/n Plow'actual - Ta.• a

i1olow DataCels

. - .Glow actual

Uppedow 95Con Plow actual + Tao
"Nolow DataCells

ANA

I I , I

I

l
!

.-- .1
Graphical Representation of Low Points

Bins low  Mak6 bins (PIow actual., olow actual)

Distibution low :hist(Bins low point)

The mid points of the Bins are calculated

Distnzbution low =

0

0
2

6

4

3-

0

!

F j

Midpoi t(Bins 0  j- BinslO .- 1 )
.2k := 0.. 11

nonmallow cuv0 e- pnorm Bins low VI'dow actual 'low actual)

norniallow cveactual Olow actual) = oisow OW actual' wlow actual)

normnallow curv Nolow Datat~e1Is ilOnnflalow curve
)

OCLROO019370
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L /.... Graphical Representation of High Points

/

Bins high Make b,. (phigh actu ,chigh acta)

Distribution high := hist (Bins high, high points Distn'bution high

U.
0

0

2

2

4

3

2

4

4

0

0

0

k . 1 jMidpoints highk , 2

0

norznalb~igh~ cuve pnorm(Bins high]' , 'Wg actual' ahigh actual)

normaihigh curve k pnformf (Bins higik.ý ,jihigh CWacta ,igh actal) -pnorni ( Bins hih , phigh actual cGhigh actual)('I

normalhighcurve- Nohigh DataCells .nonralhigh curve

I

OCLROO019371
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I.

Results For Sandbed IIC Thinner Points 11,

10

S

lPlow actual = 856.037

glow acta = 23.157

Kurtosis I 0.784

'I

4

I wi

Distribution low
it-
nonnailow aWv

I

I

4

2

0-
780

Skewness low = -0.837

Standardlow =4.457

Nolow DataCels = 27

926

I
(C. 8408960 .I

Midpoints low. Midpoints low

Lowciiow 95%Con = .847.076 Upperlow 95%Con = 864.998

NK-Score 1

XX X

------ T - X

x
x
X

x
x

X kx

XXx

Xx

x
x

X

-!

I

I
780 800 820 840

gat low,
to s80 900

( )

The above plots indicates that the thinner area is more normally distributed than the entire population.

OCLROO019372
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I

Results Sandbed 11C Thicker Points
/

I

Distribution high

onahCh ur"e0

I

600 700 800 900 1000 1100 1200 1300
Midpoints high, Midpoints hieg

Lower 95%Con = 872.161 Upper 95%/Con = 924.339

!
2

I

ILA=cWre
X XX

0

I I I I I

X
X

x
x

Xx X X XX

Xx
Xx

X
x

X
X

_x

-1

-2
50

I B J i I I [ V

80iQ 850 900 950 1000 1050 1100 1150

. .The above plots indicates that the thicker areas are normally distributed.

I. .... ..
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Sandbed IIC
Data from 1992 to 2006 is retrieved. d := 0

For Dec 311992

page "READPRN( *U:-MSOFFICEqDiywdl Program data\Dec. 1992 Data\sandbed\DATA ONLY.3_SB1 l.txt")
", I * I

,!

Points 49 := showcells(page,7,O) Da~tesd: DIh,,

.Points 4 9 =

0.941 0.839

1.105' 1.044.

1.091 1.175

0.847 0.8451

0,845 '0129

0.941 0.817

0.603 0.893

Data'

0.806

0.997

1.018

0.794

0.863

0.858

0.905

0.917

0.975

0.942

0.833

0.87

0.839

0.901

0.776

1.076

0.94

.0.838I
I I

0.85

0.876

0913

0.86

1.12

0.874

0.838

0.85

0.879

0.877

0.924'"

1.045

0.896

0.87

0.827

0.854

0.845

Sf I

I ,

I
I-I

min *: convert(Points 49.,7)

The thinnest point is captured

The two groups are named as follows:

NODatsCells := length( nnn)

Point 5  := rm4
.d

StopCELL :--21

win :: Zero one(Mn1,NODataCells ,43)

Point 5 = 776

No Cells length( Cells)

I -~

()

low points := LWRowS(=n=.,Nocl.jStopCELL)

No lOwCcjs := length (low points)

high points TOPROWS (mnm, No Cells. StopCELL)

NohighCells := length (high points)
• !

Cells := dclete:ero vel(,m ,NoCe•s)

low point : dlctezeo ceILs (low points ,No low••ls)

high points := deletezero cells (high points ,No highCells)

i neasuredd := mean( Cells)

It measued = 908.83 a measur '-d Stdev(Cells)r~srdd.

phighmes mean (high points)

dhighmeasur.ed Stdev (high points)

ahigh measuredd

Standardhigh eCord :=
4length (high points)

a measured,
Standard erro d

No taCells

ploW measuredd := mean (low points)

Clow me, sured : Stdev (low points)

(Flo w m e a ur d

Standaidlow errord m=

d length (low points)

.oo .

OCLROO019374
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For 1994 d d + I

page . fADPRN( "U:•\MSOFFICE\Drywell Program dataSept1 994 DatasandbedN)ATA ONLY\SB1 IC.txt")

Points 49 showcells( page, 7,0) Datesd = Day year(9,26,1994.)

Data

0 0 0 0 0 0.855 0.866

0 0 .1.042 1.095 1.036 1.093 1.032
1.042 1.085 0.945 0.938 -0.938 0.895 0.889

* Points 4 9 = 0.836 O.846 0.795 0.828 0.833 0.843 0.869

0.823 0.842 0.873 0.872 0.837 0.822 0.879

1 0.855 0.836 0.862 0.824 0.872 0.857 "0.823
1 0.86 0.874' 0.899 0.876 0.88 0.84 ,0.851

mm= convert(Points49,7) NODataCels : length(nnn)

The thinnest point is captured Point 5 : nnn4
5d

The two groups are named as follows: StopCELL = 21 No Cells length( nn)

low points LOWROWS (unnNo C .ls StoPCELL) "h points TOPROWS (nnn -No Cells, StopCELL)

NOlowellPA := length(low points) NohighCells :--length (high points)

Cells :d del erol. (nnNoCello

low points dletzero ells (low p ,No lowCells)

t No.
Af 25

measUrdd mean(Cells) a measured= Stdev( Cells)

d -d

lihigh mea:uel, ean (high points)

chigh .u :: Stdev (high points)

Standar .dhigh exrord. high measuredd

length(high points)

high toints : deletezem cells (high points No highCells)

S measured'
Standard eror -

Plow measureid1 : mean (low points)

Glow measuredd Stev (low points)

Standardlow erose d
erro d length (low points)

OCLROO019375
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.!

I

For 1996 d: d - 1

page =- READPRN( 'U:\MSOFFICE\vDrweU Program data\SepL1996 Data\sandbedDATA ONLY\SBI1C.txt")

Points*Ao showcells(page, 7,0) Datesd := Day yea( 9,23,1996)

Data

1.038 0.928 1.002 0.942 1.14 ' 1.077 -I1.035

1.058 1.195 1.075 ' 1.168 1.16 1.112 0.962

1.031 1.104 1169 0.983. 0!965 0.889 0.845

points4 9 = 0.855 0.903 0.85 0.786 0.913 0.778 0.839

0.869 0.927 -0.922 0.894. 0.896 0.91 0.837

0.928 0.878 0.874 0.878 0.862 0.915 0.906

0.917 0.924 10.899 0.89 0.874 10.884 0.917

nmn =- convert(Points 4 9 ) NODataCls ::'length(nnn)

The thinnest point is'captured Point 5  nn4

be two groups are named as follows: StopCELL := 21

| , 2

.1

N io Ca

No Cells 1=length( nnn )
T1

lpots := LOWROWS (nn NoCels. StopCELL)

No lowCells length (low point)

Cells deletezem :rH• (nnn,No Cells lo

high points := TOPROWS (nnn, No Cells, StopCELL)
i

No bighCeils := length (high points)

Wpoints deletezero cons (low points ' No lowCells)

. highpo : deleteze0 cells (high points,No highCells)

measured,
I measu. re d : nean( Cells) a measured Stdev( Cells) Standard -orIdn o DataCells

high measure~d: mean (high points)

chigh m e ur ea d

Standardhigh error, .length (high points)

pllow mneasured d mean (low poits)

glow ow.r d :Std (low poi )

Glow weasured.

Standardlow errord :=d

4length (lOW Points)

)
* 1

OCLROO019376
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' t

I

For 2006 d := d+l I

page • IADPkN( "U:)MSOFFICE\rywell Program dataNOct 2006 DataSandbedlSBI IC.txt")
0

Points 4 9 .= showcells ( page 7,0 )

Data

Datesd :=Dayyea( 10, 19,2006)

I
Pons49

0

1.056

1.073

0.837

0.85

0.856

0.861

0.771

1.046

1.113

0.836

0.825

0.84

0.877

0.803

0.984

1.002

0.79

0.869

0.864

0.879

0.912

1.094

0.935

0.874

0.889

0.829

0.s85

0.767'

1.036
.0.942

0.834

0.833

0.872

0.88

0.858

1.118

0.888

0.846

0.866

0.876

0.849

0.886-
11.029

0.853

0.838

0.875

'0.844
,0.876.

!
I

nan r convert (Points 4 9 .7)

The thinnest point Is captured

The two groups are named as follows:

low LOWROVS (ram, No Cels Stoi= )

No lowCdfls e-length (low points)

NODaCe := ength( mm)

Point 5 d := mm4

StopCELL := 21 N els:= length~nqn)

high points :=TOPROWS (mm, No Cells StopCELL)

No highCells-= length (high points)
(. '"•

Cells :djflet~zeln cells (ninni No Ceis)

low pons deletezero cells (low pons No lowCells)

high points deletezero cells (high points No highCels)

-measured

it := mean(Cens) 
0measured :=Stdcv(Cclls) Standard, d

d d o crd

phighg~j-d mean (high points)

Ghightizaured Stdcv (high points)
d

ohigh measuredd

Standardbigh elord •length (high points)

Pilow measured mean(low.points)
d

glow measured Stdev (low p

low measured

Standardlow errord'-'" j[d

4length (low Points)

OCLR0019377
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Below are the results I .

Dates

1.993-1

1.995. 1O

1.997-1

2.007-103

I . , I 776

PoInt 5 '=

I. ~

I

I
!

I I
i

Standard error

I
13.4141

I *I
11.742

15.102

12.843908.83

894.238

951.082

898.25

V

P measur = I 93.897

82.191
Smeasured 105.719105.715

I.. ---. .

I

I

969.667 1 109.211 1

982214 87.424

1.042.103 chigh measured 98.251

958.3 112.838

23.832

23365
Standardhigh error = 21.44

.24.623Jp~ghmcaswure

859.692 1
850.25

Iltow measured = 883.036

. 855357

F 32.576 6.389
lw23.629 o4.466

Flow measure 2 38.902 Standardlow error .7352

23.0084.8

I

.-- •

OCLROO019378
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I F

Total means rows(IQ measured) Total mens = 4

I

last( Dates)

SST measured -2

last( Date
SSTiow :=

i=O

jast(Datc
SSThigh

.i6

last( Dates)

SSE~
i-0

( ... ..

.1 last(Dat

SSElow :=
* i=O

last(.Da

SSE high E

last( Dates)

SSR :=

i=O0

last(Dat

SSRiow :=

i=O0

last( Da

SSR high

(pilow mesmd - mean (plow measured)) )2

(Phigh measUred - m man(Wpigh measured0))2

(P measured - yhat (Dates .I measured)1)2

as)

(Plow measured - yhat(Dates. Idow measured))

Ltes (pigh cas | -Yhat (Dates, phigh measured)t)2

(yhat (Dates) it measured), - mean(ILmasurd))2

(Yhat (Dates, Idow measured)i - mean (Plow measured)) 2

bt(s)

(yhat (Dates. jhigh measured). - mnean(Ilhigh measured)) 2

I)

OCLROO019379
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DcgrmeFres := Total means

I I

MSE SSE
D" qrmFee ss

DegrFreeg :=-I DeerFreest Totalmean 21

M* SISE high
-1 hg DegreFiceMSE low SSElo

Degr=Free ss

,%

p
I

Standard ¢rror Standard lowerror := Standard higherror .IFEhg

DegreFree ,

I.o-.

MSRow SSR:=
DegreeFreg rg

SSTlow
MST low g"- l

DcgrecFrcc s

SSRldgMSR high :=reg

SSThigh
MS.Thigh DegmaeFree8sMST := SST

I D egreeFr7cc

Test thd means with all points

F Test for Corrosion

F MSR,~ eg :=
(z " 0.05

F crifcl.~ qF (1 - a, DegreeFree ~DegreeFrcee~

FactaulReg
F ratio_ireg := iLR9

F citia__eg

.Frtio reg = 4.446-10-

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

*1•

~mu

ki
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% the low points

F Test for Corrosion

MSR. ow "

F actaul R eg.low : M -- l o w_ . M V S E 1l w. . , :.

FcriticaLreg .- qF I - a, DegreeFree 6 ,DcgreeFree

F actaulReglow
Fratio reg.low F

Faitir-I~reg*

raetio reglow = 1.892al0-

The conclusion can not be made that the low points be'st fit the regressior model. The figure below
provides a trend of the data and the grandmean

Test the high points

S) F Test for Corrosion

Factau"-- MSRhigh
4F a c.h MSEh

F criticaLmg := qF (i - a. D =rFree'g =

Fmt ggh actau_RcgighF~ critical,~g '-

Fratq...bigb = 0.012

"herefore no conclusion can be made as to whether the data best fits the regression model. The figure
elow provides a trend-of the data and the grandmean

OCLROO019381
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I
if - --'3wing will p!ot the results for the overall mean, the mean of thinner points, and the mean of thicker

. /
i 0-. Totalmeans- 1

pgrand me'srd mean (p measured)
a•' agrand measured := stdev. (it mbas-red)

I

* grand measured
GrandStandard

wTotal meaen
Id~wmeaure) towbgandmeaure . men .dw esrd0grand lpwmeasured -'= V

igrand highmeasured j Stdcv

dram

agrand lowmeasured

GrandStandard lowerror a'=

(high eard)phighg~rand ~nasux-ed. :mean (phigI masure)

dStandard higherror
agrand highmeasured

"4ToWa Means

e minimum required thickness at this elevation is Tmin gen SB1 -= 736 (Ref. 3.25)

II tsaued I
x xx
pgrad M~,,

Phigh nuuc

twmeasured

phWW-dmeaurd

Jpdowhgrmnd measured

Thibjea SB

+

1300

$DO

7.00

,'l I ~ I ! iI

I

1992 1994

(

pgrand measur° = 913.1

mean (plow measured) 862.4

mean(phIghmeasure) = 987.

M99 1998 2000 2002 2004 20(
Dates

GrandStandiid error = 13.029

GrandStandard lowerror = 7.246

.998 GrandStandard higherror 18.59

06

lb.OCLROO019382
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The F Test Indicates that the regression model does not hold for any of the data sets. However for
.conservatism the slopes and 95% confidence curves are generated for all three cases.

M m s.:op'Y(Dates It measur:= intercept(Datestmesue)

-Y ,! .6

mo. := slope (ates, plow measure) Y *oeb := intercept (Dates,pldow .-

.6

* a

Lu

U
L
Ut'
V

U
U
U

,.t 
"

0

't

Sh :s= ,lope (Dates ,hgh meapei)

at :=0.05 k :=23

yearprdict :-1985 + f-2

Thick predict:= m s'Ycarpredict t Y b

Thick lowpreict m lows'Yearpredict + y Ic

Thick higlmpredict m highs 'yer predict + Y I

Thick acealmnn mean( Dates)

sum :-1 (Datesd - mean( Dates ))2

i

! •

Y higib .Lintercept (Dates, pWigh measured)"

t
f 0 _' 1

I

OCLROO019383
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For the entire grid

xpperr : Thick dic -

I Tot al.T =lal - 2 Standard e 1.
2 2l d -e+I

(year predictf Thickaetmean)2

sum

1Ower f := Thick pcit

+ t( - .~~Total means -2) -Standard .rwrT

I
a

! 1
(d-I-l)

(Yearpredictf - Thick actualmcan).

sum I
I

General area Tmln 4oi" this elevation in the Drywell

(Ref. 3.25) ~1

( ° -.. ..

I

7bik k di

Upper

lower

I~f~aUXMU

T-ni-gett SB

= -0.839

20301985 ' 1990 1995 2000' 2005 2010 2015 2020 2025
Ye- mdctyr dict- •y-a predict . Datl, year PCdct, yeer pedidt Yer predict

OCLROO019384
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For the popts which are thicker

upr mThick bighpredictf

+ qt I aTO tal means 7 2) Standard .ihrr. 1 +1(d+I )I ( Y. predict. Thick ach nan)

sum

I

Iowr~ = Tickhighpredictf

+ - .2 Total 2en -2Standard higherror.

. . , , . - ,

(di-1

(year ,red- - Thick aculen 2

I.

sum • j

1300
(.. ..)

lower

Tmiainxme SB

1200 "

1100

I *I I S

0

* a0

-
I I)%

m highs = -1.914

1000i

900

800

1980 # Am9 .2000 - 2010 2020
yemr p,.• Datc, yer," p, .ycarpda,Y" rpdi,, .

2030

~(I1
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For the points which are thinner

upper := Thick -ow.ctf

- t•m 2+ qt 1 - ,Total mat tnadlwrr
(year pmaiictf - Thick a2~inahnan) 2

(da)
"1"

sum

.5 _

II

lowerf Thick Iowpredfictf-

+ ...qt~i-~:1ta

I
1

(d+- 1) .stn

I

I

() 1000l -

95ot--

Ithick Imprcdidt

Iowa*

Tmin..jcn Sia

goo1-

II I .

0 .

II I

I

f
mn lows = -0.308

850 1-

goo -

750 I-

'-V

1990 1990 2000 2010 2020 2030
Year preict. Dates. yea predicz.Year predict-YcBT predict

The section below calculates what the postulated mean thickness would be If this grid were to corrode at a
minimum observable rate observed In appendix 22.

I )
'U
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Rate main observed := 6.9

Postulated meanthickness := measured Ra t min observed, ( 22 9 - 2006)

Postulated mcastckness = 739.55 which is greater than Tmin.gen SB3 = 736 -

The following addresses the readings at the lowest single point

I

SST

last( Dates)

point
j - 0i=.

(Point 5 mean(Point 5 )) 2

SSTpoint = 6904-105

SSEpoint = 6.585,105SSE point :=

last( Dates) '

i=, (Point 5 - yat(Datespoint 5 )1)2

i.= 0

( SSRpoint
last(. Dates)

i= 0

SSE ot
MSE point .t '- SS"p-

M t DegreeFree

StPit err "= 'ME po

MSEpoint= 3.2920105

(yhat(Datespoint 5)- mean(Point 5))2

MSR SSpointSSopoin
MSpoint DegreeFr•re

StPit = 573.803

MSRpoint = ý3.194*1 04

SSRpoint = 3.194,164

MSTpnt: SSTpoint
pointintMST oin Degree]Free st

MSTpoint = 2.301-105

F Test for Corrosion

MSRpoistF actau(_Reg :=MEpoint

- FactujReg :

F retir:F actauL g
I F cliticalregg

Fratio rag = 5.24110-

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

OCLROO019387



Appendix 3 C-1302-187-E310-041 ReV. No. 0 Sheet.No.
25 of 25

•---- •,

Local Tmin for this elevation in the Drywell TriniLocal SBr :=490 (Ref. 3.25)

Curve Fit For Point 5 Projected to Plant End Of Life

| i.W

1000I-

Tmhijocat SB

x x

7ý1

1. )
600 -

2000 2010 2020 2030

Yea rd2 -2.029-103

The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed In appendix 22.

Rate min-observed :=69

Postulated thickness :=Point 53 Rate min.obseved.( 2 02 9 - 2006)

Postulated thickness = 608.3 which Is greater than TMni.Local SB 3 =490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to
reach the local required thickness by 2029.

minpoint = 767 year predict2 = 2.029l103 Tmin._local SB22 = 490

,o

(minipoint~ Tmin_1ocai SB 2)ý
required rate.

(2005- 2029) required rate. = -11.542 mils.-per year

OCLROO019388
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Appendix 4- Sand Bed Elevation Bay 13A

October 2006 Data

*The data shown below was collected on 10/20/06. I. .

page := READPRN( "U:\.SOFFIC ell Program data\Oct 2006 Data\andbedSBl3A.txt")

6
I

Points 4 §

Points 4 9 := showcells ( page, 7 0)

0.887 0.833 0.887 0.908- 1.046 0.951
0.873 0.883 0.774 0.826 0.897 0.874. I

0.76 0.913 0.798 0.,823 0.746 0.759

0.845 0.895 0.875 0.848 0.788 0,799

0.88 0.811 0.861 .0.869 0.798 0.846

0.816 0.813 0.869 0.924 .0.824 0.7ft5

0.801 0.834 0.763 0.838 0.895 0.885

aI,

0.922
0.783

0.768

0.852

0.84

0.87

0.863

I

I

S.

I :

I

(
cells :: coiivert(Points4 9 7)

NODataCells :ength(Cells)

The thinnest point at this location Is at point 15 shown below

niinpoint:=mnP'ts )
mi.point = 0.746

Cells :=.delcte ll is. Dataells)

Point 5 Is much thicker than the mean of the rest of distribution. Therefore the distribution of the grid without
this point will also be Investigated.

Cellsmin5 'Cells

Cells m =i..n: ..ml54 0 •

Cells m : deletezro, cels (cells mins, No DataCells)

No It.Cet'mi5 := length (Cells min)

h

OCLROO019389



Appendix 4

Mean and Standard Deviation

C-1302-187-E310-041 Rev. No. 0 Sheet No.
2 of 16

/
ji acua mean( Cells ) G actual := Stdcv( Cell )

a actual 57A13
ILactual = 845.796

i t actual.min5 := mean (Cells min5)

Standard Error

Standard er 
actual

Stadad rr~ : Fo Dataýells.

I actual.nrin5
Standard erin5 := Dat mi

actual.r•in Stdev (Cells o

Standard = 8.o202

S~tndard cnmraninS 7.211

Skewness

.o.1
(No Dataefs;).I(CdflS - Itactual.)

Skewness -2)(o~) Skewness = 0.745

.Skewness ,i,6 := (No 
mtaCe-S0.) 

"(Cels! - ILactualmin5)V

(No Dmel~i I i)! (N taCells~n - 2).- (a actuaLlnin5)3
Skewness rawn = -0.011

Kurtosls

Kurtsl NO Nota~ls -(No DataCells1 + I X(CeUS - IL ctual)4

(NODDatael§ l)(1No DtarUs - 2) -(No DaavJl -3)-(

3.(o ,,~Us - )2Kurto sis =1.696

(No at~n - 2)-(No~aa~lls -'3)

Kurtosis 5  NODataCcllsjjn5 -(No DataCeilsjnjn5 + '1)(CCllsmjn. 5 I- Iactualjnin5) 4 --

(No Daa~elsjijj. - I N a~esnn - 2) -(No Daa~~s1 1 5  -- 3) -(Gractualmnin5)'

3.(NO DataCellsmi - )2

S(No Dtaenrun - 2)(Njg~lmr - 3)4o Kurtoia5 -0.348

.OCLROO019390
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* Normal Probability Plot'

In a normal plot, each data value is plotted against what its value .ould b6 if it actually came
Sfrom a normal distribution. The expected normal values, called normal scores, and can be.

estimated by frst calculating the rank scores of the sorted data.

I . -

j :=0 -last( Cells ) sit :-=;sort( Cells)"",

Then each data point Is ranked. The array rank captures these ranks' 0

=j, +- rank. ..= ,r

j -srtsr 
,

rank,

PJ := rows( Cells) +- 1

The normal scores are the correspondingpth percentile points from the standard

( " normal distribution:
x .= NScore.-:= root[cnorm(x) - (pj),x]

L I

OCLROO019391
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-- Upper and Lower Confidence Values
=,*

The Upper and Lower confidence values are calculated based on .05 degree'0f confidence " '

NODataCells length(Ccls)

a .05 To -1 )2 NO°DataCeIls Ta 2.01

*. €LowerC9 5 %Con l actual - T a Lower9 5%Con = .829.314
'•DataCdls"

* 
I

I C TUpper 95%con * 11 ata + Ta. 'UPpergo.n 862.278

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +/-3 standard

deviations

i ~0 "

. Bins Make bins (IL actual, aactual) 0

Distlnbution :=hist(Bins,Cells)

Distribution = 9

The mid points of the Bins are calculated

k := 0.11 Midpointsk (Binsk:=Bins.-

*20

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

norznal ~ pnorm (Binst~~(a~

normal cuý pnonn (Binsk + I .p2tual.actal) -pnonn (BinskIl, ,atiuaua8 C ). iI)

normal curve NO DataCells -normal curve -j

OCLROO019392
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Results For Elevation Sandbed elevation Location Oct. 2008'
The following schematic shows: the, the distribution of the samples, the n&mal curne based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and.•
upper 95% confidence values. Below is the Normal Plot for the data.

Data Distributioi•. ; t ,
I. . i

I

Distdbuton

tt actu =$44.796

a actual 1= 57.413

'Standard engr 8 1202

Ske~vuess =0.145

kurtosis =1.696

Skewness~ =in -0.011

*Kurtosis 5 -0.748

I.

.1

I

",]./
650 700 750 g00 850 900 - 950Mi. ,,poim MidpointS 1000 !05o !

Lower 95%Con = 829.314 , Upper95%Con = 862.278

Normal Probability Plot

3

2
x

N.Screj 0
J

-1 -

-2 I- x

II I II I-3
700 750 800 850 900 950 1000 1050

This distribution Is not normal when Point 5 (1.046 Inch) is Included. However when this point Is excluded form
the distribution the remaining grid is normal as illustrated by the Kurtosis and skewness values.

.)

OCLROO019393
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• !

Sandbed Location 13A Trend

I,

Data from the 1992,1994 and 1996 is retrieved.

For 1992

!

d :=0.

2Datead :=Dayyea( 12,8 , 1992 )

page.:= READPRN( "U:AMSOFFICE•DIywell Program data\Dec. 1§92 Data\sandbd\Data OnlySB13A.tx•)

0 Points 4 9 := showcells( page ,7,0) 2
I

Data

0.885 0.979 0.857

0.814 0.856 0.778

0.762 0.903 0.813

0.86 0.884 0.872

0.869 0.807 0.854

0.827 0.813 0.878

0.815 0.84 0.77

Points 49 =

0.886

0.829

0.827

0.923

0.892

0.925

0.842

1.013

0.898

0.761

0.79

0.805

0.828

0.914

1.041

0.871

0.771

0.798

0.858

0.784

0.879

1.069

0.794.

0.826

0.876

0.84

0.868
•0.879 a

( )
aim convert (Points 49 v7) No DataCelis := length( nn)

• !!

The thinnest point Is captured Point 1 8 min Point 18 = 761 "

cells :=deetezero cel (nan.No~aael

2
It mensured := mean(Celis) Gimeasured :St'er(Cells) a measuredd

Standard errord := d

4No Datafýells

~. )

~~1
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I ( := d-+- Irori -q '4

page REALP1RN( -U:\MSOýFFICE\ywelIl Progim data\Sept.1994 Datasandbed\ata Only\SBI3A.txfm

*Dateqd =,IDay yeu9,14.1994) .

Points 4 9 := showcells( page, 7,0 )
C.

.1, .1

Data

I

"0.869 0.842

0.805 0.826

0.745 .0.896

Points 4 9 = 0.851 0.873

0.868, 0.793

0.822 0.798

0.84 0.834

nmm convert(Points 4 9 .7)

The thinnest point is captured

0.,854

0.803

0.861

0.849

0.866
.0.762

0.845

0.823

0.764

0.853

0.877

o.918

0.793

1,019

0.858

0.752

0.787

0.799

0.825

0.879

0.987 0.926

0.847 0.79

0.764 0.819

0.793 0.845

0.847 0.83

0.775. 0.843

0.865 0.862

I I - I

i/,..-,. No DatCef *= lgth( a=)

Point 18 := an 1
8d nR

I

Cells := deleteero 1ens(nnNo Dta.lls)

p r~rda := mean(Cells) . measured :=- Stdev(Cells)
Standard .

FO Dtalrds

OCLROO019395



"i
8of 16

I
I

For 1996

page READPIRN( "U:AMSOFFICE•'rywelI Program data\Sept1996 Dataisandbed\ata"Only\SB3'Atxt"

Datesd :- Day year( 9,16, 1996)

d := d +A

points 49 showce lls(page,7,0)

1

I

hJ

F
Data

I

Points 4 9 -

0.873 0.838

0.823 0.83

0.743" 0.897

0.848 0.864

0.893 0.859

0.828" 0.865

0.927 0.913

0.866

0.756

0.838

0.857

0.851

0.871

0.767

0.839

0.809

0.769

0.865

0.878

0.951

0.86

1.049

0.867

0.774

0.825

0.794

0.828-

0.885

0.999

0.943

.0.778

0.793

0.843

0.771

0.917

0.958

0.794

0.809

0.861

0.821

0.838

0.875

7,,

°o--'- -..( )
nnn '=convert(Points 4 9,7)

I

No DataCells length( nnn)

Point 18 d :=nnn
The thinnest point Is captured

S. ~1

Cells :=deletezemo Cel (ann , No DataCedls)

it measured :=mean( Cells) ameasuredd := stdev( Cells)
dd

measured
Standard error. d

FO Zrorl i.i

I. I
- I~

OCLROO019396
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• d := d-+ 1For 2006- ,dg

page =READPRN( "U:f.MSOFICE\Diywll Program data\Oct 2006 Data\Sandbed\SB'3A.txt)°

t.DatesA,:= Dayuer( 10, 16,2006) I
f
t

.1

I j

.0Points 49 -. sho~wcdls( page 7,0 )
t

0"

f Data

I
I g

Points 4 9 =

i 0.887

0.823

0.76

0.845

0.88

0.816

0.801

0.833

0.883

0.913

0.895

0.811

0.813

0.834

0.487 10.908

0.774 0.826

0.798 0.823

0.875 0.848

0.861 0.869

0.869 0.924

0.763 0.838

1.046 0.951 0.922

0.897 0.87 0.783

0.746 0.759 0.768

0.788 0.799 0.852

0.798. 0.846 0.84

0.824 0.785 0.81

0.895 0.885 0.863

I

I

(. .
mm * convert (points 4 9 , 7

.No Daae e =ngth( nnn ) !

The thinnest point is captured

Point 18d := mWI

Cells: dcletezez- c(snnn No~ataCells)

o measurdd
Ip measured• : man( Cells) measred = Stdcv(Cells) Standard crdd :=

I.

OCLROO019397
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Below are matrices which contain the date when the data was collected, Mean,Standard Deviation, Standard
E•o for each date.'

Dates =

1.993-103

1.99$.13

1.997- 103

2.007-103.j

761

752
Point 

1 g= 7

.746 I

I

857.612 1
837.041

l =meauredf 853.061 J
-- [ 84;.796

" 9.554

Standard .7.763

St .a.error = j8.831
L 8.2021'

G measured =

66..876 1

54.344
61.819

57.413-J

Total means : m=ws(asm-d) Total means =4

I )
last( Dates)

f= 0
(imeasured. - "a LMaue

SST = 242.403

SSE
iast( Dates)

i=O
(11measured -yhat (Dats. mease)i)2 .

(ybat.(.Datesst.,imed~), - ma I esrd

SSE = 229.789.

last( Dates)

SSR.=

-i=O

SSR = 12.614

DegreeFree ss Total means - 2

MSE SSE
DeeeFree .

Degreeree := 1reg DegrMeFrec 5 t := Total means -

MST SST
DegreFree st

!SR := SSR
DegreeFree reg

j
Stbmnd err

StGrand .r = 10.719

F Test for Corrosion

I

, ,J
.... °."

0.05
MSRF actul_,Re• MS--E

OCLROO019398
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F~~iti~,~g qF (1 - a, DegreeFree le., DegreeFree s)

Sheet No.
11 of 16

MtiC-T~g F actat:LReg
mtiojegF CriticaL reg

Fni,%iý_, = 5.93-10

.I

' I

Therefore no conclusion can be made as to whether the data best fitdthe regression model. The figure
below provides a trend of the data and the grandmean ,I ,

I

i:= 0 Tottmeans 7 1

" " I

agsdure.diea(, measiired)

II

GrandStandard orgder
o0mtal ea

I

agrand measurad := Stdev (i mauii I

(....)

The minimum required thickness at this elevation Is Tminen SB 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time

850 1

P VW8S13~d

X XX-VWWCM
Tmin..ge SB

X

xX
x

800 i-

750 F

1995 2000
DatOs

2005 2010

imd measured0 = 848.378
0

GrandStandard rror = 4A94

0 CLR00019399
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L

To conservatively address the location, the apparent corrosion rste is calculated and compared to the
minlu!un required wall thickness at this elevation

: slope (Dates, Lme cd) m . = -0.331

The 95% Confidence curves are calculated

Yb intmr'ePt (Datestmeaue)-Y b =1.509103

at := 0.05 k.:= 2029- 1985

* F

f:=O..k- 1

yewrrdit *: 1985 +i f-2 Thick ~ preic m a yearreic + Y b

Ic

Thick =culen:= mean( Dates)
i2sum= (DateSd A- mean(Dates))2

- a

11. *) uppcrr : Thick predictf

* +qt(-jotal -2~ *
\2~ / d 1J).

(year pr-dictf Thick actualmean) 2

sum

lower f: Thick 
...ict

*
+ Ii- - ,Total~.. ~2StGrand +(d+2 err 11 +

CI

6- Thick actua°ean 2IBWBm

I

(
h.

OCLROO019400
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Location Curve Fit Projected to Plant End.Of Life . I
I °

Tbick -e

lower

Tmm..jca SB

0

t

600

500 I -

.,1,

,I

I

m a = 0 1
I

I

I

f.
!

. I

1980 1990 .200 2010 2020
yeapredictyearprA.t-T pyrrcd . Dales.yr prcdit

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minimum observable rate observed In appendix 22.

Ratemin _observed := 69

Postulated manthickness I= measured3- Rate min_observed'(2020 - 2006).

Postulated meanthickness = 749.196 which Is greater than
Tmingen SB3 = 736

OCLROO019401
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. ,
I I

The following addresses the readings at the lowest single point

The F-Ratio is calculated for the point as follows

U

SST point~ atDts (Point 1; - mean(poid 18))2 I SSTpoint = 444.75
I

I

SSE pin

last( Datrs)

E..
i= 0.

(Point 8 -is ylat (Dates, koi~ntO SSEpoint = 317.009

I -

SSR oint lastDates)
SS~ po1 0

(yhat(Dates, Point 18)!- mean(Point 18))2

MSRpoint - SSR pint

ss .Degreeree r•

SSRp =n 127.741

SSTpon
MST1,,o 1 pnn

DegrecFrceest

hi

(oo• --,, SSEpon
MSE point DE point

Yo'-DeginFme

.. .

MSE poin = 158.505 MSRpoint = 127.741 .MST p•int = 14825

Stpoint er 4iTpon SiPoint err = 12.59

F Test for Corrosion

Fa MSRpoint
FactauLeg := MSE point

F ~F actauLRegFratioteg F
ScriticaLreg

F rtiormg =0.044

'1

)-.. .

OCLROO019402
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L
'a

LI

L
LI

L

I 4"

Therefore no conclusion can be made as to whether the data best fits the regression model.'The figure
beloi provides a trend of the data and the grandmean

mIn poi s5) in 1-053 a y point intercepts(Dates. Point )
point ponz=itrep(ac n 18) Y point 2"861"103"

'The 95% Confidence curves are calculated

Point curve : mpointyearpredict + Y point

Point actualnean mean( Dates)

uppointt := Point curve,

mc := (Dates-, mean( Dates))2

* iqt (I...- Total men 2)Stpoint I ~j+i + culna)

Iopointf, Point -uve

+ .jt~ -. ~Total ~as2).tPointc.J + d1I

Local Tmin for this elevation

-900

In the Drywell Tmnin_local sB 490 (R

Curve Fit For Point 18 Projected to Plant End Of Life

ef. 3.25)

0 "

goo -

Point 18
xx x
Tminjoca SB

700

x x x
m point = -1.053

600

.I

500

2000 2010
Didas

2020 203A

2.0291.0lopoint22 = 613.676 yearprlmiim2 2 =

OCLROO019403
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The section below calculates what the postulated Individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate miri.observed:=6.9

Postulated thickness :=Point 18 3- Rate min.observed(2029- 2006)

Postulated thickness = 587.3 which is greater than Tminlocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to
reach the local required thickness by 2029.

minpoint = 0.746 year predict2z= 2.o29-103 Tminjocal SB = 490
22

.(. .
1000-minpoint- Tmin Jocal SB22)

.required rate. :=
(2005- 2029)

required rate. = -10.667 •mils per year

(... - .

OCLROO01 9404 6
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pendix 5- Sandbed 13D
t1 i 2006 Data

i data shown below was collected on 10/18/2006

page ' READPRN( U:UaaSOFrICE\Dhywell Program data\OCT 2006 Data\Sandbed\SB13C-D.txt" ,),.
I!I

Points.49 := showcells(page,7,0)

I 4

1.114 1.117 1.132 1.083 1.068 1.106 1.119 ,

0.95 1.041 0.999 1.061 1.007 1.117 1.1

0.986 0.95 0.837 0.833 0.949 1.088 1.085

Points 49  1.005, 0.917 0.878 0.851 JO.911 0.958 J).997. #
i).96 0.907 .0.874 0.874 0.915 0.916 0.905
0-94 0.947 0.897 0.887 0.92 0.865 0.892

0-996 0.939 0.929 0.958 0.944 0.832 0.82,1

Cells = convert(Points 49, 7) No DataCes :length(Cells)

, '-,thinnest point at this location is point 49 shown below

.minpoint := min(Points 49) minpoint = 0.821

.Cels dolctezero cjo (CefsNoa j 5 )

No DataCells length( Cells)

.. )
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M Ia

Mean and Standard Deviation
I

Sactual := mean( Cells) i, actual= 968.184 a actual := Stdev(Cells) U actual = 90.136

J
Standard Error

St .ida-rd i =ror "- F actua~l

Standard,,,,* = 12.877

FI -
Skewness

I

'(No DataCell) IX(Cellis - aI a)
Skewness "=

11D0 a~U 1). (No Datactiis- 2). (a8 .) Skewness - 0.342

Kurtosis

-j
Kurtosis

NoN ~~.(NotaCe~ + 1).X(Cdls-acul

PN6 DataCells.- I).(No MtaCellh " 2) -(No0DaaCells 773).Q_(actua) 4 Kmur tos W 0.6

3 -.(No DatCeas - 1)2
'I-. .u

(IlaoDtaCells- 2).-(N96Data lis - 3

Normal Probability Plot

j ::-O 0 - st(.CCls ) srt sort( Cells)

:_j +' ranks~ r= d)-

I~srt~srti

rank'

pi rows( Cells).+ I

x I= 1 ?Score. :=rooicnorm( x) (Pj) x]

71

'ii
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3". . Id Lower Confidence Values

L s Upper and Lower confidence values are calculated based on .05 degree of confidence "a'I o

e• :a .05 Tiz = - ,48 Ta,2.1 , 0 .""
IS2)cTa 2.0l11I

Lo 95%Con '=2 1 actual Ta. C actual , ,- . ,4.9.O~ 9 % 5 : - • owr 5%o =94.24 .

Upper 9 5 %Con p= actual + Ta-. a a Ict
I _1N° .t 4 'UPwc95%-on = 994.0740"

se values represent a range on the calculated mean in which there is 95% confidence.

phical Representation

L dibution of the *Cells data points are sorted in 1/2 standard deviation increments (bins) within +/-3 standardations"

i,,) "cua' acta,-.
) ' :0

Bins Make bins actual a actual) 0

L2

Distribution hist(Bins, Cells) r
Distribution 1

mid points of the Bins are calculated 7it---

" ; 6
k =0.i1 Midpoits := (Bi + Bn,,)-

2 00
0 0

L i
mal curve =pnorm (Bins 1 g actual, a actual)

L =a1 ,~ ;pnorin(Binsk +1, 1,g8  o~ actual) -pnorm (Biiisk , A actualaractual)

L v :: No DaCe .normal curve

OCLR0019407
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Results For 13D
The following schematic shows: the the distribution of the samples, the nornmal curve based on the actual

mean and standard deviation, the kurtosis, the skewness, the number of data points, ind the the lower~and.

upper 95% confidence values.

Data Distribution

J
Pactual = 968.184

10

nonnal 'f

G actual 90.136.

Standard error 12.877

Skewness = 0.342

Kurtosis = -0.964

J

700 goo 900 ' 0ow 1100 1200 13o0
Midpoints, Midpoints

kiw

.L'Owr 95-/.Cbn 942.294 Upper 95%Con = 994.074!I

Normal Probability Plot

14 Scoe.
- J

2 X

x

xxx,~x

xx

2x xx.

I Z

I
I

-3
go0 850 900 950 1000 1050 1100 1150

There is a slightly thinner area of 16 points near the center of this location. Past calculations (ref. 3.22) have split

this area out as a separate groups and performed analysis on both groups. In order to be consistent with past

calculations this data wil be split In two groups and analyzed. The entire data set will also be evaluated.

I
I

OCLROO019408
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- The two groups are named as follows: Stoptop= 16

low= Lpoints = LWBo
pontL OW(elsNoja&rell, tstar)

No lo l leh (low points) NolowCells = 21

high Ioint Add (Cells, No DataCells 19, length (high IX

Lhighpoints :- Add (Cells, No DataCells, 2 0 , lefigth (high

,high points. Add (Cls'q'aae 1, lengt 4

high po; Add (Cells, No DataCells 22, length (Nigh p

high points Add (Cells INo DataCells, 27, length (high

Lhigh points Add (Celis , No Data~lls 2 28,1length (hIth~

low points Add (Cells, No DataCells , 17, length (low

low poi Add (Cels.•No DataCel, 1, lngth (low po

low points Add (CelisNo Datacens,lZ3 lCfngth (low poi

low points:= Add (Cells, No DataCells 24 .length (low p

low points Add (Cells, No DataCens', 25 , length (low pi
low points ' Add (Cells, No Dtcen•, 26, lent (low poiL
low pit =Add (Cells' ,N DataCells,'2 6 , length (low poj

L

I

SBotst -- 28

ighpots := TOPROWS( Cels, 49 stoptop)
I I.

Si

)inlts) -lig points)

)ints) . high points)

oint), ,hi point))iflts) -high points)

)lflts) .highjpoints)

)it)-high pit)

Ilts)'4 low points)

nts) .low points)

ults) lo pint)

115 low points)

-'), ow po3int)

i poits

enthIghs 2

!

I

I

!

len~thi (low points) = 27

OCLROO019409
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I and Standard Devlation

Plwactual ~ ncan~low points)

plh actual imeaA(high P )

Standard Error

F

S o glow actual
Standardiow error

4length(low points)

low actual : Stdcv(I pow' )

chihacual Stdev (high pons

StandarI T gh enoii actual
length (high po )

Skewness

Nolow DataCellis length (low po~inits)

(NolowD ls).X(lpow - Plow ac)a

l ess ....... " lo w --•N lo .at n ... . . ( o .- ,1 .(Nolow D .U ,, - 2) .-(ao w tu.)3

Nohigh Dtaff legh (highpints)

Swnshgh (N high DataCells - 1) (Nohig Data~lls - 2) -(d higha hW)3

C-

{ *1

OCLROO019410
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I.-

Kurtosis

Iitsi o Nolow DataCe~ls -(Nolow DatCells + lI) I(low po~int - liow acha) 4 .

(Nolow DataCells - 1). (Nolow DataCells' 2). (Nolow ~ataCefLs - )uow , 4

w),

+ _ 3 -(Nolow i3aces - 1)2 #

(Nolow tells - 2)- (Nolow ItCe; - 3)D

Kurtosis high Nob y= u1 (Noh D ' -'(high p 7 . a]

(Nohigh DataCells - 1 ). (Nohigh Daacis - 2).- (Nohigh DataCelLs - 3). (ýiiigh aLctual) 4

+(- I ,3.'obghi9h cat.--- - 1)2" '
S(Nofiigh DataCels -- : 2). (NohighiData s - 3) #

.!

I

*Normal Probability Plot - Low points

I :=O0.-last lowpoint) srt IOW': sort(Iow point)

• := I + 1
rank low "(s-iowsrtk)L

l , srt lor,= Sit low' rank low,
w-rws(low points) - 1

I

x := I NScore low root[cnorm(x)- (PlowJ),X]

Normal Probability Plot - High points

Ii := 0. -lagt(high point) srl high :=Sort (high points)

X(srt high= srt high:) .H
rank high.,~ Stih i i Phigh~ rank( hig.

'9 w ro(highbgnt) +I-

L x I N_Score highhb := rootj cnonn(x- (P high.)-x]

OCLROO019411
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II

$ 4

Upper and Lower Confidence Values• 4 4

a .05 Ta - Ta 2.01

I ,chigh at

Loweh'igh 95 .: phigh actal- Ta-

• 4N°hifh ]ata•els

ohigh actuil

-Upperhigh p =jhigh 2  +~ Ta.
* : Nohigh DataCells

Clow actual
LOWCdow 95%Qon Piow actual - Ta-. o

" C;low a

Upperlow 95%C6n pilow actual + Ta•.

I Nolow DataCells

Graphical Representation of Low Points

0

Bins low Make bins (Plow actu, -low actual)

"° 2

Distnloution low hist (Biins iow'low points).

Distndbution low = 3

The told points of the Bins are calculated 6

SMidpoints (Bins low k + Bins iowk+, 2
k. 0.1 nsiwk 20

normallow := pnonn (Bmis Iow' pow actual' Glow actual)

noallow r : pnorm(Bins low ,plow actual, 6Ow actual) pnori (Bins Iow kPtlow actual "Glow actual)

norinallow curve := Nolow DataCells 'normaHow curve

OCLROO019412
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I

I

I

Graphical Representation of High Points
I.

Bins high : Make bins (Pdigh actual tohig'b actual)

.Distnbution hih hist(Bins high high points)

!!

Disfributidn hg

0

0.
3

1

0

0

* I

'I

'I

.1

(Bins := + BinsIi g
k :=0.. 11 Midpointshih ..... :

I

"',I

flmrlnalhigh .curve, :=pfnorm( Blinhigh1 PIhigh actual chigh actual).

normalhigh :=pnorm(Bins high. 1 ivhigh actualj uhigI1 actual) pfloflf(B'i'shighbt hig~tactualIahigh actual)

normaihigh curve Noig Daaennormalhigh curve

, , * *

I

.o.-" -. •.( }

OCLRO0019413
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j. " I

I

Results For Sandbed Location 13D Thinner point

I

Disufcan low

Xohafo

ldow actual 904.037

Glow actual = 46.499

Kurtosis low" -0.672

Skewness ... = -0.051

Standardlow '8.949

Nolow DataCells 27

950 1000. 1050
oints kw

Upperlow 95onn = 922.029

(.- ).

LI

Low.MIrlow 95%/on = 886.045

N.Scor kIW1
x xx

2 x
x

x
x x
x

xx

07.

7 x7x

X#X

xX

-!

I ]

LI
Im

--2g0oo 850
..- -..

! )
900 950 1000

The above plots indicates that the thinner area is more normally distributed than the entire population.
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I

I F
Results For Sandbed Location 13D Thicker Points

$

L

L
L
L
L

DWlstibzm
A-

nonlhgi jw

4

I I, I ,8 , i

I .. I

2-
0!

('high actual1  64.111

Skewncss high =-0.306

Kurtosis high = :-1.47

Standardhigh en = 13.668

Noiig'h~ata1 el = 22

.5

* I

.8.

I ,

I

I1
1250

( )
950 900. 950 1000 1050 1100 1150 1200

Midpoints hi, Midpointsb Ii

Lower 95 o/no 942.294 Upper95o/eCon 95

I I I

4.074
!

7.

ii-

NLscore tighb

Xx X
01-

x
x
X -

xx
XX X

X,~ X

X
X

X
X ~

71 t-

-2 L
900 950 1000 1050

wrt Idgthl
1100 1150

"• .... ," °

The above plots indicates that the thicker areas are some
what normally distributed.
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' I

Sandbed 13D

Data froni. 1992 to 2006 Is retrieved. . d -'0

For Dec 31 1992

page READPZN( "U:-MSOFFJCE\Dywell Program data\Dec.,1992 Data\sandbed\DATA ONLY\SBIS3C-D.txt")

Points 4 9 ' showcells( page, 7, 0) Da Dayyew( 12 ,3 1 ,19 9 2 )w
' " Data

1.064 1.117 1.134 1.103 1.105 1.106 1.117

0.949 1.081 1 1.054 1151 1.118 1.121

0.984 0.948 0.868 0.834. 0.979 1.048 1.067

.oiats 49 0.963 0.98 0.893 0.855 0.913 0.981 1.012
0.957 0.958 0.869 0.979 0.917 0.913 ,0.911

0.963 .0.948 0.895 0.88 0.915 0.862 0.905

1.018 0.918 0927 0.92 0.918 0.825. 0.824

Mm :onvert(Points4 9 ,7) No Ces length(num)

Point 4 9d nnn49 Point 4 9  824

The two groups are named as follows: Botsta: 28 16

low poits : LOWROWS (nnn No DataCe.s Botstar) high points ::ToPRows(nnn ;NoDt , Stoptop)

highpoints := Add (nn,NoDataC1s, 1length(highpoints) ,high points)

high . Add (tn No poi'nt s,), (hgh , high point)

high poit : Add (nn, No DataCcls ,217. length (high points), high points)

high points Add ( mm ,No DataCes" .22, length (high points) , high points)

hig ( =Adnnn-, No MtCU ,27. length (high pons'high pons

" igh, ._ Add (nnn ,No DataCells, 28, length (hig points)ghow points)

w points Aepoints) ow ints)

OCLROO019416
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U

L
U

U

U
U
U
L

lowpo :t Add (turn,*NoDatael IS14Tlegth (low pons *low point)

lowpit :Add (mm.N ~ta ~.23, length (lW~ow 1 j) ,]poins

low pons Add (fn. No Da~ta*ells24, length (low points) low ~~

low pont Add (rein NoDtcs2,lnt (o ons o ons

low pont Add (ruin ,No Data&el , 26, length (low oitslowpons

I a. 4 I i

Cells deletezcro cells (nnm INo Cells)

high points deletezero ceshghons length (high points))

low points deletezew ells(lowps, length (low points)

I
i

f

S. 'I

'I,

I 4

it measmd . mesan(Cells.) a measured :=-Stdev( Cells)
dd

jihigh measured -- mean~highpojlits)

ogh rm•asured, "= Stdv (high point)

Standarhigh aigh esuredd

lend41gth (high pons

Standard mesue d1
+•Fo DataCells

jow mer •m e(low points)

ao Ow •,. :=stdev,(ow Point,)

olow measured

Standardlow * 5
enu ,lngth (low points)

( j*

OCLROO019417
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d :=d-+

For 1994

page := READPRN( "U:•\MSOFFICE\DIyweI Program data\Sept1994 Data~sandbed\DATA ONLY\SBI13C-D.txt")
I I

Points 4 9 ' :=*showcels( page, 7,0) Dates d := Day yenr( 9 ,2 6 ; 1 9 9 4 ) -j

-Data

I.1

-. a

h~ints- 49

1.1 1.114

0.944 '1.075

0.977 0.941

0.943 0.973

0.951 0.911

0.938 0.942

0.956 0.911

1.11 1.078

0.995 - 1.015

0.834 0.827

0.879 0.847

0.871 0.873

0.894 o.875

0.922 0.924

1.062

1.003
0.992

0.915

0.923

0.915

0.918

1.103 1.113

1.112 1.125

1.033 ,1.028

0-974 0.986,

* 0.903 '0.889

0.859 0.877

0.825 '0.811

non -; 'ov(Points 4 9 ,7)

,..--'-.,

NODataCels := length( nm)

NoCells length( mm)Point 49 := nnn4

The twd groups are named as follows: Botstar := 28. Stoptop "= 16

low points := LOWROWS (nn' -No DataCells ' Botstar). high points:= TOPROWS (nimi,NO DataCNo s Stoptop)

high points =- Add (rmn .No DataCells" 19. length (high points) Ihigh points)
highpoks:f= Add(nnO N DataCels,20,length(highpoints), highp6ints)

hig poits - Add (mm, No DataCels' 2 1 , length (high points). high poi)

high points := Add (nnnNo DataCells, 2 2 , length (high points), high points).

high points Add (nn ; No DataCells, 2 7 , length (high points) high points)
7-1

a.'

OCLROO019418
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I . I

I .
(I,.-

low points Add (nnn ,No 1DataC 7.ls 17, length (low points)low points)

pow nt Ad an olaells ,18, legt (low point) lo pits)

lowpoints := Add (nan,NoDataCls,23, length(lOWpoins),low points))

low pons:=Add (am, No atCen. 24 , length (low oi , lowions

low points Add (non.N°DataCells'25 length (lqw pointsw'. 'T points)'

a 2
low pnt :Add (nnn ,NoDatCell 26' legth (low poits)low pons

I •
I

.1
a

f

off

I

I I

Cells := deletczero ceils (nn , N Cells).

high • •.-in deletezeo (high t length (high )

low o .• pn dletezemci (low po• ,length (low, poi))

.I

( )....

tmeasuredd, mean( Cells) c rmsurcd= Stdev( Cells)

Phig M'mnW, meanQbigh points)

ighSdhigh meas)

Standardhigh errord : highmeud
r length (high pois)

G measured
Standard drror D

Plow meaured mean (low points)

Glow errorStdev (low mts)

meawrow pminsre

Standardlow CTT

lf~d 4ength *(loW, point)

I.. ,),

OCLROO019419
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For 1996 d := d- I

page := READPRN( "UAMSOFFICEDrywell Program data\Sept.1996 Data'sandbed\DATA ONLYBI3M-D.&Vt")

Points 4 9 := showcells( page, 7,0 )
Datesd Day y( 9,.23, 1996)

p 4ints9I

1.095 .1.118

1.035 1.069

0.975 1.025

1.015 0.987

0.936 0.94

•0-965 0.94

* 0.931 0.939

1.128

0,996

0.896

'0.966

0.875

0.988

0.936

Data

1.098 1.08

1.057 1.008

0.848 0.992

1.032 0.942

0.926 0.961

,0.937 0.912

0.97. 0.941

1.115 1.125

1.131 RIOS

1.086 1.054

0.968 1.03

0.959 1.005

0.868 Q.932

0.837 0.822

2

I

nnn := convcrt(Points 4 9 '7) NoDataCells := length(ram)

Point 4 9  := nnM4.48d

°..°-..

() The two groups are named as follows:

The two-groups are named as follows:

StopCELL := 21

Botstar:= 2

NoCens := kength(nnn)

Stoptop := 16

low point LOWROWS (nnn , No DataCells ,Botstar) high points. :=TOPROWS (arno, NoDataCcsStoptop)

high .Points Add (nnn ,No DataCells ,12 0 length (high oints); high points)

high points Add (am, No DataCells , 2 1 kngth (high points high points

high points Add *.No # ,22, length (high , hig o

Add(nn. Data '2 e ngt (high s ý hgh pont)

highpointi Add(nnn No te 28,length(highpoit). high points)

)

2
72

i

OCLR0019420
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I

l-......Iowp = Add (nnn. NoDataCellRs 17 , IFngth(lowoints),lowpoints)

low points :=Add(mn.N° Ce11' 18,length (low points) ,low points)

1 ? * , ''low points :: Add (nnn ND ls. 23, Di . points);low points)

loW points Add(nmi,NOData~c's, 24 ,1cngth(low points) ,, *,

low points : Add (nnn No DataCUs ' 25 length(low oints low points)
! I •

low points := Add (im. NOIataCclIs' 26 .Ilegth (low pints) ) lowpoints )

Cels :=delete oe 5 (mmNo Cells).

high points deletezero cells (hg ons egt hg ons

low points deletezero cells (low points' length (low pints))

. measuredd
I measuredd =mean( Cells) cmeasured d Stdev( Cells) Standard errord D

Phimeasured d= mean (high .points) Plow mesue mean (Iow pots)
d

chigh masrd Stdev(hg tý01sdvlo
(hghpins)0ow Sttv(ow Q~s

"high measured dlow . d

Standardhigh Crrord n Standardlow error
Tlength (high point) d length (lowpin)

'I

I

!

I i

I

I 1
( i

OCLR00019421



For 2006 d=~.

/

Page READPR20 d":MSOdCE well Program data\OCT 2006 Data\SandbeSB13C-Daxru

Points 4 9  showcells(pagc,7,0) Datesd := Dayyar(9,23,2006)

Data

18 of 31

.6

(..*°-..)

1.114. 1.117 J1.132 1.083 1.068 1.106 '1.119

0.95 1.041 0.999 1.061 1.007 1.117 1.1
, 0.986 0.95 0.837 0.833 0.949 1.088 1.085

Points 4 9 = 1.005 0.977 0.878 0.851 0.911 0.958 0.997

0.96 0.907 0.874 0.874 0.915 0.916 .0.905

I 0.944 0.947 0.897 0.887 0.02 0.865 0.892

0.996 0.939 0.929 0.958 0.944 0.832 0.821

mm convert (Points 49, 7) No DataCells := length( nim)

Point4 9

The two groups are named as follows: Botstar 28 Stoptop : 16

lwpoiqt's LWOS(m ODt~~.Bttr ihpit T UPRzWSmnmNo~at~5 1  ,&WOPt

highpoints := Add (mm ,No •at_.,, 19, length (highpo ), high ,•.in)

high points Add (mm,. No D ita(cws 92 0 , length (high pons high points)

high points Add ("Mn.No, Dta(ells ,21, lenith (high pons high pont)

high points Add (mm ,No DataCefs 22, length (high points) high points)

high AM mi Ad (nnll.No , 27, length (high points) high points)

high " d mm, No 28,.ngthb(higho ' ),$high

lowponts:=Add (mmNo DataCl~s.,17, length (low pons ,low points)

lo Add (.,m , pNo1 "-length(lowpoints points)sI lpw poin)s)

OCLROO019422
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!

I .

low po•t: Add (mn ° n o N ,23 ength (low points) low poin)

low points -: Add (nnN o DataCcll , 2 4 , iength (low points) ,low points)

lwji Add (mm ,No Datac1s ,2 5 , length (low "Oi W plow ns

low points Ad(n.N (owpoint)' o ns '
low Add "- ,N ataCells,25, o ,h low

,opoint poits ld( ,o ,.'' 0W o• OW po••ints)

Cells : deletczcro cells (nn, No Cells 1)

higints dele'e cells (high pointslength (high poin))

low points :: dektezero cells (low points length (low pots))

I

a,

a

I 9

I.,

'I

.9

U

L

U
U
Ut

I
S"(ymeasured d

j measured = mean( Cells) a measured Stdcv(Cells) Stindard error measured
d d NO Da Cll

phigh measurd d: mean(high points) " ""o
'high measured d Stdev(high points) Clow measuread Stdev(low points)

Standardhigh chigh measuredd d o o low measuredd
lengt 8tnado 'low'= ,Jlength(high points) length ( points)
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3eWow are/the results

Dates-

1.993-10

1.995.103

L.W-103

o 82411

Point 4 9 =i22

- 821J

j
. p

I
12.681I

Standr . f 11.589

1.2.87 J

measured =

972.755

958.898

989.714

968.184

a measured =

93.149 1
88.766
81.122

90.136 J
", .-. ) - I

I .

. I

lig meaasur =I1.055-103

1.037"103

1.059.103

1.047-103 j

906.037

894.926

933 '

904.037

(JhigI .measured =

66.239 1
63.573

52.578

64.111

Standardhigh e =

14.122 1

13.554

11.21

13.99 J

-r

. how.m asured alow measured =

46.682 8.984'
49.767 Stdardo.rr 9.578

46.499 8.949
71
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t

I

Total means := rows (1 measure•l)
4 Total means = 4 I

last( Date)

SST Z. (i

i= 0

last( Dates)

SSTI"-'
i=O0

I.

measured|- me (1 measured) )2
t

* 4

• t¸ .1
" 1" I

(plow measurei mean (Pow measured) ) 2
,II

I
I

I
!

!

last(Dates), ' .
SST high (ihigh measure - mean (,thigh maured)) 2

0i 0

last(Dates')

SSEI measured,  yhat( Dates pt measured),)

i=0.

last(Dates) ( . ....
SSEt lowc~s plo )X=SSt low= (Pl•ow measuredi ht(ae,•o measure~di2

i -0

I

'1... t

last( Dates)

SSE high
i- 0=

last(Dates)

SSR'= (Y1

last( Dates)

SSRIow :=

last( Dates)

SSRbigh :=

i= 0

(bigh measured- yhat(Dates ,phigh measu . ),) 2

at(Dates,1 measured), - mean(it measured)) 2

yhat (Dates, 1dow measured) - (plow ))2

yhat . he . mean(plighw 2))yht(Dates, Pth'g measured me- mcnpih u rd)2
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(-•CL • ,. Degr-Frce :- Total mea-- 2

I.-

DegreeFree, :: I DegreeFree t := Total m * - I

M SE high "-' SSE1
DegreeFree rs

I SSEMSE :-
DegreeFree s

Standard. rr '

MSR SSR
DegreFmre reg

MST SST
Degr-Fr st

SSE lowMSE low - SS" o
DegreeFrte s

Standard jowerror := lo

SSR 16W
MSRIOW

DegreeFree reg

SST low
MST low .:=.DcgrccFr• st

Standard highenvor I SEhg

. I

MSR := ighr

DegreeFmee reg

ssT high

MST high hg
DegrecFree s

( ) Test the means with all points

.

a := 0.05

F Test for Corrosion

MSRF ac waul zeg:=
Fa~uP.~g MSE

Fcriticýl~re qF(l - a.,Degrecercg,DqZrccFress)

Fmo F waau cgCLrcmir.g 'F crti,:aLrsg

=rfo e 5.244.10-4
' I

Therefore no conclusion can be made as to whether the data best fits. the regression model. The figure

below provides a trend of the data and the grandmean

Test the low points

F Test for Corrosion

MSRIow

I"i )
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-MSElow
" "" I |

,a := qF(i- I . Degmemez mg DegreFre S)

F actaul Reg.low "" ,.ra reg"'o_- -, .low :=* rtcd r

* nC 'ticacreg

Fratio rgiow f 1-907"10-4
- I*

I .|

Therefore no conclusion can'be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean 01; 1 I

Test thehigh points ,

F Test for Corrosion

• " .uMSRhgh
F actaulReg.high :=ehi

(""IF cFiti,-.. 1 .. = qF ( I - a.oDcgrercex¢ a, IgxrcFrce s)

F rtio.- g~high Ft
Fcritical mg

Frtjioreg.high = 1.588"1073

r

Therefore no conclusion can be made as to whether the data best fits the regressionmodel. The figure _
below provides a trend of the data and the grandmean

OCLROO019427



24 of 31

# I

. "

The following will plot the results for the overall mean, the mean of thinder points, and the'mean of thicker

points i 0 -/Total mens-

* , p-,aomeasurd 1 mean(IL we)

GrandStandard___

•grand measured Stdev,(J1measurcd)

agrand m

Tdowhgmnd csm mean (sow m

agrand kowmeasr"d

• .

Phighggrm easured, := mean(ih
measred

J

.6$ Grand]Standlardtý vr
I"

ogrand ,,L,, sd, Stdev (p.igh meas'rect)

agand hgmaue
GrandStandard hgea

7

I II0

jihIgh niMa~mj

F* a - mzw
00C0

J!WogImnd anemind

10501-

1000

r

xx

x

93p

x

a

~*1

gsoj.

9091-

'U

1992 1994 1996 1998 '2000 2002 2004 2006

(. *
pgrand measured° = 972388

mcan(plow,.•..,,a= 909.5

mean(Pigme ) =1.

GrandStandd = 6.455

GrandStandard Iowermr = 8.198

GrandStandardhighor =4.793

OCLROO019428
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leý is st indicates that the regression model does not hold for any of the data sets. However. Me slopes
d*d Vo% Confidence curves are generate1 for all three cases.

Sintercept (Date yb.:=-It a rn ed

slp Dae , pI meaure

M lows YDtsIO measure) Yob intercept (Dates, Pijow measured) "

I •
k Date, • ig .ias

m highs :=slop~e(D ates .' bligh m 's n l " Y higpb . intercept( D t s ~ i h •

II

a:= 0.05 k :=23 f= 0- k - 1

yearpredictf , 1985 + f.2

7=ick predict m 'Ypa + Y b

Thick lowp :dict ' lows 'yeapwdict + Y lowb

L Thickbighprediqt m.highsgYearpredict t- Yhigh

T(ck m= can(Dates)

sum : Z(Datesd -zenDts)

• W

ri[

25 of 31
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"1

i,.

F_'•e entire grid

upperf :=Thick'Pe1t
! .• rdit

I .

t1 - ' TotalIMIC - 2).Standard error +L~ .~**2 (d +1I)
(year predicý _- IN achuffm IM) 

2

slim.

o1

".I

Ywerf := Thick predict, -

+. I - - .-,Total.=

2
I *- 4 I ! •

minimum required.thickness at this elevation Is Tminwgen SB 736 (Ref. 3.25)

i

lower

IL mieasured

* Tmn*jen 3B

1100

1000

900

8w0

I I

V.

I * .3

HIS -0.146

2030 I1980 1990 2000 2010 2020
YeprI yedit-Or predi)-ar preict. Dates. Year prdict

I-
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popts which are thicker
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I

VUPI e,r : Thick ihrdcf

-- ,T talmeans 7)'Standard bighcrror4 I ... , (+aped~, Thc+cua a)

Z

L
lowe:= Thick 1iighpredictf -

Sadr ______ (yetrprectf- Thick actuahi ne2+ qt I ,i - , -at, Total m eans- 2 .S g r" ÷ ( ÷ )÷ a
12 (d +I

(1
", .... 1100

I

2 Thicknihredict

P1~gh meaured

lower

Tmin-en S

10001

a a a a

a
a

7

a I I I

900l

mhigs= -0.188

03

W00

*1
1980. I 19.9 200 2010 202 *

Ye" predict. Dates.Y.-predict -Yearprefict -Ye- pvcdct,

(. .
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I

( -..
For the polintswhich are thinner

uppM. -- Thick l f -

I

I.

+ qtI -- atsTotl men ) Standard iawerror.J1f++2~!Ttamas (d+ 1)
(year Prcact, -Tika4uamenM)

2

sum

• !

J$S

lowerf: Thick bwpm.Aci-*-

+ f q jl( 12 ,2 T ot ld m ca rs 2-2 ~ S t n a 1P r d + I

i
"' . "I

:arprdc Thick ataan

I-

f

31111

I I

f

1100

(..)ii::
. 1000

PlIow mcasred
a a 0.
lower

Upper

Twin-sen SB

900

7Ia

13

7 C3 U

!

m lows -0.112

g00

1980 1990 2000 2010 2020
Y= redictie- Dates. Yerpefc er mi-Y rdc

2030

C. ),
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7-- -,ectiOn below calculates what the postulated mean thickness would be if this grid Were to corrode at a
n.....nun) observable rate observed In appendix 22.

Rate rain observed 6.9

Postulated neanthcjsý := i1 meeSý - Raei obser edi( 2 029 - 2006)
3

Postulated.meaticm = 809.484 .which is greater than Tmin_.gen SB= 736
3.

followini addresses the readings at the lowest single point

last(= Dates)

point (Poinf:4 9 - mean(Point4 9 ))2 . -SSTpon 1L 101
0on

point*:

las(Dates)

E-

last( Dates)

.point '-

- i= 0I. :

SSE
ISE poiht :L P

SDegreeFre

NSE point =49.487

(point 491- yhat (Dates, Point 4 9 ),)2

(Yhat (Dates. Point 49) - rean (PoWnt 49)

MSR SSRpoint
€ss point

DegMpe 2 ree

MSR point =2.026

SSE point = 98.974,

SSRpoint = 2.026

MST SST point
DegreeFree st

MSTpoint 33.667F )

SIP-Oint CrT..,= TME poý;
StPoint -n = 7.035

F Test for Corrosion

actauReg MSRpoint

point

.F ratioreg"-F actaulReg

Fratio F c2"210"

F ai 2.212410~

"ii,,b.4re no conclusion can be made as to whether the data best fits the regression model. The figure
'elow provides a trend of the data and the grandmean
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I

Therefore this point Is not experiencing-corrosion
-- . 'I

Mrport s•ope (Dates Point 49) pot =i 0.134 y Ponit intercept (Dates ,Point 4 9 Y pon= 552.333

The 95% Confidence curves are calbulated
8.

Poinltcari - -'Y te .prcdict" Yponit

Point actualmean = mean( Dates) sum := n (Datesd - mean( Dates,))2

-I Iupmt~ Point _~Y~ . ,I

I.

+ qt(1. - -Totalma Ja1~ean)

l ioponit,, Point Mcr .-

a t I Yearcdictf - Point ac+ qt( I - Totaln means -. 2) -StPoint arr1 1; u2( d -. 1 ) t "' s u m -

( .. Local Tmln for this elevation in the Drywell Tminilocal SBf. 4 (Ref. 3.25)
Curve Fit For Point 49 Projected to Plant End Of Life

NO.

31

9i4

'V

9434 •,

.900m

POint 49
xx x
T'aninjoc SB

700m

x

91Pýnit =. 0.134

6001-

Soo

2000 2010
Datcs

. 2020 2030

(* *1

loponitý2 760.894 ycarpredictZ2 =- 2.029*I0O

OCLROOO1
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Therefore based on regression model the above curve shows that this point will not corrode to below minimumrequired thickness by the plant end of life.

The section below calculates what the postulated individual thickness Would be if this point were to corrodeat a minimum observable rate observed in appendix 22.

Rate mrin_observed := 6-9

Postulated thickness :=Point 493- Rate miinobserved.( 2 029- 2006)

Postulated thickness = 662.3 which is greater than Tminjlocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point toreach the local required thickness by 2029.

minpoint = 0.821
jC"PrCdict2 .-2.029-1I03 Tminlocal SB22 = 490

(. )

required rate.
(1000.minpoint- TminJocal SB2)

(2005- 2029) required rate. =- 13.792 mils per year

OCLROO019435
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Appendix 6 - Sand Bed Elevation Bay 15D

October 2006 Data

The data shown below was collected on 10/18/06 I.,

page :=READPRN( "U:MSOFFCE\Drywell Pmrozmn data\OCT 2006 Data\Sandbed\SB15D.txr)

SI

* I

Points 49 := shwcells(page, 7,0)
,I,

POints 4 9

1.133

1.094

i.04

0.978

0-976
0.93

.0.922

1.133 .1.133 1.141 1.145 1.145 1.144

1.109 1.087 1.1#12 1.129 1.119 1.131

1.026 1.043 "1.01." 1.095 1.085 1.096

"0.948 0.975 1.029 1.03 1.096 1.068
4-

0.969 0.977 J.1069 1.013 1.067 1.041

0.979 1.031 1.037 1.017 1.059 -1.051

0.972 0.996 1.031 1.005 1.033 1.052

7) . No ,t 0efls := Iengt(Cells)

|

I

6 J

!

cells := Conveat(Pofift 49,

The thinnest point at this location Is shown
below

-l
I

For this location thethinnest point Is number 43 (refdrence 3.22). i *

nuinpoint niin(ponts64 9 )
minpoinit = 0.922

Cells :=- dleltezero cells (Cells , No DataCells)

• •... :

OCLROO019436
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Mean and Standard Deviation

p actual := mean(Cdlls) PLactual 1.0531.103 "actual : Stdev(Cels) " (cualt-= 62.649

'Standard Error

V

L.

L
U

i; C....,

C actual
Standard "

4e No FDataelis
Standard,,,= 8S5

r

Skewness

I __ _ __ _

S • k e n s := , , , D a t a C e s), ( , , s - } ( , , I t a c t u a') 3

(NO DatacCbI)S- (NoDaftaCels - 2)-((7ut.1~)3 Sens

Kurtosis

NoDtael NO NO-ata~eils+ I) -ICe actna1J

Y* (Noj> (No - ).(NONat~eU ;)(N 3)*(oa ) 4 .Kurktsis =-0.898

S- .(No DataC - 1)2
+÷ -

OCLROO019437
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Normal Probability Plot

In a normal plot, each data valup is plotted against what its.value would be if it actually came

from a normal distribution. The expected normal values, called normal scores, and can be"

estimated by first calculating 1he rank scores of the sorted data.
°!

I .

ert :=:. sort( Cells)j :=0last(C•lls)

I.

9

Then each data point Is ranked. The array rank captures these ranks r

=j + rank. :=

I tie

ff

I

fanks
pf ois( CU )+ I

161

JT
The normal scores are the correspondingpth percentile points from the standard

normal distribution:
:= rooT,[ n(X) - (p). ]X !

I

Li

H

I *
Lu

~~1

OCLROO019438
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Upper and Lower Confidence Values

Thekipper and Lower confidence values are calculated based on .05 degree 'of confidence 'is"

NoDataCells length(Cells)

I I[(]

.05 . T = qt[ ,(1 2 ')NoDa t Cells T ar = 2.01 "

$ Lower 95%~con i= tactual - Tax- a culLower95o/.Con =.1.035*103
• ,]No DataCells.-

• * (;actual* Upp'95r%CSon : =actual - Ta. , ,Upper 95 YCn = 1.071.103

FODataCells• "

II

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the *Cells" data points are sorted In 1/2 standard deviation increments (bins) within +/-3 standard
deviations

, ~0

Bins Make bins (11actuala ctual)

7.

Distribution := hist( Bins, Cells) 4

Distm'bution = 12

The mid points of the Bins are calculated77

k O= 11 Midp=ints .- (Bhis + Binsk+ 1)

0.

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviation

non = =PIr (Bis 1 ;A actual'• o actual)

normal u Pno° Dat(Bilsk+ Iractual -'M actual) -norm(Bfinsk actual.' actual)

normal curve NO DataCells 'normlal curve

OCLROO019439
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Results For Elevation Sandbed elevation Location Oct. 2006
SII

The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and standbrd deviation, the kurtosis, the skewness, the number of data points, and the the lower and

upper 95% confidence values. Below Is the Normal Plot for the data.
I.. I

,!

Data Distribution
.1

I I I I I
I.

I

10l
I
II
P!

I
I

,- cwve,,,
t

r .

L actual = 1.053"103

Otu = 62.649"

Standard =8S95

.Skcwnes =-0.17

Kur"os -0.898

771

5 I/

FLI
!

li -. .... . . . a *. *.L *,

850 900 950 1000 1050 1100 1150 1200 1250
Mdoints•,Midpointn

Lower95/Con = 1.035-103 Upper 9 5%Co/s = 1.071*103

Normal Probability Plot

2 I !

0

x

X

* The Normal
Probability Plot
and the Kurtosis
this data Is
normally
distributed.xx x!

1

N_ScorejX XX

"-'- /
x

xX
-2

-3
! I I I

900 959 1000 1050 1100 1150
=f3
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Sandbed Location 15D Trend

/DData from the 1992, 1994 and 1996 Is retrieved. d :=0

For 1992 ' Dates, := Day year(1 2, 8,1 9 92.)

I

page READPRN( "UA:MSOFFICE\Drywel[ Program data\De. 1092 Data~sandbed\Data OnWySB1SD.txt")

F Points 4 9  showcells( page, 7, )

Datb

I

Points.4 9 =

1.131 1.133

.1.096 1.111

1.066 1.031

0.98 0.923

0.99 0.985

0.925 1.019

0.98 0.958

1.133

1.088

1.048

0.989.

0.894

1.041

0.991

1.141

1.091

1.067

1.038

1.054

1.051

1.036

1.145

1.126

1.094

1.036

1.048

1.064

1.027

1.134

1.118,

1.079

1.092

1.065

1.075

1.074

1.142

1.133

1.09

1.081

i.091

1.055

1.069
I.. )

nrm :=conve~rt (points 4 9 , 7) Noe i(am

point 4 2 d := MMý2
point 42 '= 980

cells del=etezero ls (amiNo NtCells

MSrd:=m .can(Cells) a measured d Stdev( Cells)
0 measured

Standard e.z =erorordcn

•.- of, .,

OCLROO019441
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I

For 1994*

.page REDPN("U\WSOFFICE\Drywell Program data\Sept.1994 Data\sandbed\Data On19\SBI5Dbtxt"

Pated Day ymrL9 ,14 ,19 94)*

6j
fj

Points 49 := howeells( page, 7, 0) # I .1

I'

. f,

Data

f
I I

.Points 4 9 =

1.126

1..097

1.063

0.979

0.973

-0.92

0.903

1.132 k13

1.106 1.089

1.025 1.046

0.947 '.966

0.971 1.001

o97r2 1.03

0.958 1.013

1.14

U.141

1.067

1.018

1.05

1.049

1.031

1,142

1.129

1.096

1.035

1.05

1.009

1.004

1.131 1.14

1.119. 1.129

1.08 1.097

1.097 1.068

1.066 1.029

1.058. -1.036

1.052 1.076

I

I

I

MMi := convert (Points 4 9 , 7) NoDataCc s := length(nm) C

Point 4 2  .0= 42

Cels dcletezero cells (mm , No DataCeus)

Itmeasured := mi(cs) .a measured .- Stdle(Ceffs)
0measured

standanerrd d4W7d
ikU

.. . -.

OCLRO0019442 w
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I

0*

For 1996

page READPRN( "U:.-SOFFICE\Drywell Progrmn dataitpt 1996 Data\sandbed\Data OnWy\SB15D.txt")

DatesL': Dayyear(9,16,1996)

Points 49  showcells( page, 7,0)

'.Data

d :=d +i I

I

.' I

I.

Points 4 9 =

1.134 1.128

1.089 1.105

1.071 .1.027

0.982 0.959

0.989 0.987

0.945 0.972

0.94 0.968

1.13

1.09

1.049

1.01

1.016

1.031.

0.984

1.136
1.14,5

1.062

1.0~9

1.052

1.062

1.048

1.143

1.13

1.128

1.061

1.032

1.064

1.034

1.13

1.124

1.08

1.128

1.074

1.07

.1.076

1.146

1.136

1.095

1.128

1.09

1.07

1.114

I.
a

I.

am :=.-convert (Points 49 .7)

o DataCells := length(ram)

(
point 42d :=r42

I

Cells deletezeo elis (mm No NtaCells)

measuredd

p measured4 :m mean( Cells) a measm d Stdev( Cells)" Standar errord
d° Dator

... . .

.CLR0009443
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f.
I

( d := d + 1
For 2006. j

page :=,READP ( wU:.SOWFFICE Dyweli Program data\OCT 2006 Data\Sandbed•B•5D.tet")

*Dates. d Day y.g .10, 16,2006)la

Points 4 9 :=showiells page 17 ,0)

~*1

*1

'I

.1'

.J&

Data

I *
I

Points 4 9§

1.133

1.094

1.04

0.978

0.976

0.93

0922

1.133
1.I09

1.026

0.948

0.969

0.979

0.972

1.1331 1.141

1.087 1.142

1.043 1.081

0-475 1.029

0977 1.069

1.031 1.037

0-996 1.031

1.145

1.129

1.095.

1.03

1.013

1.017

1.005

1.145 1.144

1.119 1.131

1.085 1.096

1.096 1.068

'1.067 1.041

1.059 .1.051

1.033 1.052

I

u

o.---...

"•: ..
mm convert (points 4 9 7)

point 424 = M42

. NoData~cns := length(mm)
I

Cells :=deletezero Oe~ (nmm,NoIData~ces)

i m d := mean( Cells)

(;meiasuredd

a rna e = Stdev(Cells) standar df~r 17-7

'im,

,° ..

LU
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Ekror foreach date. a -"

'1993 10

1.995 103
Dates

1.997*103

-2.007-103

F 980 1

poin' 42 = 9 • 0

922 f

I

I =
it measured `

1.0577.103

1.0528•103

31.066* 10
1

.1.0531-103

8.741 1
9.002 I

Standard .emrr 8.68.466
8 .95

63.017

O nieasurd i59.263

62.649

Totalmeans wwsQL measured") Total mas

last(Dates)

SST = " (It measured, - mean(IL measured)) 2

I i=0

l.ast(Dates)

SSE : (it measuredc - yhat (Dates, it measured),'

i= 0

iast( Dates)

SSR:. (ylat (Dates. I measured) - mean (IL mea

i=- 0

SST= 113.004

2 "
SSE 102.131

2 SSR =10.872'

.DegreeFree A := Total ma - 1

SST
MST S

DegreeFrees

MST = 37.668

DegreeFree ss Totalma -2

MSE SSE

DegFree

MSE 51.066

StGrand CrMSE

DegreeFree rg 1

"3

* SSRISR-
DegreeFree reg

MSR = 10.872

StGrand err.= 7.146

OCLROO019445
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F Test for Corrosion

;MSR
d :=,0.05., "c Rcg WSE

I -

V-e-
F =qFc(¶1 _' cg '-gee ee Degree ss

_ reg

F ." 0= F t.Lm I f#

Fratiorcg -'0.012

Therefore no conclusion can be made as to whether e data best fits the regression model. The figure

below provides a trend 9f the data and the grandjean #

i 0. Total' means I pgmnd measur .=ncan(p m.uý)

°grand • m stwdc d (,d) Ov nda = en or0 .
" •TFota, mMa•

The minimum required thickness at this elevation is Tminge SBi :. 736. (Ref. 3.25)

Plot of the grand mean and the actual means over time,.,,-•"'" •

ll00 I I

!

o

i.7

'446

000F

IL nmeazd
x xx

Ma eaiwt

Than-se SB .900

Wo 1-

2010M99 2M00
Data

2005

. .,

IpIaimisd e = .057.ole
trcsrd

GrandStandard___ro =. 3.065'
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To conservatively address the location, the apparent corrosion'rate is calculated and compared to the
mini urn required wall thickness at this elevation

ms := slope (Dates, m r m s = -0.307

The 95% Confidence curves are calculated

yb in tecpt(Dates , t ) *Yb = 1.67110"

f 0- k - I0.05 k := 2029 - 1985

* FI
I yerr~ý:-1985 +- f-2 Thickpreic := m8 y ,ý*-Y

Thick actualmean := mean( Dates) Stun m (Datesd m l( Date; ))2

• °÷. • ..
, I UPPer, :=*Thicktf

,+ q(t ujota 2 2)StGnd.,

f (dl yc21p~it, - Thick atam a)

+ +

Iowerf := Thick predict -
IF'

+ qt(;I ±,Totnal s me 2).StO ranfJ d.1
( e - Thick ocuaean

sum I

ocLRooo09447
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I
It ,

Location Curve Fit Projected to Plant End -Of Life
.I

1200

ll3Ik~wdct

11 measuiccl 300o

* Twin-ite SB

600

eve>I

4.

I.
4

S.1

t

.I

I

• !

I

mw =-P.307

I j
'.4

i ;

1930 199 200OD 2010 2020
Y-arcffict-Y-p ~cdict. y-e dipuct.DaesY=a prefict

2030

Therefore even Jhough F-ratio does not support the regression model the above curve shows that even at the

lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness

by the plant end of fife.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a

minimum observable rate observed in appendix 22.

Rafte minobserved := 6.9

Postulated meanthickncss g measurxd Rate min observed-( 2029 - 2006)

tm~

,T

L!14

Postulated = 894A02
I,

which is greater than Tmin..gcn SB3 = 736

J
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The following addresses the readings at the lowest single point

The F-Ratio is calculated for the point as follows

last( DatesEz
S= 0

(Po'nt 421 -:- m .eanpoa 42) )
SST point 3..237-103

I 0 l ast( Dates)

SSE point~

i= 0
(Point 421 - Yhlt t(Dates, point 42),)2

SSEpoin = 2.729-103
- I

*1°.,°

Iast(i Dates)

SSRpoint "= E
i=0

MSE SSEppoint
DegreeFree ss

MSE ,oint = 1.364.103

Stpointcr, := TMSEpint

hat (Dates, point 4 2 ) -mean(point 4 2 )) 2 .

MSR SSRpoint
pint DegreeFree mg

MSRPint = 508.213

Stpointe = 36.936

F Test for Corrosion

F at taulReg oMSRpint
MSE point

F actaul Reg
ratior c ritil r:g

SST point

DegreeFree st

MSTpo'int =' 1.0799103

SSR point = 508.213

'I

L , .I

Fmtio reg = 0.02

Therefore no conclusion can be made as to whether the data best fits the regression. The figure below
provides a trend of the data and the grandmean

OCLROO019449
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mnpoint Slope (Dates .point 4 2) in -. aont itretDates'. 5.1h1.1O3
raP-int. "= mpoint Ypo2.1 intercept 42) ,po2 pot

The 95% Confidence curves are calculated

,Point curve m, point -Yirpredict t+ Y point

point actualmean mean( Dates) st,-n (Datesd - mean( Dates))
"i I

uppoint~ fpoint -• J . pomtcurvcfu~~t:

a t

- tpint I+- 1 +
I +qt\ 2 Total ras/2inis 2 (di- 1)

I."

lopo•nt: point-culve"-

+To.Ttalm s -. 2 .Stpien.IT (d1 1)

yearpredict -Point culna2

sum

. . 4

yearprdictf - point a e 
2

• sum j

i. .)
Local Tmin for this elevation in the Drywell Tmin local SB := 490

f (Ref. 3.25)

Curve Fit For point 42 Projected to Plant End Of Life
!

1400

1200 "

POW42
xx *
TmmnjocaI SB

1000 x
Xx

xf

mpoint = -2.1

800

I
6DO

J.

(.
2000 2010

Dat*s
2020 2030

lopoint2 = 542.962 yearpl.edi .ct2 = 2.029-103

OCLROO019450
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The section below calculates'what the postulated Individual thickness would be if this point were to corrodeat a minimum observable rate observed in appendix 22.

Rate rainobserved:=6.9

Postulated thickness :=point 42 - Rate minobserved'(20 29 - 2006)

Postulated thickness = 763.3
which is greater than Trainjocal SB 3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point toreach the local required thickness by 2029.

minpoint = 0.922 year predict = 2.029-103
TminJocal 5B2 = 490

(...
required rate.

:(100.uninpoint- Tminlocal SB22)

(2005- 2029) required rate. = - 18 mils per year

OCLROO019451
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'Appendix 7 - Sandbed 17A
October 2006 Data.

.- t

The data shown below w"s collected on 10/18/06

page READPRN( *U:\MSOFF1cE\Drywell Program data\Oct 2006 Data\Sandbed\SB17A.txt") .. ,
t" ," *, - *f -

I 6

Points 49 " showcells(page,7,0) A ,

1.11 1.149 1.154 1.138 1.13 1.17 1.169

1.121 1.1$0 1.114 1.144 1.13*4 1.148 1.123
4 1 1 %Mai

4.068 1f.073 1.111 1.114 1.094 1.083 1.053

Points 49= 0.976 0.991 0.98 1.03 .1.046 0.994• 0.95

• 0.962 0926 0.909 0.95 0.869 0.938 0.967

0.903 0.956 0.891 0.835 0.802 0.95 0.96 3

0.954 0.972. 0.877 0.89 0.875 0.891 0.945 J

Cells convert(Points 49,7). NO DataCll : length( Cells)

The thinnest point at this location is point 40 whichshown
below , .

rninpoint min(Points 49) *

mninpoit 0.802

Cel.s d-e- Z = ero els (Cells.NoDatCeM)

No Datalccs length(Cells)

b1

( Lu

OCLROO019452
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L
L I

L

L

L
L

r

liactuat := mean(Cells). ttactual = 1.015-10~ a actual := Stdev(Cells) a actual = 104378 1

minpoint = 0.802
Standaid Error

r o actualStandard e~rri-
INo DLatCells Standard err = 14.911'

Skewness

I ' * t - I . .

S(No DataCells) .('ýCls- Ii aciual)3

Skewness Nactual Skewness -0.073(No •aael'- 1).(NIova•ll.- 2)-(•o) w .•

.Kurtosis

Kurtosis NOW~ls(No0 Ea l+1) \2(els I actua 1)

;(NPDataCells -I )(NoDataCls - 2).(NoDataCells 3 , (a act ual) 4 Kurtosis -1.266

+ 3.(No taCels - 1)2

(NODCels 2)- 2).(No taCl- 3)

Normal Probability Plot

j := 0. last( Cells) srt := sort( Cells)

'r.:=j + 1 rankc :=

Isrt= srt

rank

P: rows(Cells) +.1

x , = mot[cnorm(x)- (P.),x]

OCLRO0019453
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I

1, .

Upper and Lower Confidence Values
SI

The Upper and Lower confidence values are calculated based on .05 degree of confidence ct"

a u:= .05 Tba,:=qt[ (1'- 48] T~
* 1\~21J T 2.011

I

LO. 9%~~c t*_ actual

I.

!

Upper 95%Con : A It actual + T0L. a

I II o DataCells"

Lower 95 %/.Conj= 985346

pit

I

UPPer 9 5-Won 1.045-103

b.d

: 9

-I

-*1

2

'Si

("°..

•....

These values represent a range on the calculated mean in khich there Is 95% confidence.

Graphical Representation

Distribufion of the "Cells data points are sorted In 1/2 standard deviation increments (bins) within ÷/-3 standard

./deviations

S 0 "

Bins "Make bins ( ac , actual. a)

Distibution hist(Bins, Cells) 10

Distnriution 6

The mid points of the Bins are calculated

12
It 0-O 11 Midpot :=k(Bnk i~ + 1) 0

: 2 0O

0

!

normal curve0  pnorm (Bins9, ,It actual' -C actual)

normal Cme pnorm (Binsk . 1_I I actual a~ actual) -Piiormf (Binsk Itactual' U actual)

normal cuv =No DataCculs -normal curve

O--9
OCLR00019454 ý
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Results For 17A - The following schematic shows: the the distribution of the samples, the normal curve

based on the actual mean and standard deviation, the kurtosis, the .skewness, the number of. data'points, and

the tfe lower/and upper 95% confidence values.

Data Distribution.

9 10

!
t

Diswftfloc
t.r3-

a a a a a a

H

IL actual= 1.015"10

.o actual = 104378

Standard =err 14.911

Skewness -0.073

Kurtosis = -1266

5
a

!
o

.. .. . .- *- J..I. .1L S I A a. , •

700 300 900 1000 1100 1200
Midpoints, Midpoints

I

1300 1400

Lower95%Con = 985346 Upper 95o/,Con =l1O45.010

I
Normal Probability Plot

3

2

1

N SCOMj
x xx

0

-1

I I . I I I l x

x

cxxx77
xI

-2

-3 , | | | | II i | |

I g00 850 900 950 1000 1050 1100 1150 1200

) The data Is not normally distributed. Previous calculations have split this data set Into the top 3 row and the

bottom four rows. In order to be consistent with past calculations this data .will be split in two groups and

analyzed. The entire data set will also be evaluated.

OCLROO019455
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i
I

II

The two groups are named as follows: -StopCELL 21.

* t

lowpit LOWROWS (Cells, No DataCells:StopCELL)TORW(dl,9S4 L)

*Mean and Standard Deviation

plow actual man (low poin) Glow actual Stde'v low ints , ')

Phighiactual ma (high points) ahigh actual ;" Stdev (high points)

Standard Error "

71g

Standardlow errolow
lngth (IO oints~)

Stnad o ohigh actual• Standardhigh crr:=

Skewness

NolowDatacens, leni.th (low points)

Skewness lo .w (Nolo'w DataCells) "I(low points -Plow actual) 3

(Nslow - I (Nolow DataCells - 2) -. (-ow ,aal)

!

NhighDataCells= length (high points)

(NohighkDataCeffs) .T(higpoit - phigh:

(Nahigh DataCells 1) (Nohigh DataCells -2) -(ahigh actual)'

Lj

0CLR000194'56
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I r
Kurtosls

/

•KurtosiS low :

I.

Nol0W Daales -(Nol0w Dataicls + I i)2..(jwiow .j_ tdPow ja ,t) 4 i

No low DataCells - 1 Nolow DataCefls - ) 1(Nolow Dit s - 3) (Flow actual ) 4

3-(Nolow DataCes -

(Nolow DataCells - 2) -(Nolow DataCells - 3)

K#rto Nohigh ataC d .s -(N ohi g DataCel a,, + I .X (high p.ý t - ll)igh aCUW )'

S(Nohigh DataCels - ) (Nohigh DataCeUs - 2) .(Nohgh Dataells - 3). (oi•hc )

3-(Nohigh Datcs -.1)2
+ (NohighD ,Ce - 2) .(NohghDatCels 3)

I
Normal Probability Plot - Low points

Si • 0.. iast(low points) srtio sort(l poin ts)

Io... L =I +- 1

rank low := -_osrt low= srt low,
rank low

Ip .row s • (low points)

x:= NScore b1 w root cnorm(x) - (p low•,x,

Normal Probability Plot- High points

h I= 0.. last(high points) sr high := sort (high points)

S:=h+l rank2 _ (srt hlghO Sd highh H
rank hihighg si-Tsthigh= st highN

rank highý

Phihh "-rows (high points) + I

() * x:= 1 NScore highl\ root cnorm( x P (higi1bhx

OCLROO019457
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.. : ,

Upper and Lower Confidence Values
.| .

2:.05 Ta, = 2.011 '.
I,

a' 9big actual-
Lowerhigh 95O/oo= phigh actual - Ta. actual

Nohigh DataGCells

Gligh"~ ua ,t, '

Upperlhigh 95%Con/: phigh actual + TCL- i 

-ta

-. Nohigh a S *u

I GlWgftag low ata

Loweriow 95%-C acual - " "

Now DataCells

olow actual

Upperlow 95%Con ilow actual + Tot a
Folow DataCells

S... Graphical Representation of Low Points

Binslow Make bins(Plow actual(p'lww aw af) "

Distribution low :ht (Bins low. low points) 4
Distnrbution low = 2

The mid points of the Bins are calculated 
9

(Bins low k t w,,+,)

Midpoints low k= / 2

k 0.- 11 k 2 0

nonnallow curve0 , pnorm (Bins low1 , Plow actual' olow actual)

norm,,o( crBins low ko actual ow IOW actual) - oP'i (Bins ow. atual glow actual)

nornallow curve Nolow DataCells noirmaliow curve

OCLR0019458
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Graphical Representation of High Points

/.

Bins high (Make bis (phigh actual, abigh actual)

Distribution high := hist(Bins high' high points) Distribution high

m .#

0

2

5

4

4

0

.0

0

4
k := 0- It Mdpoints higjý- . 2

4

nonnaihigh curve', Onorm(Bins high1 ,Phigh actual, orhigh actual)

normalhigh : pnorm Bins highk + Ihigh ' a ,ohigh actual - pnorm Bins hi phigh P actal. ahigh &.1

normalhigh curve Nohigh DataCells .nornalhigh curve
cuv aae!

I

•i

OCLROO019459
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( I.

Results For 17A Thinner Points

6j
It

Distnriution low
JL8MMHalow M

9, 9

'pIow actual = 933.429

Glow a" = 5ý.25

Kurtosis low =0.179

Skcwness low = -0358

Standardlow C,• -" 10.531

'I

'I

-I

6JI

I

.wI 900 .
Mkipoints i0 ~;Mi

LII ~Nlo I LL INOWDataclls= 28
50 lo00 1050 1100
U'Oi9ts low

Upperlow 95%Cwon =956.603Lowerlow 95%/won= .914.254

N-Scom low,
x xx

- I I II

x
x

1 x

0 x

XXxx
x x

x
x

_x

- K

x

Lj
17

:050 k
-2 rl

8oo 850 900 950 1000
rt low,

The above plots indicates that the thinner area is more normally distributed than the entire population.

OCLROO019460
7
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i

Ru F
Results For 17A Thicker Points

DistnIbution high
.-L

I. )
I1000 1050 1100 1150 1200 1250

Midpoinss2high, Midpoints birh

Lowcr9 5o/ecn = 985.346 UPPer.95%Con 1.045*'103

2

I

'LScOre tigh2
xx x

0

I I .5

x
x

xx
xxx

xx
xx

x
x 

x
xx

xx

-2."1040
I I m I

1010 1080 1100 1120
A~h

1140 1160 1180

rhe above plots indicates that the thicker areas are normally distributtl=u.

OCLROO019461
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a 1

4

'I

/

Data from 1992 to 2006 Is retrieved. d := 0

For Dec 31 1992

page :- READPRN( "U:\MSOFFICE\Dryweil Program data\Dec. 1992 Data\sandbed\ATA ONL.YSB17A.tit")

Points 4 9  showcells(page,

1.159 1.153

1.121 1.155

1.071 1.095

points 4 9 = 1.02 0.995

0.976 0.919w

0.866 f 0.961

0.934 0.97

innn convert.(Points 4 9 .7)

• I

E

1.15 11 1.138 11.127 1.169 1.167

1.121 1.143 1.125 1.151 1.12'
1.112 1.115 1.097 1.07- 1.053

0.97 1.01f2 1.048 1.029 0.951

0.881 0.935 0.8711 0.936 0.964

0.892 0.822 0d804' 0.946 e991

0.923 0.925 0.871 0.952 0.986

No DataCels 1= length( nm)

)atesd Day m 2.3,A;

'I

, !

I

f I I

znnn Zero on *nNo DataCelis ,43)

- Point 4 0 d := mm3

The two groups are named as follows:

(-I low ' n LOWROWS (TM..No Cells. stopCELL)

No- low s lh(low points :

Point4= 804

StopCELL := 21

j

NoCeilS := length(Cells)

high points.:= TOPROWS (mM, No Cells, StopCELL)

. . NOiighe := ength(high )

Cells " deletezer els (mnnm No

low deletezero cl (low pit No

high pont := deletezero cells (high points.* No highCells)
/I

It measired := mean( Cells) cr meas : Stdev( Cells)
desrd d

Igh measured.".- mean(highpoints)
d

ohighma .= Stdev (high points)

ohigh mesrd

Standardhigh e a ,, ( d

l1ength (high points)

°measuredd
Standard enord := esrdd

4No DataCells

PlOW m ea d n(low pot)

glow measuredd Stdev (low points)

olow measued

Standardlow 
d

d length(low pints)

L
II

I. ~i

OCLROO01 9462
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d :=d+.l

For 1994/

page := READPRN("U:AMSOFFlCE\Drywell Program data\SepLt1994 Data\sandbed\DATA ONLY\SB17A.txt")

Points 4 9 = showcells( page., 7 ,0)

Data

f
I

Points 49=
I-

1.163 1.146 1.158 1.141

1.122 1.155 1.122" "1.144

1.121 1.088 1.108 1.116

0.977 0.993 0.981 0.989

0.962 0.9 14 0.869 0.9.42

0.861 0.963 0.894 0.82

0.927 0.97 0.866 0.895

1.136
1.128

1.102

-1.046

0.877

0.809

0.893

Datesd Day year(9.,26, 1994)

1.168 1.172

1.157 1.133

1.071 1.055

1.001 ,0.956

0.938 0.962

0.947 0.984

0.956 . 0.953 .

Unn := convert(Points 4g .7) No DtaCells := length( nnn )

I i
Point40d := hIm3 9

The two giroups. are named as follows: StopCELL := 21 No Cells := length( nn)

9
low points'.- OWRows (nnn, 14o eill, StopCELL)

No lowells := length (low points)

high points -: TOPROWS (nnn, No Ceff., StopCELL)

No highCells length (high pon)

Cells, := deletezero cells (nnn No Ceils)

low pois deletezero cell (low points No lowClls)

high points := aclct=zo Cels (high points' No highCells)

It measuredd =mean( Cells) a masuredd := Stdcv( Cells)

phigh measured mean (high points)

chigha.casureld d= Stdev (high points)

.h igh m casured

" .. Standardhigh error (high
t lgt pit

°measuredd
Standard errord := ,

plow measuredd mean low .s

Glow measured Stde I V W-points

dow meased
!i°• d

Standardlow d (o
,•lengthi (low. points)

OCLROO019463
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A

d :=d + 1For 1996

page := READPRN( 'U:-MSOFFICE\Qrywcll Program data\Sept.1996 Data\sandbed\DATA ONLY\SBi7Atxt")

Points 4 9 :=sbowcclls(page,7,0)
Datesd *:-Day er(9,23 19,96)

yIt, 6j*I

Po'nts 4 9 =

1.162

1.158

1.084

1.056

0.985

0.868

0.931

0.973

1.161

1.102

1.019

0.961

1.023

1.006

0.672

1.172'

1.174

1.015

1.109

1.051

1.005

Data " .-

1.143 1.163 1.171 1.172

1.155 1r135 1.172 1.144

1.189 1.187 1.172 -1.093

1.028 1.112 1P19. 1.03

0.997' 0.929 0.938 1;029

0.924' 0.983 10.972 1.007

0.963 0.12 '" 0.985 1.06

• I

.0

,I,

I I

ram :: convert (Points 9. 7) Pointd: nnn3,
No ls := ltigth( n)

The two groups are named as follows:

( I StopCELL :21

lw poin.ts LOWROWS (mm. No Cels' StopcELL)

m .= Zero o(nn.NoCls.3)

Point 3 was eliminated from the 1996 data

high points TOPRoWS (ram. No Cells, 4topCELL)
!

I

No owcel := length (low poit) No bighCClls '= length (high points)'

cells deletezeroccia (imm, No cells

l• pow = deletezero , (1Ow po.ints,No loWCCIS)

hipoig := deleezero cells (high po , No highCells) U

1 measuredd := mean(. Cells ) a measured := Stdev(Cells)
d

U measuredd

Standard crror"
r NoDatColls

ohigh easredd= Stdev (high points)

Standanlihigh measured

length (high points)

.1* *1

Plow measured _= mean(low points)
d

Glowmecasur.ed := Stdev (low points)

glow'

Standardlow error .d d
d lngth low pints)

OCLROO010464
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For 2006

page A " .EADPRN( "U:\MSOFFICE\Drywell Program data\Oct 2006 Data\Sandbed\SB17A.txt")

Points 4 9 := showcells ( page,?, 0)

Data

Datesd:= Da'yyear(9 , 2 3 ,2 0 6 )-

I
Points 49=

1.11 1.149

1.121 1.159

1.068 1.073

0.976 0.991

0.962 0.926

0.903 0.956

0.954 0.972

1.154

. 1.114

1.111.

0.98

0.909

0.891

0.877

1.138

1.144

1.114

1.03

0.95

0.835

O.g9

1.13

1.134

* 1.094

1.046

0.869"

- 0.802

0.875

1.17.

1.148

1.083

0.994

0.938

0.95

0.891

1.169
1.123

1.053

0.95

0.967

0.963

00.945

nann:= convert(Pointso,9 7)

NoDataCells :- Ingth(ann)

f )
Point 40 d .= mn39

The two groups are named as follows: StopCELL := 21 No Cells := jength( mm)

low pints':= o0WROWS (nn.No Cels StopCELL)

No ,ov;cus length (low points)

Cells "= deletezero cells (nm No Cells)

high points := TOPROWS (nna ,No Cells, StopCELL)

No h ;hC efi =Ieo(high points)

low points deletezero cells (low points. No IowCens)

high points :- deletezero cells (high po No highoells)

• tneamrd

It measured, mean( Cells) a meased Stdev( Cells) Standard l
DataCells

pJhigh me .a:d mean(high points)

Ghigh Iasured: Stdev (high points)

o high measuredd

Standardhigh error := p
•lenigth (high points)

plow measured = mean(low ')

Clow measure'd 2=Stdev (lOW poits)

Glow measured

Standardlow erro :=rd.
I.. i

OCLROO019465
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it

Below are the results

Dates =

1.9930103

1.995.103

1.997-163

2.007.103

4 !.

i'804"'

800
i Point 4o

993 fie
802

I..
.9

' I

At-

I

It measured =

(. .)

)22.10

117-103
)58-i03

315-10

1.125-103

1.1294103

1.14421o2
1.122.1o0

0 measured =

S14.9"]1 1i" 1.472

Standard&errr = j
14.91 1

104.798

108306

90.646

104378

F7.227
Seo 6.827Standardhigh error = ,, 1i ,-

'1

1

I

I
phigh measured = chi&h measuired F33.118

31.283

49.851

33.194
I.7j243]

I
U

PloW measured =

941.593
933.75

996.893

935A29

olow measured =I61.37 [11.8111
56.659 n l o 10.708

56.487 f error 10.675

55.725 10.531

I
OCLROO019466



/

APPENDIX 7
C-1302-187-E310-041 Rev. No. 0 Sheet No.

16of 26

Total means rw mws(IL measured)
I,

Total man' =4

last( Dates) .

SST ;= Z .(IL measat~rd
. i- •

SST iow

*SST high

last( Dates)

E
i=0

tes

i=0

(POW measured man(plhw measured))
2

(high measured aigh measu) )2
I.

( measured1-- y(Dates• L me. )1 )

last( Dates

SSE := E"-
i=0

.SSE low

last(Dat

i= 0

last( Dal

SSEhigh
i=4

last( Dates)

SSR=
i=0

last( Dat

SSRglo :=

last( D

SSR high
i=

(Idow neasuredý Ymt (Dates Idow mcas.,d)1 )

Les).

(pho (D esu - yma t(DatsPmea mead))

)

(phgh ~ i-yht (ate,.Idgmean rcdOW MM

(Yhat (Dates, pmeasured)i - mean(t m2asure))2

(yhat (Dates ,tldow. mesu .d)t mean (Pl~w meaured)) 2

tea)

(yhat (Dates, phigh measurecd)i - mean (phigh measured) )2

0

(* I'
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"t

I

* DegreeFree ss Total -nans

MSE= SSE

DegreeFree SS

.1

DegreFree reg := I DegreeFree t Total mans - I

I.

SSE high
SE Fgh DegreeFree ss

o t•| :

2
,1

I
$ • I

Standad eror :=d

MSR SSR
- DegreFree ,g

SSEi 0o,
M S E lo w " -' -

Degre=Fre ss

I.,

9tanhard I lowo

SSR low
MSRlow SSRloDegreeFree

* ii

I

Standar bigerm

-S

4

MS R SSR high
bhigh

o. .. .

MST := SST
DegreeFre At

MST SSTkow
MST low "Tl MST hUIgh

SSThigh

DegreeFre xt

Test the means with all points

F Test for Corrosion

ax := .05 a _ MSRF aicu~uILPg '= -' .S
!!

F criticaLrFg F (I - IX DgeeFreCe reg DegreeFr5eess)

F actulReg
F ratio-reg : ctuL•

F critical reg

F= 5.616o10--

.'Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

L
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C. .

Test the)ow points a

F Test for Corrosion

I I

MSR Iow
F actaulRegJow - MSR low- MSE~ low

S g F cridaLreg " qF - o q, greeFr=e gqDgreeFree ss

F actaulRe.lowFmrtioý reg.low,gF i'icalreg

-Fratioreg.low 2.917o10-3

Therefore no conclusion can be made as t o whether the data best fits the regression model. The figure
below provides .a trend of-the data and the grandmean

(S .

Test the high points

F Test for Corrosion

F actaul.Reg.high " MSRigh
MSE high

Fcr =iLTo :=.qF (I - a. DegreeFreeg. D•g, -Frees )

F ctauLf..highF ratoreg~hig =
F criticaL_reg

F Frtioreg.high = 0.013

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

OCLROO019469
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I

I .

The following will plot-the results for the overall mean, the mean of thinner points, and the mean of thicker

points ,

i := 0- Totalme -1

pgr~ad mea u~. mdi'7meanL (i0e.. red) agrand measured Stdev (A.

'I

GrandStandard error
" Tot~l means

J

J
I

I .4

ogrand lowmeasured : Stdv (Pow easured plwgtn fitued .0 $
Plohgandmcasued"e mean (WOW measuredi) I

' " °¢rand lowmeaslired
GOnudStandard lowerror :i ,

ITOtaI means
I I

agrand higleasure G r-Sutld ar(highmeasured)

GrandStandard highcnror

highgrand measuredt mean(plighnmeasured)

,grand Jghmeasured:ee

(. )
1200

PmwhMesured

Pz~owhad measured

1100

+ +

x

x x

0f

1000

~1

U900

1992 1994 1996 1998 2000
Dates

2002 2004 2006

°.-..

, )
jigrand mesr~o=1.028-10~

mean (idow ,, =, 951.916

mean (phigh e.ue) 1 .13-I1-03

GrandStandard error = 10.111

GrandStandard lowerror 15.087

GrandStandard higherror = 4.948

,I

OCLROO019470
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The F Test indicates that the regression model does not hold for any of the data sets. However, the slopes
and 95% Cpnfidence curves are generated for all three cases. '

I.

an8 . silopi(aes pmeib intý r (Dates. , measured)

mlows =-slope (Dates, pbw measured)
Y iuow t p= i (IDates. pow measured)

I

Mhg s " sopC(Dates, phigh measured)
I

Y highb := intercept (Dates, phigh measured)

alt :=0.05  k:= 23 f:=(

yearpredictr 1985 t- f.2"

Thick predict:= ms-Yearprdict t- Yb

Tiicle iowpredict m lows'Yeapredict t Y iowb

Thick highprdict m highs.Ycarpredict t Y highb

Thick actamean me=( Dates)

sum : (Dates. - mean(Dates))'

-k- I

I

OCLROO019471
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I

4.

For the entire gid
I . - I ,

u~pper, :=. Thick Pred4alf -

+ qt( I - Total'en - 2~ -Stand rd error.J I + + ( errdcr- T ~ cu ~ ~ n
2I31 ( - I sum

iowerf.:= Thick peit

pi-ediedict I~i 
k 8 j

m e .-qt o al . . - ) St .andard ... I... +4 (d I- ) +sum]

4 I f
I I I

The minimum required thickness at this elevation is Tmingen SB: .736 (Ref. 3.25)
.. o .

1200

(o. j . •

7bkk

law=

ummtd

T-iU-9- SB

1100

1000

.90b

!

in --b.731 J

goo

!9so 1990 2000 2DIO 2020
Y- pmdid- ý- pvdid, y- p"did. DO-. y- prcAct

2030

°.o ,

• . ..
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(

For the points which are thitker

upffrr • Thick highprrdict-

+qt( I - -- ,Total means-2 men 2 ) -Standard hi ghenrrj + i ,I
'(d +- I)

(Yearpreict, - Thick actualman) 2

sum

I

lowe, := Thick highpredictf

+ t , Totalme n'

nI
I

- 2).Stindard highwortJ I IF +)
( yeaj-Tický actualmean) I. suim

.1200

i . El - - - - -

- -" ---- -7--- -- -- - -1100

* Thik l gprc c

Obigh measrd

lower

Tulingcn SB

1000 mhighs = -0.522

900

9001--

1980 1 1990 2000 2010 2020
Year preict- Dates- Yeapredct.ye" p~edict.Yea predict

2030

F
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I-

...
I

I
For the points which are thinner

:= Thick lowpredictf

+ qt(1 - .AMtTotaI means -2) j Standard'iowerwr.1 1i
21 d +dI-

(Year prdic, Thick ad=ualmean)

sum .1

I"

III

lower, := Thick lowpredict, -

F2
+ q1- TIotalm -2.tnalowerrrI (d+ 1)

( yearp"ff~t - Thick 1ct 2actanear)2

sum

f, 1 1200 F-

11001-

Ithick k~rdc

-l~ mcasued 1000
a 0a
lower

TumiDjc SB

I I I

0

p

-i.------.

-S.

m ow" -0.796

Boo -

700

1980 1990 2000 2010 2020 -

year predict. Dates. year pedict, year predict, year prdict
2030

-Th

I. ).
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• I

-The section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minimum observable rate observed in appendix 22./ "

Rate min obscived := 6.9

Postulated meantbickness ii measured] - Rate min observed 2029 - 2W6

Postulated meanthickness = 856:627 which Is greater than
Tmin..gen SB3 = 736

3
The following addresses the readings at the lowest single point

I ' last( Dates)

SST point

i=O
Point 4 0 - mean(Point 4 0)) 2  SST i" I SSTpoint' 2-379"104

last( bates)
SSE point

i=0

i~ )

last( Dates)

3SR point

i= 0

SSEpit
MSE Point. SS point

DegreeFree

StPoint err =MSE oin

MSEpoin = 1.167-104

(Point 4 0 - yhat (Dates,point 40)1)2

(yhat (Dates, Point 40) mean (Point 40) )2

SSR point
•s MSRpoint :- DegreeFree rg

StPoimt err = 108.036

MSRpoint = 445.558

SSEPoin = 2 .334.10

SSR point = 445.558

i

SST pointMST point : DegreeFree 
st

MSTpoint = 7.93.103

F Test for Corrosion

MSRpo-'t

MSE point

F ai e -F actaul ._Reg

Ftoreg F =202

F~io Ljrg = 2.062*'10i

I, )/

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean
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I

In point Slope(Dm pointt -1993 Y point intercept(Dates 'oint 0 pit =4.811-10~

The 95% Confidence curves are calculatec

Point curve =m point-Yearpredict + Y poin

Point actuamean = rMe=( Dats)

.5 I

tIII j

Sum':= Z (iIeD- mean( Dates2
Aj xlt=

!

uppointf := Point e
|II, ' ,i

-2 . I-

+ t(1 - -2.St]Po 1."1 q+ ~ ap~~~-oitatama)

lopoint := Point curvet.

Total 2)-StPoint* + (d + I ) +

(year preictr - Point actualniean) 2 I
sum I

Local TmIn for this elevation In the Drywell

-.(
Trmin local SBf 490 (Ref. 3.25)

it For Point 40 Projected to Plant End Of Life

110

9476

.1200

low0

Twinjlocal SB

.x

-XX x

Tpoint = -1.983

800

600

2000

' 'I

2010.
Dates

2020 2030

yearredict = 2.29.'o1. opoint:2 -- -176.503

OCLROO01
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T h, dection below calculates what the postulated individual thickness would be if this point were to corrodeat a minimum observable rate of 1.7mils per year (Appendix 22).

Rate mraobserved 6.9

r,• Postulated thickness :=.Point 403, Rate nrinuobsered-( 20 29 - 2006)

Postulated thickness = 643.3 which is greater than
Tminlocal SB3 = 490

oe section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to
ach the local required thickness by 2029.

nhinpoint = 0.802 year predict2 = 2.029"103 Tminjocal SBt = 490

( 1000.minpoint- Tminjlocal SB2)
required rate.

(2005-2029) required rate. = - 13 mils per year

I, .

OCLROO019477
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I.

i Appendix 8 - Sand Bed Elevation Bay 17D

O e 2I
October 2006 Data

The data shown below was~collected on 10/18106.

page READPRN("U:TIMSOFFICE~ryweII Program data\OCT 2006 Data\SandIedBl7D.txt')

Points 4 9 := showcclls( page, 7,0) c"

Iof f

.I

.4

Points 4 9 =

0.849

0.806

0.998

1.072

0.814

0.792

0.824

0.828,- 0.861 0.894

0.802 0.717 o.&P6

0.823 0.752 40.7t3

1.074 0.742 0.812

0.841 0.85 ,0.816

0.829 0.888 0.846

0.897 0.837 0.887

0.93" 0.888

0.736 0.756

0.822 ' 0.73

0.812 0.803

0.852 0.856

0.888 0.855

0.891 0.935

0.702

0.648

0.667

0.791

0.869

0.8.

0.886

I I I

t

Cells := convert(Points49,7) No DataCells := length( Cells)

f 1 The thinnest point at this location is point 14 which Is shown below
!

minpoint m-mln(Points. 4 9 )
It

minpoint = 0.648
I-)

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

Cells := Zer-oon ( DsCellis 15)

Cells Zero one (Cells, No DataCells 22)

Cells deletczero clls (Cells, No DataCells)

Cells Zero onNe (ls, t l 16)

Cells Zero. (Cells, No DatCells23) I

OCLROO019478



U'!

L

Ap;pendix 8

Mean and Standard Deviation

/t

C-1302-187-E310-041 Rev. No. 0 - Sfieet No.
2 of 16

P actual *= mean( Cells) ILactual = 818.6667 a actual Stdev( Cells) a actual '=j 66.335

'Standard Error

o actual
Standard error

, er Z els

ininpoint. = 0.648

Standarderror = 9.476

Skewness

I __ _ __ _

Skewness 
(NoDataCells)'I:(Cells 

- ILactual)
3

(NODataCells - l)(NODataCels - 2)-(F actuai)
3 Skewness = -0.576

Kurtosis

No DataCells -(NoJDataCells "+ 1) I(Cells- It actual) 4

Kuhtois :-=K rai 01

o(No DataCells - )'(NODataCes - )-O(NODataCells - 3)(oact)-

3.(No taCels 1)2

(No DataCells - 2).(NODataCenls - 3)

°.(..

OCLR00019479
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. I

Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would bM if it actually came

from a normal distribution. The expected normal values, called normal scores, and can be

estimated by first calculating the rank scores of the sorted data.
°1

1 , !

j := 0 -last(Cells) srt *=,sort( Cells)

Then each data point is ranked. The array rank captures these ranks , I

.1

h
,1,

I _________

rj .' j + 1 rank.. %=-
j, . I •Xsrt---srtj I

Ii

.rank.
p1 := J 1

j rows( cells) + I

The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

x l N Score. root[cnorm(x) -(px

hi

t )+-. +.....

OCLRO0019480
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Upper and Lower Confidence Values
The/Upper and Lower confidence Values are calculated based on .05 degree'of confidence "qt"

SNoDataCells lehgth(Cells)

a =.05. Ta I - 'NODatacells Ta = 2.014

*Lower 9  t actual - Ta Lower95wCon = 798.75

,•FO DataCells.-

I actual

Upp"95%Con = actual Ta- Upper 9. 38
L . ]No DataCells

These values represent a range on the calculated mean in which there is 95% confidence.

L Graphical Representation

S-') Distribution of the 'Cells data points are sorted in 1/2 standard deviation Increments (bins) within +1- 3 standard
S.. deviations

SBins := Make bins IL actual' ( actual)
• : 2

L . Distribution hist( Bins, Cell D bo
~~~~Distr'uio= "-

The mid points of the Bins are calculated

k :=0-11 (Binsk, + Binsk+i) 22Mdons 2 0.

0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given

mean and standard deviatipn

normal curve, pnorm (Bins, ,i1 actual, 0 actual)

norma curve pnri (Binsk +I lactual, C actual) pnorm (Binsk, V actual, aactuali).k %

normal curve No DataCells .norial curve

OCLROO0194181
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. I

I.
Results For Elevation Sandbed Elevation Location Oct.•2006

o II

The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lowLr and'

upper 95% confidence values. Below is the Normal Plot for the data.
o ."

. I.

Data Distribution
!t

101-

I
I

JL
-a-~

S I A

II

I _l1[i

P actual = 818.667

o actual = 66.335

Standard error 9.476

Skewness = -0.576

II

* 4

.1

.11

-7

5

Kuo'sis -; -0.19

•(...-

01

60•0 700 g00 900
Midipints, Mipoints

1000 1100

Lower 95%Con = 798.75 Upper 95%/.Con = 838.583

?'

Normal Probability Plot

The Normal
Probability Plot
and the Kurtosls
this data is
normally
distributed.N-Scorej

xx x

j
'". !

950 -

Sý- -1

OCLROO019482
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Sandbed Location 17D Trend

Data from the 1992, 1994 and 1996 is retrieved.
.d:= 0.

For1992 ' Datesd :=Dayycar( 12,8,1992)

LI.

-page READPRN( "U.AMSOFF1CE\DryweII Program data\Dec. IM9 DatA~sandbed\Data Only\SB17D.txr"

Points4 9  showcells(page,7,0)

Data

I

f

Points.4 9 =

0.839

0.804

1.029

1.069

0.809

0.79

0.832

0.802

0.802

0.814

1.069.

0.845

0.833

0.896

. 0.853

0.71

0.752

0.748

0.845

0.892

0.835

0.905

0.806

0.802

0.803

0.816

0.846

0.882

o.9 5

0.737

0.819

0.784

0.846

0.878

0.886

0.877

0.762

0.737

0.806

0.845

o.855

0.936

0.71

0.648

0.668

0.785

0.84

0.792

0.862

?.÷" -,

-..... o

mmn convert (Points 4 9 ,7)
I lo DataCeils := length(nnn)

point 13'= 648
poit 1 3 :=nnjm13

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

mm := Zero one (mmn No~ Datr i).

mm := Zero on(mm, NO DataCdlls,22)

CWlls := deletezero cells (nun, No DataCells)

.mm o . 1.6)

min ' Zero one , No aa s ' 23)

}

i

'~mesured~ mean( Cells) a measured d= Stdev( Cells)) '7 measuredd
Standard d

. wl WO D.4

OCLROO019483
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t
I . .

. 1

{.."(
~1

For 1994 d =d .-
If

page := REAbPRN( "U:.AMSOiCE\Dywell Program data••spt-1994 Data\sandbed\Data Only\SB17D.txt")

:=;Day ear(9,14,1994)d y

'I ~

* .9
I

Points4 9 .:= showcells( page, 7,O0
11

aI, I

Data

Points 49

0.797 0.815

0.807 0.806

1.008 0.243

1.068 1.066

0.804 0.836

0.79 0.825

0.827 0.899

I.854

0.698

0.749

6.739

0.838

0.885

0.826

0.887

0.802

0.741

0.812

0.794

02847

0.863

0.925

0.729

0.J16

0.772

0.853

0.872

0.922

0.878

0.734

0.735

0.793

0.828'

0.853

0.934

0.696

0.646.

0.662

0.785

0.842

0.795

.0.835,

I. I U

Ii~

(. .....)
amm: conivert(PointS4g. 7) No DataCells '-- length( mm)

I

i

point 13d .- nnn13

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

mn Zeone (mm.No bataCels: 15)

rmm: Ze°ow (nnnNODataCeils,22)

Cells *= deletezero cells (nnn,-No DataCelus)

nim~ Zero one (ntmi , 1oDt~el 6)

.mn zeroo (nnn.Nor , 213Datnels

:= measured
Itmeasuredd := mean(cells) 0 measredd Stdev( Cells) S-drd D

d ."eWord

d No DataCells

jOCLROO019484
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1 4 1

C
For 1996

/ I "

page READPRN( "U:\MSOFFICE\Drywell Program data\Sept.1996 Data\sandbcd\Data Only\SBI7D.txt")

Datesd := Dayyear(9,16, 1996)

d .= d + I

Points 49 := showcills( page, 7,0 ) i

I
. .

DataI

I

Points 49 =

0.88
0.893

0.775

0.803

0.786

0.827

0.883

0.895
0.812

1.038

1.121

0.787

0.808

0.859

0.896 0.909
0.736 .O.87

0.767 0.808

1.001 0.772

0.839 0.88

0.843 0.904

0.864 0.82

0.88
0.863

0.774

0.835
0.849

0.898

0.892

0.845
0.783

0.813

0.877

0.892

0.892

0.962

0.746
0.693.

0.807
0.794

0.867

0.912

0.979.

nnf :=.co vr (Points 4 9,7) No~atells :=Icngffh( im)

point 13d n=nn.

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

els dZero oes (mu No DataCells , )

m = Zero o (nnn NO DataCells 22)

Cells deiletezero Cels (imm, No DataCenls)

ram :- Zemro one(nnn ,NODataCells, 16)
Mm - Zero (n n NQ 23)

Imeasured :=mean(Cells) o measured Stdev( Cells
d measureddý- Sd v(Cls

Standard d

Ferrordl

• ., . .

OCLR00019485
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d d +l

I

.1

(

For2006 I 4
'I

page ,:= READPRN( "U:\•SOFFICE\Dywell Program data\C)CT 2006 Data\Sandbed\SB17D.txt")

Datesd,:= Day yea(I10,16, 2  6 ) 2 .
1 , *

Points 4 9  showcells( page 7,0)

Data

*. I

* I ]
.6

Points 4 9

0.849
0.806

0.998

1.072

0.814

0.792

0.824

0.828' 0.861

0.802 0.117

0.823 0.752

1.074 0.7,42

0.841 0.85

0.829 0.888

0.897 0.837

10.894
'0.806

0.733

0.812

0.816

0.846

0.887

0.93 0.888
0.136 0.756

0.822 0.73

0.812 0.803

0.852 ,0.856

0..888 0.855

0.891 0.935

0.702

0.648.

0.667

00391

.0.869

0.8

0.886.

I

f

11

() nnn convert(Points 49 '7)

F point 13d a nn o B

For thfis location point 16, 16, 22, and 23 are over a plug (refer 3.22)

t

j

nun: Zero 0nC(nnniNbDataij~s,15)

Win Zero on .nNo Data~e1 1 8 ,22)

mm n Zero onec(mm nNo DataCels 1 16)

mm : Zero .(nnn lNobatacelus, 23)

Celbl deletezero cels (nmn, No j cen)

o measured

P Measured = mean( Cells) nmeasured Stdev( Cells) Standard error D

Nd DataFell

i

61
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Below are matrices which contain the date when the data wqs collected, Mean, Standard De~vlation, Standard..
Eior for each date.

Dates =

1.993ol

1.995- 0

1 .997- 103

.2.007-103

-648

646
point 

13 = 693

648

I F

[81.7.22221

9 I809.8889
't measured = 847.9778

.818.6667]

Total means := ws ( measured)

9.214 1
I9.448

Standard ' I

enor 89983

19.476

64.496
66.133Crmeastured 62-884

66.335..

I

ToWa means4

I. .
SST •

last(.Dates)

i= 0
(1' measured, - mean(It .sred))'

SST= 847.181

last( Dates)

SSE (it measured1 - Yhat(Datesdt measured) 9)

i=0

last( Dates)

SSR := (ytat(Dates, IL measured)i- mean(ti measre))2

i= 0

SSE = 847.126

SSR = 0.055

DegreeFree s Total me - 2

MSE " SSE
DegreeFree55

MSE = 423.563

DegreeFrecreg := I

[SR := SSR
..... DegreeFree reg

MSR = 0.055

StGrand = 20.581

DegreeFr Total -' - 1

SST
MST' S

DcgreFree st

MST = 282.394

StGrand err :=

OCLROO019487
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* e

F Test for Corrosion

F '4° ,R MSR

a 0.05 actaul-Rg MSE

1cntico_ rg qF ( -(,IIa ,egr]Fre•eg) DegreeFree,

F ictauLleg
IF ratio..c --=

I eg F criticaL_. g- -Ft

Fratiorg 6.985,106 . ,,

Therefore no condusion can be made as to whether thp, data best fits the regression model The figure

below provides a trend of the data and the grandn~eari "

. T m . "
;:=0 .. Total mas-- pgrand measured."1= lmnean ued

*W

agrand me :=dStdev (mas GrandStandard grand measure

The minimum required thickness at this elevation is Trin gen SB := 736 (Ref. 3.25)

Plot of the grand.mean and the actual means over time
I. ~

!

I

850 F-

Tmmnjcn SB

)

x

20020

,x

750 1-.

1995

1* ,)
Dates

GrandStandard 8A02

2010

Pgrand measured0 - 823A39

OCLROO019488
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*-"•Zo conservatively address the location, the apparent corrosion rate Is-calculated and compared to the
, nimum required wall thickness at this elevation ,

/

m, := slope(Datesi zmea ) I, = 0.022

The 95% Confidence curves are calculated

Y b := intercept (Dates, t measurd) Y b = 779.89

a t *=.05 k :=2029 - 1985 f :=0..lk- 1k

0
yearpredictf .= 1985 + f.2 Thick predict := m s'Year predict + Y b

IThick actualmean := mean( Dates ) slm DaZ( te -r mean(Dates))

upperr := Thickpredict,
**.*- .,%(

1+ qt(1 - Total - 2) 1Srand rJ 1+
2 means

(Yearpredictf -" Thick actualmean) 2

sum

lower,:= Wckpredicti, -..

-[qt( I - Tot al 2). rand 1l--,otmean 2 Sta••=.I+ +12 t"

•t

(year predictr - Th"ck actuab
suM

ea)

J:1,

i°- .

OCLROO019489
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t . I

4

I

1000

9W0

nhickpredict 800

tipper

lower 700

It mmasrd

Tmrin.ga SB."*
600

I.

Location Curve Fit Projected to Plant End Of Life

I

-. I *

I, ~

,I, 1

I 'ad

I=~ 2

t
.I

b.B

I. A

I]

SI0

.-. ) !

400

1980 1990 2000 2010 2020
year Y predict year predict. Dates. year predict

2030

J
Therefore even though F-ratio does not support the regression model'the above curve shows that even aS the
lower 95% confidence band this location will not corrode to below Dryweli Vessel Minimum required thickness
by the plant end of life.

the section below calculates what the postulated mean thickness would be If this grid were to corrode at a
minimum observable rate observed in appendix 22.

Rate minobserved ' 6.9

Postulated meanthickness =I measured3 - Rate min-observed 2016 - 2006)

.- I

Postulated meanthickness = 749.667 which is greater than
Tmningen SB3 .= 736

( t

I

OCLROO019490
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t

I.

S..'e following addresses the readings at the lowest single point

The F-Ratio Is calculated for the point as follows

I "

SSTpoint~

last( Dates)

E
i= 0

0
.0

(point 13 .. mean(pointl 3 )) 2
SSTpOint = 1.567,910

*I

*0

.0

of
last( Dates)

SSE, it :=

i=0

I

(point 1 3 - yhat (ýates ,point 13)) 2"

, i.
I I

I I

SSE 1 , 1.551-103

SSRijoit =15.491

i"

last( Dates)

SSRpoint :=' E

SSEpoint

MSE point := DegrpcFrt

Stpoint err := TmSE";o't

MSEpoint = 775.629

(Yhat (Dates Point 13 )- mean(point 13 )) 2

MSR - =. point
pot.. DegreeFree reg

Stpoint =1 27,.85

.I

a

(
SSTpoint

MSTpoint := porntpit DegreelFree st

MSRpoint = 15.491 MST point = 522.25

F Test for Corrosion

• .__ ~MSR point -F actauLtReg MSE

point

._F: actaulRag
tF e reog F criticalreg

1.079-10--

Therefore no conclusion can be made as to whether the data best fits the regressioh model The figure
below provides a trend of the data and the grandmean

OCLR00019491
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inýOn slope (Dates, Point 13) mi 0 t -0.367 y :intercept(Dt pit 3 Y*Point =1.39 .1910

The b5% Confidence curves are calculated

Point curve in point-Yearpredict I- Y point

'point actualmean mean( Dates) sum = (DateSd - mean( Dates)2

uppointf point " f

.su( "ct err 1 t (year predict.- point acttialmean)2.

' +qt I -- , Total means- 2 -Stpoint Irr 1-- +dt ---- sm
I

lopoint := point , # -

+- etdr

t+ - t ,Total mas- 2' Stpoint. err 't man (+1

( erp"j - po2 Isum

Local Tmin for this elevation In the Drywell Tmin_local SBf := 490 (Ref. 3.25)

Curve Fit For Point 13 Projected to Plant End Of Life

(. *

I 800 1

700

Pc~int13
XX X
TMinjocal SE X X x

n point = -0.367

600l-

500
!

2000 2010
Dates

2020 2030

".. *-"

lopoint2= 400.182 y~apredicl = -2.02-9.103

OCLROO019492
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The section below calculates what the postulated Individual thickness would beif this point were to corrodeat a minimum observable rate observed in appendix 22.

Rate min-observed :2 6.9

Postulated thickness point 133- Rate ainobserved.( 2 0 16 - 2 00 6 )

f"

Postulated thickness = 579 which Is greater than Tmin-local SB3 = 490

The section below calculates what te postulated corrosion rate necessary for the thinnest Individual point toreach the local required thickness by 2029.

minpoint = 0.648 yea predct 2, = 2.0290103 Tmin-JOCOuSB2 490

(iooo .-minpoint- Trininjocal S2
required rate.

(2005- 2029) required rate. = -6.583 mils per year

OCLROO019493
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Appendix 9 - Sandbed 17-19
October 2006 Data

The data shown below was collected on 10118/06

page :=READPRN("UA-MSOFFCE\DrywelI Program data\OCT 2006 Data\Sandbed\SB 17-19.txt")

Points 49 := showcells(page, 7,0)

Points 49 =

0.969

0.972

0.968

1.022

0.96

1.001

0.995

0-962 0.945

0.977 0.959

0.974 1.004

0.959 0.963

0.962 0.951

0.994 0.952

1.019' 1.012

0.931

0.991

0.987

0.974

0.95

0.929

0.995

0.965

0.967

0.982

0.993

0.943

0.917

1.009

0.96

0.955

0.996

0.985

0.982

0.962

0.946

0.928

0.937

0.924

0.952

0.901

1.001

I

Cells := convert(Points 49.7) No DataCells:= length(Cells)
( ---.

The thinnest point at this location Is point 35 and shown
below

minpoint:= min ints 49). (Po minpoint = 0.901 Li

Cells := deletezm cells (Cells, No DataCells)

No DataCells := length(Cells)

i
L

OCLR00019494
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Mean and Standard Deviation

P1 actual := mean(Cells) P actual = 969.02 a actual := Stdev(Cells) o actual = 27.654

Standard Error

Standard error:= a actual _

DataIlls
Standard e = 3.951

Skewness

Skewness (No DataCells) "X(Cells - IP actual)3

(No DataCells- 1)(NoDataells 2).(a actual)3 Skewness = -0.182

Kurtosis

k. ,)

Kurtosis := N° DataCells'CN° DataCells'l" I)'j(Cels - actualj

(No DataCelos• i).(No ataCe,.s- 2)(NoDataCells- 3).(o actual)'

+ - 3.(No DataCells- 1)2

(No DataCells- 2) .(No DatCells- 3)

Kurtosis = -0.365

Normal Probability Plot

j :=0.. last(Cells)

r :=j+ I

srt :=sort(Cells)

rank.r
r srt-sr.

J

p. ranks
pi rows(Cells) +1. I

)
x ! N-Score.:=roo cnomi(x)-i . f (pi) -X]

OCLROO019495
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Upper and Lower Confidence Values

The Upper and Lower confidence values are calculated based on .05 degree of confidence 'a,a..-05 TV .
aactual

Lower 95%Con I1 actual T a. Lower 95%Con 961.077

4No Datalells

U actual
Upper 95%Con :1 actual T Upper 95%Con = 976.963

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

.-- Distribution of the "Cells data points are sorted in 1/2 standard deviation increments (bins) within +/-3 standard

. deviations.

• 0

Bins :=Make bins(I actualC actual)

4

Distribution :=hist(Bins, Cells) 8

Distribution 12

The mid points of the Bins are calculated

k:=0_ 11 (Binsk'lBinsk•-l) 3
Midpointsk::= (k2 3

20
0

"normal curve0 :=pnOrm(Bins.,P actual,0 actual)

normalcurve, :=pn rm(Binsk-iP actual,z .actual)- Pnom(Bnsk' P actuala actual)

normal Nuove :=NO DataCellsnoml curve

OCLROO019496
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Results. For Bay 17-19
The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and
upper 95% confidence values.

Data Distribution

Oiturabuion
A-

t0

5

I a

-i

I

1 actual = 969.02

a actual - 27.654

Standard enor = 3.951

Skewness = -0.182

Kurtosis = -0.365

1050

\fKV
{. ) I_ . . . . . I ! I "

15O 900 950
Midpoints. Midpoints

I000

Lower 95%Con = 961.077 Upper 95%Con = 976.963

Normal Probability Plot

1.

2

'I-

NxScore
xxx

0

xx

XXXX

X I IZ
-IF

-2
i.

900 920 940 960 9W0 1000 3020 1040
8rj

This data (2006) is normally distributed. However, past calculations (ref. 3.22) have split this area out as a
separate groups and performed analysis on both groups. In order to be consistent with past calculations this
data will be split in two groups and analyzed. As well as the entire data set.

OCLROO019497
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The two groups are named as follows: StopCELL -21

low points.=LOWROWS (C•lls, No DataCells' St•pCELL)

Mean and Standard Deviation

plow actual:= mean point) Ilow ach

phigh actual:= mean(high points) high act

Standard Error

high points :=TOPROWS(Cells, 49, StopCELL) I
.= Stdev(low points)

eal := Stdev(high points)

Standardlow error := low

]length (low points)

allgh actual
Standardhigh error.ac

j•length(high points)

Skewness

Nolow DataCells :=length(low points)

Skewness low (Nolow DataCells) .I(low points Plow actual)-3
(Nolow DataCells- ).(Nolow DataCells- 2).(tlOW actual)3

Nohigh DataCells:= length (high points)

Skewness high := (Nohigh DataCells) -X(high points phigh actual)
3

(Nohigh DataCells- ) .(Nohigh DataCells- 2).(ahigh actual) 3

I I

OCLR0019498
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L

L

L
L

Kurtosis

sl Nolow DataCells-(NOOWDataCls+ I) low

Kurtosis higw :=' Nlg aael.Nhg aalsi)-I:(hg points -PIO* actual)4

(Nolow DataCells - i) (Noigw DataCells -2) (Nolow DataCells - 3). ((Fow actual) 4

+ - 3.(Nohiw DataCells 1)2
(Nolow DaftaCeil 2)-(NOI~w DataCeils- 3)

Kurtois hgh:= Nohigh aa~ls'No DataCefls+ I I) L!I1high points -phigh actual)4

(Nohigh DataCells - ).-(Nohigh DataCells -2) '(Nohigh Dataclj1 5  3) -(chigi acua)

+ ~ ~3.(Nohigi1DataCells'_ 1)2 
a.cul

(Nohigh Datacels- 2).(Nohigh DataCels -3)

Normal Probability Plot - Low points.

I := 0- last(low points) Srt low :=sort(low pont)

L :=i- I
ISri 1 0 wSrt IOW) L

rank low1

I~r loelN low,

rank low,

I rows(low points) + I

x:= I
N-Score ioWI :=roo cnorm(x) - (p low1)' x]

Normal Probability Plot - High points

h :=-O..,Iast(high points) srt high := sOrt(high points)

rL

L 7-tut high~sr high'. _11
rank hIgN~ * et jSthli rank hihh,

P hi h :="ts)+

x:=I
N_.Score high,:= roof; ormKX) - (P high.0) ]

OCLROO019499
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Upper and Lower Confidence Values
bmJ

a :=.05 Ta:= 1--ý , 48
+ 2) ] Ta = 2.011

oliigh actual
Lowerhigh 95%Con =pMh actual - Ta" igha

ohigh actual
Upperhigh 95%Con :Phigh actual +i Ta

Nohigli DataCells

Lowerlow 95%•on := ilow actual - Tai. ohilo actual

Nolow DataCellsGlow actual

Upperlow 95%Con :=plow actual -Ta Nlow
4Nbo DataCells

Graphical Representation of Low Points( )

Bins low :Mak bins(P1ow actual,' low actual)

Distrbution low := hist(Bins low, low points)

The mid points of the Bins are calculated

Distn'bution low =

"1 05-.

ao-

6v,

0

:6

5

3

7

0

0

Midpoints low kBins low + Bins low",+)
2k:=0- 11

normallow curve0 :=lorzm(Bins low, ,plow actual, Glow actual)

norinallow CUrvek :=pfoIf(Bif low k+]Plow actual' (Flow actual) - pnonn(Bins lowkplow actual,' low actual)

normallow curve:= Nolow DafaCefls'nornallow curve

OCLROO19500
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Graphical Representation of High Points

Bins high ::Make bins(phigh actual,ohigh actual)

Distribution high:= hist(Bins high,'high points)
Distribution high = 0*

0:

k:=0 11 (Bins highl+ Bins highk 1 )Midpoints highk := 2

U I

normalhigh curve a :=pnorm(Bins high ,Phigh actual, Chigh actual)

nornalhigh curvek :=pnorm(B ins highi , ,high actual. ohigh actual) -pnon(Bins highk, phigh actual, ohigh actual)

normalhigh curve := Nohigh DataCells-nornalhigh curve

S)

OCLROO019501
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Results For Sandbed Bay 17119 thinner points

Digdbuzlo low
-L
nomiallowcue

plow actual = 972.464

glow actual= 31.118

Kurtosis low = -0.451

Skewnmss low = -0.348

Standardlow error = 5.881

Nolow Da taCel = 28
~1.'

h6i

S 900 950 1000 1050 1100

MidPomt ow.MWipoS low

Lowerlow 95ocon = 960.64 Upperlow 95%Con = 984.288

N..Score low, 0
XXX

I I I Ix

x
X

x
x
x

x

xxx

x
x

x
x

Xx
x

x
x

( S I I I I

-I-

-7 I

'°.°

9o0 9Mo 940 960 9Mo 1000 1(12o 1040
srt low,

The above plots indicates that the thinner area Is more normally distributed than the entire population.
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Results For Sandbed Bay 17119 thlnner points

Sheet No.
10 of 26

L
L
L
L

U'

L
L1
L
L

M

X.

6

Digs'bution high
.L
nonnalhigh curve 4

7"-"

I I HI

lihigh actual = 964.429

dhgh8acual= 22.121

Skewness high = -02.46

Kurtosis high = -0.481

Standardhigh error = 4.827

Nohigh DatiClls = 21

2

u900 920 " 940 960 980 t000 1020 1040

Midpints high. MlPOimt high

Lower 95%Con = 961.077 Upper 95 %C. 0 = 976.963

N.Score hlghh
XXX

£ I

X

x
S- xx

X 
"=

X

x
0 - xx

×x
: xO XX

X
x
x

x •
xx

I -I I x

-I

-2I2
920 940 96M 980 1000 1020

The above plots indicates that the thicker areas are normally distributed.
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Data from 1992 to 2006 Is retrieved. d :=O

For Dec 31 1992

page := READPRN("U:\MSOFHFCE\Dywell Program data\Dec. 1992 Data~sandbed\DATA ONLY\SB17-19.txt")

Points 4 9 := showcells(page, 7,0)

Data
Dates d := Day yea( 12,31, 1992)

•- Points 49 =

0.958

0.982

0.978

1.01

0.968

1.045

.1.034

1.007

0.977

0.975

0.958

0.963

1.012

1.038

0.954

0.968

1.004

0.957

0.992

0.968

1.039

0934

0.992

0.985

0.979

0.947

0.974

1.005

0.959

0.96

0.984

0.991

0.979

0.958

1.056

0.957

1.001

1.03

0.985

0.997

0.97

0.99

0.964

0.969

0.959

0.956

0.914

0.994

1.004

I
~m4

~m j

h.i

nnn :=conveft(Points 4 9,7)

Point 35 ,:= nnn34

The two groups are named as follows:

No DataCells:= length(nnn)

I•o I

Point 3 5 = 914

StopCELL :=21
U

No Cells := length(Cells)

low points :=LOWROWS(amn No Cells' StopCELL)

No lowCells : length(low points)

high points:= TOPROWS (nnn,No Cells' StopCELL)

No highCells:= length(high points)

Cells := deltezero ceils (nmn, No Cells)

low points :deletezero cells(lOw points- lowcelis)

high points:= deltezro cells(high points' No highCells)

F I

. I rnasuedd:=mean(Cells) C6 M=red d :=Stdev(Cells) Smeasuredd
Standard errord a- M

4No DataCells

phigh measuredd :=mean(high points).

Thigh measuredd := Stdev(high points)

Standardhigh errord :=/ehigh gt rd

length(high points)

aPlow inasUredd :=mean(low points)

alow measuredd :=Stdev(low points)

W Waow m eas edd
Standardlow errord length low

•legthIowpoints)

I )

U
~mi

OCLROO019504
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d:=d+ I

For 1994

page := READPRN("U:.MSOFFICE\Drywe¢I Program data\Sept.1994 Data'sandbed\DATA ONLY\SB17-19.txt")

Points 4 9 :=showcells(page,7,0) Dates d =Day yearC9 ,2 6' 1994)

Data

Points 49

0.921

0.955

0.982

1.039

0.959

0.998

1.027

0.957

0.97

0.977

0.965

1.002

0.995.

1.008

0-955

0.955

0.991

0.973

0.953

0.967

1.011

0.967

1.001

0.993

0.979

0.942

0.938

0.992

0.96

0.945

0.969

0.997

0.943

0.834

1.038

0.952

0.957

0.995

0.985

0.975

0.96

0.993

0.922

0.97

0.933
0.953
0.906

098

0.983

nnn :=convert(Points 4 9 , 7) NoDataCells :=Iength(rian)

Point 35 , := nnnm4

The two groups are named as follows: StopCELJ.L.21 No Cells := length(nan)

low points :=LOWROWS(nnr, No Cells, StopCELL)

No lowells :=Iength(low points)

high points =TOPROWS (nnn, No Cells, StopCELL)

No highCells := length(high points)

Cells :=deletezero cells(nnn, No Cells)

l points :=dletezero cells(low points, lowCells)

high points := deletezero cells (high points, No highCells)

Pmeasuredd : mean(Cells) 0 measuredd:=Stdev(Cells)
a (F measured

6Standard error := Dald INo DatCells

phigh measuredd :=mean(high points)

ahigh measuredd Stdev (high points)

ohigh measured
) Standardhigh errord: d

Slength (high points)

Plow meas, :,meanlow it

Glow measured= :=Stdev(iow Jints)d points)W

measured
Standardlow error := d

d elngth(ow points)

OCLROO019505
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imd

For 1996 d :=d- I

page :=READPRN("U:MSOFFICE)DywelI Program data\Sept. 996 Data~sandbed\ATA ONLY\SB 17-19.txt")

Points 4 9 := showcells(page, 7,0)
Datesd :=Day year(9 ,2 3 ,1996)

~mJ

Data

Points 4 9

0.945

1.001

0.99

1.015

0.991

1.053

1.028

0.945

0.979

0.972

0.954

0.966

1.037

1.043

0.948

0.955

1

0.959

0.954

0.953
1.003

0.953

0.99

1.012

0.983

0.949

1.01

0.989

0.944

0.961

1.016

0.991

0.997

0.957

1.033

0.962

0.959

0.994

0.983

i.024

0.983

0.943

0.924

0.939

0.926

0.974

0.935

1.008

1.009 2
rum :=convert(Points 49,7)

Point 35 d := nn34

The two groups are named as follows: StopCELL:=21 No Cells:= length(nnn) U
( I low points := LOWROWS (nnnNo CellsStopCELL).

No IowCells :=length(loW points)

high points :=TOPROWS(nnnNo Cells, StopCELL)

No highCells := length(higll points)

Cells '=deletezero cells(rum,No Cells)

low points deletezero Cell (low ,N lowCels)

high points := deletezero Cells(high points, No highCells)

7-1

P~ mesrd:n=ean(Cells)
0 measuredd "-Stdev(Cells)

G measuredd
Standard error,= D

d 4 tCells

phigh measuredd := mean(high points)

ohigh measured Stdev (high points)

ehigh measuredd

Standardhigh errord " ,ength~high points)

Plow measured mean(low points)

Olow measuredd :=Stdev(low points)

o low measuredd

dlength(low points)

". _ )•,

j
OCLR00019506
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For2006 d:=d + I

page := READPRN( "U:MSOFFICE9Drywell Program data\OCT 2006 Data\Sandbed\SB I7-19.txt" )

Points 4 9 := showceils(page,7,0) Datesd :=Day year( 9,23, 2006)

Data

Points 4 9 =

0.969

0.972

0.968

1.022

0.96

1.001

0.995

0.962

0.977

0.974

0.959

0.962

0.994

1.019

0.945

0.959

1.004

0.963

0.951

0.952"

1.012

0.931

0.991

0.987

0.974

0.95

0.929

0.995

0.965

0.967

0.982

0.99i

0.943

0.917

1.009

0.96.

0.955

0.996

0.985

0.982

0.962

0.946

0.928

0.937

0.924

0.952

0.901

1.001
I

mmn.:= convert(Points 49,7)

Point 35 = ,n 34

No DataCells := length(nnn)

No Cells:= length(nnn)
o,-'... )

The two groups are named as follows: .StopCELL:=21

low pont :=LOWROWS (nnn,No CeiStopcaL)

No lowCells length(low poinp)

high points :=TOPROWS (rmm, No Cells, StopCEIL)

No highCelis : length(high points)

Cells := deletezero cells(nnnI No Cells)

low points :=deletezero cells(low points'No lowCells)

high points :=deletezero cells (high points, No highCells)

P measuredd :=mean(Cells) Samuredd := Stdev(Cells)

phigh measuredd :=mean(high points)

ohigh measuredd :=Stdev(high points)

chigh measuredd
Standardhigh error :=pdd length(high points)

0measured
Standiard edod =*

4No Dataelcls

gilow measure mean(low points)

Glow measured d :=Stdev (low po ints)

Standardlow errord: olow measured d

4length (low Points)

( I

OCLR00019507
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Below are the results

Dates =

1 .993-103

1.997-10

.2.007-103

j

42.031

4.94
Standard error 4.64534.••

13.951]

[983.26S'
969.837

P measured = 980.388

969.02

[9141
906

Poi .nt3 5  93

901]

*1

[ 29.423

34.58
C'measured 32.516

27.6541

•....
.° ".,,a
",% .i

[976.0481 [22.083
963.19 j 22.272

phigh measured =967.381 chigh measured = 27.623

964.429 J L 22.121

4.8191

"/4.86 -
Standardhigh error = 6.028

14.8271

988.6791

974.821
plow measured 990.143 I

.972.464 J

[33.27 [6.287]
41.21 I f7.788,

olow measured Standardlow ror
32.926 6.222

131.118] 15.881

~1

J
I
Li

I

"V .. I

OCLROO019508
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Total means:=rows(P measured) Total means = 4

C

last(Dates)

SST:= E

i=O

last(Da
SST I '- _E

i=0

last(DI

SSThigh:=
i=4

last(Dai

SSE:= E
i=0

last
SSE low := 1

asi
SSE high:=

tast(Dal
SSR:= E

i=0

last

SSR low :=

last
SSR high:=)

(It measured,- mean(It measured)) 2

tes)
(-o eaue meanitow

Lres) (phigh measwured - mean(luhigh measured)) 2

measred yhat(Datesp Ameasured).

(Dates)

(,low measured, - yha t(Dates, pIow meas red )

i=)

t(Dates)

S (ithOh measured,- yhat(Daths, piwm u )) 2

i=0
t(aes)

(yhat(Dates ph measured). mean(p sed i))2

Dates)

(yhat(Dates, Plow measured), mean(psow easurd))'

=0

(Dates)

~ (yhat(Dates,phigh measured) mean(phigh measured)) 2

i=0

I

I. . .I

OCLROO019509
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DegreFree ss := Total means- 2

MSE:= SSE

DegreeFree ss

DegreeFree reg := I

SSE low

DegreeFree ss

DegreeFree st :=Total means- I

SSEhigh
MSE high := S hig hDegreeFree ss

Standard error := MSE

SSR
MSR := SR

DegreeFree reg

SST
MST:=

DegreeFree5s

Standard lowenror :=4MSE low

SRSSR low
DegreeFree reg

SSTIow
MST low:=

DegreeFreeSt

Standard higherror:=FMSE high

SSR high
MSR high -:=-

DegreeFree reg

MST high: DgSST highMS'hgh•Deg~eme s

2
I

I

I
$.. .)

Test the means with all points

F Test for Corrosion

MSR
FactaulReg :=-

I
a :=0.05

F critical-reg :=qF(l - ix DegreeFree reg, DegreeFree SO

F actaulReg
Fatioreg"

F critical_reg

F ratio_reg = 0.068

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

I
LiI. ),

OCLROO019510
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f.-..,(

°. )

Test the low points

F Test for Corrosion

MSRlow
F actaul_Reg.low lowMSE14,ow~

Fcritical_reg :=qF(I - a,DegreeFree reg DegreeFree SO

F ._ F actaul._Reg.low
Fratio_reg.low •F cr"ticaleg

F ratio_reglow = 0.066

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

Test the high points

F Test for Corrosion.

• MSRhigh
F actaulIegjhigh =MSEigh

MSE high

F crticaireg = CIF( I - a, DegreeR=reejg. DegreelFree ss

F actauLRegaiigh

Fcritical_reg

F ratio_reg.high = 0.039

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean.

i

OCLROO019511
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The following will plot the results for the overall mean, the mean of thinner points, and the mean of thicker
points

Sheet No.
19 of 26

i :=0- Total means- I

Pgrand measured1 :=mean( me ) agrand measured := Stdev(p measured)

agrandj~~ lwnaue:=Stdev

ogrand maue
G randS tand ard e rror "-

-~oa/'° means

,how mse) plowhgrand , :=m"c-a"dlow measured, )

GrandStandard lowerror agrand low="asured

m hTotal means

phigh measured) phighgrand measured, := mean(phigh measured)

ugrand highmeasured : Stdev(

ugrand highmeasured
GrandStandard- ta means

o.---....(" I
'%...../"

10001-

P~ ameaued
XXX
Isgrand rmezimred

P110 treastred
0003
phlghgrmnd nusm

plowhgrand treasurd

9501-

II I I I I

0, 0

+ +

I ! I I I I I

90D -

I I I I I I I

1( )
pgrand

meani•(Q

mean(ph

1992 1994 1996 1998 2000 2002 2004 2006

Dates

measured0 = 975.628 GrandStandard error = 3.631

)w measured) = 981.527 GrandStandard lowerror 4.587

igh measured) = 967.762 GrandStandard higherror = 2.898

OCLRO0019512
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The F Test indicates that the regression model does not hold for any of the data sets. However, the slopes

and 95% Confidence curves are generated for all three cases.

i =slope (Dates , P mesure) Y b - intercePt(Dates. g p srd

m lows :=slope(Datesglow measured)

m highs := slope(Dates. phigh measured)

a t :=0.05 k:=23

year predict:= 1985+ f-2

Thick predict := sYear predict+ Y b

Thick lowpredict := m lows'ye predict + Y lov

Thick highpredict "= m hiihs.year predict+ Y h

Thick actualmean :=mean( Dates)

sum :=E(Datesd - man(Dates)) 2

Y lowb intercept(Dates, glow measured)

Y highb := intercept(Dates ,phigh measured)

f:=0 k- I

OCLROo019513
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For the entire grid

"PPerf :=Thick prid -

+ i~Total 2c )Standardeoj +
+ qf _ ' icas eror~iI +(d+ 1

(year predict- Thick actualman)2

sum

Iowerf :=Thick predictý 1

mc2Snddeior.J1 ~ (year prdict- Thick actamean)2

2(d+ 1) SLIM

The minimum required thickness at this elevation is Tmin.gen SB1 :=736 (Ref. 3.25)

( )
ju5u

1000

950
7hikk rdc

upper

tower

It measured

Tmini-en SB

90w

K a a i -

6 p

.--.--..---. -

I I I

m s =-0.733

MO

800

750

1980 1990 2000 2010 2020
year prdit year predic.y- prda ~Dates, year prdict

'2030

OCLROO019514
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i te pOints which are thicker

upper, Thick highpredict.

+ qt 1 - at Total means 2 Standard highemr 1 +I
2 + ) 'f ;(d -+I)

( year predict- Thick actualmean)2
-s suim

lowerf:= Thick highpredictf -

+.-{qt 1 - Total means- 2)-Standard highero (Year PI T h2(le of d-+I- !) + sum

( 1000

950

7bhk* hi,,hpredicz

Doc
lower

upper

Tmin-s~en SB

900

03

m highs = -0.487

850

8W0

750-

1990, 1990 2000 2010 2020
year p~ditDazes,yer preicaYr pr~,edit redic

2030

i •i

0CLR00019515
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6hJ

-te points which are thinner

upper, :=Thick lowpredictf

+t i -a.Total - 2)Standard . I IS - meansd2 owerror -+1)

(Year predict, Thick acftuameaxi)2

sum i

lowerf:= Thick lowpredictf

Ft " T ) (year prTdic h- Thick act iaim ie )Z j
+ qt I- -s-Total un- 2m-Stdaowe.-I + +

im"~

j

.(-o-.

lower

upper

Tmin-gen SE

Icooo

900

1987

S I I- .

.-u--m

I

1990 . 2000 2010 2020
r preic,ODates."year predic.,ur jpr ,Y preic

2030

(~ ) L
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/ The section below calculates what the postulated mean thickness would be if this grid were to corrode at ainimum observable rate observed in appendix 22.

Rate minobserved := 6.9•

Postulated meanthickness ;:= measured3 - Ra min..observed'(202 9 -. 2006)

Postulated meanthickness = 810.32 which Is greater than
Tmiat-gen SB 736

ie following addresses the readings at the lowest single point

Iast(Dates)
3 STpoint:= E

i=0

last(Dates)

pon :
i=0

"P't35 mean(Pont 3))2

Point '5 - yhat(DateS. point 35))2

SST point " 674

SSE point'= 559.156

Ii)

last(Dates)

i=O

(yhat(Dates, Point 35),' mean(Point 35))2 SSR point. 114.844

• ._-SSE point
4SE point DegreeFree ss

StPoint r:=MSEpoint

MSE point = 279.578

SSR oMSR point:= *point
MS~p~mtDegreeFree reg

SSTpon
MST o- ST point

point Dee•Free se

StPoint = 16.721

MSRpoint = 114.844 MST point = 224.667

IF Test for Corrosion

MSR point
F actaul_Reg := MSE point

FF actauLReg

Fcriticaljreg

F ratio..rcg 0.022

L r• ore no conclusion can be made as to whether the data best fits the regression model. The figure)ea,•..provides a trend of the data and the grandmean

OCLROO019517
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m point :=slope(DatesPoint 35) m o -!"007 Po intercept(DatesPoint 35) y Point-- 2.925.103.

The 95% Confidence curves are calculated

Point curve :=m Point-year predict+ Y point

Point actualmean :=mean(Dates)

uppointf := Point curvef-

-sum "=- (Datesd-- mean(Dates)) 2

-i

t( 2+qt i -T.TOt m1-2 .stp ~i~ ~ ~1 1 ~ Y a~ e itoint=, •÷ - - +

lopointr :=Point curve

- means- 2) St'oiiit (did) (year predic, Point

+ -qt l--a.,Total means-21 sum ]
Local Tmin for this elevation In the Prywell Tminjlocal SB :=490 (Ref. 3.25)

Curve Fit For Point 35 Projected to Plant End Of Wfe

I I I.

1000

900 -

POlm 35
xxx
TminJmcz SB

x
x x x

m point =-1.007

7001-

6001-

2000 2010
Dates

2020 -2030

". ."
Iopoint, 2 =733.369 year prediCtý =2.029IO10

OCLROO01 9518



The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate --6_ 9
P h-Rate mnobserved :=. 9  2

SPostulated thickness :=Point 35o- Rate rain observed-(2029- 2006)

Sheet No
26 of 2(

Postulated thickness = 755.3 which is greater than
Tmin iocal SB 3= 4190

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 0.901 year predict271 = 2.029-10~ Tmainjocal SB = 490

I; I (I 000.,m .inpoint- Tmiojocal SB 22
required rate. W

(2005- 2029) required rate. = -17.125 mils per year

I

OCLROO019519
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Appendix 10 - Sand Bed Elevation Bay 19A

October 2006 Data

The data shown below was collected ra 10/18/06.

I I

.5

page RIEADPRN( "U.MSOFFfCE\Dxywell Progrmn dat\bCT 2'006 Data\Sandbed\Sl319A.Ixt"V

Points ., Ael ~bu~1~ 7 n i
49 r--b 9 9 0

SI, *,

- . Pointd 4 9

0.692

0.807

0.8,3

0.916

0.873

0.844

0.865

0.788 0.743 0.648 0.699 0.702

0.774. 0.ý45 0.736 0.747 0.724

0.812 0.892 ,0.885 0.861 .0.792

.0.883 0.805 1•179 0.808 0.777

0.904 0.842 1.16 0.801 01752

0.768 0.834 0.858 0.851 0.834

0.803 0.793 0.844 0.878 0.817

0.735.

0.773

0.806

0.766

0.878

0.867

0.808

J

I

!

t

I

1j

Cells :=convert(Points 49 7)
No DataCels := length(Cells)

k )
The thinnest point at this location is point 4 which shown below

I

minpoint := rain(Points 4 9 )
minpoint = 0.648

For this location point 24, 25, 31, and 32 are over a plug (refer 3.22)

Cells := Zerone (Cells, No DataCells, 24)

Cells - Zronc(Cells oatCl, .31)

Cells := deletezeroc =ls(Cells.NoDataCels)

Cells := Zero o2e(Cells.NoDatCel.5)

Cells Zero one (Cells, No DataCells'3

I

( - I

~~1OCLROO019520
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(
Mean and Standard Deviation

/
L actual := mean( Cells) a actual Stdev( Clls)P aciual = 806.5778 a actual L 62384

Standard Errot minpoint = 0.648

Standard -ro actual
error

p Zes
Standard error = 8.912

Skewness

Skewness := ( DataCells) 
.(C els - It ac tu )3

(OD oDataCells - 2)-()a (aNI)C Skewness = ).377

Kurtosis

NouDoe -(NO t + 1 =X(CeisKKurtosis

÷(NOtaCels - I)(NoDtaCell - 2)-(Noi>taCells 3).(Gc;., 4 Kurtosis'= -0.572

*3. (No Dateu s - .1) 2

+(No jtaejl - 2). (No DataCells - 3)

( )

OCLROO019521
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Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would be if it actually came
fom a normal distibution. The expected riormal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

j :=O_ last(Ces) st :--. sort( Cells)

Then each data point is ranked. The array rank captures these ranksr . ,

i Jrank L• . srt-=srtj)",
Xsrt_ edirt ,

Ii I t

* .-

rank
1

-ows(CeS) + I

The normal scores are the correspondingpth percentile points from the standard'-

normal distribution:
X.= 1 wo: cmorm(x )(p-),xz

I

) .
*1

OCLR00019522
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i 'pper and Lower Confidence Values

The/Upper and Lower confidence values are calculated based on .05 degree*of confidence "q"

NoDataeCells length(Cells)

a := .05 Ta I- - )NO DataCeIS 1 a=2.

a actual

Uppef 95%Con = actual + Ta-
I •NO DataCells

LowcT 95qjCOn =.787.947

,Upper 9s5%won =825.308

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the nCells" data points are'sorted in 1/2 standard deviation Increments (bins) within +/- 3 standard..•'.vlations

Bins Makebinst(F acal ctual) 0

4
Distribution hist( Bins, Ceils) 6

Distri'bution = 7
The mid points of the Bins are calculated

8

k 0.11 (Bins +BinSk ) 2Midpoints 2'-

0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a givenmean and standard deviation

normal r pnorm (Bins, sactual , 'actual)

normal curvek := + I l(Bins. 1 actual', actual) - pnom(Binsktactuapcactu)

5..

r 14

normal curve :=No DataCells *normal curve

OCLROO019523
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3

f.-'-..ot
Results For Elevation Sandbed elevation Location Oct. 2006

7he following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis. the skewness, the number of data points, and the the lower and
upper g6% confidenie values. Below is the Normal Plot for the data.

D •

Data Distribution,.

J
oft II

1p actual = 806.578

o actual = 62.384

Standarderro = 8.912.1.
UOflfl~~~5

Skewness -0377

Kurtosisý= -0-572

64i

'U
{.,-* ) !

i!
4

750 gaO 350

Lower 95 o/rM= 787.847 Upper 9g5o0/.C 825308

Normal Probability Plot

2

.1

0N. Scars1XXX

I I 1I I

x

X/
7 ~x

x

The Normal
Probability Plot
and the Kurtosis
this data Is
normally
distributed.

km

.- I"

-2 "

-3
No0 650 700 ?s50 goo S50 goo, 950

OOLROO019 5 2 4
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Sandbed Location 19A Trend

d.:= 0

For 1992 Dates4, : Dayyea( 12, 8, 1992)

..*page :=READPRN( -U:\MSOFFCE\Thywell Program data\De.~ V992 Data~sandbed\Daia Only\SB1 9Atxt"

Points 4 9 :=showcells( page, 7, 0

Data !

I

6 .

Points 4 9 =

0.681 0.781 0.749

0.81. 0.778 0.82

0.776" 0.8 0.888

0.886 0.888 0.803

0.872 0.864 0.273
0.859 0.766 0.844

0.864 0.802 0.803

0.659

0.759

0.755

1.077

1.16.

0.848

0.844

0.7'9

0.747

0.771

0.794

0.796

0.859

0.882

0.694'

0.723

0.809

0.772

0.751

0.894

0.818

0.731

0.773

0.806

0.762

0.859

0.85

0.792
..-..

aim convert (points 4 9 ,7) No Data~cs := length(nnn)

Point 4 = 659
Point 4 : m3

-For this location point 24, 25, 31, and 32 are over a plug (refer 3.22) •

nnn :=Zerooane(mmnNoDataCells, 31)

Cells '1-deletezero ,U (mnn No DtaCeIls)

nnn *=Zero ,n~nnNo DatCellss25)

mm := Zero Oe(wmmNoDataCeVS, 32)

measured :=mean(Cells) Cmeasuredd *= Stdev(Cells) a measured
Standard erord D

No DataCells
/I

OCLR00019525
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I.

For 1994 f d :=d +l
It 6j

page READPRN( "U:AMSOFFICE\Drywell Program dataSepL 1994 Data\sandbed\Data Only\SB19A.txt")

PWt",d :4 Day year( 9, 14,1994)
P t 4

Points 4 9 :=showcells (page7 7,0) ." .
-

,1, I'

, ' Data

I
I I

I

Points 4 9 =

0.679

0.778

0.77

0.889

0.868

0.945

0.888

0.808

0.767

0.794

0.9

0.862

0.767

0.799

%-744

0.82

0.885

d.266

0.253

0.814

0.808

0.65

0.739

0.756

1.143

1.161

0.87

0.847.

0.722 0.696 0.727

0.743 0.723 0.766

0.796 0.833 0.785

0.795 0.771 0.759

0.793 0.763" 0.861

0.852 0.88 0.857

0.88. .0.854 0.975

I I I 
I

Lj

1. .1 ann -- convert(Points 49, 7) NoDataIcls :ýlength(nnn)

I!

U!
Point 4d := nnn3

For this location point 24, 25, 31, and 32 are over a plug (refer 3.22)

MM Zeo ne(nn NO Datacells , 24)

nm : Zero one(nnn,NoDatacns,31)

Cells :- deletezero cls (nmm, No DataCells)

finn ~Zervon,(ninr!,No1)tak ps25)

nnn Zero one (nim , No Daael 32) I

I
Smeasuredd := mean( Cells) a measured := Stdev( Cells) Snddn- measuredd.

S ~ ~ N Datanardells *1
,°

°...,:-"
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(.

, !

For 1996

page READPRN( "U:AMSOFFICENDiywell Program data\Sept1996 Data~sandbed\Data Only\SB19A.txt")

Datesd: Day year( 9,1 6 , 199 6 )
I. I

Points 49  showce•ls( page., 70 0)

Data

8of 18

d . d.+.1

I

$

I"

Points4 9

0.657 0.781

0.779 0.83

0.821. 0.788

0.892 0.889

0.876 0.906
0.944- 0.779

0.924 0.83

0.734

0.875

0.906

0.898

0.833

0.84

0.889

0.68

0.779

0.786

1.159

1.159

0.857

0.866

0.722

0.762

0.793

0.789

0.795

0.865

0.925

0.719

0.755

0.815

0.713

0.762

0.809

0.872

0.745

0.769

0.805

0.833

0.864

0.85

0.801.

(-) ann : convert(Points 4 , 7) No~aa~els :=length( nna)

Point4 nnn3

For this location point 15. 16, 22, and 23 are over a plug (refer 3.22)

In= Zero one (nnp, No DataCells, 24)

nn :=Zeroone (nn ,No DataCells' 31)

Cells . deletezcro cells (nnn, No DataCells)

it measuredd mean( Cells) . me~asurd= Stdev(Cells)

nnn :=Ze onnn ,No DataCells,32)

ann : Zero . (nnn No Dataecs 32)

0 me asurd
Standard D

elod NOData Is

4. .

OCLROO019527
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- A j
I

For2006. d

page READPRN( "U:•\MSOFFICE\Dywl Program data\OCT 2006 Data\Sandbed\SBI9A.tx )

.Dtcsd,:..=Dayyear(10,1 6 ,2006),a g.

:= d + I

g

!

Points 4 9 := showcclls( page; 7.0) .4.

j

IIC

oI,

I Data

I I
I

Points 4 9 =

0.692 0.788' 0.743 10.648 0.699 0.702

0.807 0.774 0.945 '0.736 0.147 0.724

0.813 .0.812 0.892 0.885 0.861 0.792

0.916 0.883 0.805 1.179. 0.808 0.777

0.873 0.904 0.842 1.16 0.801 °0.752

0.844 0.768 0.834 0.858 0.851 0.834

0.865 0.803 0.793 0.844 0.878 0.817

0.735

0.773

0.806

0.766

.0.878

0.867

0.808

! •

h

I

I

I

'ml
(*1i ,m:=convert (Points 49, 7)

I
Point 4 d m= •

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)
1 1,

ann zero ow(nn,No ,ataCCps,24)

ann := Zero one (nnn, No DataCcls ,31)

nan Zero one (=,No DataCells ,, 25)

nn Zero one (nn No DataCells,.. 32)

Cells dclctezero cells(nnn,No DataCclls)

0 measured

I1 measuredd mean( Cells) a measuredd Stdev( Cells) Standard =
" 4No DataCeils

I
Il" )• , j

OCLROO019528
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

Dates =

1.993*103-

1.995.103

1.997,;10

2.007°103

659

Point 4  680

648

0measured-

58.564 1
69.319

67.305

623•84

A measured =

800.1778
806.2667

814.9111

806.5778 j

8.3661

Standard = 9.903
eo 9.615!

9 .912j

Total means := mws(mu) Total = 4means

last( Dates)

SST :

i= 0

.-SSE :=

(11 measure- mean(p measured)) 2

(IL " - yat D measured),) 2

SST = 109.843

last(Dates)Ez
i =0

SSE = 105.245

' .Iast(Dates)

SSR =

i= 0
(yhat (Dates, I measurd) - mean(Ix measred))2

SSR = 4.598 •

DegreeFree := Total means - 2

*MSE := SSE
DegeeFr=e

MSE = 52.623

DegreeFree . := I

[SR := SSR
DegreeFree reg

MSR = 4.598

StGrand = 7.254err

DegreFree st:= Total mean - 1

SST
MST:-

DegrFrce st

MST = 36.614

StOrand := 4S

F Test for Corrosion

(. ii MSR
F actaul Reg :=

- MSEa := 0.05

OCLROO019529
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t
I

/ FcuiticaLreg 1 qF (i - a, DegreeFree i _g, DegreeFree 3s)

F ratioreg '- F actauLReg
F critical reg "

-4

F=ai 4.72910~

* I..

.9

SI

.1

.. I
I 4I

! •
I

S *

o.. -c

U.

'...j

OCLROO019530
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. 4

T.herbfore no conclusion can be made as to whether the data best fits the regression model-.The figure
'4iow provides a trend of the data and the grandmean

- 0 TbtaI means 1 pgrand measured, meanI (measure)

agrand mesrd: Stdev (pA nasurd) GrandStandard agrand measured

aroro TTota means

The minimum required thickness at this elevation is Tmin-.geu Si := 736 • (Ref. 3.25)
I.

I
Plot of the grand mean and the aqtual means 6ver time

340 "

820"

I, i)

g-d meamd

Tmin~vm SB

Soo-

x * I

xx

- U

780-

760-

740-

1992 1994 1996 1998 2000 2002 2004 2006 2008 2010
Dews

I pgrand measured0 = 806.983 GrandStandard err = 3.025

(

OCLROO019531
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To conservatively address the location, the apparent corrosion rate is calculated and compared to the
minimum required wall thickness atlthis.elevation ,

slope (Dates, p measured) ms = 0.2

The 95% Confidence curves are calculated

Y := intercept (Dates, g measured) Yb 407-976
I I

I * e
o .1

at := 0.05 k := 2029 - 1985
A

f := 0.k -. 1 I
I, 1

yearpredictf *=1985 +j f.2 .7rThick predi mst.Y= arpredict + Yb

i* g I

I g

Thick actualmean :=, mean( Dates )

4

sum. (Dates mean(Dates)) 2

Sd

I

I

.-.)
upper := Thick pric-.

2at s Im (d 1) s+t1- •- Toa men 2(r" d er rdit - hc a ctualmnean) 2

lower= Thick prdict -

at .St err* I + I +T+~ ~- t1 ,Total -CM 2 t~upmrcanTikadulma

(dsu

I )

OCLROO1 9532
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# I

I/

Location Curve Fit Projected to Plant End Of LifeI

pI

-pp- I

rower

Smeured

Tmrin g SB
° .....

1200 I

1000

900 vO -,'

600

I I I" I

e= 0.2

.'~'. ii
I I I I I =

1980 1990 2000 2010 2020
Yc-pear c- y redirt-3ycredict, Datcs. yc- redic

2030

V.

Therefore even though F-ratio does not support the regression model the above curve shows that even at thelower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thicknessby the plant end of life.

The section below calculates what the postulated mean thickness would be If it corrode at a minimumobservable rate of LATER mils per year.

Rate min observed 6.9.

Postulated t lcknssin2008 :m IL measured3 Rate rin observed'(2008 2006)

Postulated thicknessin2600 = 792.778 which Is greater than Tmingen SB3 736

3. "

OCLROO019533
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I.

The section below calculates what the postulated mean thickness would te if this grid were to corrode.at a
minimum observable rate observed in appendix 22.

Rate min observed 6.9

Postulated meanthickness := It measured3 -Rate min_observid -( 2 0 16 - 20OO)

.I
I

t

Postulated meanthickness = 737.578
f"

which is greater thart

4 I

~1'I

I'.'

.1

.9 ~

Tui ,=en 736

I
I

I I I

I

( )

• t

~1

\ !

OCLROO019534
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The following addresses the readings at the lowest single point
ct

The F-Ratio is calculated for the point as follows

I .

t , # I

*!

. I

last(
SSTpot :oi

1=

last( Dates

SSE point:
i =10

last( Datas

SSRpoint :=

i=0

MSE SSEoi
point DegreeFz

ates)

0

(Point 4, mean.(Point 4) )2

= 642.75
.0

,1,

I

(Pou' 4 - yhat(Da(tgoPo't 4 ))2

(yhat (Dates,Point 4) - mean(Point 4)))

MSR SSRpoint

reonss DegreeFree reg

SSE point =1 566.21

SSRPoint = 76.54

(,,

MSTPoint := STPOWn
DcgrefFree st

!

MSE point = 283.105-

SiPoint ecrrISE ;it

MSRpoint = 76.54 MSTpoint = 214.25

StPoint en. = 16.826

F Test for Corrosion

F ctu~ue -MSRpin:MS pointFactaulReg MSE point

F F actaulReg

F criticalreg

F ratio rag 0 0.015
)

OCLROO019535
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Q

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the datp and the grandmean

m oint Slope(Dates,Point 4  Mp0 int = -0.815 y := intecept(DatesPoint4) Ypint=.2287.

The 95% Confidence curves are calculated ,

Point curve= m pointYearpredict -+Y point
P6intactuahnean := mcan(CDates) sum 2 ),(Datesd" mea,. Dates

I
atg **

uppoint, := Point

I
(ycarpiredict, - Po~int actuahmqan) 

2

sum

lopoint:. Point urve

.aot • r ÷ (yarpmictf - Point actualmean
+ - qt(1 - - ,Total* ens- 2 .StPoi- sum "

( j

Local Tmin for this elevation in the Drywell Tminnklcal SBf := 490 (Ref. 3.25)

Curve Fit For Point 4 Projected to Plant End Of Life

W

I IWO

6.!

I

i36]

Tamn. local SB

900

BOO

700
x

xx x.

6OO

500
I OI___ __ __

mpoint - -0.815

-(. .
2000 2010

1Dates
2020 2030

yearpredict, 2.029*103lopoint:2 = 484,514

OCLRO00195
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The section below calculates what the postulated.individual thickness would be if this point were to corrodeat a minimum observable rate observed in appendix 22.

Rate Minobserved := 6.9

Postulated thicknessin2008 :=Point 43 - Rate minLobserved.( 20 16 - 2006)

Postulated thicknessin2008 = 579 which is greater than Tminjlocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point toreach the local required thickness by 2029.

minpoint = 0.648 Year predict,= -2.029-103 Tmin_local SBn = 490.

. ). required rate.
(i000.minpoint- Tminjlocal SB22)

(2005- 2029) required rate. =-6.583 mils per year

I )

OCLR00019537
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Appendix 11 - Sand Bed Elevation Bay 19B

October 2006 Data

The data shown below was collected on 10/18/06 I,

page =READPN( "U:MSOFF0CEiywcl Progmm data\OCr 2006 DatSaný4beSB19B.txt )."

Points 4 9 := showcells(page,7.0) 1
tilf *

* I

.9

Points 4 9 =

0.865

0.842

0.861

0.869

0.811

0.828

0.872

0.862 0.172 0.932 0.947 0.992

0.883 0.78 0A. 0.915 0.778

0.906 0.838 '0.8§8. 0.974 '0.93

0.883 0.807. 0.801 0.766 0.834

0.77 0.785 .0.788 0.799 0.731

0.787 0.885 0.891 0.934 0.834

0.822 0.904 0.828 0.843 0.875

0.802

0.866

0.834

0.774

0.778

0.738

0.871.

I

1%~i

6

I

( i
Cells - convert (Points 49, 7)

No Dat~Clls := length ( Cells)

I

Cells thi deletem-6 p t s lo(CaioNo ptwaCc h sh

The thinnest paint at this location is point 34 which Is shown below

minpoint := nln(Points4 9) minpoint = 0.731

'I

OCLROO019538
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Mean and Standard Deviation

pactual := mean( Cells) actual := Stdev( Cels) a actual '= 59.933
It actual = 847.449

'Standard Errot

Standa error actual

•~No DataCells
Standard error-= 8.562

I

Skewness

(No DataCells) -(Cells - actua•) 3

Skewness-- :=aa s

(NoltCells;- l)-(NoDaaCels - 2).(oactual)
3  Skewness = 0.26

Kurtosis

( )

Kuttos& :
No0 DataC efls -(No DataCells 1) I ?.(Cells - it actua) 4  K03 15

(No D .taCe( - I (NoDataCen5 -, (No)2,>e - 3)(a actal)4 Urtosis

+ ~3-(No DataCells I)2

(NO DaaCells - 2) -(No MtaCelI5 - 3)

I

S)

OCLROO019539
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Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

I . .0

j :=O0.-ILut( CCUS ) sdt :=.so(cells)

II, I,

• !

.6

Then each data point Is ranked. The array rank captures these ranksr

"=j + I rank.
-4

1 41

!I

rankl
pi rows( Cells) + I

The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

x-: I Nc re ot :focnon~n( x) (pi)x -

I

!I.)

OCLROO019540
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Upper and Lower Confidence Values

The/JUper and Lower confidence values are calculated based on .05 degree-of confidence "q.

No DataCl: length( Cells)

L : .05. Taot t( 1I ,NODataCe ] T O= 2.01

0 Lower 95 %oCon = t actual - To* actual Lower 95%Con 8 .30.243
FDataCclls.

S 
i

Ue %actual

U •oeU 95%CCon actual + Ta* = 864.655

• , FO Datalells

These values represent a range on the calculated mean In which there Is 95% confidence.

Graphical Representation

Distribution of the 'Cellse data points are sorted in 112 standard deviation Increments (bins) within +/-3 standard

deviations

't)Bins :=Make bins (11actual,11actual) . ... 2.

Distnrbution - hist( Bins, Cells 6

Distrion = 10

The mid points of the Bins are calculated

(Bin + B i IskL k := 0 11 Midpointsk "- 2 ns: )

The Mathcad function pnorm calculates a portion of normal distribution curve based on: a given

mean and standard deviation

nonnal :=pnor BinsBns~B~~fl~norml curve, tn It actual, actual

curve o actualrmal

no rveal NO DataCells ' uv

OCLRO00019541
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(
Results For Elevation Sandbed elevation Location Oct. 2006

'I a

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and'
upper 95% confidence values. Below is the Normal Plot for the data.

j
Data Distribution

o !

I

O-V

I

.-L

0

6

4

2 . -

-1 Ln,-

AI# 10

Pt actual = 847A49

* I

( actual = 59.933

Standard e, or 8.562

0

2
Skewness 0.26

Kurtosis --0.325

I

(i )

650 700 750 ' 200 850 900 950 1000
M " ,MkIpoilft

.1050

IAwa 9q 5q.,Con = 830.243 1Uppe 9 5y 1 1on = 864.655
~~1

Normal Probability Plot

2

0SScoejXXX

I I I I

x
X0x

x

The Normal
Probability.Plot.
and the Kurtosis
this data Is
normally
distributed.

- 1-

'. ,f
°..°•..

--i-F . .x

L-3
700 75 0 200 '50o

S~o j
'900 0 1000
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Sandbed Location 19B Trend

. d := 0

For 1992 ' Dates, := Day yca(12, 8, 1992)

page.:= READPRN( "U:IMSOFFICEDrywelt Program data\Ded 1992 Datasandbed\Data Only\SB19B.txt")

Points 4 9 := showcells( page, 7,0)

Data
I

I

Points 4 9 =

0.868 0.834 * 0.829

0.832 0.819 0.778

0.865 0.867 0.821

0.892 0.821 0.809

0.795 0.766 0.814

0.825 0.839 0.887

0.872 0.803 0.92

0.925

0.838

0.879

0.834

0.783

0.889

0.82

0.9p4
0.905

0.915

0.761

01827

0.933

0.845

0.998
0.796

0.85

0.765

0.743

0.828

0.943

0.823

0.824

0.876

0.748,

6.685

0.732

0.906

t

•mm :=convert(Points 4 9 ,7)

Cells := delctezero .clls (nnmNo DataC

NODataCells I-e!ngth(nnn)

Point 3 4  Cells33

d

.Point 34 -- 743

it n , mean( Cells) measurcdd Stdev(Cells)
,d d

Standard'~r:
d No DataCells:

(. '"

OCLR00019543
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For 1994
d*= d + I

-1

page REAbPRN( "U:\MSOFI*CE\DiywclI Program data\Sept.1994 DatAsandbed0ata Only\SBl9B.t•t")

,Datesd :=, Day year(9,14,1994), .. , .
J,I

.1,-

Points~q showclls( page, 7, 0

Data
I 1I

I
I

Points 49 =

0.864 0.831

0.829 0.816

0.866 0.866

0.811 0.815

0.782 0.764

0.825 0.785

0.863 0.817

0.8311

0.775

0.819

0!75

0.783

0.883

0.93

0.918

0.834

0.85

0.845

0.778

0.888

0.821

0.897

0.857

0.914

0.752

0.807

0.931

0.853

0.868 0.796

0.77 0.827

0.847 0.801

0.769 0.754

0.716- 0.689

0.818 .0.745

0.893 0.843

I

I

I1

I

( )
finn := convert(Points 49,7).

-- '3

No DataCells := lcngth( innn)

I 0

Cells.:= delet== cells (m., No DataCells)" Point 3 4  Cells 33

0 measured
l1 measured = mean(Cells) ar measured Stdev( Standard d

d d errord
dINO Data Uls

U

( U

OCLR00019544
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For 1996

page READPRN( "U:-MSOFFICE\Deywell Program data\SepL1996 Data~sandbed\ ata'Only\SBl9B.txt)

Datesd Dayyear( 9 ,16,1 99 6 )

Points 4 9 := showcells( page, 7, 0)

Ad :=.d+ 1

p
I t

I

Pofint 4 9 =

0.91

01835

0.933.

0.754

0.795

0.862-

0.87

Data

0.834 0.843

0.821 0.777

0.882 0.818

0.826 0.795

0.759 0.749

0.877. 0.907

0.825 0.933

0.964 0.o1

0.848 0.916
0.898 0.912

0.796 0.713

0.862 0.766

0.852 0.916

0.795 0.832

0.793

0.776

0.845

0.744

0.745

0.836

1.017

0.788

0.83

0.803

0.83

0.755

0.758

0.927

(.,..... nnn convert (Points 49.7)

Cells deletezerocels (nnn No DataCells)

No DataCeIls := length( rm)

I

Point 3 4  = Cells 33d *

-mean( Cells ameasuredd .Stdcv( Cells) Standard error
~ measure

d0 Da:ror

t

( )

OCLROO019545
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f

d :=d + I
For 2006. a . I

page := READPRN( "U•M:SOFFICE\Drywel Program data\OCT 2006 Data\Sndbed\SB19B.txt" )

Dats :. Da er 0, 6 06

I

I -

PointS49 :=showcells( page j7,O)

f"
0,,

'4
Data

t

I

Points 4 9 =

0.865

0.842

0.861

0.869

0.811

0.828

0;872

0.862 0.872 1 0.932
0.883 0.7&. 0.84

0.906 0.838 0.898

0.883 0.907 0.801

0.77 0.785 0.788

0.787 0.885 0.891

0.822 0.904 0.828

0.947 0.992o 0.802

0.915 0.778 0.866

0.974 0.93 0.834

0.766 0.834 0.774

0.799 0.731 * 0.778

0.934 0.834 0.738

0.843 0.875 0.871

I ~mII

I

'1
fnan :=convert (Points 4 9 .7)

NoDataCells := length( nnn)

Cells := deletezero (nnn ,No Dat•kCels)"
Point 34, := CeUs33

I1

. . .0 measuredd

P measured := mean( Cells) G measuredd .:= Stdev( Cells) Standard r-r -
d,47o DataCes

j
( I

OCLR00019546
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Below are matrices which contain the date when the data wos collected, Mean, Standard Dqviation, Standard

Elror for each date.

1.9

Dates =

1.9

2.

I1 measuredI=

93-103

95.103

97- 103

07- 103

7431
716

Point 34= I4
.731]

I

[839.612

824.204

837.388

847.449

8.719 1 61.0351

Standard = 7.791 o m easured = /4.5/
*er j9.469662

8.562] L 59.933 J

Tota means =4

I

-Total means =- rows(mL )

(..•
last( Dates)

SST m(t asurti mean OL measured))

last( Dates)

SSE'= (IL measuredi - yhat (Dates. I' meap uedi) 2

i=0

SST = 279.784

SSE = 153.92

Ist( Dates )

SSR :(yhat (Dates ,ti mesured) - mean (g measured) ) 
2

i=0

SSR = 125.865 -

DegreeFree Total means"

MSE SSE
DegrecFree ss

MSE = 76.96

StGrand err :=

DegreeFree reg := 1

* MSR SSR

DegreeFree reg

MSR = 125.865

DegreeFree t := Total mea- 1

MST SST
DegreeFree s

MST = 93.261*°"

StGrand err= 8.773

OCLRoo019547
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F Test for Corrosion
'I

F u MSR

. 0.05 . F actauP.Rg MSE

F•,, . :qF(I -a. a ,ree , .DegrceFrecs)

•_F actaukP"gf""
F ratidreg tiarg "","'

rcritical reg

F ratio rag = 0.088 ,

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the d9 ta and the gr~ndmeadi
I I *

.i :=0 .. Totalm., - 1 pgrandmess . : ma(Itmeasund)
o I

Wt measured.meagrd measureda

4]Total means

The minimum required thickness at this elevation Is Tmin'gen SB1 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time.
!

850

800

P meaum

Tminjen~ SB

I I

x

x
x

" " I I I IIE

'I

)548

750

1995 2000 2.005
Dates

GrandStandard error= 4.829

2010

• .. ). pgrand easured0 837.163
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To conservatively address the location, the apparent corrosion rate is calculated and compared to the

minimum required wall thickness at this elevation

In slope Dtes, IL me'asured) In = 1.045 Y ntercePt.(Dates lIV measured).Y b = 1.25'103

The 95% Confidence curves are calculated

I .
t t := 0.05 k := 2029 - 1985 f:= 0.. k - 1I I

I yearpredict" := 1985 + f-2 Thick pmdict := ms.Ye-predict..I- Yb

Thick actualhean := mean( Dates) Sinn ~ (DateSd ,- mean( Dates)2

( .. ) upperf ' Thick predictf"

+ qt( I- r,Total - 2 .StGranderr-71 ~means )
1 (ye uijictf - Thick actualmean) 2

I(d+ I- UM

lower, := Thick pr-dictr --

+ '[qt(' lt(yearprediCt 
-nTick Oactualma)

~Totameans 2 jStGrand a.9+
2( + I' 'Sum

) - -
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Location Curve Fit Projected to Plant End Of Life

, I

I I .! !
• I

., I

* I

oo0t-

Thick pdc

Upper

lower

mm~csmrcd

Tmmjn-g SB

7001

II p

0 I

1' I

J

M kr04ý

1,.

I

-I

j
I

600 -j

1 ) I

500
1980 1

1990 2000 *.- , 2010 2020
Ye-r prictYrr ixct. predict Dat-,YM predic

2030

Therefore even.though F-ratio does not support the regression model the above curve shows that even at the

lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness

by the plant end of Fife.

Tlhe section below calculates what the postulated mean thickness would be if this grid were tar corrode at a

minimum observable rate observed in appendix 22.
7

RatCminobserved := 6-9

Postulated meanthickness :I measured - Rate min observed "(2022 - 2006)
3

Postulated meanthickness = 737.049 which is greater than
TmingensB3 - .736

J

OCLROO019550
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The following addresses the readings M the lowest single point

/

, last(Dates) (

i= 0

last( Dates)

SSE point (Point 3- yhat(Dates, Point 34))2

i = 0.

. ST pint = 534.75.

I .

SSEpoint = 528.414

I

lastG Dates)

SSR point
i= 0

(yhat (Dates Point 34)1- n)an(Pont 34)2
SSRoIt = 6.336

f )

SSEpoint
MSE point Deg:e-fee5 5

pSEpoint = 264207

StPoint err =MSE 4 lt

MS~~DegreeFree g MST pift -SStin
DegrccFree8s,

IMSRpotat = 6~336 MST point = 178.25

Stpoint C 16.254

F Test for Corrosion

MSR~• Spoint
F actauLReg MSEPoint

F
actautReg

F ratioereg F -- "- F critical reg

F ratio.rg =1.295u10-3

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

)

OCLROO019551
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°. .....
. I

Mpoint :slope(Dates Point 3 4 ) m point 0 yoint inert(Dates Point3 4 )Ypot = 1202"103

The 95% Confidence curves are calculated

Point curve := m point'Yearpredict "1 Y point

Point actualm•an := mean( Dates)

u p -intf := Point n- f "
uppomt f- fuv

sum (Datesd - mean( Dates

F
I

+ qtI-a oa 2 ).StPoint W.1j++
(year -iit - Point aculen 2

Im~

U

j

j

sum

IPlfoitf = Point ff

+ -qtI t otl nen s.2)*Stlpoint rr~j + (Yearpredidi Point actuabmean).2]

Local Tmin'for this elevation In the Drywell Tminlocal := 490
f (Ref. 3.25)

Curve Fit For Point 34 Projected to Plant End Of Life

!
e 1000

900

am0l

PWW 3 4

Tnmiuocal SB
x X

x

I I

mpit= -. 3

700

600

500

4

¶ 2
2030

2M00 2010 2020 2030

lopoint22 = 58212 yeapredi,:,. = 2.029-103
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The section below calculates what the postulated individual thickness would be if this point were to corrode

at a minimum observable rate observed in appendix 22.

Rate roin_observed :o 6.9

Postulated thickness :=Point 34 - Rate min observed'( 2 02 9 - 2006)

Postulated thickness = 572.3 which Is greater than Tminjlocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to

reach the local required thickness by 2029.

minpoint = 0.731 year prediCt22 = 2.029-103 Tminlocal SB22 = 490

(1000.minpoint- Trainjocal SB22)

required rate.
(2005- 2029) required at, = - 10.042 mils per year

j1

OCLROO19553
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Appendix 12 - Sand Bed Elevation Bay 19C

O 2
October 2006 Data•

The data shown below was collected on 10/18106

page READPRN( "U:MOFFICE\DlywelJ Program data\OCT 2006 DataNSandbedSBI9C.txt")
Points 4 9 := shovcells( page, 7,0)

!. ,

.1
j

Poinid4 9

0.809

0.679

0.8916

0.791

0.851

0.866
0.801

0.768

0.745

0.775

.0.66

0.781

0.83

0.794

0.862

0.695

0.87

0.715

0.733

0.88

0.852

1.059

0.814
,0.8~71

0.793

0.762

0.757

0.841

0.968

0.766

0.863

1.151

0.862.

0.867

0.901

V.961

0.865

.0

1.164-
0•787

0.75

0.906

0.92.

0.845
0.896
0.918

0.796

0.753

0.84

I I

4.

Cells ': convert (Points 49 .7) NODataCels := length( Cells)

( i

IFor this location no points were Identified (reference 3.22).

For this location point 20, 26.27, and 33 are overa plug (refer 3.22)

! j
~1

Cells Zero one (Ce~sNoJ.C.&,20)

Cells :=Zero One(CCIIsNo.DataCells 27

Cells := deletezewro cus (Cells,No DataCells)

Point 30 is the thinnest

Cells :=Zero one (Cells, No DataCells ,z6)

Cells :=Zero on Cels ,No DaaCells ,33)

fl

minpoint := min(Cells) minpoint = 660

2
OCLR00019554
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Mean and Standard Deviation

I' actual :=rmean( Cells 1 actual 823.822
(y actual := Stdev( Cells Saactual t- 79.123

Standard Error

a actual
Standard error •~No DatCCllh

Standard error = 11.303

!

Skewness
f*

Skewnes := '(No DataCeu).(el iata)( a l ). (C 2Skew ess (N O°DataC ells 7 1) (N oData e .~Its -2 X 0( actaW)3 Skewness = "0.366

Aft Kurtosis

NODatCefs.ataCataCeUs + 1)-y(CCds- Iactual) 4

Kutoi :=(No DataCells - 1). (No DataCells - ;2)'.(NO DataCells- 3).(a actual) 4 Kurtosis = 0"393

3.(NODataCells - 1)2

(No Data--s - 2)-(NoDataCels - 3

(. .

OCLROO019555
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Normal Probability Plot

In a normal plot, each data valq, is plotted against what its value would be if it actually came

from a normal distribution. The expected normal values, called normal scores, and can be

estimated by first calculating the rank scores of the sorted data.

*A,

1.-.

0 , II I

ml

* I

.1
j := 0. last( Cells) srt := sort( Cells)

Then each data point is ranked. The array rank captures these ranks,

:=j +-I-- _---r--rank
-srt irt. I

rank.• ~j,
PJ rows( Cells ) + I

The normal scores are the correspondingpth percentile points from the standard

normal distribution:
x := I NScore. : root[cnorn(x)- (pj),x]

I .. *
I

I
J,

,. -- -

~1

jJ

OCLROO01 9556 j
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Upper and Lower Confidence Values

The/tJpper and Lower confidence values are calculated based on .05 degree-of confidence 0a"

ODataCels :=length( Cells)

a: .05. Ta := (- )No•ta"s] Ta = 2.014

I

a actual
'Lower 9 5%Con : actual - Ta.

,4°Dat~els.

Uppe4*g5% C on ' factual + T a c

=No DataCells

Lower 95%/on= 000.066

,Upper95%Con = 847.578

(. )

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted In 1/2 standard deviation increments (bins) within +/-3 standard

deviations

! ~0-

Bins Make bins (I actuals actual)

2

Distribution := hist( Bins, Cells)

Distnbution = 9

The mid points of the Bins are calculated

3

k := 0.11 Md (Bins% Binsk+ 1) 2__
2 0 _ i

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given,

mean and standard devlatipn

normal ce:= puorm (Bins,, Ptl.- actal)

normal curve pnorm (Binsk.- ,I actual,- actual) - pnorm (Binsk IL actual, a actual).

~. )
normal curve := No DataCells .normal curve

OCLROO019557
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Results For Elevation Sandbed elevation Location Oct. 2006

The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and

upper 95% confidence values. Below is the Normal Plot for the data. *0
I.,

Data Distribution !

I.
t

.,

10

Distri"uon 6
all
normal MW

4

2

0
600 700

Lower 95o/.o,, 800.066

II acilal zz 823.922

( actual = 79.123

Standard error = 11.303

Skewness = 0366

Kurtosis " 0.393

I•.. !
• .. °. !

M 80 900 l000
Madqoits. MkIpoimu

1100

Upper 95%Con = 847.578

Normal Probability Plot

3-

2

.Nscoj o 0
xxx

-31

600

I I ,

X -

X

xx!/
x

X
X

The Normal
Probability. Plot
and the Kurtosis
this data is
dtnormallyb

2
2I ;° oi

.... °.

700 800 900 1000 100
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Sandbed Location 19C Trend

Data from the 1992, 1994 and 1996 is retrieved.

d :=0

For 1992 Dates d := Day yea(12,8,1992)

page READPRN( "U:\MSOFFICE\DzyweIl Program data\Dec. 1992 Data~sandbed\ata Only\SBl9C.txt")

0 Points 4 9 : showcells( page, 7 0)

Data.

!

Points 4 9 =I

0.822 0.757

0.683 0.716

0.815' 0.744

0.785 0.65"

0.839 0.782

0.867 0.833

0.835 0.861

* 0.792

0.693

0.879

0.713

0.732

0.88

0.889

0.994

0.797

0.859

0.766

0.762

0.756

0.842

o.9?2
0.753

0.856

1.147

0.859

0.852

0.896

0.979
0.887

0.222

1.152

0.791

0.736

0.884

0.931

0.9838

0.888

0.907

0.838

0.752

0.809

t .

mm .=convert(Points 4 g,7)
No DataCeUs :=length( nnm)

I

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22)

m -n Zero one(nm ,NoDataCCis.120)

nun : ero one(nnn ,NoDataCells 27)

Cells :=deletezero citfis um, No DataCells)

rum Zero o (annNo DataCells26)

min Zero (mm, No DataCells33)

minpoint :=. min(Cells) minpoint = 650
Point 2 1d := CellsPoint 2 1 = 650

J I
I measuredd := mean(Ce1s) a measured d = Stdev( Cells)

a measuredd
.Standard errord d

OCLR00019559
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I

d := dl1 -
For 1994

I .

page := REAibPRN( -U:\MSOFFICE\Drywell Program data\Spt1994 Data'sandbedData OnlySB19C*xt")
|.l .

IWatmd:=#Day yr<(9,14,1 9 9 4 )

Points 4 9 :=showcells(page,7,0)
g.0|

Data ,

t
!

j
.1

I
i I

Points 49=

0.816

0.677

0.813

0.787

0.841

.,0.871

0.836

0.757

0.738

0.736

0.666

0.782

0.832

0.853

0.982

0.694

0.876

0,718

0.734

0.886

0.892

0.979

0.798

0.855

0.762

0.764

0.766

0.851

0.904

0.762

0.838

1.153

0.856

0.867

0.9

0.952

0.897

0.221

1.149

0.787

0.735

0.902

0.917

0.831

0.884

0.906

0.834

0.748

0.831

I

.3
F

( I Mn := convert(Points 49 ,7) NODataCes := ength(nnn)
I

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22)

Dim Zero ne(nnn ,NO DataCells' 20)

ram Zero one (mm No DataCells, 27)

Cells := deletezero cells (nnn, No DataCells)

Point 2 1d := Cells 21

m:= zoe (=,No . 2

mmn := Zer on 0 (innm ,N~o ta~ell ,33)

In medd := mean( Cells) a measuredd := Stdev( Cells)
0 measured

Standard r rd= D

(. )

560OCLROO0195
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For 1996 d := d +-1

page := READPRN( "U:IMSOFFICBEDywell Program data\Sept.1996 Data~sandbed\DataOnly\SBl9C'txt")

Datesd.: Day year 9,16, 1996)

Points 4 9 showcells( page, 7,0) I

II. Data

4

I

Points 49.=

0.949

0.85

0.857

0.876

0.744

0.886.

0.854

0.836

0.701

0.8

0.771

0.802

0.851

0.854

0.892

0.752

0.889

0.75

0.772

0.876

0.905

1.11

0.781

0.861

0.862

0.758

0.791

0.839

1.017

0.755

0.907

1.141

0.87

0.871

0.926

0.998

0.944

0.918

0.895

0.867

0.728

0.856

0.935

0.866

0.945

0.916

0.845

0.742

0.834

.-. ,.( )
• .. °...' rum := convert (Poin.ts 49, 7) No DataCells lcngth( nn)

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22)

. m,:= Zero one (nn. No DataCeIls 20) nnm Zero rm.No DataCells ,26)

um Zero one (rum, No DataCells2), Zero o(ni,."o Dat.ac,.33)

CeUs := deletezem cells (ru, No DataCells)

Point 2 1  := Cells 21

d

meaurd d:=mean(#Cells) cr measured d Stdev(Cells)

0measured d

Standard errordi T 7
No DataCells

( *1

OCLR00019561,
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I

d :=d + 1
For 2006. S 9

'S

page ,:= READPRN( :UAMSOFFICE~rywell Program data\OCT 2006 DataýSandbecdSB19C.tx)" "

Datesqd : Day year( 10, ,16 ,20M6) '
, ". 7. D

* a I

Points 4 9 :=shows~lls(.page .7,0 ) .

.. '

!I
IV

,I,

$

.1
IData

I

Points 4 9 =

1 0.809 0.768

0.679 0.745

0.816 0.775

0.791 0.66

0.851• 0.781

0.866 0.83

0.801 0.794

0.162 1.059

0.695 0.814

0.87 0.871

0.115 0.793

0.733 0.762

0.88 0.757

0.852 0.841

0.968 0.961 0.92

.0.766 0.865 0.845

0.863 0 0.896

1.151 .1.164 0.918

0.862 0.787 '0.796

0.867 0.75 0.753

0.901 0.906 0.84

. I

).
.nan := convert(Poiats 4 9 9 7)

No DataCels := length( nam)

For this location point 20, 26, 27, and 33 are ovpr a plug (refer 3.22)

aim Zer one (mm NO D=.U 20)

Ulm Zeroon (nnn, No DataCeUs' 27)

Cells :=deletcze rov11 5 (nan. No ltCejjs)

nm =one' (mm'No Data~cns "e26

nail: Zeroon.(annn.No D.C.,rS33

U

hi

Point 2 1d := Cells21

I.,
-... •

a measuredd
Itmeur mean( Cells) a measjrd Stdev(Cells) Standard Grr ° datare

d d dR015

OCLROO0i19562
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation. Standard

Error for each date.

'Dates =

i.993-10.

1.99100

1.997* 103

2.007-103

F6501666
Point 2 1 = 771

[660

S 77.068
73.396

U measured = 82.35

. 79.123

I

819.156,
819.889

Ae r 853.8
823.82.2

Total mcais rows(IL measured)

11.01

10.485

Standard error = 1
11.764
11.303]

Total means=44

| • last( Dates)

SST :=
if'.0

(A measured. - nlean(P measured)) SST = 821.664

("'I
last( Dates )

SSE l (t11 masurei - yhat (Dates ILt measuredi))
2

i-0

last(Dates)

SS I R .~(Y'hat (Dates . tL.m di Ma t easured), - ea2

i= 0

SSE ='821.61

SSR = 0.054

DcgreeFr•ce :=Total means - 2

MSE := D SSE )

DSg=4 r 18 ss
MSE = 410.805

..DcgreeF ree g = 1

. SSRdSR :
, Deg ree rag

MSR = 0.054

DegrieFree st :-' Total meas - 1.

MT SST
DegreeFree at

MST = 273.888

St~trand er MS StGrand r_ = 20.268

F Test for Corrosion

F actaulReg - M " FqcriFial_i-g qF D e r-g'
L := 0.05

F rt rg F actaulReg
F critical_!rg -6F ratio reg = 7.076- 10

)
Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

OCLROO019563
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I
I ÷$

Therefore the curve fit of the means does not have a slope iand the grandmean Is-an accurate measure of

the thickness atthis location ,

i 0 Tota 1 Igrand m =ma(Leasured)
(I mesrd

6

I .

ogrand measured := Stdev (t. measured), GcgadStand error,
' dT~talmeans

The minimum required thickness at this elevation is Train gen SB. ..- 736 (Ref. 3.A§)

Plot of the grand mean apd the actual means over time
!

4

'I

*1

.1

I

go0

11 I
A' umsurad

pgmind measurd

TRIWgen SB

x x

4 f

T4

* -

750

1995 2000

Wagrnd measured° = 829.167

2005
Dates

GrandStandard 8.275

2010 *

)CLR000195641(
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(
To conservatively address the location, the apparent corrosion rate is calculated and compaied to the

minimum required wall thickness at this elevation ,

I s = pe(DatesImeasr) I = 0.022

The 95% Confidence curves are calculated

Yb intercept (Dates .P mea ). Yb 8

I .
ct :=0.05 k :=2029 - 1985 f .`0.. k- 11

I Yeapredict': 1985 +- f-2 Thick preict :=m s 'Y-pedict + Y b

I

IcThick aculen: mean( Dates) Sinn: (Dates. r miean( Dates 2

uppcrf := Thick predictf

I + qt( I - 2 , Total means 2 - StGrnmd •1 t -d 1) (yearprAiCt -u TY

lowerf := Thickpredictf

ardit 
(errdcf-Thc cuien

+ - t(It ,Total means 2. StGrand err" 1j I: (d 1 1 (-~2 mas* ( d "1 ) , sum

OCLROO019565
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"4
f

( I.

I .

1000

900

iowcr

~'memased

Tuftn-se SB

2W I

Location Curve Fit Projected to Plant End Of Life

I I I i

a'•

I

Ms = OrO24

IA *

I ~

• !

700

600

500

I

1980 1990 2000 200 A200
-r ,detj. y-apr~ct. y-rpe~dk. Dates. Y- rprdict

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the

lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness

by the plant end of life.

The section below calculates what the postulated mean thickness would be if this gdd were to corrode at a

minimum observable rate observed in appendix 22.

iwU

Rate min_.observed := 6.9

Postulated meanthickness := measured Rateminobserved'-(2018 - 2006)

Postuiated nunthickiiess = .741.022 which is greater than Tmhin_.gen SB3 = 736

~. )

OCLROO019566
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!. I
The following addresses the readings at the lowest single point

I SST pin :

last( Dates)

- Ei= 0
* Point 2 1 -mean(Point 2 1)) 2

(Point 2 1 -yhat (Dates ,Point 21 )) 2

3SSTpoint = 9.595.10

SSEpoint = 9.525.103
last( Dates)

"SSE point E
i= 0I

I .

$SR point.:

last( Dates)

i := 0
(yhat (Dates, Point 21)i - mean (PoiIut 21)) 2 SSR point = 169.399

PASE SSE poin
Dein reeTFree

MSEpon 4 4763*10~

SSR pointMSR point := SR it
DegrceFree reg

MSRpoint 69.399

S SSTpoint
MST point' :=. DegreeFre st

SMSTpoint = 3.198.103

Stpoint eff := JMSE point StPoint err = 69.012

F Test for.Corrosion

•MSRpoint
F actaulReg MS pin

MSE point

F actauLReg
F ratio_reg F.871-10-4

I

,. .

The conclusion can be made that the mean best fits the grandmean model. The grandmean ratio is greater

than one. The figure below provides a trend of the data and the grandmean

OCLROO019567
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sloe Dats Point 21)I po0 int =-076Y point intercept (Dates, Point 21) y'pnt 2.310

/ .
The• 95% Confidence curves are calculated

,Point curve := M point'Yearpredict +- Y point

Point actualmean :mean(Dates)

uppofntf :. Point cu.ve-

(D

I .

at (yearpict:- Po-nta•

+ qt i- ,Totalmean- 2 t-(d ) sIum

,opoint, = Point ,.. .,

Year t--2) s i + I Y'pre4ic- Point atuaimean

2 (d+o1) sum

Local Trnin for this elevation In the Drywel Trnilocl SBf (490 Ref. 2.35)

Curve Fit For Point 21 Projected to Plant End Of Life

.- ,.,

I000

900

Point 21

Tmuinckx SB

g00

700

X

Xx X

mpoint =-0.776

IM

500
-I0
20302000 2010

Dates
2020

lopoint 22 = 50.16 ycar'predict22 = 2.029o103
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The section below calculates what the postulated individual thickness would be If this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate minobserved 6.9

Postulated thickness Point 2 1 - Rate rin-observed.( 2 029- 2006)

Postulated thickness = 501.3 which Is greater than Trmin~local SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 650 year prediCt22 -2.029-103 Tmin_local SB = 490

j
. (minpoint- Trainjocal SB22)

required rate.
(2005- 2029) required rate. = -6.667 mils per year

.- '-'...

"•. ,o
.•.°.

OCLROO019569
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Appendix 13 - Sand Bed Elevation Bay ID

October 2006 Data
The data shown below was colle6ted on 10/18/06.

page := READPRN( U:MSOFFICIEIywel Program dat\OCT 2006 Data\Sa•dhed\SBID.txt")

Points := show7cdls( page, 1.7.0)'

Points.7 = [0.881 1.156 1.104 1.124 1.134 1.093 1.122]

* ..,J
* I

* ~hj

.4

61

J
I J

I I

I I I

Ce~lls vcrzQ'toins.7,, 1) No~atcbu : length(Cells)

Cells :Z 7m one(Ce1Is.No~at.CM 1)

Cells deletezmr 4~~(cells ,C-U.No DataCells)

..-. )

t

The thinnest point at this location is shown
below

minpoint : min(Points 7)

minpoint = 0.881

( )

OCLROO019570
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(
Mean and Standard Deviation

P actual :: mean(Cells) gactuaj =.1.122olO 3 a actual := Stdev( Cells j a actuaI L 22.221

Standard Erroi

0 actual
Standard erro

. . f FO Da aCells
Standard .. = 8.399

I

,o.° *'--...1 )

Skewness

Skwnss(NoDtaCells)(Ceis 
- actual)

(NoDataCells -. I)(NODataCeffs - 2).(0 actual) 3  Skewness =0.204

Kurtosis

, No DataCells- (No DataCells + I) I(Cels - pactual) 4

(NODataCells - )-(NoDataC _cs L-2)(NoDataCells - 3)3(aactu ) K s -
+ . . 3 -(NDoDataCels - I1) 2

(NoData~ll, - 2)-(No Dataýell - 3)

OCLROO019571
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Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by fist calculating the rank scores of the sorted data.

I-.
I

.9

.1t

J
J

j

j
j := 0.. last( Cells ) srt :=. sort( Cells)

|

Then each data point is ranked. The array rank captures these ranks.

Xsrt rt
I4

.9, *4

!

I I
I

.I .

rank.
J

(...•

The normal scores are the correspondingpth percentile points from the standard
normal distribution:

X:, NScor,= root[nonu() - (PO,] I
I I

;" *

<1

j

j
OCLROO019572
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Upper and Lower Confidence Values

Tbe4Jpper and Lower confidence values are calculated based on .05 degree of confidence "q"

No DaaCells length(Cells)

L :=.05. Ta := -- ;No ja Ta= 2.447

t actual Lower 95%Co = I'i'103'Lowcr.95 %/Con P=I actual -T (ZJO: aw r9elln 1-1 10

U P • 5 C n : ~ c u l - T a a., : ,U pc = 1 .1 4 4* 1 0 3
F DataCells

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the *Cells" data points are sorted In 112 standard deviation increments (bins) within +- 3 standard
deviations

, 0

Bins Make bim 0 aacua)

Distibution hist( Bins, Cells)

aDtribution 1

The mid points of the Bins are calculat6d

L_ 0

k:=0_11 ~~Midpointsk: (is is+1

2 0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given
mean and standard deviatiornL normal CUiveow' pnorm (Bins, P. actual- 0 actual)

normal curvek = inormsk+I actual aactur al) ,Pnoflfl'fl~k L actulaacta)

noma curve :=No DataCells -normal curve

OCLROO019573
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Results For Elevation Sandbed elevation Location Oct. 2006

The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and standard deviation; the kurtois, the skewness, the number of data points, and the the lower and

upper 95% confidence values. BEldow is the Normal Plot for the data. 'I

J
j

I ,-

Data Distribution
f . I

I

I actual = 1.122*10,

0 actual = 22.221
I S

Stakndar = 0.399

Skewness 0.204

I. ~

Distribution
X-

I
Kurtosi s = -1.261

( ).....
j!

1120 1140
Midp1oints, Midpoints

1200

L**er95o,0 AM 1.-1 UPpe 9 s./Xof = 1.144-103

Normal Probability Plot

1.5

0.5

NScore
xxx

0

I I I

X

x

X

x

X

* The Normal
Probability Plot
and the Kurtosis
this data is

* normally
distributed.

'4

U

-05- ~~1

-i-
( I

-1.5
10990 1100 1110 1120 1130 1140 1150 1160

sr!J
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Sandbed Loca~ton ID Trend

/ * d:= 0

For 1992 Dates4 : Dayyea(12.8.1992).

piage READPRN( "U:\MSOFFIC ywell Program data\Dec. 1992 DataMsandbed\Data Only\SBID.xt")

Points 7 := show7cells( page, 1,7, 0)

I

Data

I

Ppints 7 = [0.889 1.138 1.112 1.114 1.132- 1.103 16i26]

mm : con7vert (Points7, 7 . 1

Point 1 ~points 7
o°. . ..

NoDataCeffs := lcngth(mm)

mm :=Zero oe(nan -No aCcl;1

Cells := deletezro ceals (nnn, No DataCeuls)

Point 1 0.889

meauredd:= mean(Cells) a measured d Stdev(Cells).
dJ dcsl~ Mmeasured

Standard .l 41

! .)

OCLROO019575
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'gui

I
*1

For 1994

page pEADp1RN( "u-:\MSOFFCEVDiyweI1 Programn data\Sept-1994 Data\sandbedData OnIy\SB1D-4,t")

atd:=,Dayy 5 .r(9,I4,1994)

Points 7  show7cefls( page, I, 7,O0

Data

d :=d + I - j
.I

• !

1 j
I

q 1
I I I

U
Points 7 =[o0.879 1.054 0.o05 1.119 1.124,1.088 1.118]

mm= con7vert(Points 7 ,7. 1)"

No DataCells keWg

Pontd := Points 70

nnn

Cells deletezeo cls) (mn Nod0 DataCeUs))

11 easwedd ean( Cells) a csue Stdcv(Cells)

h( zin) JI "

-Zero one (m- ,NO DataCells - I

FI

tre.asured
Standard i

jNo Data~cens

(. i

FI
L

OCLROO019576
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For 1996

page READPN( "U:\MSOFFICEMDywell Program data\Scpt1996 Data\sandbed\ata'Only\SBID.txt")

Datesd.:= Day year(9,16, 1996)

8 of 16

d d -1
/.-...

( i

0
I .

Points 7 :=.show7cells(.pagc 1,7,0)

Data

Points 7  [o0.88 1.103 1.178" 1.146 1.194 1.134 .0.881]

nun con7vert,(Points7,7.1)

NO DaCelL := length( nun)

Point I := Points 7o

( . .

!

Cells ":dclctee cells (nnn" No DataCells)

• measured -mean(Cells) ao measured Stde
caudd'

uinn= Zero on (nunn N DataCell'1

nun Zero one (nun NoNo Dat1 e5 7)

(Cells) Standard en or nmud,
'O No

(ij'-.. ,..•.

OCLR0O019577
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I

d := d + I
For 2006. .I J

page READPRN( "U:.MSOFFIMCEDywll Progam data\OCT 2006 Data\Sandbed\SBID.txt"

Datesd' D:ay yea( 10, 16, 2006)

Points 7 show7ells( page 1 7,0)

I

f. t
m

,11

Data

I
4 1 I I

w~

Points 7 = [0.881 1.156 1.1d4 1.124 1.134 1.093 1.122]

tJnann: con7vert (Points 7 ,7. 1) No DataC ": length(nun)

Point Id:= Points 7

nann Zem-one (mmn, No DataCells II

I I

Cells deletzero cels (nnn, No DataCells)

0.889

I 0.879
point1 I

0.981
10.881J

0 measuredd
P m rerd mean(Cells) am ud= Stdcv(Cells) Standard D

d d dror

I
I

OCLROO019578 j
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Below are matrices which contain the date when the data was collected, Mean, Standard Devlation, Standard-
Eror for each date.

( .

1.9930 103

1.995.103
Dates =

1.997-103

2.007"103

I 0.889
0.879

Point / 0.881

0.881

I

. 0

1.12083"103 5.039

1.10133-103 Standard 10.05

itmeasured 1 error 13.622I
1"Is1"1°3 18.399

"I.12217"103"j

measured=

13.333

26.591
36.042

22.221]

Total means := rows (I measured) Tota men =4

{ )
last( Dates)

SST :=

i-=0
(It me.ur, - measurtd))2 SST . 1.256-103

* last( Dates )

S•E = (ip measured. yhat (Dates me r)).2

i=0
SSE = I 1.242-103

last( Dats)
SSR E

i= 0
(Yhat(Dates, limeurM)i _ m=a(ittm.=;.)) 2 SSR = 13.63

DegreeFree ss := Total means - 2 DegreeFree reg := I

SSE
-MSE "-

DegreeFree ss

MSE = 621.213

StGrand OT MS

MSR SSR
DegreeFree reg

DegireFreet = Total - 1

SST
MST :t ,

Dle•eFree st

MST = 418.685

4

MSR = 13.63

StGrand err = 24.924

OCLROO019579
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t

I

( F Test for Corrosion
MSR

0.05 F actauiIl g := MSR:= 0.05 : (MSE

FI ,

FF actReg

ratiojcg := .ta-L-=g

•Frai._6•'ýg =,u.85-1o4:' .,

Therefore no conclusion can be made as to whether tpe data best fits the regression model. The figure
below provides a trend of the data and the grandcrneqn

I I ' = (

0... Imca.|

SI

'I

*0

I -

I.
, I

1
O grand ineasured

agrand nwsue Stdev (I iesired GrandStandard eror

The minimum required thickness at this elevation Is Tmingen SB1 : 736 (Ref. 2.35)

Plot of the grand'mean and the actual means over time

I

x.xx

X.11001-

It nmur

x xx

Tammnjga SB

10001-

9Do

8001-

2000 2005 2I
2010

(
1995

1 .124*103

2M0 2W05-
Dates .

GrandStandard . 10.231

OCLROO019580
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To conservatively address the location, the apparent corrosion rate is calculated and compared to the
minimum required wall thickness at this elevation/

..;.

ms := slope (Dates, Pe..d) ms = 0.344

The 95% Confidence curves are calculated

Yb intercept (Dates.l, t men, ). Y b = 436.885

ct := 0.05 k := 2029 - 1985 f :=.0.. k- I

IF
yearpredict := 1985 +I f-2 Thick predict :=m s yearpredit + Y b

Thick actualmean mean( Dates) $in (Dates d~ mean( Dates))

, - Th;A-r ..

='VV•" f ."

)
predctac,

2) s 1.et. 1 i (YearprediCt _- Thick aCtUaimean) 2

4tI- Ttlmean's -1 2 surn rr
I

.(-1qt 2 .Total mean s 2 tG fr + d 1) (Yearpredict

I, *J

OCLRO00019581



Location Curve Fit Projected to Plant End Of Life
a.t a

13 of 16 I

j

I
I .

l~'n

-a

1200"

Ibick Predwic

lower

m ncamcrd

Tminjzen S13

1100l

1000

I WV

* 0.

...........

I

J

An=0,.344

II#

I "

j

9OO

I"I

I
g00

I.

700
191•0

I i I •

0 1990 2000 *- .2010 2020
YCar prdc.Yeff pmedict.Y=7 predict. Dates.Year preict

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band-this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minimum observable rate observed In appendix 22.

Rate min observed := 6.9

Postulated mcantliickness : measured - Rate min*obsrved( 2029 - 2006)

I

I
I
IPostulated meanthickness - 963.467 which is greater than Tmingen SB3 736

( i

OCLR00019582
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' The following addresses the readings at the lowest single point

/-

Iast( Dtes)

SSTpint ' E .

I i=0

(Point M (point 2)
SSTpoint = 5.9-10-5

last( Datte-S

SSE point

i = 0

(Point I yhat(Dates, Point 1 )i)2 SSEpoint =4.97710-

SSRpoint
I

last( Dates)

i= 0

SSEpor
MSE point :=

DegreFre

MSE point = 2.48*1-

(Ynt (Dats, Point I SSm (Point)
2

MSSRpointt
€ ss DegreeFree rg

- MSRPojn 9234.,10

SSRIoi = 92340101

SST
MST point -p

DegreeFme st

MSTpoit = 967-10-5

M. .a

" StPoint :='EM
StPointrr 4.98-8.10"

F Test for Corrosion

MSRpoint
Facta _ .UMSE point

• ' ~F aetanlRe
F ratio rg teg

Fcritical r0g

F ratio rag = 0.02

Therefore no conclusion cdn be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

i ;

OCLR0109583
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m t slope (Dates, Point 1) -mp0 1 -2.93-10-4 .ypoilit intercept (DatesPoty point 1.448. 6I
Point curve := m point'Yearpreddct * Y point

*1
I

Point actua•nean := mean( Dates)

tzppointf := Point curvi"

Stan (]Ztd- mean(Dates))2.
j aei

.0

. I"

I e

+ t\ I T ota n ~ ~ ois (dr 1)pcit. Point actualmearl2

4I 1
I I -I I

lopoint,.:= Poit

+t "t+ +)+-~ (I - 'Ttlen -I .-SoInr- ÷ (d + 1)+

*1

(year ' - Poi ."actahcan42

I'.smo

U°.. ). Local Tmin for this elevation in the Drywell Tmin..local SB := 490
f (Ref. 3.25)

I
Curve Fit For Point I Projected to Plant End Of Life

0.95

0.9

XXXSTwin locl sa

X
X- X x

-4m~point = 2 .93 - 1O

0.25"

0.8
ii

U
A. " 2000 2010Dates

2020 2030

lopoint, = 0.829 yeapredict. = 2.029-10

La
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* The section below calculates what the postulated.individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate min-observed =6-9

Postulated thickness -Point 13" 1000- Rate minobserved'( 20 29 - 2006)

Postulated thickness - 722.3 which is greater than Tminlocai SB 3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 0.881 Year predict 2 = 2.029"O°3 TrainLocal SBI = 490
_'22

required A (1000-minPoint- Tmin local SB)

(2005- 2029) required rate. =-16.292 mils per year

.. '.' )

.1 *1

OCLR0019585
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Appendix 14 - Sand Bed Elevation Bay 3D

October 2006 Data

The data shown below was tollected on 10/18/06.
0. .

.. I *

page READPRN( '1 U:MSOFFICE\Diywell Program data\0017 2006 Data\Sandljcd\S3D.txe"

Points 7  show7cells( page, 1,7,0)

Poi7= [7 1.199 1.189 1187' 1.173 1.156 1:187 1.166

I I
4

.1

.4

!

I I
I

Cells con7vext (Points 7. 7, l'No Datai 5  legt( Cells)

Cells deletezero cells (Cells, NDataCells)
( ....

6u

!

t

The thinnest point at this location is shown

below
minpoint := min(Points 7)

minpoint = 1.156

( .3

OCLROO019586
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Mean and Standard Deviation

IL actual mean( Cells) itactual = 11*0 a actual := Stdev( Cells) a actual 'L 15.054

'Standard Errol

Standard :=., actual

, jo DataCecls
Standard "rr = 5.69

I.

.1

Skewness

Skewess 
(NoDataCels) 

X(Cells- t, actual)
3

(NONaael - I) .(NoN ta~Iis - 2) .Qi actual) 3  Skewne~ss = -0.71

Kurtosis

Kuttosis :=DataCeIW(NO taCelb + I>X(Cells P , actual)4

(No DataCefls - 1) (No Data~ells - 2) -(No DataCelis -3) (- actua 1,4 K~rtD~iS -0.848

+ 3-(NoNa-ClcI - I) 2

(No Datactus - 2) -(No DataCelIs - 3)

o. .

OCLROQO01587
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. ..

Normal Probability Plot

In a normal plot, each data vahij is plotted against what its value would be if it actually -came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

j : 0.. last(Cells) srt .--.. sort( Cells) "
II . . # . .

Then each data point is ranked. The array rank captures these ranks ,-

l. ~ranl•"

"srtl=srt I
SI g i I I o

| I

rank .
p rows(Cefls) I 1

The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

X:I NScore. : ro cnorm(x) - (p)X..

U

OCLROO019588
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U

L
L

L

Upper and Lower Confidence .Values

TheAJpper and Lower confidence values are calculated based on .05 degree of confidence ,.

No rlataCells . length( Cells)

0t := .05 Ta2 - No VioatC~CIIS] TdX 2.365

I .

• o actual
'LOWer 9 5%Con =actual - Ta* a

UpscDataCellat

Upp,+ 95%/Con 11 actual + TU .... o cul

I tIF° DataCel

LIOWCr9syCon 1.I1 66*103

,Upper 9 5o/.C = 1.1930103

These values represent a range on the calculated mean in which there Is 95% confidence.

Graphical Representation

Disýibution of the "Cells" data points are sorted in 112 standard deviation increments (bins) within +/-3 standard

deviations

Bins Make bins (P actual, o actual)

Distnbution hist( Bins,Cells)

The mid points of the Bins are calculated

Distanbution

V

z..L j

0
0
0

0 .

0

0k := 0.. II Midpoints, ': (Bins..- Binsk+ 1)
2

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given

mean and standard deviatignr

normal 11-0 := pnorm (Bins,1 ;i actual, o actual)

rnon | curvek , p o•0 m(B kns',,. actual.-0actual) - PnorM (B nSkl t' actual -( aactual)-
/ ,' i

. ./

normal curve := No DataCells 'nonnal curve

OCLROO01 9589



Appendix 14 C-1302-187-E310-041 Rev. No. 0
. I

Sheet No.
5of 16

J

'U

~1

,o.r'

Results For Elevation Sandbed elevation Location Oct.2006

The following schematic shows:.the the'distribution of the samples, te normal curve based on the actual
mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower and'
upper 95%/6 confidence values. Below is the Normal Plot for the data.

0

I

Data Distribution
I.

I

1t actual =1"18.103

G actual = 15.054,
I I

Standard = 5.69

Skewness =-.471

Kurtosis - -0.848

( S

0 ' -~ . . .. ~..LJ..J.
1120 1140 116D 1180 1200

MidPOinls, ldiPOhMt
1220 1240

Lower 95 0/oCon = 1.166-1(03 UpPer9SCOco = 1.193o10o

Normal Probability Plot

I!

I

0.5

NScorejXX X 0

I I I

Xx

'C

Xx

x

The Normal
Probability Plot
and the Kurtosis
this data is
normally
distributed.

I
U

-0.5

..- i

I. J
-I- ,

1150 [I& . 1170 1180 1200
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Sandbed Location 3D Trend

/. d :-0

For 1992 Dayyear( 12,8,1992).

page READPRN( "U:MSOFFICE\DjIwcl1 Program data\Dcc. 1992 Data~sandbed0ata OnlyWSB3D.txt")

Points 7  sbow7cells( page, 1, 7, 0)

Data

Ppints7 = [1.198 1.191 1.191 1.184. 1.159 1.182 1.169]

f
Ann conlvert(points 7 .7. 1 ) No~at 1el Iength(nnn)

cells.. deletezero tellso(nnnot ) PoNnt 5 ,Ce•S 4

P moa.rdd :=can( Cells) ma•nureid := Stdev( Cella) IFadr o m.daStandardero .-
errorcll

OCLROO19591
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d d +- 1I
For 1994 It

page.:= REAbPRN( U:-MSO•VICE\Drywell Program data\3ept.1994 Data~sanbed\Data Only\SB3D.t.t")

iatesd :" Day year( 9,14,1994)
.4

Points 7  show7cells( page, 1,7,0)

Data

4

I

! I
I

I

Points77  1.194 1.194 1.191 1.194 1.164 1.184 1.168]

am con7vat (Points,7 ?1')
No NDataCeI lls ength(nnn)

. -"

&mi

Cells.= delctezero cells (nun, No DataCells)

Point 5d := Cells4

It easremdeaýn=(CelS)' a esrdd: Stdev(Cells) Standard rford m-easured,

eFoDataell

'Ra

OCLR00019592
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d d +'1
For 1996

page READPRN( OU:\MSOFFICE\Dsywell Program data\et.1996 DatA~sandbeJd~ata Only\SB3B.txt")

Datesd Day Y,( 9, 16,1996)

Points 7  show7cells( page. 1.7.O)

Data

I

Points 7 [1.194 1.192 1.181 1.139 1.158 1.185 .1.173]

i.. -- !..
nnn :=con7vert (Points 7 7, 1

No DataCells length( mm)

I

Cells : deletezero • el (mm. No DataCells)

Point 5d := Cells4

.tmes i :=can( Cells) a measured := Stdev(Cells)
dI d .

•omeasuredd
Standard -rror m d

d O DataCeIs

f

OCLROO019593
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(' i f -

For 2006. I

page READPRN( "U:hMSOFFICE\ ¢ywell Program data\OCT 2006 Data\SandbedSB3D.txt")

Dates d, :-Day ye(10,16 ,2006) ,

Points 7 show7Mlls( page, 1 ,7,0 )

I

I
t I

II, *4

I Data

I •

4 I
I

Points 7 [ 1.199 1.189 1.1,7 1.173 1.156 1.187 1.166]

(*)
nm: con7vcrt (points 7.7,1)

No DataccUs := lkngth( wam)

Cells deletezerocells (nnn. No DataCells)-

Point 5 :Cels 4

UIC mean( Cells) a measre Stdev( Cells) Standard measuredd

d d d =No

1.,..

OCLROO019594
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I

Below are matrices which contain the date when the data was collected.
Ehor for each date.

Mean, Standard Deviation, Standard

Dates

1.993-103

1.995.103

1.997- 103

2.007-103

3

1: * 64*103
Poiit 5=

1.154- 103

- 1 .156-103
!I ,

A1 measured I-

1.182-103

1 .184. 103

*1.175-10 3

1.1g.103

Standarderror =

5.164

4.891

7.518

5.69..

m measured

[16.663 1
12.941

19.89

15.054.J

Total means -= mws(A measued) Total nens = 4

(°.
Iast( Dates)

SST := ( sured - Ir measrd

i='0

SST = 50.796

last( Dates)

SSE (At measured. yhat (Dates,.li1 measured) 1)2 .

last(Dates)

SSR (yhat(Dates, It measured), - mMean(I measured)) 2

i=O0

SSE-= 47.157

SSR -- 3.639

DegreeFree s := Total meow - 2

MSE := SSE
DegreeFree ss #

MSE = 23.578

DegreeFree reg := I

[SR := SSR

DegreeFree reg

MSR = 3.639

StGrend er = 4.856

DegrFeee st := Total me - I

MST '- SST !:

DegreeFree s

MST = 16.932

St~mrad er := 0i

F Test for Corrosion

OCLROO019595
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U
I.

F actauLReg MSR
a 0.05 Go MSE I .

F crtjical' : qF (I - aDeCreFme,,gDeg ceeFree.
-T6.

. aicýreg F criicai-reg

I.

F ratoaýreg 8.337- 10~ SF"

Therefore no conclusion can be made as to whether th'e data best fits the regression model. The figure

below provides a trend of the data and the grandmean

I

j1 :=,0.. Total... r1 I I' ~zgrnd casucd1 3= m me(as~ured)

GrandStandard maue

4errorean

I

agrndmeasured := Stdv (Itmeasut~)

The minimum required thickness at this elevation is TminLgen SB. "= 736 (Ref. 3.25)

t I Plot of the grand mean and the actual means over time
!

x x 71
1200 -

HOD10-

P rasurcd
x xx

Tmmnga- SH

*1000 -

goo-0

o00

1995 2000
Dates

2005 2010

grand n ured ° ", 1.18 -103 GrandStandard error = 2.057

OCLROO019596



Appendix 14 C01302-187-E310-041 Rev. No. 0

To conservatively address the location, the apparent corrosion rate is calculated and compared to the

minimum required wall thickness at this elevation
/

Sfieet No.
12of 16

o,.

m := slope(Dates.,p j) ms = -0.178

The 95% Confidence curves are calculated

Y b :=intercept (Dates 'g measure) ,Y'b= 1.535-10

M t := 0.05 k := 2029 - 1985 f:=0..k- 1

I,
yI
yCrpi7 edictr := 1985 j- f-2 Thick predict :=ms-Yeapredict • Yb

Thick actualmean :"- mean( Dates) sum (Datesd -r mean( Dates) ) 2

"'""'i upper, := Thick predictf-

rKl+(d + 1)
Thick actual-==1)2

I

sum

lowerf := Thick pedictr .

+ -[ qt I t , Total me=
2 '

yer1dc Thickocnlen
2)SIGrand e.rJ1 - I +___f_ _ I

(d+- 1) SUMJ

I I

I

)

OCLR0019597
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U

t
I

I

. I. I

q I

Location Curve Fit Projected to Plant End Of Life

a .. ' .

4
!I

I'M . .

1200-

Thick Pdict

nm.csur6~I

Thrnjcn SB

I100

1000

I I *I I

I .1

pF~

I .8 -
I ~ a I

S I

* I I I I

|

I

UIs -0.7

.f,

I

*t
I -

L

900W

S00D

I 01990 1990 2000 2010 2020
Y-a praid-Y y reffir Y ,yedict DmtcaY-pedict

2030

Therefore even.though F-ratio does not support the regression model the above curve shows that even at the

lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness

by the plant end of life.

The section below calculates what the postulated mean thickness would be If this grid were to con-ode at a

minimum observable rate observed* in- appendix 22.

Rat m observed 6.9

Postulated meanthickness 1 neasmured - m min observed 2029- 2006)
2

Postulated meanthickness = 1.021"I03 which is greater than Tmin gen SB3 = 736

OCLROO019598
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The following addresses the readings at the lowest single point

Point'5 d :=.Cells4 •

SST.jo~

Last( Dates

i=O

SSE point--

I last(Dates

SSR point :=
i=0

MSE SSE Poi

E point := Fn

(Point 5 niean(Point 5 )) 2

(Point 5 - yhat (Dates Point 5 )i) 2

)I

(Ybat (Dates, Poi 5 ) - mean (Point

MSRnitt SSR point
ss DegreeFree r

MSRpoint 14.833

SSTpi -=..34.75.

"SSEpoint = 19.917

5) )2 SSRpoin-t= 14.833

SS Y poilt
MST point :t

DegTpeFree 1

MST po~int Il.583*,

.. -.(

64SEpon 9.959

StPomt ier := 4MSEpoint StPoint . = 3.156

L

*F Test for Corrosion

MSRP 0it
F actaul-Reg MSE point

F rtioý reg F actaulteg
F critical reg

F ratio reg = 0.08

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

('

OCLROO019599



Appendix 14
1

C-1302-187-E310-041 -Rev. No. 0 Sheet No.
15,of 16

. 3

S slope ( Ma .Point) poitt = - 9 Y0 point y = .intercept(bates Point Y int = 1.816,IO

Spo

The 95% Confidence curves are calculated

Point curve m point-Yearpiedct 4- Y point

Point acninma "can( Dates) sum ( (Datesd - mean( Dates))2

4uppointf := Point cm'vef

1 + qt( 1 - 2-,TotaW mm 2 )StPointcrr 1 ( 1) y r t PO1d+tactuaimean 2

- +(t-l)sum

lopointr : Point ctfv" rf- Year d -Point P

at 1Fqtci ac.a-ncan)
qt I - -. Total men -StPointer + + d ÷a1Pi

2 ma (d +I) sum

" 'Local Triin for this elevation it

1200

1000

m rh•I'ruwal! Train lin sI := Oln
...... ~ •....."-'• :S~ (Ref. 3.25)

Curve Fit For Point 5 Projected to Plant End Of Life

-XX X x

I 1

tppoint 0 i.359

Point 5
XXXTmunjlocal SB

POO

too

-.•) 2O"O 2010
Dates

2M20 2030

lopoint,,,j = 1.12-103 Year predit 2.029-,103

OCLR0019600
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..
The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate min_observed := 6.9

Postulated thickness := Point 5 - Rate mijnobserved.( 20 29 - 2006)
3

Postulated thickness '- 997.3 which is greater than Tminijocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 1.156 year predict2 = 2.029-103 Tmin_local SB22 = 490

,./ .

required rate.
S(000.minpoint- Tminjlocal SB 22)

(2005- 2029) required rate. = -27.75 mils per year

(. ,1

OCLROO019601
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I,
Appendix 15 -Sand Bed Elevation Bay 5D

October 2006 Data

.The data shown below was-collected on 10118/06.

a ; , t I a

page READPRN( "U•MSOFFICE\Diywel Progmn data\OCT 2006 Data•SandldBSD.txt).

Points 7 := show7ceils( page, 1 ,7 ,0)
I 0 a,

Poinft7 = [1.174 ,1.191 1.186 1.1P7 I1.1S7 1.1,94 1.184)

Cells : con7vcrt (Points 7 , 7, INo DataCels := length( Cells)

U

n.j

j

I]

I

I

Cells := deletezero cens (Cels. No DataCells)

The thinnest point is at point I at this location Is shown below

minpoint := mi(Points 7 )

minpoint= 1.174

O

OCLR00019602 •
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Mean and Standard Deviation

Pactual =mean( Cells) acua1 = 11810 a actual Stdev( Cells) actual ft 5.ý82

'Standard Errot

G actual
Standard ero :mr

SNo DaZtells
Standard error = 1.997

Is

Skewness

Skewness (No DataCells) _ 1.(Cells -
nactfua)3

(No Data~lls - I)(No DtaCJUj-2) - aatul) Skewness =i1.514

*1 Kurtosis •

Kuktosisll No (14( DataCells + I ) XI(Cenls - It
KumsosL :=

(NO DataCes.-1 I) (No DataCe1s - .2)- (No DataCells 3) .( actual) 4 Kurtosis = 3.468

+ 3-(No DataCelis )2

(No DataCells - 2) -(No DataCeVns - 3)

'... ."

OCLROO01 9603
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(Z

Normal Probability Plot

In a normal plot, each data valiqp is plotted against what its value would be if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data.

I0.

' " I

j := 0.. last( Cells) srt := sort( Cells) :4
Then each data point is ranked. The array rank captures these ranks I

a14 a

. :=j ." 1 rank
i

I . ' =srt- srtj
I I '4

f
I

I

I

rank.

rows( Cells ) + I

(. . )-,

The normal scores are the correspondingpth percentile points from the standard'
normal distribution:

x1=I NScore. : root[cnonn(x) - (p.) , x]

I.

4

Irni

...

OCLROO019604
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Upper and Lower Confidence Values

The4Jpper-and Lower confidence values are calculated based on .05 degreeof confidence "i'

NODataCells length( Cellss)

a := .05• Ta:= 1 ,No ataCeus2 Ta = 2.365

I .1

PLower 9 5%Cen :L actual - Ta. actual OWCr5/n= 1.18103

INo4Dataciis.

, actual
Uppet 95%Con It actual + Ta" 3

* 
4 ~~Is UlPler9O,6CWfl 1.189010

These values represent a range on the calculated mean In which there Is 95% confidence.

Graphical Representation

. Disitibution of the *Cells" data points are sorted In 1/2 standard deviation Increments (bins) within +1- 3 standard

deviations

I ~0"

Bins Make bins (P actual', actual)

0

Distribution := hist(Bins, Cells) 0

Distribution = 2

The mid points of the Bins are calculated

* k, :0-11 Midpointsk (Bin= + Binsk +)

k2

TheMathcad function pnorm calculates a portion of normal distribution curve based on a given

mean and standard deviatign

normal cuv 0  pnorm (Bins, 9 actal, 0actual)

normal curvek pnorm(Binsk +"I i ,actuala actual) - pnorm(Binsk Iactual, actual)

normal curve := No DataCells -normal curve

OCLROO019605
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( -.•,
Results For Elevation Sandbed elevation Location Oct. 2006

'a.

The following schematic shows: the the distribution of the samples, the normal curve based on the actual
mean and standard deviation, the kurtosis. the skewness, the number of data points, and the the lower and"
upper 95% confidence Values. Below is the Normal Plot for the data.

,uJI . I

Data Distribution
• !

I J

IL acaWl 1"185.103

.o actual 5.282

Standard 1S97Sknd -error1314

Skewness = "-1514 a

I

I

DidId.

A.

I~JKurtosis = 3.- 468.

.1

1170 1175 1180 1185 1190
Midqoins. Mkdpoints

I

1195 1200

3
Lo"e 9 58/o~o = 1.18010 Upper 95%Con = 1.Ig9.1O3

Normal Probability Plot

I

0

NScor j

.5

x

1.5 x

0 x

.5 x

x

" The Normal

* Probability Plot
and the Kurtosis
this data is

. normally
distributed.

-0 j
o

.•°

-I.
1170 1175 ' 1180 rIs8 1190 1195

OCLROO019606
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Sandbed Location 5D Trend

/
Q 4- U

For1992 'Datesd Day year(12,8,'1992)

page-:= READPRN( "U:AMSOFFICE\Drywehl Program data\Dec. 1992 Data\sandbed\Data OnlySBSD.txt")

Points 7  show7cells( page, 1,7,0)

Data

Points 7 =[.164 '1.22 1.167 1.185 1.18. 1.174 1.178]

nan := con7vert Points 7. 7,1) NoDataCells := length( nnn)

!

Cells := deletzero (c, No ' taCelj )

Point Id := Cells0
PPoint1 1.164.10-

e mean(OCells) a measured := Stdev( Cells)IL fmemqrddd Standard .-'- 0 measured
eSa orrd o D

OCLROO019607
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t I

t.
f

For 1994
I g

*1

d :=d+ 1

'Page :READPRN( -U:MSOFiMCEODiwell Program data\Sept.1994 Data~sandbed\Data Only\SB5D~txtw)

I?a". *.=-Day y.49.14,1994)

Points 7  show7cells( page, 1 7, )

off

•Data • •

|

-I
Ii I

I I

1 1.1

Poit 7 = [1.163 1.172 1.155 1.174 1.171, 1.17 1.173]1

win : con7vert (points 7 .7, 1
NoDataCells := lcngth( nnn)

W

Cells :=deletc emo llsa nnINoDataCells)

. Point, d :, Cellso

Inrmasrcd : men~( Ce~) a measured : Stdev( Cells)
a measuredd

S tandard error . := Da

No DataCefis

(. )

OCLROO019608



C-1302-187-E310-041 Rev. No. 0
Appendix 15

Sl'eet No.
8of 16

, a

(:

For 1996
4 4

page READPRN( •JU:\SOFFICE\Diywell Program data\Sept.1996 Data\sandbed\Data Only\SBSD.txt")

Dated. := Dayyea(9,16,1996)

" :=d .-1- I

Points 7 := show7cells( page, 1,7, 0)

DataI,

!

I.

'Points 7 = [1.163 1.18 1.168 1.178 1.174 1.17 L175]

run := con7vert (Points 7. 7,1)
No Data~lks := length( mmn)

I

cells := deletezero cls(nnm. NO' Data'Cells)

Poi nt 1 d := Cells0

:= mean( Cells) measured Stdev( Cells)
e acd

o measured,
Standard e =

r No DatIs

.....

l" ")

OCLROO019609
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For 2006.

page READPRN( "U:MSOFFICEDrywell Program data\OCT 2006 DataSWadbed\SB5D.xt"x)

d :=d+ I

I.

'S.

'Sdt .

D)ýtes~, := Day year(I10, 6 ,2 006)

Points 7 := show7cells( page, 1 ,7,0)

jtl

Data
I

I I I I.

I

Ponts7 = [1.174 1.191 1.196. 1.187 1.197 1.194 1.184]
. 7 #

-( . .) win := con7vert (Points 7,7.)
No DataCells := length(amm)

~bI

Cells := de•1etzeo ceus("I .No° tCjlis)

Point Id := Cells0

e meCssurldd.
ptmeasuredd := mean( Cells ) co measredd := Stdev( Cells ) Standard -rr- :=

d d M ,d 4 ° DataC~ells

OCLROO019610
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°•

Below are matrices which contain the date when the data w"s collected, Mean, Standard Dqviation, Standard

Error for each date.

Dates

1.993-103

1 .995-10~

1.997. 10

2.007-103'.
F*

I , .

PointI =

S.•tandard -ro=

1.164?1IO

1.1,63-10~

31.163*101

-1.174-103

7.04j[2.617
2-245
.1.997J

It measured1

1.182. 103

1. 169-103

1.173*1

1.185.103,

18.627

6.925
measur = 5.94

5282 -.

Total means := rows(It measured) Total means = 4

(-. + )" last( Date

SST Z
S i=0

, last( Dates)
SSE :

i=0

last(Dates)

SSR E

i= 0

(ii easiired, - mean (1 measured))

(IL measured, yba P~tates. 11 mcasuredO)l

(ybat(Dates,11meaure), - mean(It m.,su

SST= 173.362

SSE= 119.919

))2 SSR = 53.443

DegreeFree st Total means - I

MST SST

DegreeFree st

MST = 57.787

Deg'=Fre ss := Totalms - 2

SSE
MSE S=V ,

DegreeFre6 s

MSE = 59.96

StGrand Ir: E

DegreeFree rg := I

SSR4SR := R

DegreeFree reg

MSR = 53.443

StGrand = 7.743

( (

OCLROO019611
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I

F Test for Corrotion

._ MSk•
,,

0.05 atireg FF a-l..

Fcritical -g f aF1  aDegreFrecigDre eFre SSY

FactauLReg
FFTa o - eg F critical -reg - I"

F rati9_=eg 0.048

Therefore no conclusion can be made as to whether tep data best fits the regression model. The figure

below provides a trend of the data and the grandnrear•

i :=0 -Total masgrand - redi mean measured)

I

(...+--

d measured Stdv (It measuredi) Gerror grand measured

The minimum required thickness at this elevation is Tmin_gen SB. 736 (Ref. 3.25)

Plot of the grand'mean and the actual means over time
1

.|

I I e

1200

1100

2010

12i

P uicasted
x x, ,c
-~a easued 1000

Tmmjezgm SB

gm F-

8001-

.1
000 200

1995

igadmeasured0 IT1

2000 2005
Dates

GrandStandard err = 3.801

OCLROO0196"
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, I

To conservatively address the location, the apparent corrosion rate is calculated and compared to the
minimum required wall thickness at this elevation/

Ms := slope(Dates,p measured) mes = 0.681

The 95% Confidence curVes are calculated

Yb intercept(Dates Peasred). Yb = -183.458

at := 0.05 k =2029 - 1985 f := 0.-1k

F
I yearpredictf := 1985 +. f.2 Thickpredict := ms.Yearpredict + Yb

Thick actualmean m mean( Dates)

upper,= Thick preti-

suia (DateSd ,- mai( Date~s)) 2

+ qt 1----,Total means - 2 .StGrandW d+1 )2 (d- +l)
(Year predict, - Thick. ctualneau)

2

sum
'=

lower := Thick predict.

+ 1"'fq -t( , 2Total meas, ~2) StGrand. 1+-J
2 (d +1I

*1

(Yearp,,5 djj5 f - Thick actualmean) 2I

I

OCLROO019613
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a.

Location Curve Fit Projected to Plant End Of Life
a'

t

i

I

vmnfl

1200

7bhproid 1100

lower
- 000

It mesured

_ __WN 900

"'V a -.

I I
g I I

I I

a'

Ms q.681
!

I

(. )

6

314

lIEU- "- -" " a
1920 1990 2000 - 2010 202RQ 2030

Y~ ~• ye Xdit ~ p=i, asYr Xic

Therefore even.though F-ratio does not support the regression model the above curve shows that even at the

lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness

by the plant end of life.

The section below calculates what-the postulated mean thickness would be if this grid Were to corrode at a

minimum observable rate observed in appendix 22.

' Rate min obsered 269

Postulated meanthickness '1 measured 3  Ra b .(2029 2006)

Postulated meantickness = 1.0260103 which Is greater than Tingen SB3 = 736

..- '". Io;
•.4. °+

OCLROO019



Appendix 15 C-1302-187-E310-041 Rev. No. 0 Sheet-No.
14 of 16

I

4
(

The following addresses the readings at the lowest single point.
t|

last( Dates)

SST point
i= 0

Point 1 Ceils0

SSTpoint = 86,

I . • I-

( Point i- mean(Point1))' -
.6

'I, ItI

last( Pates)

SSE point
i = 0

(Point I- yhat(Dates, Point 1 | 2 SSE-pint = 8.99
t

I

I I
q I

,i
I

(. )

last( Dates)

SSR point a te (yhat (Dates, Point1  - mean (Pointi1) 2

i=O

MSE SSE point MSRPO .t SSR point

DegreeFrp ss DegreeFree reg

MSE point = 4.495 MSRpoint = 77.01

SSRpoint = 77.01

._SST point

MST point S~on

MST point DegreeFree

MST point =28.667

I.

stpoint eff F E point StPoint er. = 2.12

F Test for Corrosion

MSRpoint
F actauLReg MSEpoint

F actaulReg

Fratioreg 'F criticalreg

F ratio reg = 0.925

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean and the apparent rate which is positive which is not

credible.

OCLROO019615
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o•.,-....,

,° npint= slope(Dates"Pomt ) mMpoint = 0.817 ypot intercept(Dates.,Point 1 ) point = -466.893

TWe 95% Confidence curves are calculated

Point curve m point'Yearprndict -- Y point

Point actualmean := mean( Dates) sum (Datesd - mean( Dates ))2

i
uppolnttf . Point curve,© ___________________

F

+ qtI t.Total means - 2).StPoint er..J (d + 1) + (Ya%~ dc~ Pon cuIznan'1
2 (d+.Isum'

lopointf :=Point curief

_____ ( eaP ijctf -Pitaciualrnean.I

+-qt1--2oa means~ )S~itI. 1 t (d+ 1) sumJ
t
l

, --....,'. j
., .'

Local Tmin for this elevation in the Drywell

Curve F

£ _________________

Trainlocal SBf := 490 (Ref. 3.25)

It For Point I Projected to Plant End Of Life

I I

12001F

low01--

Trin local SB

X X 9

mpot= 0.817

SM 1--

I

2000

~K )
2010

Datm
2020 2030

=2.029-103.3
lopoklfi2 = 1.173010 year rdc2

OCLR00019616
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The section below calculates what the postulated individual thickness would be If this point were to corrodeat a minimum observable rate observed in appendix 22.

Rate mrmobserved 1- 6.9

Postulated thicknessin :=Point 1 3 Rate min_observed( 2 29 2006)

Postulated thicknessin = 1.015-103 which is greater than Tmin-local SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point toreach the local required thickness by 2029.

minpoint = 1.174 Yc rprediCLt 22 2.029l103 Trainjlocal SB2 = 490

( ....;i
.. (100.minpointo Tiniocal SB,22)

required rate.
(2005- 2029) required rate. = -28.5 mils per year

)

OCLROO019617
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Appendix 16- Sand Bed Elevation Bay 7D
Sj

October 2006 Data

The data shown below was'collected on 10/18/06.

I" .

pg .page- READP1LN( HU:•[SOFFICE\DryweIi Program atOC206Data\Sandi•d\B7D tt) .

Points 7  show7cells( page, 1, 7,0)

Points7 L 1.144 11.147 1.147 1.18 11.102 1.135 1.116]

4it

t

I

Cells *= con7vert(Points .7,7, 1'No DataC e gh(Cells)

... •

u

Cells delee Cells (Cells*.No D=No .. )

The thinnest point at this location Is shown
below inpoit := min (Points 7)

mifnoint = 1.102

'I

OCLRO0019618
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Mean and Standard Deviation

/
I actual := mean(Cells) 9actual = 1.133-103 Gactual := Stdev(Cells) Sactual -'= 17.279

'Standard Errot

Standard r actual

TNo DataCells
Standard effor = 6531

I.

..o...

Skewness

Kurtosis

No D (No DataCells I ) (Cells -actaca)
4

Kurtosis

(No D:taCelb -)I(No MUCes - .2) -(No DataCells 3) ( actual) 4 Kurtosis 0.193

3•-.(No DataCells.- 2 )

*7N (Noe - 2)- (NI DataCl - 3)

( iJ

OCLROO019619



Appe~ndix 16 C-1302-187-E310-041 Rev. No. 0 Sheet No.
.3 of 16

. "|

Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would be if it actually came

from a normal distribution. The expected normal values, called normal scores, and can be
estimated by first calculating the rank scores of the sorted data. ,I

* , a

j := 0. last( Cells) sr: sort( Cells)

Then each data point is ranked. The array rank captures these ranks r

r.:j t-1 _"______-

X srt'-srt. I
rn % IId It

'1' . 4

6AJ

I

I I .

rank.

p rows( Cells) + 1

C )
The normal scores are the correspondingpth percentile points from the standard
normal distribution:

x< := 1 _ : ,NScore:= ,,o,,crm(x) - (pj).]

wi

I

'NJ

j
OCLROO019620
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Upper and Lower Confidence Values

TheiJpper and Lower confidence values are calculated based on .05 degree of confidence "q

NODataCells length(Cells)

a .05 Ta qt I - 2-No DataCells Ta = 2365

• a actual

r, Lower 95 %e :=n It actual To' Lower 9 5 %/QCon= 1-.17-103
JNo DataCells

. 6 actual
,'Upper 9 5%Con := 1 actual +- Ta: .Uppcrqj/., 1.148.103t/a o DataCeis 9 5%Co .

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cells data points are sorted in 112 standard deviation increments (bins) within +- 3 standard
deviations

Bins M

Distribution hist(Bins,Cell)

Distribution = 0

The mid points of the Bins are calculated

0

k:=O0.l1 M.dpos (Binsk + Binsk+,) 0
2 0

0

The Mathcad function pnorm calculates a portion of normal distabibtion curve based on a given
mean and standard deviatign

normal Wcurve pnonn (Bins,, 11,acu actual)

normal. pnor. (Binsk+IIactual, acu - pfof(Bifsk taWl a =,t).

normal curve := NO DataCells .'nrmal curve

OCLROO019621
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i

Results For Elevation Sandbed elevation Location Oct. 2006.
SII

The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and standard deviation, the kurtosts, the skewness, the number of data points, and the the lower and
upp&r 950/6 confidence values. Below Is the Normal Plot for the data.

Data Distribution

lia

n. na - o

1.133.103

0ac-tua = 17.279

Standard error = 6.531

Skewness = -1.186

Kurtosis 0.193

-- ~-1

jI
(* i

1140 1160
Midpoints, Midpoints

1200
!

I"

ow""r'9 50/a~o = 1.117-~103 UPPer 95c/.~n= 1.148010 3 ~~~1

F-Normal Probability Plot

I

O01-

4i-
NSComre-
xxx

I I I

x

x

x

x

x.

the Normal
. Probability Plot.-

and the Kurtosis
this data Is
normally
distributed.

-0.5•1-

(
*.. p

-1 -

I I•10 1110 1120 1130' 1140 I1SO

W
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Sandbed Location 7D Trend

/ 'd=-0

do 0

For 1992 ' Datesd Dayycar(12,8,1992)

page• READPRN( "U:-AMSOFFICEDrYwell Program data\Dec. 1992 Data\sandbedData Only\SB7D.txt")

Points 7  show~ccfls( page, 1,7,0)

Data
| "

I ,

Points 7 = [1.147 '1.149 1.15 1.15 1.111 * 1.127 1.122]

,..-•-.,/ -

mm : con7viert (points 7.7, 1) NoDataCell := lngthi(nnn)

I

Cells := deletezero cells(n-nn No DataCelhS)

Point 5d Cl11s4

Poit 5 - 1.111.103

Smeasuredd :mean('Cells) • measuredd :2 Stdev( Cells)

Standard D

( . ,. -j

OCLROO019623
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For 1994
d := d- 1

-page REAbPRN( U:.MSOýFFCE\DryweII Program data\Sept.1994 Data~sa~ndbed\Data. OnlyMSB7~xt"

Points., :=sboW76e1Is(pagc 1, 7,0)

Data

I ,4 I
I I 4

Points7 = [1.143 1.146 1.137 1.146 1.135. 1.134 11.113]

( )
Mnn con7vcrt (Points 7 ,7.1)

NoDataCCIIS := length(n m)
i

Ii~

Cells :=deictezer cells (Tnn -No DataCells)

Point 5 := Cels4

l tieasured := man( Cells)- a Mesue :=Stdev( Cells)
d d

CT measurcdd
Standard =ord

OCLROO019624 j
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page' READPIRN( "U:\SOFFICE\Diywell Program data\Scpt. 1996 Dati~sandbed\atd OnIy\SB7h.txt"

Datesd Day ycw( 9 ,16 ,19 9 6 )

d d ..

fI

Points 7  show7cills( page, 1,7,0) 1

Data

Points 7 = [1.152 1.15 1.146 1.15 1.113 1.126 1,1261

I-

mm *= con7vwrt (Points 7 , 7,1 1)
NoDatael~s :=Iength(nnn)

Cells :=deletezero cegmm ,nnNo DataCells)

Pont5  -Cells4

Smeasuredd
P measured~ mean( Ceffs) aG aue Stdv( Cells) Standard d

dd erod No Ca

[' )

OCLR00019625
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d := d - 1 601
For 2006 4 4

page READPRN( UA-M4SOFFICE')rywell Program data\OCT 2006 Data\Sandbed\SB7D.txt)

.. esd, :=Day r(10'16,200)"

Points 7 show7cells( page, 1,7,0 )

4

4

4O 0 .I

Data

4 I

!

I I I

Points 7 1.144 1.147 1.147 1.138 1.102 1.135 1.116]

.tm con7vrt (pointls 7 .7, 1)
No DataCels := lwth(wn))

. I
I

cells :=deletzr es(mnnNODataIlls) 1-1

point 5 := Cels 4

measured- d
1 measuredd := mean(Cells) G measuredd := Stdev( Cells ) Standard :=

drrrd •No DataCcPls J

OCLROO019626
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pelow are matrices which contain the date when the data w9s collected. Mean. Standard Deviation, Standard"

Etkor for each date.

1 .993* 103

Dates = 195
1.997. 10

-2.007*1O -

F1.137-10~
SmeasuredL .3*0I1.138-103

l.1330103

Total mens rws( eri)

Point 5
1.135-103

.1.113-103

1.102*0

6.137Standard 
4-3193

error 5.902 I
6.531 J

a measured =

16.236

11.427

15.616
17.279,J

Total means =4

(. - -.

last( Dates)

SST .= (i. measuird. - mean(pI measured))

i-0
.SST= 13.592

SSE = 2.987

Iast(Dates)
SSE S• := 0

last( Dates)

SSR :=
i= 0

(A measured. - yhat(Dates IL neasured)i)2'

(Yhat(Dates , 'mmsurie)i - mean(rI•)me
SSR = 10.605

DegreeFree ss:= Total means- 2

"MSE p- SSE

Degreefree53

MSE = 1.494

Sth err := M

DegreeFree rg:

[SR := SSR

DcgreeFree reg

MSR = 10.605

StGrand = 1.222

DegreeFreet := Total means - I

MST SST
DegreeFree st

MST = 4.531

(' )

OCLROO019627
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1 .
F Test for Corrosion 61i

a * 0.05 FactaulRe .- j
.F( -eg Deg

Fraltio reg qF I a

FacntacaLReg

jtcFree j IDegreeFree
-.

.1

4

Fratio reg 0.384

Therefore no condusion can be made as to whether the data best fits the regression model. The-figure

below provides a trend ofthe data and the grandmean

i := 0. Tota m=- 1 0 1

agrnd Measured s~tev (, measured)

Wzgand in ud =mean(I maurd

GrandStandard amdMaue

I

~1

.~~1The minimum required thicknes.s, at this elevation Is - Tmin'gen SB. 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time

1200

x X

!100 I

x x x*
-VM rn-iw

TrIUJ- ~91

1000 I
1.9W I-

lO - "

1995 2000
Dates 2005 2010

I. pgrand measuredo = 1.136.103
0:

GrandStandard r. = 1.064

I

I'

IOCLROO019628
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To conservatively address the location, the apparent corrosion rate Is calculated and compaied to the

mi01mum required wall thickness at this elevation

ms :=-slope (Dates, I u ) =, =-0303

The 95% Confidence curVes are calculated

Y b := InfltmePtkLDates -Pmeasured) Y b =1.7420103

at := 0.05 k := 2029- 1985 f ,= 0.. k - I

yapredictf := 1985 +- f-2 Thick~~ M= n.Yer prdc +- Y b

Thick actualmean := mean( Dates) shmin (Dat T mean( Dates
i~

upperf Thic predicti.

+ qt 1 tI Totameans~ - 2jStGrand~ 4I. _

(d - 2)
(Year et - Thin k

lowerr = Thick prdict

+• ~fqt~ " St2) err" ~ 1 (yearprcdictf Tick actualmean)2
-z'T~tam•'sid +'(dI- ):" sum

J

OCLROO019629
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I 6J

Location Curve Fit Projected to Plant End Of Life

12MV

1200-

iUppa

TmuIngeu SB-

1100"

I000

a i a a

- I.

4 a

a a a a

.4. I

eel *,

!

*0

* I

miS=

0

I

900 * lieu

.1()°. ...
t00-

!

1910 1990 2000-. - # .2010 2020
Yewr pmffdlc.Y p~~year F.d-Yrpfc DM-ca Y-a pdi

1 2030

j
Therefore even though F-ratio does not support the regression model the above curve shows that even at the

lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness

by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a

minimum observable rate observed in. appendix 22.

Rate min observed i= 6.9

Postulated meanthickness A measured3 -Rate min _observed 2029 - 2006).
7-

Postulated m .eanthickncss = 974.014 which is greater than
Tmin.gen SB3 = 736

1

OCLRO0019630
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The following addresses the readings at the lowest single point

last( Dates

SST point. =
i=O0o

I. SSE 6ojnt

last( Dates)

1=0

last( Dates)

i=0

)
(Paint 5 1 - mean (Ponit 5 ))

(Point 5 yhat(Dates ,Point 5 ),) 2

(yhat (Dates, Point 5 ), - ear!(Poin 5 ):

SSRpoint
MSR Diit.- ot

Sp Degt= eFm12

MSRpoin = 214.276

• SSTP~inr = 5SS75 ..

.SSE point =374474

2 SSR = "214.276

MSTpoint :M-S point

DegreeFree t

MST point = 196.25

*1.

SSE point.
MSE pot.t"- DegreFeCe.

MSE point = '187.237

StPoint err :=IMS it StPoint err = 13.683

-.F Test for Corrosion

UMSRpoint

Factaul Rg - MSEpoint

F actauLReg
F r tio -re : -F criticaL~reg

F rtino_ = 0.062

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

OCLROO019631
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. It

In -t lope ,Pl~S 3In slpna e1363 yopoitt :intercept(-Dates, YPint., Ypoint 1"839-10
T poiat

The 95% Confidence curves are calculated

6.J

•Po'incurve := mpoint.yearpredict + ypoi

Point actualmnem: mean( Dates) su ](Datesd - mean( Dates)
d Y

uppointf Point fWvef '

I t
+ qt I - , Total means - 2 StPointc. 1 - 1 -

o2 (d+ 1)
I+ +

ala 'a

( year Predictf r- Point /canen
sum

!

Iopointf " Point u f-curve,

art m (y predictr - Point actualmean)]
+ [qt~ 1 •i Total means - 2 -Stpoint Crr" I +- + -

I

-4

(..... )
Local Tmin for this elevation in the Drywell Tmin local S:3 := 490

(Ref. 3.25)

Curve Fit For Point 5 Projected to Plant End Of Life

. i

1200W

1000

Point 5
X XX
Twin IacaI SB

x
x x

800

I

I

60Mo

Inpoint -1363

D30

OCLROO01 9632

I
I

I 2"00 2010
DWcs

2020

1 opoiut 951.274 Year predict2 = 2.029

21

.1
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate miniobserved 6.9

Postulated thicknessin :Point53- Rate min._observed'( 2 02 9 - 2006)

Postulated thicknessin = 943.3 which is greater than Tmin.local SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest Individual point to
reach the local required thickness by 2029.

minpoint = 1.102 year predict22 = 2.029" 103

(1000.minpoint- Tmin_ local SB.,2)

(2005- 2029)

Tmuinlocal SB2 2 = 490

required rate. :=
required rate. = -25.5 mils per year

OCLROO019633
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Appendix 17 - Sand Bed Elevation Bay 9A
'II

October 2006 Data

The data shown below was uollected on 10118106. Ip

page :=READPRN( "U:•VMSOFFICE€IIwl Program data\OCT 2006 Data\Sandiedl\SB9A.txt" )
I

'I

.0

.0

Points 7 := show7cells(page, 1.7,0)
S1,

Points 7 =[1.158 '1.159 1.162 1.159 '1.159 1.153 1.13]
! I I

Cells := con7vert (Points 7,7, 7.1 NDataCells length(Cells)

.. ..)
I

Cells deletezero cells (CllsNo DataCells)

The thinnest point at this location Is shown
below

hu.

minpoint '= nn(Points7 )

minpoint = 1.13

La

(. , *.

OCLROO019634
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Mean and Standard Deviation

/It actual :=mean( Cells) It actual = 1.154*10 3 G actual := Stdev( Cells ) a actual *= 11.041

'Standard Erroi

o actual
Standard error

,No DataCells
Standarderor = 4.173

I
Skewness

Skewness :(No-DataCel).X(Cql _ actual)3 3 .

(NoDataCells- l).-(NODataCells- 2). ( actual) 3  Skewness = -2341

Kurtosis

( !

No DataC.ells (No DataCells - I) .- (CeIls - actual)
4

Kuttosis :=(No i~ ~s _, ataCel a - Cels .2).(NODataClls - 3).(O actual)' Kurtosis = 5.687

+_ 3.(Noiace- I ) - 1).

(No0 DataCells - 2):- (No DataCelis - 3)

OCLROO019635
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i

e

f.
Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Would be if it actually came

from a normal distribution. The expected nonnal values, called normal scores, and can be

estimated by first calculating'the rank scores of the sorted data.
.I

I I it

j := 0. last( Cells) srt := sort( Cells)

I

.t

Then each data point is ranked. The array rank captures these ranks,

£rankj .=

1,s

1 6

I
I

rank.JiPi : rowvs(cecls) ÷I

( )
The normal scores are the correspondingpth percentile points from the standard
normal distribution:

X ':I NScore := roofcnorn(x)- (pO),x]

L

~ 1

'U.

!

!

i

•° ... ,.

Wi

OCLR00019636
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( Upper and Lower Confidence Values

TteAUpper and Lower confidence values are calculated based on .05 degree-of confidence "*

NoDataCells length(Cells)

a:= .05. Ta : (1 .p,NODataCells Ta = 2.365
I2

actual
Lower 95 %Con - It actual -T. Lower 95%Con =Ta. 3"610" "jN° DataCells'-

•-• Upi4 95%Con '= it actual "I- To. actl ,Upper 9 5 ycon = 1.164"103
,•,No DataCells

LThese values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

(..) Distribution of the "Cells data points are sorted in 1/2 standard deviation increments (bins) within +1-3 standard

deviations

Bin Make bins (1 actual, a actual)

0 
0

Distribution hist( Bins, Cells) 0

Distrbution

The mid points of the Bins are calculated

• - 0

k := 0-11 Midpointsk (Binsk + Binsk+1)
2 0

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given

nmean and standard devlatipn

normal curve, pnorm (Bins, il actual aactual)

normal curve = (Bin+I itactual.naractual) - pnore(BU actual. actual)

norml crve:= NO DtaCells -normial curve

OCLROO019637
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Results For Elevation Sandbed elevation Location Oct.'2006

The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and standard deviation, the kurtosis, the skewness, the number of data points, and the the lower end

upper 95% confidence values. Below is the Normal Plot for the data.

Data Dtbi
Data Distribution ,. .

IJ
.I

. !

5

I I *I I I
4.

I

I 4 I
4

if# '4

Wactual 1.154"10'

a acn = 11.041

Standard .= 4.173

Skowness = -2.341

I.

Distaibulion
3

2

1 'H

J

I I

Kurtosis = 5.687 II

1120 1130 1140" 150 1160 1170

Midpoinfts Mkipohits
1180 1190

i °

Lower 95WACn 1.144*103 Upper 95c/Con =1.164*10 3

Normal Probability Plot

|*J

I

0.5 -

NScorej
xxx

0

I I I I

x

x

x

xx

-0.5 -

-1
* I

* j

-1.51
1100 1110 1120 " 1130 1140 1150 1160 1170

I
I

srtý
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(
Sandbed Location 9A Trend

/ • d :=0

L
L

LL
L
L

For 1992 ' Dates d Dayyer( 12,8,1992)

page READPRN( "U-:MSOFFICE\Dywell Program data\Dec. 1992 Data\sandbedData Only\SB9A.txt•')

Points 7 show7cells( page, 1, 7, 0)

Data

!

Points 7 = [1.162 1.161 1.164 1.162 1.161 1.157 1.133]

( )

anr n :=con~vert(Points", 7 .1 No DataCells := length( mm)

I

Cells := deletezero cells (nn. No DataCells)

Point 7  :=7 d CeIls6

Point 7 = 1.133-103

It measuredd .- mean? Cells) a measuredd : Stdev( Cells) Smeasur~edd

Standard e=rord ' me° d

INO DataýCels

-I,.*

OCLROO019639
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.°,'. I

For 1994 I

page REAfbPRN( "U:'MSOFFlCE\Drywell Program data\Sept1 994 Datasandbed\Data Only\SB9A&txt"

* pattepd :=,Da~y ar(9,1 4 ,19 9 4 )

:=-d+l •

Points 7 :=show7cells( page, 1, 7,0)
4.0

• t|,
.4

.9

Data !

Q °

.4
,4

I I
I

Points 7 =[1.162 1.164 1.168 1.163 1.157 1.155 1.132] Im~

, m := con7vert (Points 7, )
N4ODataCells .'= length( nn)

I

Cells :~delteroclls (fl .NO Data~cIs)

Point 7d := Cells6

1

p measuredd := mean(Cells)- a meisuredd := Stdev(Cells)
d0

0measured
Standard m derr /NO DataCells

)*

OCLROO019640
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For 1996
SI S

page READPRN( "U:.MSOFFICE\Drywell Program data\Sept.1996 Data\sandbed\ata Only\SB9A.txt")

Datesd := Day year( 9 ,16,1996)

d := d .-*I 1

Points 7 '= show7cells( page, 1 ,7,0 ) I

F Data

!

I

Points 7 1.163 1.161 1.162 1.159 1.159 1.153 1.127]
I

(.-.
nn : con7vert (Points 7;7,1 )

No DataCells := length( ram )

I

Cells := deletezero 1eas (nm.NO DataCells)

Point 7d := Cells6

11 measured := mean( Cells) a measuredd '- Stdev( Cells)
d d

- o measured
Standard erord

FN° Data Uis

•. j

OCLROO019641
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d :=d +

j

$

For 2006
'I

page READPRN( "U:\MSOFIMCE ywell Program data\OCT 2006 Data\Sandbed\B9A.xt")

D atesd := Dyea(10, 16,2006) 1.

Points 7 :=show7cclls(page, 1,7,0)

* Data

I,

#.*

-S

-a

S. h~

4

S I I
I

Points 7 = (1.158 1.159 1.162 i.159 1.159 1.153 1.131

6.

.÷--.--,.

......... ) nnn := con7vedt(Points 7 ,7, 1)
NoDatzC ls := len•th(nnn) !

Cells := deletezero ceu's (mm-No DataCells)

Point 7d := Ceils 6

mcasurtd
P meaured ,= mean( Cells) gmeasurdd Stdev(Cells) Standard d

aFo DatCells

t")

OCLROO019642
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Below are matrices which contain the date when the data wqs collected, Mean, Standard Deviation, Standard•
Eror for each date.

1.993-163

1.995*1 O
3

Dates 1.9- 0

2.007olO 3

Point 7 =

L33.103

1.132*103

1.I27.1lo

1.13*103

4.102

4.524 1

4.803

4.173J

I
I

I

Smeasured~

31.157*10

1.155*10~ 3

1.154- 103

Standard error= O measured =

10.854 1
11.968-

12.707

11.041.J

Total means := rows(t measuredj) Total means= 4

last( Dates)

SST
I i= 0

last( Dates)

SSE := E
i= 0

(P measured* - mean(I measured)) 2
SST = 7.158

(P measured, - yl.t'(Dates , IL maue),)2
SSE = 2.28

last( Dates)

SSR := E

i= 0
(yhat(Dates P measured) - mean(P redi)

SSR = 4.878

DegreeFree 5s := Total means - 2

MSE '- SSE
DegreeFree s

DegreeFree ,,t 1- DegreeFree st := Total me - 1

MST SST
DegreeFree st

SSR4SR :=
DegreeFree reg

MSE = 1.14 MSR = 4.878 MST = 2.386

StGrander MS StGrand Crr = 1.068

OCLRO0019643
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IF Test for Corrosion

I .

a := 0.05
MSR.

.FactauL Btg MSE

F ertia~ g. qF (I a- aDegreFiree rg Degrefie ree 'i
.6

F actaul-Reg

Fatio reg F,criticajreg

:6t

60
I

" I"

F ratioreg = 0.231 J,,
I &ii~

Therefore no conclusion can be made as to whether the data best fits the regression m4MeI. The figure

below provides a trend of the d9ta and the grindmeard
*1 f

I

I

i :=0.. Totaliem- Ilgrand me~surd. := mean (0 measured) I

0

agrand Ixeasuired :=Stev (tt mesrd

agrand measured
GrandStandard

i'ilal'l

I

( ...)
The minimum required thickness at this elevation is Tmin gen SB. = 736 (Ref. 3.25)

Plot of the grand.mean and the actual means over time

I I

1200

x x x'

11001-

Tnminjen SB

I000l-

900 F

am00

kc
,.--- ..

"* o•.o,.'
1995 2000

Dazes
2005 2010

ggrand ficsued. = 1,15,6-&3~ GrandStandard erwr = 0.772

OCLROO019644
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To conservatively address the location, the apparent corrosion rate Is calculated and compared to the

minimum required wall thickness at this elevation
/

m s := slope (Dates, p measured) mS. = -0.206

The 95% Confidence curves are calculated

Y b iiatemPt(PatCS tmc.6&).)Y b .=1-567-103.

a t := 0.05 k := 2029- 1985 f =0..k- I

I
Yearpredictf 1985 +- f.2 Thickpredict m .*Year predict + Yb

Thick actualmean := mean( Dates) sim ~ (Dates d -r Mean(Dates)) 2

1.11
upper, :=. Thick predictf ".

+ qt I -, Total means - 2).StGralld r.It +1
(Year predict, - Thick actualmean) 2

sum

lowerr := Thick predictf

t-~\ -,Total means 2).Sto3ncr ff ( ++ trand, *2 den , d+ 1I
(Yearpredict 1 - Thick actualm.an) Isum

OCLRO0019645
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I .

%I

Location Curve Fit Projected to Plant End Of Life
. I~~ a I

I.

I

.1*

.1
1300

12001

Itick pdc

upper

Tminje SB

1100

I

1000

I * I I

I.

* I

4 I

2

I _ ~ I I

II,

Trg -P0

I

~ad

900

800
( I

I

a

700
1980 1990 2000 2010 2020

Year pmfeietl Y-ar plrdict, Y- vredid. Datesl=. y- ifd

2030..

Therefore even though F-ratio does not support the regression model the above curve shows that even at the

lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness

by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid were to corrode at a
minimum observable rate observed in appendix 22.

Rat miin observed := 6.9

Postulated meanthickness Mesured - Rate min- observed-( 2029 - 2006)

Postulated meanthickness = 995.586 which is greater than Tmin.gen SB 3 = 736

( *1

OCLR0019646
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The following addresses the readings at the lowest single point

/

,last( Dates)

SST point E .
i--0

F last( Dates)

SSE point
i=0

(Point 7 mean (point)

I

*SST pit= 2 1

SSE point= 1834
I

ont 71- yhat(Dates POint

last( Dates)

SSRpoint := E
i= 0

SSEpoin
MSE point "-De oini

DegreeFree

(yhat(DatesPoint 7) - mean(Point 7)) 2

SSR pojm

MSR point Dereeint

ss DegrecFree reg

... )

SSRlpint = 2.651

SST point
MST point poi

DegrceFree st

MSTpoint 7

!

.MSE POint = 9.175 MSRpoint = 2.651

StPoint : StPoint . = 3.029

F Test for Corrosion

MSRpoint
F actauLReg := point

MSE point

F actauLReg
F ratio reg F criticalMg

Fratio_ reg 0.016

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure

below provides a trend of the data and the grandmean

OCLROO019647
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I.

* I

*1

I ipoint slope (DatesPoint 7) .=n p -0.152 point :=1 intercept(Dates. Point 7) y point= 1.433*103

The 95% Confidence curves are calculated

,Point curve I= poxint'Year predict + Y point

Point acta :ea mean( Dates) Sum : j(Datesd en ae

* uppojntf:, Point curvef-

[qtl-tes )- .StPoint (year prcdict point actualmean)2

Iopointf :=Point curve -

t, tnt err] (year predict, Point actuahnesln)+ -[qti 1 -,Total means--2 -S 1+ t

2 (d d+ I) sum7

Local Tmin for this elevation in the Drywell Tminilocal SB f 490 (Ptf. 3.25)

Curve Fit For Point 7 Projected to Plant End Of Life

! i6w

I .1

1200

two0 I-

Tminulocal SB

goo

XX X X

Mpit= i-0152

6001--

2000 2010

lopoint22 = 1.099.103

2020 2030

year predict%2 = 2.029-103

OCLR0019648
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(f
The section below calculates what the postulated individual thickness would be if this point were to corrode

at a minimum observable rate observed in appendix 22.

Rate minobserved := 6.9

Postulated thickness :=Point 7 - Rate minýobserved.( 20 29 - 20 0 6)
3

Postulated thickness = 971.3 which is greater than
Tminjocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to

reach the local required thickness by 2029.

minpoint= 1.13 year predict22 = 2.029-103 TminJocal SB22 = 490

-( 1000-minpoint- Tmninjocal SB 2)
required rate.

(2005- 2029) required rate. = -26.667 mils per year

W1

( *1

1'

OCLROOO19649
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Appendix 18 - Sand Bed Elevation Bay 13C

October 2006 Data

The data shown below was 'collecied on 10118106. p. 2

pa~ge := READPRN( "U:AMSOFFICEDyell Program data\OCT 2006 Data\Sanded\SBl3c.txt" ) . A9

Points 7 := show7cells(page, 1,7,0>

Points7 = [1.146 1.148 1.148. 1.149 1.144 1.128 1.134]

' !

Cells := con7va~t (ons,,
-P't 7.7 , 1/ No Dtels.length( cells)

|aCel I

II

I

I I !

U

cells :-- deletm= ,I,,1 (Cells, No DataCells)

The thinnest point at this location is showrt below .

minpoint min(Points 7 )
minpoint = 1.128

OCLROO019650
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Mean and Standard Deviation
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(

It actual := mean( Cells) tt actual = 1.142"o10 Oactual := Stdev( Cells) a actual - 8.162

'Standard Erroi

a actual
Standardceror

er No DataCells
Standarderror = 3.085

I

o " -.

Skewness

(No DataCells) .I(Cell5 - actual)'

(No DataCells - I) .(NoDaCels - 2) .(C aCtU) 3  Skewness -1.255

Kurtosis

No DataCelli& (No DataCells + I) .I(Cels I actual) 4

* (NoDataCeffs - )(NoDataCells - 2).(NoDataCells -3).(ar actual) 4 Ktoi 0.4

+ 3o-.(N oDataCells - 1)2
(NoDataCells - 2).( No ,Cels - 3)

i*

OCLROO019651
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Normal Probability Plot

In a normal plot, each data valup is plotted against what its value Wvould b6 if it actually came

from a normal distribution. The expected normal values, called normal scores, and can be

estimated by ffrst calculating the rank scores df the sorted data.
. j

I , II !• I , !

j : 0. -Last( Cells ) srt : sort(Cells) U
.1

Then each data point is ranked. The array rank captures these ranksr

+ =j rank,.- J1=-• -

. _srt= =sr IJ4 I

I,1

I

I

rank
p := J

rows( Cells) +- I

The normal scores are the correspondingpth percentile points from the standard

normal distribution:
X :=I NScore. roofcnorm(x) (pX]

~Im'

~1C. o -- ),

I

i-i

1

'... .o '

*1

OCLROO019652
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Upper and Lower Confidence Values

TheUt•pper'and Lower confidence values are calculated based on .05 degree'of confidence "n"

No DataCells length(Cells)

a .05. Tot I )NoDataCells Ta= 2.365

;2)

L actual
Co owr5Co=. 1"35o-10,

* Lower95%c actua Ta* Lower95.135. 1

TNo DataCells

* 4

• #* 0 actual

Uppe4 9 5%Con := I± actual + TaO C*aUpper 95 Con 1.15.103

,, o DataCells 
"

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +/- 3 standard
deviations

I 0

P ins Make b in(Pat a l) 0
I-

I .

Distribution hist( Bins, Cells) 0

Distribution 0

The mid points of the Bins are calculated

0 i

'k :..11 (Binsk - Binsk + 1 O)
0.Midpointsk 22o

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given

mean and standard deviation

normal curve0  pnorm (BiIns, -P actual, 0 actual)

. normal curve, pnonrm(Binsk+i ,1t actual, actual) - Pnorm(Binsk'lt actualOactual)

normal curve No DataCells 'no" curve

OCLRO0019653
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.4

Results For Elevation Sandbed elevation Location Oct. 2006
S 4

The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and:standbrd deviation, th6 kurtosis, the skewness, the number of data points, and the the lower and

upper 95% confidence values. Below is the Normal Plot for the data,

~~1

I . I
! , !

Data Distribution

,actual 1.142-10 .

atud e.16 85

Stardard err=3.085

4 j

I
Distribution

nmmal •uv

Skewness =-1155

Kurtosis = 0.104

I

.°--*.

I

1110 1120 I130 1140 1
Midpoints, Midpoints

150 1160 1170

3
L'Ower 95 %/.Co = 1.135-10 UPPer 9 5 -o,4 = 11.0

Nermal Probability Plot

I I

I

0.5

KsC=orXXX a

I 4 I

x

X

X

XK

XK

The Normal
Probability Plot
and the Kurtosis
this data is
normally
distributed.

-05&

.-- '-..' i!

• .. o..

-1

-# C I
1125 .1130 1135 1140 1145 1150

I
OCLROO019654
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U

Sandbed Location 13C Trend

d :=0.

L For 1992 ,Datesd Day yar( 12, 8. 1992)

..page :R RFADPRN( "U:JMSOFFICE\Dell Program data\Dec. 1992 Data\sandbed\Data Only\SBi3C.txt")

L PointS 7  show7cefls( page, 1,7,0)

Data

I Points 7 = [ 1.148 1.151 .1.151 1.153 1.149 1.138 1.152]

L .nnn :=con7vcrt(Points7 ,7,1) NoDataCells Ingth(nnn)

L ~ ~Cells .deletmeze cells (nI=, NO DataCells) point 6  Cells5  on 6 =13.O
d point6 =1.138-103

S"pmeasUrdd meani( Cells.) measuredd Stdev( Cells) t measured

S arFO DaNCells

LO 0

L

0OCLR0001 9655
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I

f-(
I d :=d + 1

For 1994

page READPRN( "U:\MSOFFICEDrywell Program dataSept.1994 Data\sandbed\Data OnlNSB13C.txt" )
V.

Datesd: ay y ,14,1994

.5 -~

.9

ha~
!

4 
.

Points 7 := show7cells( page, 1 ,7 , 0 ) f" I. £

III *,

Data
I

Poixlts 7 1.147 1.147 1.146 1.147 1.128 1.123 1.139]

non con7vert(=oengs 7 r1)
NO Daa~el: length nnn

I I

I

{.

Cells := deletezem cells(In- ,No DataCells) point6  Cells 5

~1measure6 d C en-r eaurd

Smeasured, mean( Cells) c mcasuredd Stdev( Cells) measuredd
dr - NO DataCells

( )

OCLROO019656
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For 1996

page READPRN( "U.:'JISOFFICE\Drywell Program data\SepL1996 Data\sandbed\Data Only\SBl31C.txt" )

Datesd. Day year( 9,16, 1996).

Points 7  show7cells( page, 1,7,0)

aEfta

d := d +1

.
Points 7 [1.157 1.151 1.157 1.169 1.156 1.147 - 1.143]

innn= con7vert (Points7 7 ,71 )
No DataCells length( mm)

Cells := deletezero cells (nnnNODataCells)

( .) . . point 6d := Cellss

P~measured :=imean( Cells) a measuredd = Stdcv( Cells)
S measuredd

e rStan dard =or

r No DtaCells

OCLROO019657
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I

d := d-I- 1
For 2006

page := READPRN( "UA:SOFFI¶CDrywell Program data\OCT 2006 Data\Sandbed\SB13C.txt")

g Dates :=Dayyear(10,16,2006) '

,!

* e

Points 7 show!Zells( page'. 1, 7, 0)
. |"

Data

Points 7  I 1.146 1.148' 1.148 11.149 1.144 1.128 1.134]

I g

.0

I
11'|

I I

nnn :=con7vert(Points 7, 7,1) No DataCl length,( nnn)

Cells deletezero .o1, (rum ,No DataCens
point 6d Cells,

0 measuredd

IL measured: mean( Cells a ineasu.d Stdcv( Cells) .. Standard en :
.. DataCells *

I

A ...

I" :.: f
•....,.o

OCLROO019658
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B9oow are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

Dates =

-0

1.99?13.

1.997-103

2.00'7-103

1.638-103

poin6 =*1.123-103

point,6 1.147-110~

1.128- 103 -

f

1.14991

1.144.10
l~measured 1141

1.142* 103

Total roas ws(Lm~j

Standard. error =

1.92

3.829

3.183

3.085

Smeasured =[5.0.1
10.13

8.42

8.162J
II

Total means = 4

°..--..%( )
last( Dat

SST :

last( Dates)
=SSE'=

i=-0

last( Dates)

SSR:=

i= 0

•tes )
measured mean (i measured) )2

0

(IL measured.- yhat(Dates 'IL measured).) 2

(yhat (Dates, 11 measured). - mean (P measur

SST = 130.571

SSE= 119.869.

d)2 SSR'= 10.702

DegreeFree st Total means - 1

MST SST
DegreeFree st

MST = 43.524

DegreeFree ss := Total means -

SSE
MSE:=

DegreeFree ss

MSE = 59.935

StGrand err

2 DegreeFree := I

MSR SSR
DegreeFree reg

MSR = 10.702

L• i ,.
StGrand err = 7.742

OCLROO019659
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I

-!

.
I

d := 0.05

F Test for Corrosion

MSR
F actaulReg MSE

I.

F c~cal ag q (~ a ,~egre~re

,I

I

!• I . !

'ii'

U
Fro F-ctuge

Fcrijticalreg
. I"

!

III

F 9.646.10

Therefore no conclusion can be made as to whether the'data best fits the regression model. The figure

below provides a trend of the data and the grandmedan '

I

I

~2
i:= 0.. Totalmean -1I lgrand meaSred : mcan(Pme... )

ogrand measured
randStandard error'magrand rileasured := Stdev (tLmcasred)

( I The minimum required thickness at this elevation is Tmingen SB:= 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time

I

s| J
1200

x

IItoo -

11measured

p1grad umesurd

T~minjen SB

I
Il000I-

gool-

800g-

61( -.• 1995

pgrand measured

2000
.Dates

2005 2010

= 1.146.1O3 GrandStandard rrr = 3299
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To conservatively address the location, the apparent corrosion rate Is calculated and compared to the
minirT um required wall thickness at this elevation

m s Slope (Datest measured) mI = -0.305

The 95% Confidence curves are calculated

Y b intercept (Dates , i measured) .Y b = 1.755a10.

at := 0.05 k :=2029- 1985

1

I.f O= .. k- 1

I
yearpredictf := 1985 +- f.2 Thick predict m= ms*yarpredict + Y b

I

Thick actualmean := mean( Dates) sum = (Datesd -L mean( Dates))2

j

(' ".' upperf := Thick predictf -

qt I , atTotal 12 -StGrand I + I +2 means -1 (d + 1) (year predict 1f - Thick actualmean)
2

SUMI

lowerr:= Thick predict,

+ -[qt( -t Total means 2 StGrand 1-1-

2n err2 / d--) +

(yearpredict1 - Thick actualmean)2 Isum

( ..

OCLROO019661
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I

t
a

f ",

- I

II

Location Curve Fit Projected to Plant End Of Life
I V I 'I

I .
I I

Tula-ge ss

2Mnn

1200

1000

900

0oo

.1

'l,

In -0.305 I 2
7

ihrn
I

/-.--,%

.,....--
j

1980 190 20=0 2010 20
Yrerpreict.Ycar Wfi r-p.fjj.Dates, Y-Vdi

2030 .

Therefore even though F-ratio does not support the regression model the above curve shows that even at the

lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness

by the plant end of llfe.

The section below calculates what the postulated mean thlckness would be if this grid were to corrode at a

minimum observable rate observed in appendix 22.

Rate min- observe :=- 6o9

Postulated meanthickness :=It measured 3 -Rate rin observed'( 2029 - 2006)t,

-]1

Postulated meanthickness = 983.729 which is greater than
Tmin gen SB = 736

3.
,1-.

OCLROO019662
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The following addresses the readings at the lowest single point

last( Dates)

,aSST p nt - -' (point 6  - mean(point 6 )) 2

p=o.

point 6d := Cells6

SSTpoint =297

last( Dates)

SSE point

p i=O

I

(point 6 - yhat(Dates, point 6 )) 2 SSEpoint = 296.998

t
last( Dates)

E yht (ae pit -6 meanpon 6)2
SSR point 1= yhat es, point 6 )(Pont 6 ))

SSE SSR
MSE point MSRpot point

DegreeFree ss DegreeFree reg

MSE point*= 148.499 MSRpoint 2.289,10-O

SSRpoint 2;289-10-3

SSTpoint
point DegreeFree s

MSTpoint = 99

( '•
*...,-

Stpoint CIT p= Stpoint err = 12.186

F Test for Corrosion

MSR.
F Ftauul_ g := M point

MSE point

F actauLReg
F criticalreg

Finto rag = 8.327"10"7

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

mIn slope(Dates~point 6)m point = 4 .4 56,10 -y point intercept (Dates,point 6 ) ypin = 1.127°103

OCLRO0019663
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The 95% Confidence curves are calculated

point c point-Y predict Y y point

,point actualmea :== mean(Dates.) sum = (Date d - mean( Dates 2

I ,

uppointf := point ..

a t 
(year pedct f point aCtuamean) 2

+ qt ! --- ,otal2 means 2 -Stpoint err- + +t-( -1)1 u

iopoint: point .

+ -M t - - To l en "tpit r"1 (y earpredict, - mpoint actuale. a nt 2e t

+ -{[.(I -hTotal mens 2) Stpoiwterr 1  (d + 1)+ u•2 Ct21--,d +i I sumI

Local Tmin for this elevation in the Drywell Tmin_local SB(Ref. 3.25)

Curve Fit For Point 6 Projected to Plant End Of Life

o.-- ).

1200 -

10001-

mP~t6

1uimlccal SB

xx.X x

mpoint.= 4.456 10

800

600

| 1

2000

Iopointzz = 1.028-103

2010
Dates

202

yearredi

2030

rt2 2 ' 2029*1 03
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The section below calculates what the postulated individual thickness would be if this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate min.-observed =6.9

Postulated thickness := point 6 - Rate min_observed'( 2 0 29 , 2006)
3

Postulated thickness = 975.3 which is greater than Tminlocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by 2029.

minpoint = 1.128 yearprediCt22 = 2.029-103 Tmninjlocal SB22 = 490

k °- .

required rate.
1000-minpoint- Tminlocal SB 22)

(2005- 2029) required rate. = -26.583 mils per year

OCLROO019665
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Appendix 19 - Sand Bed Elevation Bay 15A

October 2006 Data

116e data shown below was bollected on 10/18106. ,,

page READPRN( "U:.MSOFFICE\DrywelU Program data\OCT 2006 Data\Sandbed\SBI5A.txt")

Pnintq.. := inw7ee.U.( r,•. l- 1 I El 19 5"

t

Points show7cells(mvp 1 7 Of7 1 . I ,ti

.5

I ,--~

J

'1
Points7 = [1.18 1.129 1.136. 1.129 1.146 1.07-7 1.049]

I

4 I
I i

Cl c t ts, 7,1) NoDataCells,Cell Datanlls length( Cells )

Cells := deletezero lls (Cells, No DataCells

!

The thinnest point at this location is shown below

rninpoint =mnin (PoinU 7 ) 1 minpoint = 1.049

2

OCLROO019666
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c

Mean and Standard Deviation

g actual := nean( Cells) IL actual = 1.121"103 a actual Stdev( Cells) a actual 43.93

Standard Error

Standard error " actual

=orNo DataCells Standarderri. 16.604

I

Skewness

S eNo DataCells)' ( Cells - I' actual)(Noncs - ).(=a .- 2•r cul) kens

KurKosis

(NODataCels - I)-(No DtaCells - 2).(NO DataCells - 3).(o actual) 4

+ •3.(No aa.l - 1)2

(No DataCeiS- 2) -(No ijataCells - 3)

( i

OCLROO01 9667
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Normal Probability Plot

In a normal plot, each data value is plotted against what its value ývould bl if it actually came
from a normal distribution. The expected normal values, called normal scores, and can be.
estimated by first calculating'the rank scores of the sorted data.

I.
I

II " I |!
|:

. t • #

j :=O0- ast(Cells ) srt := sort( Cells) ,!

Then each data point is ranked. The array rank captures these ranks'*

-- r

r;jlI rank. =

J - 'i It Xsrt=srt. 4
~II

!
I

t

I

I

rank.

rows(Cells)- I

The normal scores are the correspondingpth percentile points from the standard

normal distribution:
X :, I Lcae r: =r[mo no,,n(x) - (p),x]..... / 'U

I

I

~1

!"; i
-.... , .. °

I
~1

OCLROO019668
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Upper and Lower Confidence Values

The'Upper and Lower confidence values are calculated based on .05 degree'of confidence ~"

No DataCells := length( Celis)

a := .05 Ta :: q I - NoDataCells* Ta =2.365
1( 2) 1 -I J.

I

(;actual
Lower 9 5 .Con := P actual - Ta. c

4No DataCells*

I 0"actual

Upper 95%Con = actual +- Ta.

, 4/No DataCells

Lower 950o =.1.082.01 3

'Upper 95%C 5on =1.16*103

4

These values represent a range on the calculated mean in which there is 95% confidence.

Graphical Representation

Distribution of the "Cells" data points are sorted in 1/2 standard deviation increments (bins) within +/-3 standard

deviations
°o...

*Bins Make bins 0' actual,' actual)

Distribution - hist( Bins, Cells)

The mid points of the Bins are calculated

Distribution =

0

0

0

0

3

0

0

o__k '- 0.. 11 Midpo .(Binsk t Binsk., )
Mipontsk - -- 2-

The Mathcad function pnorm calculates a portion of normal distribution curve based on a given

mean and standard deviation

curve. pnorm (Bins, .P a actual)

curve1l = k puorm (Bisk +, .I actual'-0C actual) pnonin(BiflSklt actuall Oactual)

normal !- No DataCells -normal curve

OCLROO019669
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Results For Elevation Sandbed elevation Location Oct. 2006 . I

The following schematic shows: the the distribution of the samples, the normal curve based on the actual

mean and standbrd deviation, th6 kurtosis, the skewness, the number of data points, and the the lower and

upper 95% confidence values. Below is the Normal Plot for the data.
D.r

?", *! , i

Data Distribution.
I

32 9 a 5.

4

I S

camc

1 
[

.1, acul.1290

a jtual =43 .93

Standard enr 16.604

Skewness -0.628

Kurtosis -4'.623*10~

2

I
...-....)

I I
A • [

A
1000 .1050 1100 1150

Midpoints, MkIpoints
1200 1250

1

3

Lower 9 5 %on = 1.082-103 UPPer9 5-.Con = 1.16-10~
I

,Normal Probability Plot

N.Scomej
xxx

x
0.5

x

0
x

'.5
x

-i

x

_ _ I I S I I

The Normal
Probability Plot
and the Kurtosis
this data Is
normally
distributed.

F ~

-1

( I g
180-1.5

1040 1060 1080 l100 1120 1140 * 1160 I

OCLROO019670 -7
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Sandbed Location 15A Trend

Sd =0.
Data from the 1992, 1994 and 1996 (ref calcs) is retrieved Point 19.

For 1992 D batesd Day y=( 12, 8,1992)

page := READPRN( "U:WMSOFFJCE\Drywe1t Program data\Dec. 1992 DataMsandbed\Data OnlySB15A.txt")

Points 7  show7cells( page, 1,7,0)

Data

Points = (1.139 1.145 1.166 1.162 1.136 1.102 1.083]

nnn := con7vert (Points 7,7,1) No DataCcls length( Mn)

Cells := delete er lls (nnno No DataCells)

4

¢.- .:..,.t 1

Point 7d Cells 6

sred Stdev( Cells)
P Measuretd := mean( Cells) da Standw

Point*-/= 1.083*103

Smeasured
lierrord :=

./No DataCells

I A I.

I

For 1994

page := READPRN( "UMSOFFICE\ryw|ll Program data\Sept.1994 Data~sandbed\Data Only\SB1sA.txt" )

Datesd Day y•.( 9,14,1994)

.Points 7 show7cells( page, 1,7,0)

Data

Points 7  [1.142 1.142 1.14 1.134 1.138 1.064 1.04]

nnn con7vert(Points 7 7, 1) No , , length( nnn)-

A

Cells deletezro cells (nn , No DataCells) Point 7  Ceill 6

Im measuredd= mean( Cells) q measuredd := Stdev( Cells) Stanrdas

1.083*10
Point 7 =

measured

eor( -

]
(.)

OCLROO019671
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f
.

For1996 d

page READPýN( "U:\•SOFFICE\Dywell Program data\Scpt1996 Data~sandbed&Data OnlylSBlSAdt"W)

Datesd Day yar(9,16,1996 ) , .

Points 7  show7cells( pagel ,7, )

Data .1

Points 7 = [1.141 1.152 1.136 1.132 1.152 1.076 1.1.]

um = con7vei (Poir6s7 ,7.1) NODafaCells length(nnn)

Cells delatezero cells(nm INo DataCells)P * .= C 1.08:

Point 7  Ce=s6  ýOnt7  1.04
d I

d + I

3-1033 !

II ~

I., J
I

I

b.I

it eaurd,:= miean( Cells ) CFiesued: Stdev( Cells .)

1.1.103

Standard efrord measuredad

A ". d.L. 1
For 2006

pa•€ :=READPIRN( -U:\MSOFFIMCFADywe Proglamn data\OCT 2006 Data\Sandbed\SB15Atxt"

Datesd - Dayyear(10, 16,2006)

d := d - 1 1

Points 7  show7cefls( page, 1 7, 0)

Data

Points 7 [1.18 1.129 1.136 1.129. 1.146 1.077 1.0491
J

nann: con7vert (Points 7 ,7.1 )
No DataCells length ( nnn)

Cells := deletezero cells(nnn,No DataCells)

Point 7d Cells6

mieasured
, nasrdd mean(Cells) a measuredd Stdev( Cells) Standard o ~d d

F d

OCLROO019672
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BqIw are matrices which contain the date when the data was collected, Mean, Standard Deviation, StandardError for each date.

Dates

1.993.103

1.995.103

1.997.-10

2.007-10

1.083-103

1.04".i03

Point 7 =

131.049-103!

0

A measured =

1.133-103

1.114,103

1.127-103

1.121- 103

Standard error = [11.526

16.327

10.781

16.604

30A94

43.196
G measured 28.525

.43.93 I
Total means := rows (It measured) Total means = 4

("-•)
last( Dates)

SST Q1tmeasuredi mean(IZrd))2

, - 0

last( Dates)

SE =measured yhat (Dat es measured)X.

i= 0

SST = 199388

SSE = 180.532

last( Dates)

SSR :=

i= 0
(yhat(DatesI measured)i - 01)0. measured)) 2 SSR= 18.856

Degreefree s, := Total me - 2 DegreeFreereg := I

MSE SSE
DegreeFree ss

MSE = 90266

StGrand errI=M,

MSR SSR
DegreeFree reg

DcgreeFree st Total means -

MST SST
DegreeFree st

MST = 66.463

I

MSR = 18.856

StGrand . = 9.501

OCLROO019673
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J
0

I .

a :=P.05

F Test for Corrosion
S .

*..MSR
F actaulReg MSE

MSE
Fcriticalreg :=qF (I.- a. DegreeFree reg D.e)greeFree ss)

I
,I

I °
I

I t

FactauLRag
F ratioreg 0.011

ro = o.011

'-S

I+

, 1

Therefore no conclusion can be made as to whether the data best fits the regression molel. The figure

below provides a trend of the data and the grandmean"
41 I II

i :=O0 Total means -1 pgrand measuredo mean( mamea ue)

GrandStandard erro agrand measured
errorn

UI
ogrand measured := Stdev (I- measured)

I

,..---..I" +.
The minimum required thickness at this elevation is Tmin..gcn SB 736 (Ref. 3.25)

Plot of the grand mean and the actual means over time I

x *I

x
11001-

It sue
x xx
g-d

TFminjea 5B

10001-

900 -

Ih~

'1

U
U
U
I

800

1995
....- .( t

2000
Dats

2005 2010

PM1~mneasured, 1.124-103 GrandStandard = 4.076error

OCLROO019674
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To conservatively address the location, the apparent corrosion rate Is calculated and compared to the
minimTum required wall thickness at this elevation

Inm := slope(Dates,1masured) mS= 1-.404

The 95% Confidence curves are calculated

Yb inte Ircept (Dates,~ p maue).'b= 1.932--l0

f := 0.. k - IOt:= 0.05 k :=2029 - 1985

.I I

yearpredictf "= 1985 t- f-2 Thick predict := m.Ye arpredict + Yb

Thick actualmean mean( Dates)

upper, Thick pIrdict"

.-- E (Datesd 'E mean( Dates))2
Stn i ap

!

+qt(1 - t tTotal mean. 2) -StGrand off J + 1 +I
(Year pre 'dict, nTick cule)2

sum

lower, Thick predict,

+ - qq t Totalmeans -2 StGrand 1 t-
L 2 1 (d -I )

(Yearpredict, - Tikactualmean)
2Isum

OCLR00019675
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.
0

( I.

I,*
Location Curve Fit Projected to Plant End Of Life i

!

1300

1200

'Mik predict 1100

Upper

lower
1000

Tmin.gJ S8 "
a 900

7 - -~--*__

oil 'I *1
~1I

-PAo4I Ms---

4 U
I- 1

I

.- ,--.( )
.,.• .. goo

700 L
19

80
so 1990 2000 2010 2020

Y- predict- Y- predict- Y- predict. Dates. yer predict
2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

The section below calculates what the postulated mean thickness would be if this grid'were to corrode at a
minimum observable rate observed in appendix 22,

Rawminmobserved 69

Postulated meanthickness tP measured3 - Rte min observed-( 2029 - 2006)

I
I
U

Postulated meanthictuiess = 962.157 which is greater than
Tmin_gen SB3 = 736

c )

OCLROO019676
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The following addresses the readings at the lowest single point
I

/

SST point :=

last( Dates)
.E (Point 7, - mean(PointT))

2

i=O

last( Dates)

SSSE oint := E
i= 0

SSRpoint

last( Dates)

i,= 0

(Pointm7 - yhat (Dates Point

(yhat (Dates Poirt 7)1- mean(Point 7))'

MS[toint SSRpoint
MSR point t

ss DegreeFrce reg

MSRPOint 319.786

SSTPOint 2.394.103

.SSEpoin 2.074-i0

SSRpoint = 319.786

SSTpot
MST point := pin

DegreeFre at

MST point = 798

-SSEpoint
MSE point pom.De~greeFree

1 . ....

~MSE point = 1.037 1103

StPointerrn S n StPoint er = 32.204

F Test for Corrosion

F MSRpoint
actaulReg MSEMEpoint

F ratioL reg F actaulReg
F critical reg

I
F ratio -rg = 0.017

i
Therefore no conclusion can be made as to whether the data best fits the regression model. The figure
below provides a trend of the data and the grandmean

OCLROO019677
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m point. slope (Dates Point 7) Ipoint -1.666 y Point intercept(Dates.Ppiiit' 7 o 4"395.103

The 95% Confidpnce curves are calculated

Poi'u := mpoit.Year prict 1- Y point'

Point actuamea• n := mean Dates,) sum (Datesd - mean Dates)) 2 '

Ii I

uppointf : Point cre

+ qt I - , Total means. 2 -St I + (d+ 1)
2(d+ 1

(yearpredict,-. POin aCtualrnean)2

su'p*I

ii

a'

I>-,

~1

~ia'

I

lopointf *:- Point culver -
*

+ qt I ,Tta en 2).Stbont M ITJ + +: (Yer eicf

+. -. *... Local Train for this elevation in the Drywell Trinlocal si := 490 (Ref. 3.25)

Curve Fit For Point 19 Projected to Plant End Of Life
I .

14M0

1200

oNut 7
x xx low0
Tminmnjoal 9B

gaoo

600

x
x . x

mpoint = -1.666

2000
[ i• ......-

2010
Nt=

2020 2030

lopoint2 = 730.25 Yearpredict2 = 2.0290 1 03

OCLRQ0019678
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The section below calculates what the postulated Individual thickness would be If this point were to corrode
at a minimum observable rate observed in appendix 22.

Rate mim.observed 6.9

Postulated thickness :=Point73- Rate min_observed.(2029- 2006)

Postulated thickness " 890.3 which is greater than Tminjlocal SB3 = 490

The section below calculates what the postulated corrosion rate necessary for the thinnest individual point to
reach the local required thickness by.2029.

minpoint = 1.049 yearpredi ctn =2.029- 0 3 Tminlocal SB 2 = 490

required rate.

I 000.minpoint- Tminjocal SB 22)

(2005- 2029) required rate. = -23.292 mils per year

I ~j.

OCLRO0019679
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Appendix 20
Page 1 of 12

I

Number of
Points

Bays Specfied
1 .23
3 8
5 8
7 7
9 10

11 8
13 19
15 11
17 11
19 10

Data Reviewd
No further Data under
action Review

23,

8
5

8
15
10
10

1 9
, I 0

.IR Data Point Sat Comments
0 23'

0 8-

0 5.
0 10
0 6
0 1'5
0 10
0 10
0 0

*1

* 7

V7~

Total 115 106 106

°.-...( , Highest rate

Thinnest reading

Projected thickness in 2008
based on the above corrosion
rate and a 20 uncertainly

0.0335

0.602

0.515

* I

(

OCLR00027872
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BAY 1

Less then
0.736 In

Point 1992 Vertical

Under Inside Under Inside Under Wetted
Concrete Floor Concrete

Horizontal
2006

1992 value Criteria NDE Data Sheet Value Delta Set Non Sat

I Yes
2 Yes
3 Yes
4
5 Yes
8
7 Yes
8
9

10
11 Yes
12 Yes
13
14
15
16
17
19
19
20
21 Yes
22
23

D16
022
D23
D24
D24
048
D39
D48

D36
D16
D23
024
D24
D2
08
DSO
D48
D38
038
D18
D24
D32
D48

R30
R17
L3
L33
L45
R16
R5
RO
L38
R23
R12
Ls
L40
R35
151
R40
R18
L2
124
R13
RIS
R13
R16

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes.
Yes
Yes

Yes
Yes
Yes
Yes

Yes
Yes

Yes
Yes
Yes
Yes

Yes
Yes
Yes
Yes

Yes
Yes

Yes
Yes
Yes

0.72
0.716
0.705

0.78
0.71
0.76
0.7

0.805
0.805
0.839
0.714
0.724
0.792
1.147
1.156
0.796

0.86
0.917

0.89
0.985
0.726
0.852

0.85

0.598 1R21LR-022
0.598 1R21LR-022
0.598 1R21LR.022
0.598 IR21LR-022
0.698 1R2iLR-022
0.598 1R21LR.022
0.598 1R21LR-022
0.598 1R21LR-022
0,598 1R21LR-022
0.698 1R21LR-022
0.598 1R21LR-022
0.698 1R21LR.022
0.598 1R21LR.022
0.598 1R21LR-022
0.598 1R21LR-022
0.598 1R21LR-022
0.598 1R21LR-022
0.598 1R21LR-022
0.598 1R21LR.022
0.598 1R21LR.022
0.598 IR21LR-022
0.598 IR21LR-022
0.598 1R21LR-022

0.71
0.69

0.665
0.738
0.88

0.731
0.669
0.783
0.754
0.824
0.711
0.722
0.719
1.15'7

1.16

0.795
0.848
0.899
0.865
0.912
0.712
0.854
0.828

0.010 Yes
0.026 Yes
0.040 Yes
0.022 Yes
0.030 Yes
0.029 Yes
0.031 Yes
0.022 Yes
0.051 Yes
0.015 Yes
0.003 Yes
0.002 Yes
0.073 Yes
.0.010 Yes
-0.004 Yes
0.001 Yes
0.014 Yes
0.018 Yes
0.025 Yes
0.053 Yes
0.014 Yes

-0.002 Yes
0.022 Yes

Yes
Yes

Yes

Date obtained from
NDE Data Sheets 92-072-12 page I of I
NDE Data Sheets 92-072-18 page 1 of 1
NDE-Data Shefif-2-072-19 page 1 of I

0.021

Max Delta . 0.073

Rate 0.005

Mn 2006 Thickness Value 0.6865



C-1302-ir, .0-041
Appendix 20

3

BAY 3
Less than
0.736 In

Point 1992

Under Under Under
Inside Inside Wetted

Vertical Horizontal Concrete Floor Concrete 1992 value Criteria NDE Data sheet
2006
Value Delta Sat - Non Sat

1
2
3
4
5
6
7
8

D5 R63
09 R50
09 R33
D13 L5
016 L8 Yes

* 016 1.56 Yes
017 R4 "1 Yes
D24 L6e 1 Yes

0.795 0.598 92-072-14 page 1 of 1 0.795
1 0.598 92-072-14 page I of 1 0.999

0.857 0.598 92-072-14 page I of 1 0.85
0.898 0.598 92-072-14 page 1 of 1 0.903
0.823 0.598 92-072-14 page 1 of 1 - 0.819
0.988 0.598 92-072-14 page 1 of 1 0.972
0.828 0.598 92-072-14 page 1 of 1 0.816
0.78 0.598 92-072-14 page 1 of 1 0.764

0.000 Yes
0.001 Yes
0.007 Yes

-0.005 Yes
0.004 Yes
-0.004 Yes
0.010 Yes
0.016 Yes

Data obtained from
NOE Data Sheets 92-072-14 page 1 of 1
*1 - estimated from data sheet 92-072 page 6 of 9

0.004

Max Delta 0.018

- - Rate

Min 2006 Thickness Value

0.b00

0.764

L~~t~1r~~tii~~It-1- Uu-tUjI 2 JL L~
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BAY 5
.Less than
0.736 In

Point 1992 Vertical

Under
Inside

Horiontal Concrete

Under Under
Inside Floo Wetted 2006

Concrete 1992 value Criteria NDE Data sheet Value Delta Sat Non Saf

.1
2
3
4
5
6

7
8

040
D42
1044D"4
644
D46
D44
D48
D46

R13 *1 Yes
R3 1 Yes
RIO *1 Yes
R/L7*1 *2 Yes
R/L11 °1 *2 Yes
L4 Yes
L24 Yes
128 Yes

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes

0.97 0.598 1R2iLR-019
1.04 0.598 1R2ILR-019
1.02 0.598 IR21LR-019
0.97 0,598 1R21LR-019
0.89 0.598 1R21LR-019
1.06 0.598 1R21LR-019
0.99 0.598 1R21LR-019
1.01 0.598 1R21LR-019

0.948 0.022 Yes
0.955 0.085 Yes
0.989 0.031 Yes
0.948 0.022 Yes

0.88 0.010 Yes
0.981 0.079 Yes
0.974 0.016 Yes
1.007 0.003 Yes

0.034
Data obtained from
NDE Data Sheets 92-072-16 page 1 of 1 Max Delta 0.085

41 - Reference off the weld 62" to the right of the centerline of the bay.
*2 The original data sheet Is not clear as to whether this point Is to the right or left of the weld.

Therefore NDE shall verify this dimension.

Rate 0.008

0.88Min 2006 Thickness Value
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BAY 7
Less than Under - Under Under

0.738 In Inside Inside Wetted

Point 1992 Vertical Horizontal Concrete Floor Concrete 1992 value Criteria NOE Data sheet

2006
Value Delta Sat Non Set

1
2
3
4
5

7

021 R39
021 R32
010 R20
010 RIO
021 L6
D10 L23
D21 L12

Yes
Yes

Yes
Yes

0.92 0.598 92-072-20 Page I f&el Not Located
1.016 0.598 92-072-20 Page 1 fo 2 Not Located

0.984 0.598 92-072-20 Page I fo 3- 0.964 0.020 Yes

1.04 0,598 92-072-20 Page 1 fo 4 1.04 0.000 Yes

1.03 0.598 92-072-20 Page 1 fo 5 1.003 0.027 Yes

1.045 0.598 92-072-20 Page I fo 6 " 1.023 0.022 Yes

1 0.598 92-072-20 Page I fo 7 1.003 -0.003 Yes

0.013

Data obtained from .
NDE Data Sheets 92-072-20 page 1 of I

Max Delta 0.027

Rate 0.00193

Min 2008 Thickness Value. 0.964

rid i F C 1 rK r xi Li z~ xi id L LiL-J



t1 0 w 7 r . r• -- t 7r• 9 7 -7 V 7 I t 0 r - u 7 r 77 .7 t7 W 7

C-1302457- 3-041
Appendix 20.

BAY 9
Less than Under Under Under
0.736 In Inside Inside Wetted

Point 1992 Vertical Horizontal Concrete Floor Concrete 1992 value Criteria NDE Data sheet
2008
Value Delta Sat Non Sat

1
2
3
4
5
6

7
8
9

10

D21 R32
D12 R17
Die R8
D21 R17
035 L4
D16 L30
018 L35*
D22. L45"
015 L53
D32 L8

Yes

Yes
Yes
Yes
Yes
Yes
Yes

Yes

0.96 0.598 92-072-22 Page 1 fo I • 0.968 -0.008 Yes
0.94 0.598 92-072-22 Page I to 2 0.934 0.008 Yes

0.994 0.598 92-072-22 Page I fo 3 0.989 0.005 Yes
1.02 0.598 92-072-22 Page 1 fo 4 1.016 0.004 Yes

Yes 0.985 0.508 92-072-22 Page I fo 5 0.984 0.021 Yes
0.82 0.598 92-072-22 Page I fo 6 0.802 0.018 Yes

0.825 0.598 92-072-22 Page I fo 7 0.82 0.005 Yes
Yes Yes 0.791 0.598 92-072-22 Page I fo 8 0.781 0.010 Yes

0.832 0.598 92-072-22 Page 1 fo 9 0.823 0.009 Yes
0.98 0.598 92-072-22 Page I fo V( 0.955 0.025 Yes

0.009
Data obtained from
NOE Data Sheets 92-072-22 page I of 1

estimated from data sheet 92-072-09 page I of I

Max Delta 0.025

Rate 0.00179

Min 2006 Thickness Value 0.781
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BAY 11
Less than
0.736 In

Point 1992

Under Under Under
Inside Inside Wetted

Vertical Horizontal Concrete Floor Concrete 1992 value Criteria NDE Data sheet
2006
Value Delta Sat Non Sat

I Yes
2
3
4
5
6
7
8

020
D25
021
D24
D32
D27
031
D40

R29. Yes
R32 Yes
L4 Yes
L6 Yes
L14 Yes
L22 Yes
R20 Yes
R13 Yes

0.705 0.598 92-072-10 page 1 of 1 0.7 0.005 Yes
0.77 0.598 92-072-10 page 1 of 1 0.76 0.010 Yes

0.832 0.598 92-072-10 lisge I of 2 0.83 0.002 Yes
0.755 0.598 92-072-10 page I of 3 0.751 0.004 Yes
0.831 0.598 92-072-10"page I of 4 0.823 0.008 Yes

0.8 0.598 92-072-10 page 1 of 5 0.756 0.044 Yes
0.831 0.598 92-072-10 page 1 of 6 0.817 0.014 Yes
0.85 0.598 92-072-10 page 1 of 7 0.825 0.025 Yes

Yes
Yes
Yes
Yes Yes

0.014

Data obtained from
NDE Data Sheets 92-072-10 page 1 of I Max Delta 0.044

- - Rate

Min 2006 Thickness Value

0.00614.

0.7

Eli~ ~ L.- [r-2 : i El L- iL
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BAY 13
Less than Under Under Under
0.736 In Inside Inside Wetted 2006

Point 1992 Vertical Horizontal Concrete Floor Concrete 1992 value Criteria NDE Date sheet Value Delta Sat "Non Sat

I Yes U1 R45 0.672 0.598 92-072-24 page 1 of 2 Not Located
2 Yes UI R38 0.729 0.598 92-072-24 page 1 of 3 Not Located
3 D21 R48 Yes 0.941 0.598 92-072-24 page 1 of 4 0.923 0.018 Yes
4 D12 R36 Yes 0.915 0.598 92-072-24 page 1 of 5 0.873 0.042 Yes
5 Yes D21 Re Yes 0.718 0.598 92-072-24 page 1 of 6 0.708 0.010 Yes
6 Yea D24 L8 Yes 0.655 0.598 92-072-24 page 1 of? 0.658 70.003 Yes
7 Yes 017 L23 Yes 0.618 0.598 92-072-24 page I of 8 0.602 0.016 Yes
8 Yes D24 L20 Yes 0.718 0.598 92-072-24 page 1 of 9 0.704 0.014 Yes
9 028 R41 Yes Yes 0.924 0.598 92-072-24 page 1 of 10 0.915 0.009 Yes

10 Yes D28 R12 Yes Yes 0.728 0.598 92-072-24 page I of 11 0.741 -0.013 Yes
11 Yes D28 LIS Yes Yes 0.685 0.598 92-072-24 page I of 12 0.689 0.018 Yes
12 D28 L23 0.885 0.598 92-072-24 page 1 of 13 0.886 -0.001 Yes
13 D18 040 0.932 0.598 92-072-24 page 1 of 14 0.814 0.118 Yes
14 D18 R8 0.868 0.598 92-072-24 page 1 of 15 0.87 -0.002 Yes
15 Yes D20 1.9 0.683 0.598 92-072-24 page 1 of 18 0.668 0.017 Yes
16 020 L29 0.829 0.598 92-072-24 page 1 of 17 0.814 0.015 Yes
17 D9 R38 0.807 0.598 92-072-24 page 1 of 18 Not Locate
18 D22 R38 0.825 0.598 92-072-24 page 1 of 19 Not Locate
19 D37 R38 Yes 0.912 0.598 92-072-24 page I of 20. 0.916 -0.004 Yes

0.017

Max Delta 0.118
Data obtained from
NDE Data Sheets 92-072-24 page 1 of 2 Rate 0.00843

Min 2006 Thickness Value 0.602
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BAY 15
Less then Under Under Under
0.738 In Inside Inside Wetted 2008

Point 1992 Vertical Horizontal Conicrete Floor Concrete 1992 value CrIteria NDE Data Sheet Value

1
2
3
4
5
8

7
8
9 Yes

10
11

D12
D22
D33
D33
D25
D6
D24
D24
D36
D24
D24

R25
R24 Yes
R17 Yes
R7 Yes
L3 Yes
L8,
L17 Yes
L36 Yes
L40 Yes
L48 Yes
L85 Yes

Yes

Yes

Yes

0.786 0.598"1R21LR-015
0.829 0.598 1R2fLR-015
0.932 0.698 IR21LR-015
0.795 0.598 IR21LR-015
0.85 0.598 IR21LR-015

0.794 0.598 IR21LR-015
0.808 0.598 IR21LR-015
0.77 0.598 1R21LR-015

0.722 0.598 IR21LR-015
0.88 0.598 IR21LR-915

0.825 0.598 lR21LR-015

0.
0.
0
0
0
0
0

0
0
0

Delta Sat

.779 0.007 Yes

.798 0.031 Yes

.935 -0.003 Yes

.791 0.004 Yes

.855 -0.005 Yes

.787 • 0.007 Yes

.805 0.003 Yes
0.76 0.010 Yes
.749 -0.027 Yes
.852 0.008 Yes
h843 -0.018 Yes

Non Set

-0.002

Max Delta 0.031
Data obtained from
NDE Data Sheets 92-072-21 page I of I Rate 0.00221

MIn 2006 Thickness.Value 0.749

0
0

C)

co
00

C,0o
0o
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BAY 17

Less than Under Under
0.736 In Inside Inside

Point 1992 Vertical Horizontal Concrete Floor

Under
Wetted
Concrete 1992 value Criteria NOE Data sheet 2008 Value Delta Set Non Set

1

3
4
5
6
7
8
9 Yes

10
11

D30 R52 Yes
D12 R42
D32 R28 Yes
052 R30 Yes
D36 R12 Yes
D52 L6 Yes
036 L28 Yes
052 L40 Yes
027 R30 Yes
026 R11 Yes
D21 R12 Yes

Yes
Yes
Yes
Yes
Yes
Yes

Yes

Yes

Yes

0.916 0.598 1R21LR-021 0.909 0.007 Yes
1.15 0.598 IR21LR-021 0.681 0.469 Yes

.0.898 0.598 1R21LR-021 0.894 0.004 Yes
0.951 0.598 1R21LR-021 0,963 -0.012 Yes
0.913 0.598 1R21LR-021 0.822 0.091 Yes
0.992 0.698 1R21LR-021 0.909 0.083 Yes
0.97 0.598 1R21LR-021 0.97 0.000 Yes
0.99 0.598 1R21LR-021 0.96 0.030 Yes
0.72 0.598 1R21LR-021 0.97 -0.250 Yes
0.83 0.598 1R21LR-021 0.844 -0.014 Yes
0.76 0.598 1R21LR-021 Not Located

0.041
Data obtained from
NDE Data Sheets 92-072-08 page 1 of I Max Delta 0.469

0.03350Rats

Min 2006 Thickness Value 0.681
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BAY 19
Lessthan
0.738 In

Point 1992

1
2
3

.4
5
6
7
8
9

10
11

Under Under Under
Inside Inside Wetted

Vertical Horizontal Concrete Floor Concrete 1992 value

D30
D52
D33
032
D53
D52
D39
D16
D18
D19
D20

R70
Res
R49
Ri11
R2
L855
L12
R63
R12
RO
Lis

Yes
Yes Yes
Yes Yes
Yes Yes
Yes Yes
Yes Yes
Yes . Yes
Yes
Yes
Yes

Yes

Yes
Yes
Yes

Criteria NDE Data sheet 2006 Value Delta Sat

0.932 0.598 1 R21LR-020 0.904 0.028 Yes
0.924 0.598 1R21LR-020 0.921 0.003 Yes
0.956 0.598 1R21LR-020 0.932 0.023*Yes
0.94 0.598 1 R21LR-20 Not Located
0.95 0.598 1R21LR-020 0.932 0.018 Yes
0.86 0.598 1R21LR-020 Not Located

0.969 0.598 1R21LR-020 0.891 0.078 Yes
0.793 0.598 1R21LR-020 0.745 Yes
0.776 0.598 1R21LR-020 0.78 -0.004 Yes

0.79 0.698 1R21LR-020 0.791 -0.001 Yes
0.598 1R21LR-020 0.738 Yes

0.021

Non Sat ,

N/A

Data obtained from
NOE Data Sheets 92-072-05 page I of I
NOE Data Sheets 92-072-07 page 1 of I Max Delta 0.078

Rate

Mln 2006 Thickness Value

0.00557

0.738

t~JL'r ~ zirffiLJrj trL-tr!?L LL.f
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Internal Grid 19A 2006 Data Distribution
I,

10 .I , 5

-itactual = 806.578

a actual = 62.384

6
Distribo I Strndard . .8.366 •
norlmal curve

4 Skewness = -0377a ,
2- Kurtosis -0.572

600 650 700 750 800 850 900 950 1000
Midpoints Midpoints•

Assuming a normal distribution shown above ovqr the the entire population, the percentage of the population
with a local area less than 0.648 inches is estimated below.

100 "pnorm(648, .I actual,' aatu) = 0.55115$3rcent

Assuming a normal distribution shown above over the the entire population, the percentage of the population
with a local area less than 0.602 Inches Is estimated below.

100"pnorm(602,1p actual,' actual) = 0.05202eercent

Assuming a normal distribution shown above over the the entire population, the perce tape of the population
with a local area less than 0.490 inches Is estimated below.

100 .pnorm (490,, acta, actual) = 1.940824-10-'ercent

OCLR00027883
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Appendix 21 - Location IIC Sensitivity Study without 1996 data
The data shown below was collected on 10/18/06

Sandbed 11C

For Dec 31 1992

d :=0

page := READPRN("U:-MSOFF1CE9Diywell Program dataUDec. 1992 Data\sandbed\DATA ONLY\SB I IC.txt")

Points 4 9 := showcells(page,7,0)

Data
Datesd :=Day year( 12,31,1992)

Points 4 9

0.941

1.105

1.091

0.847

0.845

0.941

0.603

0.839

1.044

1.175

0.845

0.829

0.817

0.893

0.806

0.997

1.018

0.794

0.863

0.858

0.905

0.917

0.975

0.942

0.833

0.87

0.839

0.901

0.776

1.076

0.94

0.838

0.85

0.876

0.913

0.86

1.12

0.874

0.838

0.85

0.879

0.877

0.926

1.045

0.896

0.87

0.827

0.854

0.845

d

(.

nun =convert(Points 49,7)

The thinnest point is captured

The two groups are named as follows:

No DataCells!= length(nun)

Point 5 := nnn4

StopCELL :=21

nnn := Zero one(nnn, No DataCells, 43)

Point 5 = 776

No Cells := length(Cells)

Uj

low points := LOWROWS (nnnNo Cells- StopCELL)

No IowCells :=iength (low points)

high points := TOPROWS (nnn, No Cells, StOPCELL)

No highCells := length(high points)

Cells :=deletezero cels(nnn, No Cells)

low points := deletezero celsklow points, No lowCells)

high points:= deletezero cells(high points, No highCells)

meauredd :=mean(Cells)

P measured = 908.83 a measured d :=Stdev(Cells) a mreasuredd
Standard d:= . a•

d No DataCels

/I. )
"......-"

phigh measuredd mean(high points)

ohigh measuredd := Stdev (high points)

Stanlnghhigh. i measuredd

4lengffh(high points)

gilow measuredd :mea(liow points)

Glow measuredd := Stdev (low points)

olow measuredd

Standardlow errord poines )

]length(low points) U

OCLR00027884
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For 1994 d :=d

page := READPRN(*U:\MSOFFICE\Drywell Program data\SepL 1994 Data\sandbed\DATA ONLY\SB I I C.txt")

Sheet No.
~of

+.'

Points 4 9 := showcells(page, 7,0) Dates d :=Dayyea(9,26. 1994)

Data

Points 4 9

0 0 0 0 0 '0.855

0 0 1.042 1.095 1.036 1.093

1.042 1.085 0.945 0.938 0.938 0.895

0.836 0.846 0.795 0.828 0.833 0.843

0.823 0.842 0.873 0.872 0.837 0.822

0.855 0.836 0.862 0.824 0.872 0.857

0.86 0.874 0.899 0.876 0.88 0.84

0.866

1.032

0.889

0.869

0.879

0.823

0.851

nnn :=conveat(Points 4 9. 7)

The thinnest point Is captur

No DataCells:= length(nmn)

ed Point 5d := nn4

(, .J
The two groups are named as follows:

low points :=LOWROWS(min, No Cells, StopCELL)

No IowCells := length(low points)

Cells := deletezero cels(nnn, No Cells)

low points := dletezero cells(low points, No lowCells)

StopCELL :=21 No Cells :=length(nnn)

mea~suredd := mean(Cells) a measuredd :=Stdev(Cells)

high points:=TOPROWS(nnn, No Cells, St0PCELL)

No highCells = length(high points)

high points := deletezero cells (high points, No highCells)

ffmeasuredd

Standard errord motI-e
' d

.JNo DataCells

glow m := mean(low points)

olow measuredd :=Stdev (low points)

alow measuredd

Standardlow error =
de entr(lwoors

phigh measuredd :=mean(high points)

chigh measuredd :Stdev(high points)

ohigh measuredd
Standardhigh errorhigh points

OCLR00027885
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For 2006

page :=READPRN('U:-MSOFCEDrywell Program data\Oct 2006 Data\Sandbed\SBI IC.txt")

Points 49 :=showcells(page, 7,0) Datesd := Day yea(l0,l19,2006) U
Data

Points 4 9 =

0

1.056

1.073

0.837

0.85

0.856

0.861

0.771

1.046

1.113

0.836

0.825

0.84

0.877

0.803

0.984

1.002

0.79

0.869

0.864

0.879

0.912

1.094

0.935

0.874

0.889

0.829

0.885

0.767

1.036

0.942

0.834

0.833

0.872

0.88

0.858

1.118

0.888

0.846

0.866

0.876

0.849

0.886

1.029

0.853

0.838
0.875

0.844

0.876

nnn .- convert(Points 49,7)

The thinnest point is captured

The two groups are named as follows:

No DataCells :"length(nnn)

Point 5, := ntnf 4

StopCELL :=21 NoCells: ~length(inn)

( .) low pts LOWROWS (nnnNo Cells, StopCE.)

No lowCels := length(low points)

high points:= TOPROWS(nnn. No Cells.StOp•cI)

No highCells :=length(high points)

Cells := deletezero Cells (nnn, No Cells)

lo poi :-deletozeo cells(low points'No lowCels)

high points := deletezero cells(high points, No higlCells)

mreasuredd :f mean(Cells) a measuredd :=Stdev(Cells)

phigh measuredd :=mean(high points)

ahigh measuredd Stdev (high points)

ohigh mneasuredd

StanJhddhonigs error)

measured

Standard errord. 4No D d

Plow measured := mean(low points)

Glow measurd :=Stdev(low points)

clow measued

Standardlow errord =d

4length(low points)

U

Ld

(.. - )

U
OCLR00027886
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Below are the results

[1.993.103 1
Dates = 1.995.103

[2.007-103
F7761Point 5 = 0

767]

error 13.4141

Standard o 11 742|

12.8431

908.-83
It measured = 894.238

L898-25 1

a measured 82. 191

[89.898]

[969.6671
ghigh measured [982.2141

t ~958.3j•

[109.2111

ohigh measured= 87.424

i 112.838
23.8321

Standardhigh error = 23.365

24.623 j

859.6921

#low measured =" 850.25]

L 855.357j

32576-10389'

aow sured = 23.629 Standardlow error 4.466t 23.008 ero 4.348]

OCLR00027887
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Sheet No.
5-of

-~1

TOWa means :=rows(p measured) Total means = 3

(. )

last(Dates)

SST := measured,- mean(p measured))

i=0

low last(Dates) ow me mean(gioW measured))
2

i=0

last(Dates)

SSTjhjg := (pig mesrd iean(Phigb esrd)

i--O

last(Dates)

SSE:= E (1 measured,- :hat(Dates"P 
MeaSUred)t)2

i=0

last(Dates)

ssEow := a (P measured, - yhat(Dates. plow m ued),)

i=0

last(Dates)

SSE hig (liihmaue hat(DateStlig e.ni, ~a( eaSUreiJ))2i=O

last(Dates)

SSR low:= E (yhat(Dates, lon. ured) - measurlow medsured))2

i=0

last(Dates)

SSR low (= : yhat(Dates, piOWg measured)- mean(pI°W measured))2

i=0

last(Dates)

SSR high:= m (Yhat(Dates'Phih measured) ,- mean(ilhigh measured))E

i=0

7

j

I. I Uj

DegreeFree ss :=Total means- 2 DegreeFree reg := I DegreeFree st :=Total .. n- I

OCLR00027888
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MSE SSE
DegreeFree s

Standard error := MS-

SSR
MSR 

SS-

DegreeFree reg

SST
M ST '-

DegreeFree t

SSE low
MSEow' DegreeFree ss

Standard lowerror J=,• low

SSR low
, MSRow "DegrmeeFree reg

SST low

MST 0 w "- S

DegreeFree st

SSE high
MSE high:= DegreeFree ss

Standard higherror:=JMSE high

SSR high

MSR high :'-
DegreeFree reg

MST high:- SSThigh
DegreeFree5s

Test the means with all points

F Test for, Corrosion

.MSR
F actaul.Reg . MSE

a :=0.05

F cr1tcjjmg:q( I a.DegcFrereg. DegreeFress)

OCLR00027889
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•.. -..

Test the low points

F Test for Corrosion

F MSR low

F actaul-Reg.low MSE

F Ii•_ig := (i - a, DegreeFree reg DegreeFree O)

Test the high points

F Test for Corrosion

F actault.Reg.high 
= MSEhigh

.. .)

OCLR00027890
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Appendix 21 - Location 13D Sensitivity Study without 1996 data
The data shown below was collected on 10/18/06

Sandbed 13D0.

Data from. 1992 to 2006 is retrieved. d.:=0

For Dec 31 i992

page :=READPRN( "U:\MSOFFMCE3Drywell Program data\Dec. 1'992 DatasandbedDATA ONLY\SB 13C-D.txt")

Points 49 := showcells( page, 7,0)

Data
Datesd =Day year( 2,31,1992)

Points 4 9 -

1.064

0.949

0.984

0.963

0.957

0.963

1.016

1.117

1.081

0.948

0.98

0.958

0.948

0.918

1.134
1

0.868

0.893

0.869

0.895

0.927

1.103

1.054

0.834

0.855

0.879

0.88

0.92

1.105

1.151

0.979

0.913

0.917

0.915

0.918

1.106

1.118

1.048

0.981

0.913

0.862

0.825

1.117

1.121

1.067

1.012

0.911

0.905

0.824

(. .
n :=conveyt(Points 49.,7)

Point 49d:=nnn4,

The two groups are named as follows:

No Cells := length(nnn)

Point 49 = 824

Bo1star :=28 Stoptop:= 16

low poi --LOWROWS(nnn. No DataCells,.Botstar) high points := TOPROWS (nnn. No DataCells. Stoptop)

high points :-Add(nna, No DataCells' 19, length(high points),high points)

high points :=Add(nnn ,No DataCells, 2 0 .length (high points), high points)

high points :=Add(nnn, No DataCells, 2 1 , length(high points),high points)

high points : Add(nnn, No DataCells, 22 , lengthl(high points), high points)

high points :=Add(nnnNo DataCells, 2 7 , length(high points). high points)

high points :=Add(nnn, No DataCells, 2 8 , length(high points), high points)

...-..

(

0CLR00027891
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( low pont:=ýAdd nm,NoDatCeuls, 17, Iengh~ilow points). low poinjts)

low* pit:= Add(nnm, No DataCell .s, 18, length (low point) ,low pit)

low pit:-Add(mnn. NO DatCells- 23. length (low point) lo point)

low pons=Add(nnn. NO DataCeUls,2 4 , length(low point) lo points)

low pons=Add(nnn, No Daaels 25, length (low pons lo ons

low point :=Add(nnn, No DatapeM 26, length (low pont) lowpons

Cells := deletezero cejl(nnn, No Cells)

high points :=deletezer cells(hi& pons lengdi(high pont)

low pons=deletezero cells(lOw points- Irngth(Iow point))
(I'.

11 measuredd :=mean(Cells) y measure~dd :=Stdev(Cells)

gzhigh measuredd := mean(higl points)

chigh measuredd = Stdev (high points)

chigh measuredd

Standrdhigh poitsr, •'length (high point)

measuredd
Standard enrord =s o Dels

ilow measuredd := mean(low points)

Glow measured d Stdev (low pons

Glow measuredd

Standardlow efrord -d

4length(low points)

(y "
,°. )

OCLR00027892
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d :=d-- I

L • For 1994

page :=READPRN("U:\MSOFFICEUDryweil Program data\Sept. 1994 Data\sandbed\DATA ONLYWSB 13C-D.txt")

Points 4 9 :=showcells(page, 7,0) Datesd :=Dayya(9,26, 1994)

Data

1.1 1.114 1.11 1.078 1.062 1.103 1.113'
S0.944 1.075 0.995 1.015 1.003 1.112 1.125

L 0.977 0.941 0.834 0.827 0.992 1.033 1.028

Points 4 9 = 0.943 0.973 0.879 0.847 0.915 0.974 0.986

0.951 0.911 0.871 0.873 0.923 0.903 0.889

0.938 0.942 0.894 0.875 0.915 0.859 0.877

0.93% 0.911 0.922 0.924 0918 0.825 0.811

L nrm :=convert(Points 49,7) NO DataCells1= length(nnn)

L (. Point 4 9d :=mm No Ce length(nnn)

The two groups are named as follows: Botstar :=28 Stoptop : 16

low points :=LOWROWS(nMn,NO DataCells, Botstar) high points :=TOPROWS(nmnnNo DataCells, Stopt°P)

high points:= Add(nnnNO DataCells, 19, length(high points), high points)

high points = Add(nim.NO DataCells, 20 , length(high points), high Points)Lhigh points:= Add(nnn, No DataCells' 21 , Iength(high points) - iigh points)

high points:= Add(nnn No DataCells 22 length(high points)gh points)

high points:= Add(nnn, No DataCelis,27, length(high points), h& points)

L ... ) high points :=Add(nnnNo DataCells, 2 8 ' length (high points), high points)

OCLRflfl971A9-'
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low poit :=Add( .NovDatCls. 17, length(low points)s 'ow points)

low points := Add(nnn. No DataCells-238,length(,°w points)',0ow points)
low ,- :=Add(nrmo a ies,23length(Iow P~oit it) 1 l0 ow ns

lw points :=Add(min, No D Clls' 2 ' length(low points) Ilow points)

low pointsAdd(nnn, No DataCells' 25, length (low points) ,low points)

low points :=Add (nnn NO Data ls 26, length~ (low points)' low points)

Cells := delez=eo cefls(nnn,NO Cells)

high points :=deletezero cells(high points, length(high points))

low poi = deletezero cells (low points'I length(low points))

P masre d:=mean(Cells)
a measured :=Stdev(Cells)

d

oa measureddStandard errord • ~
NoDataCells

highmeasurd := mean(hig points)

Shighgetun5i rd d :='Stdev (high points)

Standardhigh eror := high measured d

l1ength (high points)

Plow maued :=mean(low points)

glow measured d:=Stdev(low Points)

olow measuredd
Standardlow errord length(low pn

i

OCLR00027894



L
L
L
U
L
U
U
U
U
L

L
r
V

I

Appendix 21 C-1302-187-E310-041 Rev. No. 0 Sheet No.

of

d:=dj-IFor 2006

page :=READPRN( "U:-MSOFFICEDryweIll Program data\OCT 2006 DataNSandbed\SB 13C-D.txt")

Points 49 := showcells(page, 7,0) Datesd :=Dayyr.( 9 , 23,2006)

Data

1.114 1.117 1.132 1.083 1.068 1.106 1.119"

0.95 1.041 0.999 1.061 1.007 1.117 1.1

0.986 0.95 0.837 0.833 0.949 1.088 1.085

Points 49 1.005 0.977 0.878 0.851 0.911 0.958 0.997

0.96 0.907 0.874 0.874 0.915 0.916 0.905

0.944 0.947 0.897 0.887 0.92 0.865 0.892

0.996 0.939 0.929 0.958 0.944 0.832 0.821-

nnn :=convert(Points 49,7) No DataCells := length(nnn)

Point 4 9 , := nnn48

The two groups are named as follows: Botstar :=28

low points :=LO)WROWS(nnn No DataCells'Botstar) high points

hih oi=Adnts N aael'~ligtihg ons ll points)

high points := Add(nnn, No DataCells, 2 9, length (high points). high points)

high points Add(nnn, No DataCells, 22, length (high points)' high points)

high points :=Add(nnn, No DataCells, 27, length (high points)I high points)

high poinsAd ,N at.ls 8 entihpits.hg ons
low points Add(nnn,No DataCells, 17, length (low points), low points)

low points:= Add(nnn, No DataCells, 18, length(low points) -low points)

Stoptop := 16

TOPROWS(nnn. No DataCells' Stoptop)

OCLR00027895
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/t

low pont *=Add nnnu No DataCells' 2 3 ' length (low pojints) -low points)

low points := Add(nnn, NO DatCells' 2 4 ' length(low points)',lw points)

low pow i :=Ad(nnn. No DaClls, 25, length"(low pis) ,low pos)

low oi• -:Add(nnn o oDataCels,,26, length.(low points),'ow points)

Cells := deletezero cells(mn.No Cells)

high -o:=dele, cells • point. length(high po ))

low pons:=deletezero cejjs(lO oints length (low points))

( )
• , ,,, /

P measured :-= mean(Cells) a measuredd := Stdev(

Whigh meauredd := mean(high points)

chigh m d d :=Stdev(high points)

oShigh 11asUrdd

~ error ýIength (high poilts)

0 measuredd
Cells) Standard errord : = -o D

.JNo Dataýells

glow measuredd:= mean(low points)

Glow measuredd :=Stdev(lowpoints)

Standrdlo en low measureddddow
S'tandard °w eJIr •lenlgth (low painlts)
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Below are the results

Dates [1.995-10'

2.007- 10' [ 824

Point 4 9 = 811

821

[13.3071
Standard error = 12.681

12.877J
[972.7551

IL measured = 958.898

968.184 J
[93.149

a measured = 88.766

[90.1361

1.055-103  [662391
Iphigh measured 1.037-10(3 high.measured= 63.573

1.047403 64.111 J

14.1221

Standardhigh error : 13.554

13.99 ]

[906.037]

Plow measured = j 894.926

J904.037] [ 4 6 .6 8 2 1 O w , =[ 8 .98 4 1
alow meaured 42.624 Standardlow error =8.203

46A4991 8.949

OCLR00027897
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(
Total meanis :rows(A measured) Total means = 3 J

Iast(Dates)

i=0
(1P measured- mean(I measured)) j

last(Dates)

SSTlow= (Plow measured, meal(lIdoW measured))2

i=0

last(Dates)

SST highi:= O (igh easuredl -iean(Phigh measured)) 2

J
('1

• Inst(Dates)
SSE:= E (11 measured - yhat(Dates, g measured),)2

i=O

last(D

SSE low.

last(D

SSE high:=,Z

last(Dates)

~SS:= ý
t=0

last(Da

SSR1 0low:= E

iast(Da

SSR-L*-..L:=

t (ow m Yhat(Dates.Plow measUec)j
2

Ites)
(lPhigh measured,- yhat(Dates, lhigh measured)1 )2

0

(YAat(Dates. u -measured),- mea(hl)'

,teo)

(Ybat(Dates, glow measured), - mean~plow measured)) 2

ates)
tvhat(Dates. uhieh ... , mean(uhiah--... •

j

j

( I

OCLR00027898
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i=O

DegreeFree-sS :=Total mans- 2

SSE
MSE-:=

DegreeFree s9

Standard error :=MS

SSR
MSR : 

S-

DegreeFree reg

MST: SST
DcgreeFree st

DegreeFree reg:: I

MS SSE low
DegreeFree 

ss

Standard lowerror:= l

SSR low
Degre'eFree reg

SST low
MST w DegreeFree t

DegreeFree st:= Total means• I

SSEhigh
MSE high::ý DegreeFree ss

Standard higherror'=JMSE hig

SSR high
MSR high "DegreeFree g

SSThigh
MST high :DegreeFree t

Test the means with all points
i

F Test for Corrosion

a :=0.05 F actauliReg " S"

Fcriticalreg :=qF(l - a, DegreeFree DegreeFree ss)

Test the low points

F Test for Corrosion

OCLR00027899
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MSR low
Facau-Relo.=MSE low

F criticalreg := qF(lI - a. DegreeFree icgDegreeFree SS)

'lEA

Test the high points

F Test for Corrosion

°. .. .
MSR highF actau!._ghigh :- aE high

Fcriticalryeg : FI-zDge vrerg DegreeFree SS)

(- -

J

OCLROO027900
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Appendix 21 - Location 17A Sensitivity Study without 1996 data
The data shown below was collected on 10/18/06

d :=0

For Dec 31 1992

page := READPRN( "U:MSOFFICE\Drywel Program data\Dec. 1992 DataNsandbed\DATA ONLY\SB 17A.txt*)

Points 49 :; showcells(page, 7, 0)
Data

Dateasd :=Day year(12,31, 1992)

1.159 1.153

1.121 1.155

1.071 1.095

Points 49 = 1.02 0.995

0.976 0.919

0.866 0.961

0.934 0.97

mm :=convert(Points 49,7)

1.158

1.121

1.112

0.977

0.881

0.892

0.923

1.138

1.143

1.115

1.012

'0.935

0.822

0.925

1.127

1.125

1.097

1.048

0.871

0.804

0.871

1.169

1.151

1.07

1.029

0.936

0.946

0.952

1.167

1.12

1.053

0.951

0.964

0.991

0.986

No DataCells:= length( nnn) nnn :=Zero one(mnnn No DataCells, 43)

Point 4 0 d :=mnn 39 Point 4 0 = 804

StopCELL :=21The two groups are named as follows: No Cells := length(Cells)

low poits :=LOWROWS(tinNo Cells, SlopCELL)

No lowCells ::,length (low Points)

high points := TOPROWS (nnn. No Cells, StOPCELL)

No highCells :=length(high points)

Cells :=deletezero cells(rmn. No Cells)

low points := deletezero cells(low points, No lowCells)

high points =deletzro cells(high points, No highCells)

Ameasuredd := ean(Cells) G measuredd: Stdev(Cells) 0 measuredd
Standard errord!=

DataCells

llhigh measuredd ` mean(high points)

high measuredd :=Stdev(high points)

ohigh measured

Standardhigh errord := gt~hg d

Inhhihpoints)

I1owmeasur meandow points)

olow ~ :Stdev (low pit)

GloW measuren

Standardlow error=, d

d 1length (low points)

OCLR00027901
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I
d:=dl 1

For 1994

j
page := READPRN("U:\MSOFFHCE\Dywell Program data\Sept. 1994 Data~sandbed\DATA ONLY\SB 17Atxt")

Points 4 9 := showcells(page,7,0) Datesd :=Day year(9,26, 1994)

Data

Points 49 =

1.163

1.122

1.121

0.977

0.962

0.861

0.927

1.146

1.155

1.088

0.993

0.914

0.963

0.97

1.158

1.122

1.108

:0.981

0.869

0.894

0.866

1.141

1.144

1.116

0.989

0.942

0.82

0.895

1.136

1. 128

1.102

1.046

0.877

0.809

0.893

1.168

1.157

1.071

1.001

0.938

0.947

0.956

1.172

1.133

1.055

0.956

0.962

0.984

0.953

I
3

If'""'" ):',... •

nmm:=convert(Polnts 49,7)

Point4 :=mn,
Tud 39

lo =ORThe two groups are named as follows:

No DataCells := length(nnn )

StopCELL :=21 No Cells := length(mnn)

low points 'LOWROWS(nmm, No Celis,StoPCELL)

No lowCells *ffi length(low points)

high point :=TOPROWS(nnn, No Cells, StopCELL)

No higlCelts := length(high poits)

cells :=delccoet~ wlsnnn. No CeLls

low points :=deletemo cells(low poiNo lowCelis)

high points:= deletezero cells(high points, No highCells)

~1

n

I
-i

j
U

P measured d :=mean(Cells) a measuredd := Stdev(Cells) Standard I - a measuredd

TNo DataCells

Phigh measuredd := mean(high points)

ohigh measuredd := Stdev(higl points)

ohigh meauredd

Standardhigh ord :- lhigh ponsd

4length (high point.)

plow measuredd :=mean(low points)

Glow measurdd :=Stdevr(low points)

olow measured

Standardlow error m=rd,

er.d 4length (low points)

." ..( J
-.... ,

OCLR00027902
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For 2006

page := READPRN( "U:•CSOFF1CE3Drywell Program data\Oct 2006 DataNSandbed\SB 17A.txt")

Sheet No.
2 of

,.,"

d :=d'g" I

Points 4 9 := showcefls(page, 7, 0) Dates d :=Day yeax( 2 3 ,2 0 0 6 )

Data

Points 4 9 =

1.11

1.121

1.068

0.976

0.962

0.903

0.954

1.149 1.154

1.159 1.114

1.073 1.111

0.991 0.98

0.926 0.909

0.956 0.891

0.972* 0.877

1.138

1.144

1.114

1.03

0.95

0.835

0.89

1.13

1.134.

1.094

1.046

0.869

0.802

0.875

1.17

1.148

1.083

0.994

0.938

0.95

0.891

1.169

1.123

1.053

0.95

0.967

0.963

0.945

finn :=convert(Points 4 9 ,7)

NO DataCe11s lengti( nnii)

Point 40d "= nn39

The two groups are named as follows: StopCELL :=21 No Cells := length(nnn)

low points :=LOWR.OWS(nnnNo Cells, StopCELL)

No lowCe ls := Iength(low points)

high points := TOPROWS (nnn; No Ceals' StopCELL)

No highCells :=length(high points)

Cells :=deletezero cells(nnn. No Cells)

low points :=deletezero cells(low points' No lowCells)

high points:= deletezero ceus(high points No IighCells)

P measuredd :=mean(Cells) ameasured d :=Stdcv(CeIls )
0fmeasurd

Standard errord d

JNO DataCells

Ihigh measured d :=mean(high points)

chigh measuredd := Stdev(high points)

Standardhigh errord = nthigh measured
d length (high points)

Plow iraured :=mcan(lowipints)

Glow measuredd *= Stdev (low points)

slow measuredd

Standardlow error =d
ld length(low points)

( )qd&.. *mQ

OCLROO027903
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Below are the results

1.993- 1031

Dates = 1.9951 03

3

3
3
1

Point 40 = 809

14.9711
Standard error= 15.472

14.91! j
1.022-103

I measured = 1.017-103

1.015-103 f104.78
a measured = 1 08.06

1104.3791

Li
1 -. "

I !

Li

[ 1 .i 2 5 -1 0 3 r e d 3 3 .1 1 8 1ghgmeasured= 1.129e103 c°high meas.rd 31.283/

1J122"!0 
33.194

F94135931 [61.371

plow meased = 933.75 (;low measured = 56.659

1935.429 [55.725]

F7.2271iStandardhigh error = 6.8277 2

17.243J

11.811

Standardlow error = 10.708

110.5311

(.... .. U
I
LiOCLR00027904
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Total rmans := rows (p masur.ed) Total mea =3

ri

L
L(.I

last(Dates)

SST := (tmeasured - M( Mea surd))2
i=0

last(Dates)

SSTlow:= (plow measured- mean(plow measured))2

i=0.

last(Dates)
SST high := , (lphigh measured, me'an(phigh measured))2

i=0

Iast(Dates)

1=0

last(Dates)

SSEhjw: Z
i=O

Iast(Dates)

SSR:= (yhai

i=0

-aue yiiat(Dates, A esue),

l~ow mesred. yhat(Dates, Plo0w me asured),)2

( ,high measured7, yhat(D ates.high measured),)2

'I

t(Date-S.p Mesre)i mean(i 1measure)) 2

OCLR00027905
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SSR low:

i=O

-last(Dates)

SSR high := E

i=0

C-1302-187-E310-041 Rev. No. 0 Sheet No.

,,t -7 of

(yhat(Dates, Plow measured)j- mean(PltOW measured))2

yhtDts )hg . enpbg esr J

DegreeF'rees :=Total means- 2

MSE : SSE
DegreeFree s

DegreeFree reg I=

SSE low
MSE low D rDpegreeFree s

DegreeFree st :=Total means- I

SSE high
MSE high DegreeFree ss

I
U
I
ii

,o . Standard error :=4

MSR : I SSR
DegrepFree reg

SST
MST: S

DegreeFree st

Standard lowerror:=f

tSSRlo

MSR low := low
Degreetree reg

SST low

MST low :=
DegreeFree st

Standard higherror:=I hig

SSR high

MSR high
DegreeFree reg

SST highMST high :=Degree~rce 5s

ha

Test the means with all points

F Test for No Corrosion

MSTF actaul_Gradnmean"=''

F Test for Corrosion

a :=0.05

F r F actaulGradnmean

SFcritical_GM

FMSRFactauL.Reg "- S"

F criticalreg := qF( I - a., DegreeFree rcg DegreeFree ss

F actauLReg
F ato-reg F critical-reg

I

U

OCLROO027906



APPENDIX 21 C-1302-187-E310-041 Rev. No. 0 Sheet No.

.QY of

F ratioGM 0.04 Ftio 0.012

Therefore no conclusion can be made as to whether the ata best fdi regression model or the
grandmean model. However the grandmean ratio is signific reater than the regression ratio Indicating a
line without a slope may be the a better fit. The figure below provides a trend of the data and the graindmean

Test the low points

F Test for No Corrosion

F actaul_Gradnmean.low :"MST low

F cxitical_GM := qF(I - a, DegreeFree g,DegreeFree=st)

F Test for Corrosion

MSRI0W
FactaulReg.iow MSE low

F criticaI reg :=qF(i - a, DegreeFree 'reg, DegreFree as)

( . - .

Factaul_Uradnmean.low F . actaulReg.low
Fratio_GM iow F critical ratio jrg.iow F F

Sctia_GM . ,• -'-reg •

FratioGM.iow = 0.152 Fratio-reg.tw= 1.34*10,.

The conclusion can be made that the low points best fit the grandmea ode egrandmean ratio is

greater than one. The figure below provides a trend of the data and the grandmean

Test the high points

F Test for No Corrosion

FactulGradrwnean high MST high
MSR high

Fcritical_GM :=qF(1 - a, DegreeFree reg.DegreeFreg st)

F Test for Corrosion

MSR high
FactaulReg.high MSh

MSE high

Fcritical-reg :: qF(l ... .. M;ýpjýews

.. °

Factaul Gradnmean.high F i Factaul.-..high
F ratio_GM.high "- F -t Fr. -ract= ,

F mtioýGM.Jigh = 0.049 F -3
FricticalOGM -rti al re•

Fratio°_regjhi = 7.492- 10

Therefore no conclusion can be made as to whether the data best fits th regres& model or the
grandmean model. However the grandmean ratio is significantly greater than e regression ratio indicating a
line without a slope may be the a better fit. The figure below provides a trend of the data and the grandmean

OCLR00027907
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Appendix 21 - Location 17D Sensitrivty Study without 1996 data
The data shown below was collected on 10/18/06

d:=0

For 1992 Dates d:=Day yea(12,8,1 992)

page :=READPRN("U-MSOFFICE\DrywelI Program data\Dec. 1992 Data~sandbed\Data OnIy\SB 17D.txt")

Points 49 := showcells(page, 7, 0)

Data

I
I
I

(.
Points 4 9 =

0.839

0.804

1.029

1.069

0.809

0.79

0.832

0.802

0.802

0.814

1.069

0.845

0.833

0.896

0.853

0.71

0.752

0.748

0.845

0.892

0.835

0.905

0.806

0.802

0.803

0.816

0.846

0.882

0.955

0.737

0.819

0.784

0.846

0.878

0.886

0.877

0.762

0.737

0.806

0.845

0.855

0.936

0.71

0.648

0.668

0.785

0.84

0.792

0.862

nm := convert (Points 49, 7)

point 1 3d :=nnn,3

No ataCeils :=Ilength(nnn)

Point 13 =648
I

'1

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

nnn :=Zero on e (nnnNo DataCelis, 15)

nn :=Zero o No DataCells, 22)

Cells := deletezero ,11, (nn., No DataCe1Is)

nun :=Zero one(nnn.No DataCells, 16)

nnn -=Zero one (nnn, No DataCells, 23) I
I

.,.'" .,( )
%°...."

I' measuredd :d mean(Cells)
a measured d :=Stdev(CeIls)

I measuredd
Standard enord -=

,No DataCells i

OCLR00027908



. Ap;pendix 21 C-1302-187-E310-041 Rev. No. 0 Sheet No.
,' of

d =d+ I
For 1994

page :=READPRN( "U:aMSOFFIMCE ywelI Program data\SepLt1994 Data~sandbed\Data Only\SB 17D.txt")

Datesd :=Day year(9,14,1994)

Points 4 9 showcells(page, 7,0)

Points 4 9 =

0.797

0.807

1.008
.1.068

0.804

0.79

0.827

0.815

0.806

0.243

1.066

0.836

0.825

0.899

0.853

0.698

0.749

0.739

0.838

0.885

0.826

Data

0.887

0.802

0.741

0.812

0.794

0.847

0.863

0.925

0.729

0.816

0.772

0.853

0.872

0.922

0.878

0.734

0.735

0.793

0.828

0.853

0.934

0.696

0.646

0.662

0.785

0.842

0.795

0.835

:=convert(Points 49,7). No DataCells := length(nnn)

point 13 "=nnnl3

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22)

nnn :=Zero one(n"," No DataCells, 15)

nrn := Zero one (nnn, No DataCells, 22)

Cells:= deletezero cells(nnn. No DataCells)

nnn := Zero ofe(nnn NO Data.els, 16)

finn := Zero one(nnn No Datacells',

p measuredd := mean(Cells) a measuredd := Stdev(Cells)
Standard errord No measuredl

Stadar ¢rord NNO DataCells

OCLR00027909
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d:=dl- I
For2006

page :=READPRN("U:.MSOFF[CE\ywell Program dataVO-r 2006 DataýSandbed\SB17D.txt")

Dates d :=.Day y,,( 10, 16,2006)

Points 4 9 :=showcells(page,7,0)

Data

I

Points 4 9 =

0.849

0.806

0.998

1.072

0.814

0.792

0.824

0.828

0.802

0.823

1.074

0.841

0.829

0.897

0.861.

0.717

0.752

0.742

0.85

0.888
0.837

0.894

0.806

0.733

0.812

0.816

0.846

0.887

0.93

0.736

0.822

0.812

0.852

0.888

-0.891

0.888

0.756

0.73

0.803

0.856

0.855

0.935

0.702

0.648

0.667

0.791
0.869

0.8

0.886

iI
6j

6A

1* )
nnn := counvert(PIoints 49 ,7)

point 13 d ,=nnn1 3

For this location point 15, 16, 22, and 23 are over a plug (refer 3.22) I
mn :=Zero oan(nnn, NO Data~e11s' 15)

nnn:=Zeroonen~mmNO DataCellsaf

Cells :=deletezero ceis(nnn. No DataCells)

nnn :=Zeroone(nnnNo DataCells, 16)

nnn :=Zero one(nnn, No DataCelis' 23)

p measuredd := mean(Cells) a masued :Stdev(Ce~ls)

SI measured.
Standard e =

d No DataCells

i 1

IOCLR00027910
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

[1.993-10'
Dates 1.9510

L 2.007-103

.6481
Point 13 = j646

.16481

[817.22221
P measured = /809.8889

L 818.6667

Total means :=rows(A measured)

[ 9.2141
error 9.448

9.476

64.4961
0 measured = 66.133

L66.335]

Total means = 3

last(Dates)

SST:= E (At measured- mean(IL measured))'

i=0

last(Dates)

S measured Yhat(Dates, measured)1 )2

i=O

last(Dates)

SSR:= (yhat(Dates u measured),- mean(p measured))2

i=0

SST =44.305

SSE = 31.795

SSR = 12.51

DegreeFree . := Total means - 2

MSE SSE
DegreeFree ss

DegreeFree reg 1

MSR:= SSR
DecgreFree reg

DegreFree st :=Total means- I

MST SST
DegreeFree st

OCLR00027911
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I
(

MSE = 31.795

StGrand err :=4;;i

MSR = 12.51

StGrand err 5.639

MST = 22.152

F Test for Corrosion

F ._ MSRa = 0.05 F actauLReg "-=

F criticatjcg: FI - a. DegreeFrpee ,eg, DegreFree s) I
U
I

F

(

i--

I

e",, )

OCLR00027 912
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Appendix 21 - Location 1 9C Sensitivity Study without 1996 data
The data shown below was collected on 10/18/06 d:=O

Data from the 1992, 1994 and 1996 is retrieved.

Datesd :=Day year( 12,8,1992)

page :=READPRN("U:\MSOFFICEHM~iweli Program data\Dec. 1992 Data~sandbed\Data Only)SB19C.txt")

Points 49 :=showcells(page,7,O)

For 1992
Data

Points 4 9 =

0.822

0.683

0.815

0.785

0.839

0.867
0.835

0.757

0.716

0.744

0.65

0.782

0.833

0.861

0.792

0.693

0.879

0.713

0.732

0.88

0.889

0.994

0.797

0.859

0.766

0.762

0.756

0.842

0.922

0.753

0.856

1.147
0.859

0.852

0.896

0.979

0.887

0.222

1.152

0.791

0.736

0.884

0.931

0.838

0.888

0.907

0.838

0.752

0.809

nnn :=convert(Points 49,7)

No DataCells:= length(nnn)

For this location point 20, 26,27, and 33 are over a plug (refer 3.22)

nn := Zero one(nnn, No DataCells, 20)

nnn := Zero one(rn' -No DataCells,)

Cells := deletezero ceils (nnn, No DataCells)

ronu = Zero one (nnn, NO DataCells, 26)

one :-=Zeo one(on ,No Cells' 33)

minpoint :=min(Cells)

p• measuredd :=mean(Ceils)

minpoint = 650 P

a measuredd= Stdev(Cells)

int 2 1d :=Ceils 21 Point 21 = 650

measured

Standard error. d

DataCells

OCLR00027913
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I

I

d:=d+I1
For 1994

page :=READPRN("U:I\MSOF•FCEiywell Program dataNSept.1994 Data~sandbedDta OnIy\SB 19C.txt")

Datesd :=Day year( 9 ,14,1994)

Points 4 9 :lshowcells(page, 7,0)

Data

Points 4 9 =

0.816

0.677

0.813

0.787

0.841

0.871

0.836

0.757

0.738

0.736

0.666

0.782

.0.832

0.853

0.82

0.694

0.876

0.718

0.734

0.886

0.892

0.979

0.798

0.855

0.762

0.764

0.766

0.851

0.904

0.762

0.838

1.153

0.856

0.867

0.9

0.952

0.897

0.221

1.149

0.787

0.735

0.902

0.917f

0.831

.0.884

0.906

0.834

0.748

0.831.

I
F

I
i!

S)
nn:=convert(Points 49,7) No DataCells := length(nnn)

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22)

ann := Zero onw(nnn, NO DataCeils, 20)

m '.-- Zero =(wn , No DataCells, 27)

Cells :=deletezem cells(nnn, No DataCells)

Point 2 1d :=Cells2,

nnn:= Zero one(nnn,No DataCells, 26)

nn :=Zero 4nnnNoDataCells'33) I

I

•

McatSred d :=meani(Cells) a measuredd :=Stdev(Cells)
. a measuredd

Standard : ,
d No DataCells

OCLR00027914
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d:=d" 1

page := READPRN("U:.MSOFFICEOiywe 11 Program data\OCT 2006 Data\Sandbed\SB19C.txt")

Datesd :=Day year(10,16,2006)

Points 49:= showcells(page, 7, 0)

Data

Poidts 49 =

0.809

0.679

0.816

0.791

0.851

0.866

0.801

0.768

0.745

0.775

0.66

0.781

0.83

0.794

0.862

0.695

0.87

0.715

0.733

0.88

0.852

1.059

0.814

0.871

0.793

0.762

0.757

0.941

0.968

0.766

0.863

1.151

0.862

0.867

0.901

0.961

0.865

0

1.164

0.787

0.75

0.906

0.92

0.845

0.896

0.918

.0.796

0.753

0.84

U mmn *:=convert(Points 4 9 , 7)
No DataCells:= length(nnm)

For this location point 20, 26, 27, and 33 are over a plug (refer 3.22)

onn := Zero one (m, No.DataCells, 20)

nnm:=Zero (nnn, No DataCells' 27)

Cells :=deletezero cels (nnn. No DataCells)

Point 2 1d :=Cells2,

nnn :=Zero one(On, No DataCells, 26)

m :=Zero one(nm,No DataCells, 33)

A measuredd :=mean(Cells) C measured 1 '=Stdev(Cells)
a measureddStandard eo-rd :=d

ýNo DataCells

0CLR00027915
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Below are matrices which confain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

Dates I [6501
Point2 1 = 66660

660

]
I
1

'Eu

'1

U
819.156]

I measured = 819.889
- 823.822]

Standard error = I 10.485

11.303
77.0681

a measured =` 73.396

79.123J

Total =, ows Total means =ý3

( ....... )
last(Dates)

SST: E (it measured I- mean(it meaSUred)) 2

i=O

Iast(Dates)

( measured- yhat(Dates, A measured)1) 2

i=0

last(Dates)

SSR:= E (yhat(Dates, P mesured)I- mean(p measured))2

i=0

SSE = 0.011
I
U

1

U
DegreeFree , := Total means- 2

- SSE
MSE :.-

Degr•eFree ss

MSE =.0.011

DegreeFree reg :-' 1

MSR := SSR
DegreeFree reg

MSR = 12.585

SSR = 12.585

DegreeFre st :=Total means- 1

MST:= SST
DegreeFr-e st

MST = 6:298 Il

StGrand err :=' i StGrand = 0104

0CLR00027916
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

1.993-10'

Dates 1 .99-,.1O3[ 2.007o1&
6501

Point 21= [666]

819.1561

P measured 71819-889
823.822

11l.01 1
Standard error = I 10.485

11.303J

77.0681

a measured = 73.3961

79.123

Total means :=rows(IL measured) Total means=3

( .... I
last(Dates)

SST:= (i measured, .measured))2

i=O

last(Dates)

SSE.: E (At measuredj ylWa(Dates, It measured),)2

i=0

last(Dates)

SSR:= (yhat(DatesP1 measured)J -ean(,i measured)) 2

i=0

SSE = 0.011

SSR = 12.585

DegreeFree  *L-Total -

SST
MST.:=

DegreeFree st

DegreeFree ss := Total means- 2

MSE:= SSE
DegreeFree ss

MSE = 0.011

StGrand :=MS

DegreeFree reg:= I

SSR
MSR :=,

DegreeFree reg

i MSR = 12-585

StGrand err =0.104

MST = 6.298

OCLR00027917
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( '1

a :=0.05

F Test for Corrosion

MSR
F actaul Reg :=e"

cFtcJrg q~ I.ferere Dge~e

1~

I
~1

I

The conclusion can be made that best fits the grandmean mode!.

.- o- "-..

•% :'

Therefore no conclusion can be made as to whether the data best fits the regression model. The figure.

below provides a trend of the data and the grandmean

Therefore the curve fit of the means does not have a slope and the grandmean is an accurate measure of

the thickness at this location

i :=0- Total means-

agan masre := sdey(II measre)

and measuredg:=mean(I d m eured

GrandStandard error orand measured
eror,,- r_ _

The minimum required thickness at this elevation is Tmin.gen SB1 =736 (Ref. 3.25)

Plot of the grand mean and the actual means over time

1'

I I I I I i i

340

7

~1

~~1

x x x
9201--

.(
itcarniuld

xX 300 a
-~a measred

TiMiLeS-
780
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1992 1994 1996 1998 2000 2002 2004 2006 2008 2010Waes

Lra measured0 = 820.956 GrandStanard error= 1.449
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To conservatively address the location, the apparent corrosion rate is calculated and compared to the

minimum required wall thickness at this elevation

m s :=Slope(Dates 1p measured) m s = 0.333 Y b := intercept(Dates, I measured) Y b = 156.275

The 95% Confidence curves are calculated

a t :=0.05 k:=2029- 1985 f :=0., k-I

Year predict, := 1985 "+- fP2 Thick predict:=m s'5 Yar predict+ Yb

Thick actualmean := mean(Dates) sum :=E (Datesd-- mean(Dates)) 2

i

upper =Thick predic-

+ qt I - -, Tota men St2.s nd

2.(di-)

+(year predict 1- Thick actualmean)

sum

lower := Thick predic -

+ re c1 t__(year_______ 
___Thick____ actual__ _2

+qt I -- ,Total mean-2)-StGrand err.+1 I Thc I--.e.)-
2 ' , (d-- I) sum

'1

I. A
2

OCLR00027920
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L

L,

Location Curve Fit Projected to Plant End Of Life

t00 -

Thick predict

upwe

lower

m teasured

Tmhtjgen S9

700W-

I I I I

~ p --

I I I I -

m s = 0333

L

L

600 -

! .... i

500

1980 1990 2000 2010 2020
Year prdict-r predictYr predict. Dates. y- predict

2030

Therefore even though F-ratio does not support the regression model the above curve shows that even at the
lower 95% confidence band this location will not corrode to below Drywell Vessel Minimum required thickness
by the plant end of life.

l .- ..
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Appendix 21 - Location 1 D Sensitivity Study without 1996 data
The data shown below was collected on 10/18/06

d :-0

For 1992 Dates4 :=Day yea( 12,8,1992)

page :=READPRN(U:•\MSOFFlCE\DrywelI Program data\Dec. 1992 Data\sandbed\Data Ony\SB ID.txt")

Points := show7cdlls(page, 1,7,0)

Data

Points 7 =[0.889 1.138 1.112 1.114 1.132 1.103 1.126]

°.... "%

nnm :=con7vert(Points 7 7. 1)

Point 1 :=Points 7. d 0

No DataCells:= length(nnn)

nn '=Zero one(nnn. No DataCells, 1)

Cells := deletezem cells(nnn,No DataCells)

Point I = 0.889

P measured :=rmean(Cells)
d

ameasuredd :=Stdev(Cells)
(T measured.

Standard errord M= d'_

F DataýýeIls

-. •

OCLR00027922
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d:"-d- I
For 1994

page := READPRN("U :MSOFFICEMDryweIl Program data\Sept.1994 Data\sandbed\Data OnlySB D.txt")

Datesd := Day year(9, 14,1994)

Points 7:=show7cells(page, I,7$0)

Data

Points7 =0".879 1.054 1.105 1.119 1.124 1.088 1.118]U

WI

U

nn:=con7vert(Pod ts 7P7 71

Point 1:=Points7
d 7I

NO DataCells := length(ram)

nnn :=Zero 0o(nnn,No DataCells, 1)

Cells := deletezero cells (rm, No DataCells)

U

U

PI measured d :=niean(Cells) a measuwadd :=Stdev(Cells)
0 measuredd

Standard errord :=do -

No DataCells

OCLR00027923
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(
40Ad:=d- 1

For 2006

pag• :=READPRNU:-MSOFFICE\DrywelI Program data\OCT 2006 Data\Sandbed\SB 1D.tt")

Datesd :=Day year( 10, 16,2006)

Points 7 :show7ceils(page, 1, 7,0)

Data

Points 7 =(0.881 1.156 1.104 1.124 1.134 1.093 1.122]
J

, n:=con7vert(Points 7,7, 1) No DataCeIls= Iength(nnn)

Point I :=Points 70

lm :=zero one(nnnNo DataCellsO)

Cells := dceltezero Mil~s (Iml, No DataCells)

[0.889]
Point 1 = 0.879

o0.881.

i 1

m'neasuredd :Mean(Cells) a measured :=Stdev(Ceflb) Standard -0 measuredd
nd rord-. . No DataCells

I

I.. *l
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Below are matrices which contain the date when the data was collected, Mean, Standard Deviation, Standard
Error for each date.

[1.993-1O1 1
Dates =~ 1.99,%.103

1.2.007-103

[ 0.8891
Point I = 10.891

I.0.881

1.12083.1o

" measured[ 1.10133103

1 .0877.1i03] 5.039 1
Standard 10.05

L 35.295]

13 3131
mease = 26.591

93.382 J

Total means := rows(A mesrd) Total means = 3

iast(Dates)

~SS:= (I measured,- mean(9 measured)) 2

last(Dates)

SSE:= " ( measured - yhat(Dateslg measured)')2

i=0

last(Dates)

SSR:= (yhat(Daes P- measured)j mean(ii measured))
t=0

SSE= 131.284

SSR =422.916

Degree-ree st :=Total means-

MST:= SST
DegreeFree t

MST = 277.1

DegreeFree ss :=Total means, 2

MSE := SSE
DegreeFree5s

MSE = 131.284

DegreeFree reg := 1

SSRMSR'
DegreeFree reg

MSR = 422.916

/

St~rand err 4=MS StGrand err = 11.458

OCLR00027925
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q#3 -o'Y/]
4..'

I
F Test for Corrosion

a :=0.05

(~. )

.MSR
F actaulReg :=-S

F critical.reg :: qF(l - at, DegreeFree reg, Deg_.•= Ss)

F . F actaulReg
ratiojeg F criticalreg

F atiojreg 00

7-1
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"-q following Mathcad Program (Iterate means) Is used to perform the simulation for successful corrosion test for the mean rates.

rate ,m.anTarget Rate- 9 1Q992 0 inilut-Total men,nn' t :0 i*-0

Succesful Ftest*- 0

while i<It

DegreeFree st*- Total m - 2

DegreeFree reg- I

Da te*- 1992

Date1 - 1994

Date2 .- 1996

Date3 .- 2006

Confidence.- 0.95

F critical' qF(Confidence,Degderee reg, DegreeFree se)

j.*-0

for observ E 0.. Total means -I

[M inj*- t 1992 [(Target Rate) .(Date,- Date0)]]

j

Cells.+-- ronnorm , p in.,O input

j1-j "I- I

last(Date)

SSE.- Z (p test - yhat(Date,' tt)k)2

k=0

last(Date)

SSR.- (yhat(DateP test)k- mean(x tt))2

-k=0

MSE*- SSE
" DegreeFree se

MSR*-
DegreeFree g;

MSR
F actaul. -

Factaul [
F ratio*-

F critical

mn- slope (Date, p test)

(Succesful Fteste- Succesful Ftest+ I) if F ratio> I

i- i+ I

Succesful Ftest

1
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function required the following inputs: the target corrosion rate (Target Rate), the 1992 calculated mean (p 1992), the target

' ndard deviation (o input)' the number of Inspections (Total means) arid the number of iteration (It).

For each Iteration

The function generates 49 point arrays using the Mathcad function "morinr. The function "norm(49, l in' a input) "returns an

array of 049' random numbers generated from a normal distribution with mean of up in' and and a standard deviation of "a input

Each iteration will generate 49 point arrays for the years 1992, 1994, 1996 and 2006.

The Input to the 1992 array will be 49, the actual mean (800 mils) which was determined from the actual 1992, 1 9A data

(reference appendix 10 page 10). and a target standard deviation of a input( 65 mils). This target standard deviation is the

average the of calculated standard deviations from the 1992, 1994, 1996 and 2006 data (see appendix 10 page 10). A

simulated mean (for 1992) will then be calculated from the simulated 49 point array.

The input to the 1994 array will be 49, the valve I1 1992 minus the target rate (in mils per year) times 2 (years; 1994-1992) and

a standard deviation of 65 mils. A simulated mean (for 1994) will then be calculated from the simulated 49 point array.

The input to the 1996 array will be 49, the valve p 1992 minus the target rate (in mils per year) times 4 (years; 1996-1992) and

a standard deviation of 65 mils. A simulated mean (for 1996) will then be calculated from the simulated 49 point array.

The input to the 2006 array will be 49. the Valve p 1992 minus the target rate (In mils per year) times 14 (years; 2006-1992)

a standard deviation of 65 mils. A simulated mean (for 2006) will then be calculated from the simulated 49 point array.

)e four simulated means are tested for corrosion based on the methodology In section 6.5.9.2. The confidence factor for the

test will be 950/a. If the corrosion test Is successful (the F Ratio is great than 1) then that iteration is be consider a successful
valid iteration and the term Succesful Frost is increased by 1.

End of iteration
100 iterations are run at each of the Input rates of 5, 6. 7. 8, and 9 mils per year. The resulting number of successful (passes
the corrosion test) iterations will then be considered as probability of observing that rate given the 19A data.

The following Mathcad Program (run_10time(times,ratea input, dates, It, tolerance) runs the Iterakean program 10 times and

returns an array ( Sim) which documents the number of successful %F test' in each of the 10, 100 iteration simulations.

Runs(Targt Rate, P 1992' F input' Inspections, It) : Goodtestl--0

j4-O
for tastE 0. 9

xxi-Iterate means(Target Rate, A 19 92 ,- input- Inspections, It)

Goodtest+4- xxj

Goodtest

2
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The results of the simulations are shown below using the following inputs

.992 :=800 a input:=65 Inspections :=4 Iterations:= 100

The simulation for 5 mils per year is Input below Target Rate:=5.

85__It e nRuns (Target Rate, PIt M,92a input, Inspections, Iterations) 79'

84__
86_L
73
80L

The simulation for 6 mils per year Is Input below Target p

89

9-2

92

93
tions) 93

93.

89

90

94

93

Runs (Target Rate,1 1992,o input, Inspections, Iterat

The simulation for 7 mils per year is Input below Target Rate-=7.

Runs (Target Rate- A 1992G input- Inspections, Iterations)

98

95

97

96

97

98

97

97

97

96

3
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The simulation for 8 mils per year is input below

Runs (Target R~atep P 199210 inputp Inspections, Iterations)

-310-041 Rev. 0
4 of 4

Target Rate:=8.

99"

99•

98
98

99•

J

2

The simulation for 9 mils per year Is input below Target Rate :=9.

Runm(Target Rate, P 1992,-0 inputInspections, Iterations)

IOWi100:

99•100.,

100

98
too'!

~tj

j

% .:

Therefore the observable rate that passes the corrosion test more that 95 times in 100 iterations approaches 7 mils per year.
Defining a more precise rate of 6.9 mils per year satisfies the tests.

The simulation for 6.9 mils per year Is Input below Target Rate :6.9

97

96

96"

95

94:
i96.

197_

'a

J

h'I

J
4
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December 12, 2006

Mr. Francis H. Ray
AmerGen Energy Company, LLC
Oyster Creek Nuclear Generating Station
U.S. Route #9
Forked River, New Jersey 08731-0388

Subject Oyster Creek NGS Independent Technical Review of Drywall Thickness
Monitoring Program Ultrasonic Test Results

References (a) AmerGen Calculation C-1302-187-E310-041, "StatisticalAnalysis of
Drywell Vessel Sandbed Thickness Data 1992, 1994, 1996 and 2006,"
Revision 0, December 8, 2006

(b) AmerGen Calculation C- 1302-18,7-E310-037, "Statistical Analysis of
Drywell Vessel Thickness Data," Revision 3, December 11, 2006

Dear Mr. Ray:

In accordance with your request, MPR has performed a detailed technical review of the reference
calculations that cover the statistical evaluation of Oyster Creek drywell ultrasonic thickness
measurements taken over the period from 1990 to 2006.- The calculations report the current
mean thickness and projected corrosion rate of ultrasonic test locations in the sandbed region and
in areas at higher elevations.

Based on our review of the two calculations, we conclude the following:

0 AmerGen has shown that all areas of the drywell monitored by ultrasonic test meet
minimum wall thickness requirements with margin.

a In areas of the drywell demonstrating statistically significant corrosionrates, the
observed rates are small, less than I mil per year.

e Methods used by AmerGen to estimate corrosion rates in areas with limited statistics
and no observable corrosion (in a statistical sense) are very conservative, and the
required inspection intervals based on these rates are conservative.

0 All inputs to the calculations are accurate, assumptions are conservative, and results
are used correctly.

320 KING STREET ALEXANDRIA. VA 223144200 703-519-0200 FAX 703-519-0224 http~/www.mpr.com

OCLR00027931



Mr. Francis H. Ray - 2- December 12, 2006

We note that the calculations could be made less conservative and observed corrosion rates could

be estimated more accurately if individual locations in each grid array used for ultrasonic testing
are tracked separately over time, rather than tracking the mean thickness over time for each
array. Corrosion rates at individual locations could then be determined, and an average rate

computed for the array of data. Upper bound rate data could also be determined. These
refinements should be incorporated in future statistical evaluations of the ultrasonic test data.

Finally, we note that ultrasonic testing of wall thickness in the sandbed area above the concrete
floor inside the drywell is probably not necessary, since the drywell can be examined both inside
and outside for evidence of coating failure or corrosion. If no evidence of coating failure or
corrosion is observed, ultrasonic tests are redundant.

Overall, we concur that the reference calculations are complete and conservative. Please call if
you have any questions or comments on this letter.

Sincerely yours,

/E. Nestell

(." cc: Pete Tamburo, Oyster Creek

4. 0
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D. Gary Harlow, Ph.D. D.
149 W. Langhorne Ave. ate ',Ye• , •,'
Bethlehem, PA 18017
610-758-4127 (office)
610-758-6224 (fax)
dghO@lehigh.edu C'C5 e

December 15, 2006

Mr. Peter Tamburro
Exelon Corporation

Dear Pete:

I have reviewed the methodology-described in section 6.5.9A and Appendix 12 of AmerGen Cal
caution C-1302-187-E310-037 Rev.3. I find the methodology consistent with standard statistical
methods. The conclusions based on the methodology are accurate and reasonable.

I have also reviewed the methodology described section 6.5.9.4, section 7.5, and Appendix 22 of
AmerGen Cal caution C-1302-187-E310-041 Rev.0. I find the methodology consistent with
standard statistical methods. The conclusions based on the methodology are accurate and
reasonable.

Sincerely,

D.G. Harlow
Professor of Mechanical Engineering and Mechanics

(V*"ft V
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ATTACHMENT 000
PAGE L OF 5ý10 0 00 000

ILx~oain 50 - Biay r 9 Elev. 11-3-- 50 00 0 0-0 0
A B C D E G 60000000

1 1.005 1.056 0.985 1.133 1.132 1.136 1.101 170 0 00 0 0 0
2 .0.895 0.927 1.067 1.037 0.974 1.077 1.069 1_____

3 0.7611 0.883 0.975 1.071 1.033 1.105 11.1123 -W
4 0.6865 0.993 10.949 0.9114 0.995 1.022 1 IA41 ___________

6 0.980 0.968 10.936 0.942 101.88L '0.927 10.998 Callibraton Check' 10:15 1
a' 0.960 0.89 0.9761 0.9871 0.967 0.955 .949 5sCr. AVG.I
7 0.9601 . 0.967 10.9313 1.0041 0.947 0.892 I0.943 ./2o 0.988 1

- r -e - -• - ==- -lo(58oo /

.,.,•.o.t- -1, 1 11A " 1 11 E"ev. 11' 3" iCOMMENTS:
A 0 c -l E -F Coreoi lug l/ocatedat C04,/C05,B04.106

1 0.905 0.832 0.829 0.803 0.830 0.612 0.737
2 0.79.7. 0.825 0.834 0.822 0.858 0.783 0.796 !
3 03720 0.766- 0.858 0.731 0.762 0.669 0.764
4 0.739 1.047 1.057 10.806 0.761 10.621 10.8491
6 0 .8 l 1i.09 1.1041 079 0.879 0.354 1 0.817 1 Calibration Chec: 10:2I
6 0.741 0.897 0.418 0.8901 0.907 10.833 1 0.2•2 5cr. A V.
7 0.8751 0.869 0.923 0.886 1 0.871 0.810 1 0.842 1 .5 8.

COMMENTS: File Specific Comments located to right of readings.

Location ID IIC: The following template holes were painted onto the plate using the template. readiging 9s were thentaken with the template removed. This was done due to the Drywell Vent Attachment weld obstructing thetemplate. Row 1
A through G. Row 2 A through C. Row 7 C through D.

.. Reviewed by: Lee Stone 6 L • Level II Date '10/18/2006

OCLROO027941



197-I LA- •'o P53 ? o- 5" J4 4

ru. **......J SUM --

Gen- b iC Ultrasonic Thickness Measurement
Oystr Creek
Refuefing Outage - 1R21 Data Sheet.

pape 2 of 5

ru~ naiTla;,racl naXr :; IV^

Date: 10/18=006
UIT Procedure: ER-AA-335-004

Gfid Procedure:. IS-32822-00'

( J JA I II l . . ..n I d q uX
1| (ttctlonf ID Bav 11 Elev. 1V3" 1 !iiDIau~n !•Z Uq

I
- -1 orto - -

A B C D E F G COMMENTS: Aol obstruced due to D.W

I OBST. 0.771 0.803 0.912 0.767 0.868 0.886 Vent attadiment weld. 901 readln taken adlacent to

2 1.056 1.046 0.984 1.094 1.036 1.118 1.029 D.W.- 8sttac ntweld-

3 1.073 1.113 1.002 0.935 0.942 0.88 0.853 o Soo Cormets above.

4 10.837 0.836 0.790 0.874 0.834 0.846 0.838
5 10.850 0.826 0.869 0.889 0.833 0.866 0.875

At 1 JRa alR4n D.8A 0.8)52 0.972 0.576 0.644 I Iscr. I. AVG. I

7 10.61 0.7 1!~ 0.7 8.68 0.880 I0.849 1 0.876 .28 0.8987

3 ! 0.7601 0.13A D 13 0821 0.746 0.759 C r 0.768

4 0.8451 0~..96 '~ 0 j8 084 0.788 0n.79 0.8521 0.8871 0.811 - 0.881 0.869 0.798 0.846 0.840
8 0.8161 0.813 0.8 0.4 0.824 08 7 0.870 cAV

Io. so,8 0.813 0.61 ".86. 0.I 0.846 1I.401
a 0.816 0.813 0869 0.94 0124 0.78510.01 sr

7 0.801 0.834 0.763 0.838 0.895 0.885 0.863 .628 0.846 1

" Moton 15 13 Bay 13 Elev. 113" Calibraion Check1I R

A C D E F G
1 1.114 1.117 1.132 1.083 1.068 1.0 1.119
2 0.950 1.041 0.999 1.61 1.007 1.117 1.100
3 0.986 0.950 0.837 0.833 0.949 1.088 1.085
4 1.005 0.977 0.878 0.861 0.911 0.958 0.997
5 0.9o0 0.907 0.874 6.874 0.915 0.916 05
6 10.944 0.947 0.897 0.887 0.920 0.865 0.892 Ticr. AVG.
7 0.996 0.939 0.929 0.968 0.944 0.832 0.821 .828 emu

-ocstlonl ID ~ B 51 ay 16 EiYv. W3" CairationChc:13F
7 A C D E F 0 !
1 1.133 1.133 1.133 -1.141 1.145 1.145 1.144
2 1.094 1.109 1.087 1.142 1.129 1.119 1.131
3 1.040 1.026 1.043 1.081 1.096 1.089 1.096
4 0.978 -0.948 0.976 1.029 1.030 1.096 1.068
5 0.876 0.969 0.977 1.069 1.013 1.067 1.041
6 0.930 0.979. 1.031 1.037 1.017 1.059 1.051 Tscr. AVG.
7 0.922 0.972 0.996 1.031 [ 1.005 1.033 1.052 .628 1.064

Lo"ction ID 17 -ay 17 Elev. 11'3" Calibration Ceck: 11.43

_ A B C D E F G
1 1.110 1.149 1.164 1.138 1.130 1.170 1.169
2 1.121 1.159 1.114 1.144 1.134 1.148 1.123
3 1.068 1.073 1.111 1.114 1.094 1.053 1.063
4 0.976 0.991 0.980 1.030 1.046 0.994 0.950
5 0.962 0.926 0.909 0.950 0.869 0.938 0.967
6 0.903 0.956 0.891 0.835 0.802 0.950 0.963 Tscr. AVG.
7 0.964 0.972 0.8770.890 0.8760.8910.945 .628 1.01

I
I
U

-4

VW1~. --I

0
co=
0 .d

)Examined by Matt Wilsonj Examined by Leslie Richter
Reviewed by. Lee Stone •_. _

Level Ii
Level It
Level It

Date 1011812006
Date 101182006
Date 10118)2006

I.

OCLR00027942
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Genera! ElectricIoyter crek Ultrasonic Thickness Measurement
Refueling Outage- 1R21 Data Sheet

* Fle ame IMW
Date: i eoflmzg

UT PIocedure:) ERMM-OO

'Page 3 of___1 . Sgoedfcatlorij IS-32827.00

I I I I ill.. 

. .
- I ~TJ. 1 ~ F I ~ ¶ V ... ~.. - - - . -~ I

LOCiUon 15 I1I Bay I 7 1 rle:o. 11' " 1 Calibration Chedu li:59 I
IA B I I I C D E IF U
0.849 0.828 1.6 0.894 0.930 0.888 0.702

2 0.806 0.802 0.717 0.806 1 .736 0.766• 0.648
3 0.9980.8231 0.762 I 0.733 0.822 0.730 0.667

1.072 1.074 0.742 0.812 0.812 0.803 0.791 ICOMMENTS: "

Core Plug located at A03.A04 and 603, 604.

5 I0.114 0.-41 1 0.850 z 0.816 I 0.852 I 0.55 0.869
- 0.814, - 4-

6 1 0.792 0.829 1 0.888 I 0.848 I 0.888 I 0.855 0.800
7 1 ....8 1 0.897 L 0.8371 0.8117 0.891 1 0.938 0.88 16

- 1. , 171`1 V Say 17- -ev.. 11'3- 1 Ca
Al I i C 0 E F G

Tscr. I AVG. I

C.1307-187-E310-041
ATTACHMENT

PAGE ! OF

1 0.969 0.982 .950.931 0.965 0.960 0.928
2 0.972 0.977 0.959 0.991 0.967 0.956 0.937

0.989 074 1.o4 : o.987 0.982 0.996 0.924
4 1o0221 0.959 0.963 0.974 0.993 0.985 0.952
5 0.9601 0.962 I 0.951 I 0.950 0.943 0.982 0.901
6 11.0011 0.994 0.52 0.9291 0.917 0.262 1.001 Ts5r. AVG.
7 10.9951 1.0109 11012 0.95 1.009 1 1."461 1.000 , .628 0.969

- -V ~ - I .4 - 4. - -

Loesalon ID ay 1 9 Elav.. 11" 3" Ca6libration Chek: 12:26 I
LocaUon 10 11'3" Calibration Check: 12:25

A : I W U
FI

r 13l

1 0.6921 0.788 i0.743 0.648 1 0.699 0.7021 O.735
2 0.8071 0.774 10._451 0.736 1 0.747 0.724 0.773

COMMENTS:
Care Plu located at004. W06.and Co 4C05.

3 0.8131 0.512 1 0.8921 0.885 1 0.551 0.792 0.-06
3 -.
4 0.,161 0.883 1 0.805I 1.1701 0.808 0.777 0.766
4 I

5 0.8731 0.904 I 0.8421 1.1601 0o.01 0.752 0.878I
-8 08441 0.768 1 0.834 I 0.858 I 0.851 0.534 0.857 iscr. l AVG. •I

a.. 0.84410.768 10.9341 0.88 1 0.851 [0.8608sr.AG

Licn ID"II s I say 19 E 'ov. t 3" -Cal taon Check: -l i

A I B C I E F G
1 0.861 0.862 0.872 0332 0.947 0.992 0.802

0.842 0.83 0.780 0.4 0.916 0.778 0.666
3 0.881 0906 0.8384 0.898 0374 0.930 0.834
4 0369 0.83 0.807 0.801 0.766 ,034 0.774
5 0.811 0.770 0.785 0.788 0.799 0.731 0.778
6 0.828 0.787 1 0.85 0.891 0.934 38 AVG.
,7 o0.872 0822I 0.9. 0.88"308754787

,.- I -~ I ~ - I -.

LOcation I1 1 Fe• ' ay 19 I E~ov. I 1'3" CalIbration Check: 1253 I
Bay -Eley. 1 11' 3" ir-m. Cal ration Check.-

A B I IC li. E I~ I 13 3

1 10.8091 0.768 0.8621 1.059 0.968 .. 0.-961 o.020
2 10.679 0.745 0.626 0.814 0.766 j 0.866 0.845

0.8161 0.1776 0.87011 0.871 0.863 Obst. 1 0.896
4 Io0.791 l 0.66 0.716 0.793 1.101 i 1.164 0S9

COMMENTS .-";
Corn Plu locatedat A oIF04 Q3., G04. F03
obructed dýe to surface codition.
AO1-A07 taken on Vertical Wild.

5 10.851 0.781 I 0.733 I 0.762 I 0562 0.187 10.796

6 0.8681 0.830 'G.880 10.757 0.57 10.760 0.753 Tcr. AVG. !
7 ,10.011 .0.794 08521 0.841f 0.901 A 0.906 j 0.840 . .625 0.8391

" lxamined by Matt WfomI .. Examined by Leslie Richter
Reviewed by- Lee Stone

1 jm a, -4

Level II
Level II
Level If

Date 10/18/2006
Date 10/1W006
Date 10/18=2006

OCLR00027943



- . ~e~Il~-a itj offs .j
I I UIFI!Me'T Nnm NA

I I.Cr-ekUltrasonic TikesMeasurement~I efUelingOutige- 1IR21 Data SheetfRPange 4 of 15

......... 4
* Date:- 1 ION==0

1fF Pmcedure: ERA-3-D
SpedfiCationl 1S-328W2-1J0

N

;...:`ma- ID - 10' SBay I I I EUe.. 1 113•• Va brton ,Chek 13:00
A B DC E F G

• 0 .I o l . 166 | 1.104 1.1 24 1.134 1 1.093 1 1.122 Tact. A.. -_I Tcr. IAVG./
.628 1.088

.,aionF1 3D Bay 3 Elev. 1113- Canlbration CheckW14
~j A BI0lD El F G

.199 .1.189 11.1871 1.173 11.156 1 .187 1.168 .....
Tscr. AVG.

.628 1.150

J
I

Qm

I,-., L-+

Location ID 70 1 Say 1 7 I Fev. I1t" -Callb on Check 1:3-I* '' iA 8+ C 1 0 E F I G'.. ..

1 . 1.144 1.147 1 1.147 1't.138 1.102 1.135 1.118

.628 .

LocationD W A_ I Say1Ba- 0 EIlev. I11" 3" Calibration Check: i• IA 8 C I D E -F G
I1 1.158 11.159 11.162 1.159 1.159 1.13 1.130

Tscr. AVG.
.628

Cl 307-1 87.E31 0-041,A'r'Ac.Mmm"
PAGE .•y OF -

'ii

I
Exar.ined by Mall Wilson
Examined by Leslie Richer
Reviewed by: Lee Stone

Level II

Level U
Level. if

Date 1011W82006
Date 1011826
Date 10/18/2006

OCLR00027944



,,e.7/LA-OOI /
1Gneral Electric .

UlOyster Crk Utrasonic Thickness Measurement[
SRefueli Outa e- 1R21 Data Sheet L

File Name:l NIA
Fi N

Date:l 1011 8)2006
.UT Pmce~ujre-l ER-AA-3354004• Pace 5 of 15 I Specificatkol IS-328227-004o.

I -
= 5oCUo N1 5. I 3! 13 ! Elev. 11'3" Callbration.Check: 13M•!AI 1 C D E F 1 G1 1.1146 1.148 1.148 1.148 1.144 1.128 1 1.134

Tscr. AVG..628 !1.142'

Location ID 16A Ba1 15 Elev. Calibration Check: 14:yA B IcID E F G
11 1.180 1.129 1.136 1.129 1.146 1.077 1.049

I Tse. AVG.
I .628 - 1.121 5

ii
C-1307-187"E310-041

ATTACHMENT .
PAGE -s OF'

I

;I

f flJ Examined by Matt Wilson
Examined by Leslie Richter

Reviewed by: Lee Stone

Level II
Level 1.1
Level If

Date 10/18/2006
Date 10/1812006
Date 10/18=200671' -

OCLR00027945



&,ovaMaille, -P 2 2-
|

O Creek Ultrasonic Thickness Measurement
kefuelingOutage- 1R21 Data Sheet

..... I dfs 2

File Namef WA
Date: 1o,22/2006

UT Proce e3- .

--1

4
ftekcauonl 163842aW704

a
midner: Leslie Richter • .Level: 8 lInsrwenrdtT• Panametrics 37DL Plus

Examiner. A Level: WA Instrument No: i 031124909

rransducer Type: 0795 Serial . 104012 1 Size: 0.200" Fe. 5Mhza Anae.i.

Transducer Cable Type: Panmetrc Lengtt V Coulant: Soundsafe BathNo_.- 196m"

,alibration Block.Type: CIS Step Wedge Block Number CAL-STEP..-(80

SYSTEM CAIJBRATION

INSTRUMENT SETTINGS Initial CaL .ame Calibration Checks no Ca.

Coawe Range: 5.0" 11:59 13:00 1 3.30 -14:30

Coarse Delay:. wA Calibrated Sweep Range = 0.500" Inches to 1.500" Inches

Delay Caib NIA rhemmeter. 246647 TC o : 8" Block~rkT 7.
Range Cafb: N/A W/O Nomber. 2D8S2

Instrumet Fq N. WA Total Crow Dose .! 30/'* zweU. ContaInment Vessel TIckness Examination.

GaIn: 74 db Er . , 'P('O.i-C Fxtemal uTr Inspectlonr.

IJ

Danwn. WA"
Rc WA

I- WA I Bay-I
I

I C4130 7.l 87.E310o~l
ATIACKMEKIT S

PAGE -L OF 2

•--'m

L

COMMENTS: Coated surface Is rough at all reading points. Unable to slide off of best measuremeht spot Plot
measurement numbers are more accurate If measuring tape Is placed 13" to the right from the center of th~e weld on the

,-Ae, ten folw down passing through point #8.

U

I.

I Reviewed b Lee Stone Level II Date 10/22=2006

OCLR00027946



r~ r- r~ ~ rrw~r2r~ r~ r r".

LAY i

2006Point Vertical Horizontal 1992 value Value Comments

1 D16 R27 0.720 0.710,2 D22 R17 0.716 0.690 ' _"_ -3 D23 L3 0.705 0.665 .....
- D24 L33 0.760 0.738 Very Rough Surface5 D24 L45 0710 0.6806 D48 R19 0.760 0.731.7 D39 R7 0700 0 .669 .... _ . .. _... .. . ..8D48 RO 0.805 07839 D36 L38 0 805 0.754 ___________________10 D16 R23 0.839 0.82411 ; 23 R12 0.714 ...... .0.711 . .. .. ...12 D24 L5 0.724 0.72213 D24 L40 0.792 0,719140D2 R35 1,147 1.157 __"15 D8 L51 .1.156 1.160 .16 ID0 R40 .. 798 0.79517 D40 R16 .0.860 0.846 . • ......i8 038 L2 0.917 0.899

- ';19D38 L24 . 0.890 ,_0.865. _____20 D18 R1T 0.985 .0.91221 024 
0R15 .7281 0.712 .....22 D32 R13' 0.852 0.854_23 D48 IRIS 0.850 -. 0.8281

C',

0
0

0
0
Co
r%)

Data obtained from
NDE Data Sheets. 92-072-12 page.1 of INDE Data Sheets 92-072-18 page 1 of 1
NDE Data Sheets 92-072-19 page 1 of IAll horizonal measurements.taken 13" to the right of the centerline of the reinforcement ring (Boss).All vertical measurements taken from bottom of vent nozze at the 13" reference line..Surface roughness prohibited characterization of all readings.

Note: Per discussion with Engineering, single point readings were taken in lieu of 6, basedon surface curvature. ,,q- i z

r

7'

~

N
N



IRAn/ IA - 0102

(

General Electric.File Name: WA

Creek Ultrasonic Thickness Measurement _Date: _ 1
________Data__Sh e aueent UT Datce:ý ER-MM04

e fflng tae- I1R21 Data Sheet UT I.• E -3

page I - of Specification 142i822 4

Examiner. Scoft Erickson Level: II InstrurnentTV Panamnetrics 3701. Plus

Examiner. WA Level: WA Instrument No: 031120708.

Transducer Typb D7908 SerialW 338302 Size: 0.200" Freq 7.5Mhz j Ak .: C

Transducer Cable Type: Panametrics Length: V' Couplant Soundsafe Batch No: 19=20

Calibration Block Type: CIS Step Wedge Block Number. CAL-STEP-136

SYSTEM CAUBRATION

INSTRUMENT SETTINGS Initial Cal. Tine Caib aion Checks Final Cal. Time

Come Range: 2.4" 22:o05 NA NI A 23:50

Coarse Delay. NA Callibated Sweep Rangeg. 0.500" Inches to 1.500" Inches

Delay Calf.- WA T onie.er. 246647 C . Temp:. 7 ock T• •p: 75".

Range Calib: WA W/O Number. C2013477

Instrument Freq. WA Total Crew Dose DryweUl Containment Vessel Thlcknesa Examination.

Gain: 54 db 0 - I External UT inspections.

]
~~1

J
:I

Dampn, WA
Rejecti' N/A

Filterl WA F- Bay -3 .

Point Vetcl~Horizona! Thickness]

BAY Nuber ~ Location, Location ~~4 edn
I --"a w.l -

(.°,
-4V: 

R

71

See Attached for Locatons and Thickness
Readings

C-1307-187-E310-041
ATTACHMENT S

PAGE OF

______•i

4~. W0,9

- I . __ __

-- I

'V.

COMMENTS: MIA

Reviewed by: Lee Stone Level Ii Date 1011912,006

OCLRO0027948



r- 7 -r- ' r- - r-'- r- r•. r r~ ri r

BAY 3
2006

Point Vertical Horizontal 1992 value Value Comments

,1016 R63T 0.795 0.795
2 D18 R48 1 0.999 ,
3 D17 R33 0.857 0.850
4 D13 L5 0.898 0.903

,,,___ 5 D25 L8 0.823 0.819,
'____ 6 D15 L56 .0.968 0.972

2 7 -9 R4 0.826. .0.816
_ 8D34 IL 0.78 0.764 , -.

Data obtained from
NDE Data Sheets 92-072-14 page I of I
Note: Per discussion with Engineering, single point readings were taken In lieu of 6, based
on surface curvature.

0

lob
a,

.0

* I'

b

0

0
r"

;0

"4
(044
to



Lr- - 0 1 cl
Pý I #. V- 7- ]

("

(,.

General Electric 
File Name: WA

Ceec k Ultrasonic Thickness Measurement we: e or1o

,Refueling outage - 11121 Data Sheet UT Procedur: ERAA335404

Page 1 of 2 Specficati IS-328,2'..004

Examiiner. Leslie Richter *.Level: I Instrument Type Panametics 37DL Plus

Examiner. N/A J Level: WA Instrument No: 031124909

Transducer Type: D795 Serialt 104012 Size: 0.200" Frq. 5 Mhz Angle: 0.

Transducer Cable Type: Panametdcs Lengfth 5' Couplant Soundsafe Batch No: 19620.

Calbration Block Type: C/S Step Wedge Block Number. CAL-STEP-136

SYSTEM CAUBRATION

INSTRUMENT SETTNGS Initial Cat. •ine Calibration Checks :: Final Ca.l.ime

Coarse Range: 5.0" 15:38 15:51 16:45 17:28

Coarse Delay. NWA Calibrated Sweep Range = 0.500" Inches to 1.500" Inches

Delay Calibr WA 246647 Comp. Temp. 2" 8 tock Te0 : 76-

Range Calib: N/A W/O Numrber. C2013477

Instrument Freq. N/A Total Crew Dose Drywell Containment Vessel Thickness Examination..
. Gain 72db External UT InspectIons.

Damping: WA _ _ _ _ _

Reject, WA Bay I
FlIter NA WA

Point Vertical "orizonal I .. Thickness

BAY Number %IV Location . Location Readin

• . •.C,.-0• + 3.F310-041--- - - -. -..•

ATTACHIMENT I

See Attached for Locations and Thickness .

Readings

t .-. ,. . . . . .. .. ,

- t -o--

-. ;' - .'.!:-__ ___ " __"

COMMENTS: N/A

_ Reviewed by. Scott EcL -"r\ Level 11 Date 10/19/2006

U
Irgi

.j

*~1

~1

'I'

(

OCLR00027950



.4

BAY 5
.. ... .... .. . .. • ..-. 2 0 0 6

Point Vertical Horizontal 1992 valu Value Comments

•1 D38 R12 0.97 0.948. up .97 dn.9'7
• 2 D3' R7 1.04 0.955 Rough surface - up .99 dn .99

3 D42 R10 1.02 0.989 up 1.0dn 1.04
-4 D41 L7 - 0.97 0.948 Rough surface, also dished
S5D42 LI 1. 0.89 0,88 Rough surface
6 D47 R5 1.06 0.981 up 1,018 dn 1.014
7D48 L18 0.99 0,974 Rough surface left .99 right N/A
8__D46 IL31 1.01 1.07 ough surface

Note: up, on, left & rignt reaaings were taken 1/u" from recorded 2006 value reading.
Rough surface limited taking additional readings. Reference above.
* =Vertical and horizontal measurements taken from top of coating on long seam 62" to right
** =Vertical and horizontal measurements taken from bottom of nozzle at 6 o'clock position
Reference NDE Data Sheets 92-072-16 page 1 of I

1 - Reference off the weld 62" to the right of the centerline of the bay.
2 The original data sheet is not clear as to Whether this point Is to the right or left of the weld.

Therefore NDE shall verify this dimension.

Note: per discussion with Engine~ring, single point readings were taken in lieu of 6, based
on surface curvature.

-N

q'7~

IA.

C
w
0

B.

(C) --ý70-O

I~ZIZ Li i~J Li Li Li



U

I

enser Tl.ye: RS5e Name: Nge0
tesr creek ultasonic Thickness Measurement Daote: 1o1.•row

uer•,r Oufta- 1 R21 Data Sheet LTr Procedr• e•m4
page I of 2 I. Spe'ckcaion tS-M2W27-04--K

Exam•:in-er: L-ee-stone c.J- -- Level: 11 Instrunent Tyq~e: Panametfics 37DL Pkus

Examriner. W/A Level: N/A linstninfent No: '031124909

Tria-fiduer •Type' D795 ,ISerial#- 1103007 1 Size. 0.200" F1 5 MI' *Angie: 0"

TransducCable Type: Panametics Lengfht 5' Couplant Sou,.-afe Battch No: 19_ _ _

Cali-bration Bloc Type: CIS Step Wedge Block Number CAL-STEP-1W

SYSTEM CAUBRAT•1 ON
INSTRUMENT SEI:NGS Initial CaL Tme Calibration Checs Final Cal Thie

Coarse Range: 5.0" 14:20W WA. WA 15:10

Coarse Delay; WA Calibrated Sweep Range = 0.500" Inches td 1.500" Inches

Delay Cea: WA rhen1noeter 246737 =Comp. Temp: 7T? BIldck femp: -. 74"

Range Calib: N/A WJO Number. C2013477

I instrumen Fq. WA Total Crew Dose Drywell Containment Vessel Thickness Examination.
-ain: 67 db E -mr External UT Inspeptions.

*I J

DaMOV.

ftled

N/A
WA
WA I 136y- 7

(.
C.1307.187-E310-041
ATTACHMENT

PAGE OF

I

- -l

ICOMMENTS:.Wk'
eJi

*2

Reviewed by. K"eiy Wert W Level Ii Date 1011912006

0CrLR00027952



MO 11177 1177 Ir- r-- fr- r-, 11177 r7- r-7r ri77 11 r 7 ,~ r7 r-- r U-.r7r

BAY 7

2006
Point Vertical Horizontal, 1992 value Value Comments

I D21 R39 0.92 N/A Could not locate area
2 D21 R32 1.016. N/A Could not locate area
3 D10 R20 0.984 0.964 up/dn ranged from 0.956 to 0.980

. ..... . 4D10 R10 1.04 1.04 ,Y1,
S5D21 L6S 1.03 1.003 upldn ranged from 1.000 to 1.049
6 DIO L23 .1.045 1.023 up/dn ranged from 1.020 to 1.052
7 D21 IL12 . 1 1.003 up/dn .ranged-from 1.002 to 1.026

Data obtained from
NDE Data Sheets 92-072-20 page 1 of I
Note: up, dn readings were taken 1/8" from recorded 2006 value reading.
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General Electric File Name WA

NUltrasonic Thickness Measurement Dote: 10,2912006

..efue.ing . Data Sheet E T ----e-ue t5
Examiner. Scott Edrcon Level instrument Type Panameics 37DL Plus

Examiner: N/A Level: N/A lInstrument No: 031120708

Transducer Tyl~e: D7908 Serial 338302 Size: 0200" Freg' 7.5 Angle .1 0"c

Transducer Cable Type: Panametrics Length: 5' Couplant Soundsafe |Batch No: 1 19620

Calibrtion slock Type: C/S Stepp Wedge. Block Numiber CAL-STEP-M8

SYSTEM CAUBRATION

INSTRUMENT SETTINGS Initial Ca1- Timea Calibration Checks Final Cal. Time

Coarse Range: 2.0 22:05 N/A : I NZA 23:50

Coarse Delay. WA CaMrated Sweep Range = 0.5O0" Inches to 1.500" Inches

Delay Calibr NA eter 246737 :m. Temp.: 74- - lBlock Tem. 72"

Range Cafi: WA W/O Nwumber C2013477

Instrment Freq. WA Total Crew Dose Drywe Containment Vessel Thickness Examlnaion.

Gain: 61 €. ,External UT Inspections.'

* Darnplng NWA________ _____

R• WA Bay-9
Filter NIA ,,

point eria -• Horizonall

BAYtion . Location C-1307-1 87E310.041
-"._ , ATTACHMENT

-. 'PAGE . OF -

See Attached for Locations and Thickness •

Readings

COMMENTS: NIA

Re yT

Reviewed by. Lee Stone ju <S Z= Level If Date 10/19/2006
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1 .o.. .." - ~- r~ r r7- 17 r~ r~ r~. r- rr~

BAY 9

2006
Point Vertical Horizontal 1992 value Value " Comments

V D29 R32 0.96 0.968 ,/A -2 D18 R17 0.94 0.934 .3 D20 R81 0.994 0.989 ..... .. .. .... ..._'_ ;4 D27 R115 1.02 1.016 -... .... 5 D35 L5 0.985 0.964 .. .... .... ... . ...6 D 13 L.30 0.82 0.802 ... .... .. . .. .' ' ... ......... .... 7 D16 1L35 0.'825 0.82 .8 D21 L38 0.791 0.781 - . "
....___ D20 IL53 1 0.832 0.823.... _ _ 1 . 10 D30. L8 0.981 0.955 _ _.. ...._-

OM4

M z M

Data obtained from
NDE Data Sheets 92-072-22 page I of 1

Note: per discussion with Engineering, single point readings were taken in lieu of 6, basedon surface curvature.
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General EleGt File Name NWA

Oter Creek Ultrasonic Thickness Measurement Da.te: 1iO•W2mO

'efung oa - 1RPM Data Sheet UT Procedur

P iage of 2,Speclcation IS-38227-004

Examiner: Graham McNabb Level: II InstnrmentType: Panametrics 37DL Plus

Examiner NWA Level WA Instrument No: ' 031124909

TransducerType: D795 Serialt 104010 Size: 0.200" IR 5Mhz 4 Nle: 0.

ransducer Cable Type: Parnetrics Length 5' Couplant Soundsafe Batch No: 1960

Calibration Block Type: CiS Step Wedge Block Number. CAL.-STP-80 I

SYSTEM CA6IBRAlTON

INSTRUMENT SETTINGS Initial C Tke Calition Checks Firna Cat.rxe '
Coarse Range: 5.0" 2:15 WA, WA 5:15

Coarse Delay. MIA Calibrated Sweep Range = 0.500" Inches to, 1.500" Inches

Delay Calib: WA Thermometer. 246534 Comp. Temp..' 74" 1Bock.terr• . 72*

Range Caub: WA W/6 Numbe. C20=13477

Instrument Freq. WA Total Crew Dose Drywell Contalnment Vessel Thickness Exandnation.

Gali 5L d jExtenrel UT Inspecions.

I
I

.4

Damping:
Reject

WA
WA.

I
I ~Bay - I I

I

U

i~ :~

Point Vertical ,!r.. Horizonal

BAY Number Location Location

.- . y•~~.•. •.••-

C-I307-187-E310-P41

ATTACHMENT .Z
PAGE jj4 OF -

i .
$-.

See Attached for Locations and Thickness
Readings

ii

-' .. ~- .

- .*-~,.."

________ 9-S.. _______

1
- L

~"1

'p

COMMENTS: WA

I. I

I Reviewed by. Scoff Erickslo w ~ 1 tA~ ~ L0eve II Date 10/20/2006
10/2012006

OCLR00027956



r-~ r~ 1177 Fm-- I7 r-77 r77 F-I VT Fm Fm r-. r~ ~z

BAY 11
2006

Point Vertical Horizontal 1'992 value Value Comments*

I D20 R29 0.705 0.700 g ,
S2 D25 R32 0.77 r0.760 -

3 D21 L4 0.832 0.830 _ _ __"

S 4 D24 L6 0.755 0.751 -

5 D32 L14 0.831 0.823 _

6 D27 L22 " 0.8 -0.756[ - _'_ _ _ _

7 D31 R20 0.831 0.817 -

8 D40 R13 0.85 0.825

Data obtained from
NDE Data Sheets 92-072-10! page 1 of 1
Note: per discussion with Engineering, single point readings were taken in lieu of 6, based
on surface curvature.

cmo
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IGeneral Electic Fil Name[ llAoptercreei Ultrasonic Thickness Measurement Date" 10n1•2oe

".-efuermOuta- IR21 Data Sheet Prr ei- M43 o0
Page I of $p6 atn, IS-3[8227-004
Pager S o - Level: , l.nsment Ty , Panametrics 37DI PlusExaminer: Soot Erkx.acft one

Examiner N/A Level: WA linstumbnt No: 031120708

rTansducerType D799 ISerlal#." 104044 1 Size: 0.312- Fe 5Mhz 5 WAn:" "
ransdtucer Cable Type: Pananewtics Length: 5' ICouplant Soundsafe IBatch Nw. 04120

Calibration BlockType: C/S Step Wedge Block Number. CAL-SEP-109 I

SYSTEM CAUBEATION

INSTRUMENTSETTINGS Initial Cal T eICalationCheck I' ni Cal. I
Coarse Rge 5.0" 300 NIA. N /A 4:15
Coarse Delay. WA Caibrated Sweep Range = 0.500" Indies t 1.500" Inches

Delay Calib: WA mIhenamte. 246737 I Comp. Temp. 72" lloclctemp-• 70"

Range Calib: NWA W/O Number C2013477

Instniment Freq. NWA Total Crew Dowe Drywell Containment Vessel ThIckness Examination.

Gain: 51 db External UT Inspections.

Dampig. WA ,,,

Reject: N/A IB
B +iay• - 1o3

Filter A ."

Point vertical Hortzonal
BAY Number Location . Location

1 071
.- C-1307-17-E3 10-O41

- -• +ATTACH!MENT •
PAGE OF

See Attached for Locations and Thickness wwm,

Readings

COMMENTS: N/A

I Reviewed by:. Lee Stone L ¶ " Level II Date 1011912006

4

I

*1
I

J
I']

-I

'Ii.

OCLR00027958
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U-1 W777, r> r~ rz r~ rr rz r~ ~ .
r- ~ t~ r- rz Uy

BAY 13.

I I~nnt IV~ti~~n Inrinn~I i~, v~J2006 1
I'Comments,. ,, , , . i t ,.-id11 ,. ,, ul lb I Wnrizo. tal 1. 99 i v all Value.. ... 

. .._U1 R45' 0.672 N/A Could not locate area-. . . . -. . . .. _ . o _ '. . _. . .• •2 U1 R38 0.729 NA Cou d not locate area3 021 R48 0.941 0.923 . ....... _ __...._"
__"_ _.... . .4D 12 R36- 0.915 0.873 __ . .. . . ....___ . ... .____5 D21 R6 0.718 0.708 __' _ . ... . .... ._ _•_______ 6024 L8 0655 0.658 . .. . ........

_7 D17 L23. 0618 0.602.____
8 D24 L20 0.718 0.704€ _ _..... ___ ._ ._ ..... ._-__ -__ "_.9 '8 R418 0.924 ,0.915

10 028 R12 0.728 0.741
11 D28 LI5 0.685 0.669 . ...... .... _.,_,.12 D28 L23 - 0.885 0.686 .. .. .. ... .... . .. ... . . . .13.D18 040 .0.932 " .0.814 . . .. . . ..... ...

_ _14 D18 R8 0.868 0.870_
15 D20 L9• 0.683 0.666 ........ ... .... . ... .S16 020 L29 - 0.829 0814
17 D9 R38 0.807 NIA Could not locate area
18 D22 R38 0.825 N/A-Could n _ot-locte area
_19037 R38 0.912 0916 __ _ . ... .. _,,

mon

4-I,a
* 6

£
1

Data obtained from
NDE Data Sheets 92-072-24 page I of 2
Note: per discussion with Engineering, single, point readings were taken In lieu of 6, basedon surface curvature.
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General Ele.ct 
Fie Name: N/A

oter Crek Ultrasonic Thickness Measurement: Date: 101201200

'efuern Outa e- IR21 Data Sheet UT Procedure: ER4•-A o4

Page I of 2 _•Spedfication iS-3282W2-004

ExamineE. MatiWilson U Instrmt T Panametrics 37DL Plus

ExamWneA. IA LeveL. NIA. Instrument No: 03 1124709

Transducer Typ: 0795 Serial 1103008 Size: 0.200" Freq: 5 Mhz Angle: 0"

Transducer Cable Type: Panametrics Length: 5F Couplant Soundpafe IBatch No:. 19620

Calibration Block Type: CAS Step Wedge I Block Number. CAL-STEP-088

SYSTEM CAUBRATION

INSTRUMENT SEtTINGS Initial Cal. Time Calibration Checks -: Final CaL Time

Coarse Range: 5&r 10:30 1210 1233 13:05

Coarse Delay:. NIA Calibrated Sweep Range = 0.500" Inches to 1.500" Irbches

Delay Carib: N/A riemomieter. 246484 Cor p. Temp: 2" lock Temp: 76"

Range Ca!I: NW/A W/O Number. C2013417

Instrument Freq. N/A Total Crew Dose Dtywell Containment Vessel Thickness Examination.

' Ga: 67 db " ,External UT Inspections.

Damping: WA

Reject ._ '.Bay, I "

point " - Vertical . Horizonal

BAY Number - Location .... Location

- .:•,+:+ -. C-1307-187-E310-041

- -ATTACHMENT

See Attached for Locations and Thickness "
Readings -

.-4

j
~'1

j

I

(

I

~11

'U'

I
2

COMMENTS: NIA

+.-." - .+ I

I Reviewed by: Lee Stone Level II Date 10t20/2006

I
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Geneal lecricFile Name: WA

oyster Creek Ultrasonic Thickness Measurement Date: 10190

efueing oCutge- 11121 Data Sheet UT Procedure: ER*A3540

Page I of 2 SpeciWUo IS-328227004

Icmie off Iisn Level: If Instrument Tye Panametulcs 37DL Plus

Exeminer N/A Level: N/A Ilnsbumnt No: ' 031124709

Tsansducer Type: D795 iSerial t 104010 Size: .200"1 Freq. 5hz Ane: 0

Transducer Cable Type: Panametics Length: 5' Couplant Soundsafe 1Batch No: 1__20

Calibration Block Type: C/S Step Wedge Block Number. CAL-STEP-Ca.B

SYSTEM CALIBRATION

TN-S-TRUMENT SETTINGS _1Initial Cal. Time fCalnbratin Checks I FinalI Cal. Turne
Coarse Range: 5.0" 15:36 NA. 1 NA 17:18
Coarse Delay:. N/A Calibrated Sw-eep Range = 0.500" Inches ter 1.500" Inches

Delay Calib: N/A Thenraet. 246534 Comp. TeT . 8E" IBlocktemp:. 78"

Range Calib: N/A W/O Number. C2013477

instrument Freq. NIA Total C.f.i Dose Drywell Containment Vessel Thickness Examination.

cain. 67-rdb m External UT Inspections.

Damping- NA WA -

Reject WA Bay 17
F1iter. N/A

point -:•••. Vertical Hro

SAY Number Location Loc-atliI• •.•.• ,,•C-1 307'-1 87-,E3 1 O.O4

S-ATTACHEN

PAGE aOF

See Attached for Locations and Thickness %
Readings

* - .::-.r• •. . '

. . , • :. ,-S . .-. 5 , .:--S• ;

COMMENTS: N/A

!I •

~w j
bm~

4.1

:1

Si

Ii

J

J

Reviewed by: Scott Erckson
&rtvs-, Levd II Date 10/1912006

0CLR00027962 Ui



RK

-- dO l"DOVd

BAY.17HOV/.LV

BAY 17

. 1

COC1
0
0)

-.J
0)
0

I

- - Note: measurement from vent pipe CL tofloore60" :-
2006

-_•__Point Vertical Horizontal 1992 value Value Comments

1 D12 R50 0.916 0.909
2 D9 R40"" 1.150 0.681 up_.705 dn .663
3 D16 R26 0.898 0.894
4 D34 R24 0.951 0.963
5 D6 R20 -0.913 0.822
6 D17 R7 0.992 0.909 .... . .

D7 018 . L14 - - 0.970 0.970
8 D34 L46 • 0.990 0.960
9 D21 L29 0.720 0.970

10 D3 L2 0.830 0.844
11 N/A N/A N/A.

Note: Down measurements -taken from bottom of boss which is 18" below vent line.
Locations 8,9, & 3 look to be un-prepped fiat areas of the original surface.
All left, right measurements taken from 8" left of -liner long seam
Data obtained from
NDE Data Sheets 92-072-08 page 1 of I

Note: Per discussion with Engineering, single point readings were taken in lieu of 6, based
on surface curvature.

ii~~~ ~ Q7J UZJ:; LZ -a z L Lý Ai J Z 3 ~ Z JJ~ __J -4
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,enera Electic Fle Name: N-AA

rrCreek Ultrasonic Thickness Measurementl. D 1

SRe nue- I R21 Data Sheet ! ur Proceduir. e 3R -o4-Page I .o . M,!. n •
,.min.r .ad Wilson -&.L' . Leve•l•:M In•,Me•t TY . P ,namefic 37DL Plus

Leaie r..A W NIA nstrment No 031124709

T ransducer• T 795 IS07 eri 104010 I sze 0 I00"1 F w Mhz- A "

Transducer Cable TyPe: Panametrics Length V' .Couplant Soundsafe Batch N: .

Caibration Block Type: C4S Step Wedge BIoJc NWer CAL-STEP-08 1

SYSTEM CALIBRATION

I INSTRUMENT SETTINGS Intial CaL Time Calibrafon Checlm Final Cil. Time i
Coase Rarg:1 5." 14:28 15:38 WA 16rn

Coarse Delay N/A Calibrated Sweep Range = 0.500" Inches to 1.500" Inches

Delay Calb: NIA . 246534 4=j Comp. Temp. 8.lockT
Range Calib: NA W/O Number. j 1 .8"920....-

'nstufent Freq. WA. Total Crew Dose 2,01Sq77.. D,,yWU ContainmentVessel.Thickness Examination.

Ga6n 67db External UT Inspections.

Rj WAay- I
Filter. W A . a -

point Vertical H Horlzo
BAY Number .17.. Location • Locati... ....... ..

1.. 'C-1 307-1 87-E310-041
-.. 

f •ATTACHMENT f

PAGE j5 OF _

See Attached for Locations and ThIckness ,

-____ Readings -

COMMENTS: N/A

IJd -22.-"G'

Reviewed by. Lee Stone LLevel I Date 10=12200

j
I

I

i

,j
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I
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0
0
.-J
0
0

BAY 19
-.- 2006

Point Vertical Horizontal 1992 value Value Comments

I D30 R60 0.932 0.90 up.897dn' .67.
-- 2 D52 R58 0.924 0.921 up .850 dn .907

3 D33 - R40 0.955 0.932 up .894 dn..905
- 4 D32 RI11 0.94 N/A Could not locate area

5 D31 R3 . 0.95 0.932 up .883 dn .897
6 D52 L65 0.86 N/A Could not locate area
7 D54 LIO'- - 0.969 0.891 up.821dn.912
8 D16 R64 " 0.793/0.953 0.745 up.721dn .747

..... _9 018 R12 . 0.776 0.780 up .728 dn .745
_ "., 10 D19 .RO 1 0.79. 0.791 up .736 dn .846

_ 1120D. L18 I N/A 0.738 up, 38 dn .712

Data obtained from
NDE Data Sheets 92-072-05 page I of I
NDE Data Sheets 92-072-07 page I of I
Note: Per discussion with Engineering, single point readings were taken in lieu of 6, based
on sUrface curvature.

- This value is not clear form the original datasheet -NDE to verify this value.
Note: per discussion with Engineering, single point readings were taken in lieu of 6, based
on surface curvature.
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Official Transcript of ProceedingsA AJ -3 7- '

NUCLEAR REGULATORY COMMISSION

Title: Advisory Committee on
Subcommittee on Plant

Reactor Safeguards
License Renewal

Docket Number:

Location:

(not applicable)

Rockville, Maryland

PROCESS USING ADAMS

TEMPLATE. ACRSIACNW-005

SUNSI REVIEW COMPLETE

Date: Thursday, January 18, 2007

Work Order No.: NRC-1398 Pages 1-371

NEAL R. GROSS AND CO., INC.
Court Reporters and Transcribers
1323 Rhode Island Avenue, N.W.

Washington, D.C. 20005
(202) 234-4433
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Oyster Creek Generating Station

License Renewal

ACRS Presentation - January 18, 2007
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AmerGen.Statistical Methodology
49 UT readings are recorded over a 6' by 6" area.

Diameter of each hole between 9M1V and 58".
V (ryp.)

I ~1/16* by 1W4' mnlcenteed
I4., I .-~ on kfdle tow or cokwnin

(Typ.)
00 .:Q 0

0O00.' 0
-0 0 0 o.r 0

a0 o.o o
0.. " -.•• 0.•
000 0
000+,-

/A stainless steel template is
used to ensure that the readings
are recorded consistently and in
same location (+/- 1116") every
time."

For each location, the
mean and standard error
and the thinnest of the 49
readings are calculated after
each inspection.

6- (Typ.) 1 (Typ.) 75

AmerGen.
Statistical Methodology

Because of roughness of the exterior surface
of the drywell shell in the sand bed, there is
uncertainty in the mean thickness calculated
for each grid location

" The major contributor to the uncertainty in the
means is the variance from point to point due
to the rough surface and not inaccuracy or
repeatability of the UT Instrumentation

76

38
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W APPLICANT'S EXH. 22

]Nuclear Calculation Sheet

Ong~ntorOate R"Viewed~--oVa;1- & " ;

1.0 pROBLEm STATMNT

1.1 Background

The design of the carbon steel drywell includes a sand bed which is
located around the outside circumference between elevations
8'-11-1/4" and 12'-3". Leakage was observed from the. sand bed
drains during the 1980, 1983 and 1986 refueling outages indicating
that water had intruded into the annular region between the drywell
shell and the concrete shield wall.

The drywell shell was Inspected in 1986 during the 1OR outage to
determine if corrosion was occurring. The inspection methods,
results and conclusions are documented in Ref. 3.1, 3.2, and 3.3.
As a result of these inspections it was concluded that a long term

monitoring program would be established. This program includes

*repetitive Ultrasonic Thickness (UT) measurements in the sand bed.region at a nominal elevation of 111-3" in bays 11A, 11C, 17D, 19A,
19B, and,19C.

The continued presence of water in the sand bed raised concerns of

( potential corrosion at higher elevations. Therefore, UT

measurements were taken at the 51' and 87' elevations in November
1987 during the 11R outage. As a result of these inspections,Urepetitive measurements in Bay 5 at elevation 51' and in Bays 9, 13
and 15 at the 87' elevation were added to the long term monitoring
program to confirm that corrosion is not occurring at these higher
elevations.

A cathodic protection system is being installed in selected regions
of the sand bed during the 12R outage to minimize corrosion of the

drywell. The long term monitoring program was also expanded during

the 12R outage to include measurements in the sand bed region of
Bays iD, 3D, 5D, 7D, 9A, 13A, 13C, 13D, 15A, 15D and 17A which are

not covered by the cathodic protection system. It also includes
measurements in the sand bed region between Bays 17 and 19 which is
covered by the cathodic protection system, but does not have a
reference electrode to monitor its effectiveness in this region.

L Some measurements in the long term monitoring program are to be
taken at each outage of opportunity, while others are taken during

Jeach refueling outage. The functional requirements for these
inspections are documented in Ref. 3.4. The primary purpose of the

UT measurements in the sand bed region is to determine the
corrosion rate and monitor it over time. When the cathodic
protection system is installed and operating, these data will be

used to monitor its effectiveness. The purpose of the measurements
at other locations is to confirm that corrosion is not occurring in

those regions.

L N 0016 (06-86)

OCLRO0020134
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08/22/00 09:45:22
Cale. No. C-1302-187-5300-005
Rev. No. 0
Page A. of

1.2 Purpose

The purpose of this calculation is to:

(1) Statistically analyze the thickness measurements for Bays 11A,

11C, 17D, 19A, 19B and 19C in the sand bed region to determine
the mean thickness and corrosion rate.

(2) Statistically analyze the thickness measurements for Bay 5 at

elevation 51' and Bays 9, 13 and 15 at elevation 87' to
determine the mean thickness corrosion rate.

(3) To the extent possible, statistically analyze the limited data

for the 6" x 6" grids in the sand bed region of Bays 9D, 13A,

15D and 17A to calculate the mean thickness and determine if

there is ongoing corrosion.

(4) To the extent possible, statistically analyze the limited data
for the 6" x 1" horizontal strips in the sand bed region of

Bays ID, 3D, 5D, 7D, 9A, 13C and 15A to calculate the mean
thickness and determine if there is ongoing corrosion.

Statistically compare the thickness data from December 1986

and December 1988 for the trench in Bay 17D to calculate the
mean thickness at various elevations in the trench and
determine if there is ongoing corrosion.

(5) Statistically analyze the thickness data from December 1988

for the Frame Cutout between Bays 17 and 19 to calculate the

mean thickness.

j

-!
OCLR00020135
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Caic. No. C-1302-187-5300-005
Rev. No. 0
Page 3 of V1f"

Le 2.0 SUMMARY OF RESULTS

Bay & Area Location Corrosion Rate** Mean Thickness***

2.1 6"x6" Grids in Sand Bed Region at Original Locations

11A
11C
17D
19A
19B
19C

Sand Bed
Sand Bed
Sand Bed
Sand Bed
Sand Bed
Sand Bed

Not significant
Indeterminablp
-27.6 +6.1 mpy
-23.7 +4.3 mpy
-29.2 ±0.5 mpy
-25.9 +4.1 mpy

908.6
916.6
864.8
837.9
856.5
860.9

1021.4
905.3

1056.0
957.4

+5.0 mile
+10.4 mile

+6.8 mils
+4.8 mils
70.5 mils
+4.0 mile

2.2 6"x6" Grids in Sand Bed Region at New Locations

9D
13A
15D
17A

sand
Sand
Sand
sand

Bed
Bed
Bed
Bed

Indeterminable*
Not significant*
Possible*
Indeterminable*

+9.7
+10.1
+9.1
+9.2

mile
mile
mils
mils

2.3 6"x6" Grids at Upper Elevations

5
9

13
15

5i' Elev.
87' Elev.
87' Elev.
87' Elev.

-4.3 +0.03 mpy
Not significant
Not significant
Not significant

750.0
620.3
635.6
634.8

+0.02 mils
+1.0 mile
+0.7 mils
+0.7 mile,..~ -- '

2.4 Multiple 6"x6" Grids in Trench

17D
17/19

Trench
'Frame Cutout

Not significant*
Indeterminable*

981.2 +6.7 mils
981.7 +4.4 mile

2.5 6" Strips in Sand Bed Region

ID
3D
5D
7D
9A

13C
13D
15A

sand Bed
Sand Bed
Sand Bed
Sand Bed
Sand Bed
Sand Bed
Sand Bed
Sand Bed

Indeterminable*
Not signif Icant*
Not significant*
Possible*
Indeterminable*
Not significant*
Not significant*
Not significant*

1114.7
1177.7
1174.0
1135.1
1154.6
1147.4
962.1

1120.0

+30.6
+5.6
+2.2
+4.9
+-4.8
+3.7

+22.3+12,*6

mile
mils
mile
mile
mile
mile
mile
mils

2.6 Evaluation of Individual Measurements Below 800 Miles

One data point in Bay 19A and one data point in Bay 5 Elev. 51'1 fell

outside the 99% confidence interval and thus are statistically different

from the mean thickness.

Ii *Based on limited data.
**Mean corrosion rate in

***Current mean thickness

See text for interpretation.
mils per year + standard error of the mean
in mile + standard error of the mean

OCLRO0020136
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.? X0

Area Corrosion Ra * Mean Thickness ***

2.1 \6nd Sed Recion With Cathodic Protection - All Data

F-Ratio

1il ' -15.6 ±2.9 mpy
110 Top -35.2 ±6.8 mpy
11C Bottom "-22.4 t4.3 mpy170 -5.o 0+2.o0 ipy

195 -19.0 +±1.7 Mpy
19C0 -24,3 +1.3 mpy

2.2 Sand Bed Reioon WitikCathodic

1lA Not Significa¢
110Top Not Significant
liC Bottom Not Significant*
17D -23.7 :t4..6 mpy
19A -20.6 ;3.9 mpy
198 -11.8 ±3.9 Mpy
19C -21.5 13.5 mpy

2.3 Sand Bed Recrion Frame Cutout

870.4
977.0
865.0
829.S
807.6
836.9
825.1

+ 5.7

2_12.5
+ 7.8
+ 4.0
± 3.0
+ 3.2
± 2.3

mile

mile
milo
mile

mile

5.4
4.6
4.9

29.4
39.5
21.3
66.2

~~*~5r!ti6n - CInf~e t~jntaber I§RA
Pitntaction -; Since Ocitcher 19R8

878.0
996.6

* 878.1
830.1
808.2

"• 841.2
826.3

4._ 5.9
± 8.3_+ 5.6
+- 3.8

+_3.2
± 3.3
4- 2.A

mile
ails
Milo

Mils
milo
mile
mile

2,7
2.8
0.9
3.7

17/19 Top
17/19 Bottom

Not Significant*
Not Significant*

986.0 4,4.7 mile
1009.4 T3,9 mils

2.4 Sand Bed Region Without Cathodic Protection

9D
13A
13D
15D
17A Top
17A Bottom

Not Significant*
-39.1 t- 3.4 mpy
Indeterminate
Not Significant*
Not Significant*
Not Significant*

1021. 7
853.1

931.9
1056.5
1128.3
745.2

±_ a;9
-2.4

t22.6
42.3

- 2.2
±2.1

mile ""Mxilo

mile

mile
mile

16.9

1.3

* Not statistically significant compared to random variations In measurements

** Mean corrosion rate in mils per year ± standard error of estimate'-

***Best estimate of current mean thickness in mils ± standard error of the mean

".)

001/0004.2
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2.0 SMVRY OF RESUMTE

Bay & Area corrosion Rate Inmpy Mean Thickness *** F-Ratio N_

Best Estimate* 95% Cnf. **
Sand Bed Region With Cathodig Protection -All Data2.1

11A
1lc
'Il
17D
19A
19B
19C

Top
Bottom

-15.6
-35.2
-22.4
-25.0
-21.4
-19.0
-24.3

+2.9
+6.8
±4.3
±2.0
±1.5
±1.7
+1.3

MPY
Mpy
Mpy

mpy
MPY
InPY

-21.0
-48.2
-30.5
-28.7
-24.1
-22.3
-26.7

870.4
977.A
865.0
829.5
807.6
836.9
825.1

+ 5.7 .mile
±12.5 ails
± 7.8 mile
+ 4.0 mile
+ 3.0 mils
+ 3.2 Mile
+ 2.3 mils

5.4
4.6
4.9

29.4
39.5
21.3
66.2

9
9
9
10
10

9
9

Yr3

3.0
3.0
3.0
3.2
3.2
3.0
3.0

2.2 Sand Bed Region With cathodic Protection - Since October 1988!

11?.
11C Top
IlC Bottom
17D
19A
19B
19C

Not Significant****
Not Significant****
Not Significant****
-23.7 ±4:..6 spy
-20.6 t3.9 mpy
-11.8 ±3.9 mpy
-21.5 ±3.5 mpy

-34.2
-29.7
-21.1
-29.5

878.0
996.6
878.1
830.1
808.2
841.2
826.3

±
+

4

±
+

+

±

5.9
8.3
5.6
3.8
3.2
3.3
2.9

mile
m£1.
mils
mile
mile
mile
mile

2.7
* 2.8

0.9
3.7

5
5
5
5
5
5
5

1.5
1.5
1.5

1.5
1.5
1.5

C.)

2.3 Sand Bed Region Frame Cutout

17/19 Top Not Significant****
17/19 BottomNot Significant****

986.0 ± 4.7 mils
1005.7 ± 5.6 mile

5
5

1.3
1.3 1 1,

2.4 Sand Bed Region Without Cathodic Protection

9D
13A
13D
15D
17A ToP
17A Bottom

Not Significant****
-39.1 +.3.4 mpy
Indeterminate
Not Significant****
Not Significant****
Not Significant****

-46.4
1021.7

853.1
931.9

1056.5
1i28.3
950.8

± 8.9 mile
+ 2.4 mile

±t22.6 mile
± 2.3 .mils

S2.2 mile
5.3 mile

S
16.9 6

1~
5

5

1.3
1.4

0
1.5
1.4
1.4 Ii

* Mean corrosion rate in mils per year ±standard error of estimate

** Upper bound of the one-sided 95% confidence interval

*** Best estimate of current mean thickness in mile + standard errdr of the mean

****Not statistically significant compared to random variations in measurements

N = Number of data sets
Yrs = Years from first to last data set

~~~1

.)

001/0004.3
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DOCUMENT NO.
Ma C-1302-187-5300-011

.TrrL STATISTICAL ANALYSIS OF DRYWELL THICKNESS THRU 4-24-90

REV SUMMAiY OF CHANGE APPROVAL DATE

Computed 95% upper bound of the corrosion rate /!°/
in each bay where regression model is
appropriate. VeL1_ cvi V-3Co2-112-

Computed maximum potential corrosion -rate at k 4-

95% confidence for each bay where mean model

is appropriate.

Deleted Summary of Apparent Corrosion Rates
and added Summary of Maximum Potential
Corrosion Rates at 95% Confidence.

Revised paragraphs 2.0, 4.5.2, and 4.10 to

reflect these changes.

({•..• A •) • V 4, 2, l

Ia N0036 (03-90)

( i .
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Baya ea u corrosion Ra4&

2.5 Evation 51"

S/D-12 - 4.6 ± 1,6
5/5 Indeterminate

13/31 Indeterminate
15/23 determinate

2.6 Elevation 521' \.

** Mean Thickness *** F-Ratio

1.3745.2
745.1
750.8
751.2

± 2.1 mUis
. 3.2 mile

+11.5 milt
± 3.8 mile

7/25
13/6
13/32
19/13

ete~rml ate
Zndeterminate
IndeterminateIndeternxinat'•

715.5
724.9
698.3
712.5

± 2.9
+ 2.9
± S.0
+ 3.1

I W

2.7 Elevation 87" \

9
( j 3

S 15

Not SignLfLcant*
Not Significant*
Not Significant;

619.9
636.5
636.2

+- 0.6
0 0.8

_ .1..1

2.5 AuparentCorrosion Rates

These estimates of the corrosion rate are based on a Least squares fit

of the data. In those cases where the F-tio is Less than 1.0 they.

should not be used to make future projectinod. For bays with cathodic

protection, these apparent rates are for the.period from October 1998 to

April 1990. For the other bays, it is for all data.

Apparent
Corrosion
Rat~e (MM I

Corrosion
Rate (mMvIFLRatio Bay F-Ratio -7

11C Top
11C Bottom
17D
19A
19B
19C
17/19 Top
17/19 Bottom

-16.2
-25.0
-16.7
-23.7
-20.6
-11.8
-21.5
- 8.2
-13.1

± 8.6
_L10.6
+7.1
+4.6
-+ 3.9

±3.9
+3.5
_+10. 7
±11.6

0.2
0.6
0.6
2.7
2.8
0.9
3.7
0.1
0.1

. 9D
13A
15D
17A Top
17A Bottom
5 EL 51'
9 EL 87'
13 EL 87'
15 EL 87'

-21.0 +18. 1
-39.1 4 3.4
- 4.6 4.8
- 6.8 + 3.7
-17.7 _± 7.6
- 4.6 + 1.6
- 0.2 ; 0.9

zero
zero

0.1
16.9
0.1
0.3
0.01

24zo

(* ,1

+001/0004.3
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Bay & Area corrosion, Rte i•mlV
Best. Estimate* 95% Conf.**

lean Thickness W** F!-Ratio a

2.5 ElevatLon 51"

S/D-12
5/5

13/31
15/23

Yrs

2.5
1..1

I.1

- 4.6 ± 1.6 mpy
Indeterminate
Indeterminate-
Indeterminate

-2.2 745.2
745.1
750.8
751.2

+ 2.1
± 3.2
+11.5
:L 3.8

mile 1.3
mile
mile
mils

8
2
2
2

2.6 Elevation 52'

7/25
13/6
13/32
19/13

Indeterminate
Indeterminate
Indeterminate
Indeterminate

2.7 •_levation 871

715.5
724.9
698.3
712.5

619.9
636.5
636.2

±
1-

+

+

±
4-

±

2.9
2.9
5.0
3.1

mile
mile

mile

1
1
1

0
0
0
0

9
13
15

Not Significant****
Not Significant****
Not significant****

0. 6 mile
0. 8 mils
1.1 mile

5
5
S

2.4
2.4
2.4

2.8 Potential Corr•sion Rates at 95% Confidenoe........ ]li F •

For those locations where the corrosion rate is not statistically
significant, the possibility does exist. that the variability in the data

may be masking an actual corroslon rate. The potentially masked
corrosion rate at 95% confidence is bounded by the upper bound of the
95% one-sided confidence interval about-the slope computed in the

regression analysio (see Paragraph 4.10.1).

95% upper Bound
Corrosion Rate

11A (Since 10/88)
110 Top (Since 10/88)
11C Bottom (Since 10/88)
17/19 Top
17/19 Bottom

9D
15D
17A Top
17A Bottom

9
13
15

NOTE: The high value for
value on 6/26/89.
is -29.2 mpy.

Elevation

Sand Bed
Sand Bed
Sand Bed
Frame Cutout
Frame Cutout
Sand Bed
Sand Bed

Sand Bed
Sand Bed

87'
87'
87'

-36.4
-49.9
-33.3
-33.4
-40.5
-63.4
-16.0
-15.5
-35.6

-2.2
-2.1
-0.6

5
5
55
S
5

S

5
5
5

1.5
1.5
1.5
1.3
1.3

1.4
1.4

2.4
2.4

Bay 9D results from one extremely h:igh mean
Without this data point, the 195% upper bound

001/0004.4
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2.F zvaluation of Individual Measurements
Exceedilno 99%199R Tolerance Interval

One data point in Bay 5 Elev. 51' fell outside the 99%/99% tolerance

interval and thus is statistically different from the mean thickness.

Based on a linear regression analysis for -this point, it is concluded

that the corrosion rate in this pit is essentially the same as the

overall grid.

If

-~_.)

001/0004.4
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4.0 ASSUMPTIONS & BASIC DATA

4.1 Background

The design of the carbon steel drywell includes a sand bed which is
located around the outside circumference between elevations
8-11-1/4" and 121-3R. Leakage was observed from the sand bed
drains during the 1980, 1983 and 1986 refueling outages indicating
that water had intruded into the annular region between the drywell
shell• and the concrete shield wall.

The drywell shell was inspected in 1986 during the 1OR outage to
determine if corrosion was occurring. The inspection methods,
results and conclusions are documented in Ref. 3.1, 3.2, and* 3.3.
As a result of these inspections it was concluded that a long term
monitoring program wbuld be established. This program includes
repetitive Ultrasonic Thickness (UT) measurements in the sand bed
region at a nominal elevation of 111-3" in bays IIA, IIC, 17D, 19A,
19B, and 19C.

The continued presence of water in-the sand bed raised concerns of
potential corrosion at higher elevations. Therefore; UT
measurements were taken at the 511 and 87, elevations in November

, I 198.7 *during the 1IR outage. As a result of these inspections,
repetitive measurements in Bay 5 at elevation 51' and in Bays 9, 13
and 15 at the 87' elevation were added to the long term monitoring
program to confirm that corrosion is not occurring at these higher
elevations.

P cathodic protection system was installed in selected regions of
the sand bed during the 12R outage to minimize corrosion of the
drywell. The cathodic protection system was placed in service on
January 31, 1989. The long term monitoring program was also
expanded during the 12R outage to include measurements in the sand
bed region of Bays 1D, 3D, 5D, 7D, 9A, 13A, 13C, 13D, 15A, 15D and
17A which are not covered by the cathodic -protection system. It
also includes measurements in the sand bed region between Bays 17
and 19 which is covered by the cathodic protection system, but does
not have a reference electrode to monitor its effectiveness in this
region.

The high corrosion rate computed for Say 13A in the sand bed region
through February 1990 (Ref. 3.11) raised concerns about the
corrosion rate in the sand bed region of Bay 13D. Therefore, the
monitoring of this location using a 6"x6" grid was added to the
long term monitoring program. In addition, a 2-inch core sample
was removed in March 1990 from aL location adjacent to the 6"x6"

monitored grid in Bay 13A.

001/0004.6
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Measurements taken in Bay 5 Area D-12 at elevation 51' through
March 1990 indicated that corrosion is opourring at his location.
Therefore, survey measurements were taken to determine the thinnest
locations at elevation 51'. As a result, three new locations were
added to the long term monitoring program (Bay 5 Area 5, Bay 13
Area 31, and Bay 15 Area 2/3).

The indication of ongoing corrosion at elevation S1' raised
concerns about potential corrosion of the plates immediately above
which have a smaller nominal thickness. Therefore, survey
measurements were taken in April 1990 at the 52' elevation in all
bays to determine the thinnest locations. As a result of this
survey, four new locations were added to the long term monitoring
plan at elevation 52' (Bay 7 area 25, Bay 13 Area 6, Bay 13 Area
32, and Bay 19 Area 13).

Some measurements in the long term monitoring program are to be
taken at each outage of opportunity, while others are taken during
each refueling outage. The functional requirements for these
inspections are documented in Ref. 3.4. The purpose of the UT
measurements is to determine the corrosion rate and monitor it over
time, and to monitor the effectiveness of the cathodic protection
system.

4,2 Selection of Areas to be Monitored

A program was initiated during the.1lR outage to characterize the
corrosion and to determine its extent. The details of this
inspection program are documented In Ref. 3.3. The greatest
corrosion was found via UT measurements in the sand bed region at
the lowest accessible locations. Where thinning was detected,
additional measurements were made in a cross pattern at the
thinnest section to determine the extent in the vertical and
horizontal directions. Having found the thinnest locations,
measurements weremade over a 6"x6" grid.

To determine the vertical* profile of the thinning, a trench was
excavated into the floor in Bay 17 and Bay 5. Bay 17 was selected
since the extent of thinning at the floor level was greatest in
thatarea. It was determined that the thinning below the top of
the curb was no more severe than above the curb, and became less
severe at the lower portions of the sand cushion. Bay 5 was
excavated to determine if the thinning line was lower than the
floor level in areas where no thinning was detected above the
floor. There ware no significant indications of thinning in Bay 5.

001/0004.7
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It was on the basis of these findings that the 6"x6" grids in Bays
l1k, iC', 17D, 19A, "I9B and 19C were selected as representative
locations for longer term monitoring. The initial measurements at

these locations were taken in December 1986 without a template or
markings to identify the location of each measurement.
Subsequently, the location of the 6"x6" grids were permanently

marked on the drywell shell and a template is used in conjunction

with these markings to locate the UT probe for successive

measurements. Analyses have shown that including the non-template
data in the data base creates a significant variability in the
thickness data. Therefore, to minimize.the effects of probe
location, only those data sets taken with the template are included

in the analyses.

The presence of water in the sand bed also raised concern of
potential corrosion at higher elevations. Therefore, UT
measurements were taken at the 51" and.87" elevations in 1987
during the 11M outage. The measurements were taken in a band on
6-inch centers at all accessible regions at these elevations.
Where these measurements indicated potential corrosion, the
measurements spacing was reduced to 1-inch on centers. If these

additlonal readings indicated potential corrosion, measurements

were taken on a 6"x6" grid using the "template. It was on the basis
of these inspections that the 6Ox6* grids in Bay 5 at elevation 51'

and in bays 9, 13 and 15 at the 87' elevation were selected as
representative locations for long term monitoring.

A cathodic protection system was installed in the sand bed region

of Bays 11A, 11C, 17D, 19A, 19B, 19C, and at the frame between Bays
17 and 19 during the 12R outage. The system was placed in service
on January .31, 1989.

The long term monitoring program was expanded as follows during the

12R outage:

(1) Measurements on 6"x6" grids in the sand bed region •of Bays 9D,
13A, 15D and 17A. The basis for seleetinrg these locations is
that they wete originally considered for cathodic protection
but are not included in the system being installed.

(2) Measurements on 1-inch centers along a 6-inch horizontal strip

in the sand bed region of Bays ID, 3D, 5D, 7D, 9A, 13C, and
15A. These locations were selected on the basis that they-are
representative of regions which have experienced nominal
corrosion and are not within the scope of the cathodic

protection system.

O01/OD04.8
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(3). A 6Nx6" grid in the curb cutout between Bays 17 and 19. The
purpose of these measurements is to monitor corrosion in this
region which is covered by the cathodic' protection system but
does not have a reference electrode to monitor its
performance.

The long term monitoring program was expanded in March 1990 as
follows:

(1) Measurements in the sand bed region of Bay 13D: This location
was added due to the high indicated corrosion rate in the sand
bed region of Bay 13A. The measurements taken in March 1990
were taken on a l"x6" grid. All subsequent measurements are
to be taken on a 6"x6" grid.

(2) Measurements on 6"x6" grids at the following locations at
elevation 51't Bay 5 Area 5, Bay 13 Area 31, and. Bay 15
Area 2/3. These locations were added due to the indication of
ongoing corrosion'at elevation 51", Bay 5 Area D-1.

The long term monitoring program was expanded in April 1990 by
.adding the following locations at elevation 52': Bay 7 Area 25,
Bay 13 Area 6, Bay 13 Area 32, and Bay 19 Area 13. All
measurements are taken on 6"x6" grids. These locations were added
due to the indication of ongoing corrosion at elevation Sl' and the
fact that the nominal plate thiukness at elevation 52' is less than
at elevation 51"..

4.3 UT Measurements

The UT measurements within the scope of the long term monitoring
program are performed in accordance with Ref. 3.4. This involves
taking UT measurements using a template with 49 holes laid out on a
6"x6" grid with 1" between centers on both axes. The center row is
used in those bays where only 7 measurements are made along a
6-inch horizontal strip.

The first set of measurements were made in December 1986 without
the use of a template. Ref. 3.4 specifies that for all subsequent
readings, QA shall verify that locations of UT measurements
performed are within ± 1/4" of the location of the 1986 UT
measurements. It also specifies that all subsequent measurements
are to be within ± 1/8" of the designated locations.

001/0004.9
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4.4 Data at Pluc Locations

Seven core samples, each approximately two inches-in diameter were

removed from the drywell vessel shell. These samples were

evaluated'in Ref. 3.2. Five of these samples were removed within

the 6"x6" grids for Bays 12A, 17D, 19A, 19C and Bay S at elevation

-511. These locations were repaired by welding a plug in each

hole. Since these plugs are not representative of the drywell
shell, UT measurements at these locations on the 6"x6* grid must be
dropped from each data set.

The following specific grid points have been deleted:

Bay Area Points

11A 23, 24,. 30, 31

17D 15, 16, 22, 23

19A 24, 25, 31, 32

19C 20, 26, 27, 33,

5 EL 51' 13, 20, 25, 26, 27, 28, 33, 34, 35

The core sample removed in the sand bed region of Bay 13A was not
within the monitored• 6"" grid.

4.5 Bases for Statistical Analysis of 6"x6" Grid Data

4.5.2 Assumptions

The'statistical evaluation' of the UT measurement data to
determine the corrosion rate at each location is based on
the following assumptionas

(1) Characterization of the scattering of data Iover each
6x6" grid is such that the thickness measurements
are normally distributed.

(2) Once the distribution of data for each 6"x6" grid is r
found to be normal, then the mean value of the
thickness is the appropriate representation of the
average condition.

(3) A decrease in the mean value of the thickness with
time is representative of the corrosion occurring
within the 6"x6" grid.

001/0004.10
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(4) If corrosion has ceased, the mean value of the
thickness will -not vary with time except for random
errors in the UT measurements.

(5) If corrosion is continuing at a constant rate, the
mean thickness will decrease linearly with time. In
this case, linear regression analysis can be used to
fit the mean thickneas values for a given zone to a
straight line as a function of time. The corrosion
rate is equal to the slope of the line.

The validity of these assumptions is assured by:

(a) Using more than 30 data points per 6"x6" grid

(b) Testing the data for normality at each 6"x6" grid
location.

(c) Testing the regression equation as an appropriate
model to describe the corrosion rate.

These tests are discussed in the following section. In
cases where one or more of these assumptions proves to be
invalid, non-parametric analytical techniques can be used
to evaluate the data.

4.5.2 Statistical Approach

The following steps are performed to test and evaluate the
UT measurement data for those locations where 6"x6" grid
data has been taken at least three times:

(1) Edit each 49-point data set by setting all invalid
points to zero. Invalid points are those which are
declared invalid by the UT operator or are at a plug
location. (The computer programs-used in the
following steps ignore all zero thickness data
points.)

(2) Perform a Chi-squared goodness of fit test of each 49
point data set to ensure that the assumption of,
normality is valid at the 5% and 1% level af
significance.

(3) Calculate the mean thickness and variance of each 49
point data set.

;(4) Perform an Analysis of Variance (ANOVA) F-test tb
determine if there is a significant difference
between the means of the data sets.

001/0004.11
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(5) Using the mean thickness values for each 6"x6" grid,
perform linear regression analysis over time at each
location.

(a) .Perform F-test for significance of regression
at the 5% level of significance. The result of
this test indicates whether or not the
regression model is more appropriate than the
mean model. In other words, it tests to see if
the variation of the regression model is.
statistically significant over that of a mean
model.

I

C

(b) Calculate the ratio of the observed F value to
the critical F value at 5% level of
significance. For data sets where the Residual
Degress of Freedom in ANOVA is 4 to 9, this -
F-Ratio should be at least 8 for the regression.Y•eta)O(C
to be considered efoa•.as opposed Vo simpl•y
"significant." " 5 " 3 " 3

(c) Calculate the coefficient of determination
(W2 ) to assess how well the regression model
explains the percentage of total error and thus fl,

how useful the regression line'will be as a k.4h
predictor. 404

(d) Determine if the residual values for the. 0 4J. 0

regression equations are normally distributed° C U

(e) If the regression model is found to be 14 4 -

appropriate, calculate the y-intercept, the 2 = U 0 -

slope and their respective standard errors. 0 o4 -1
.'4 Vi 4J 0 dl~

The y-Lntercept represents the fitted mean 0 .
thickness at time zero, the slope represents 0 V & 4

the corrosion rate, and the standard errors V 0 f-1 0

represent the uncertainty or random error of 9 0 . M
____________V 0othese two parameters. W 14 ..

cI 4j 04 -

(6) Use a ZK factor from Table P-7 of Reference 3.9 and O 0 I

the standard deviation to establish a one-sided W

99%/99% tolerance limit about the mean thickness 4 3

values for each 6"x6 grid location to determine 44

whether low thickness measurements or "outflers" are Si.0

statistically significant.. If the data points are r. Z j %4

greater than the 99%/99% lower tolerance limit, then) 0 Q '4 0 4

the difference between the value and the mean is
deemed to be due to expected random error. However,
if the data point is less than the lower 99%/99%
tolerance limit, this implies that the difference is
statistically significant and is probably not due to
chance.

)

Od

.4
Id

Il-

(1.
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4.6 Analysis of Two 60x6" Grid Data Sets

Regression analysis is inappropriate when data is available at only
two points-in time. However, the t-teat can be used to determine
if the means of the two data sets are statistically different.

4.6.1 Assumptions

This analysis is based upon the following assumptions:

(1) The data in each data set isL normally distributed.

(2) The variances of the two data sets are equal.

4.6.2 statistical-Approach

The evaluation takes place .in three steps:

(1) Perform a chi-squared test of each data set at 5% and
1% levels of significance to ensure that the
assumption of normality is valid.

(2) Perform anF-test at 5% and I% level of significance
of the two data sets being compared to ensure that
the assumption of equal variances is valid.

(3) Perform a two-tailed t-test for two independent
samples at the 5% and 1% levels of significance to
determine if the means of the two data sets are
statistically different.

A conclusion that the means are not statistically different
is interpreted to mean that significant corrosion did not
occur over the time period represented by the data.
However, if equallty of the means is rejected, this implies
that the difference is statistically significant and could
be due to corrosion.

4.7 Analysis of Single 6"x6" Grid Data Set

In those cases where a 6"x6" data set is taken at a given location

for the first time during the current outage, the only other data
to which, they can be compared are the UT survey measurements taken
at an earlier time. For the most part, these are single-point
measurements which were taken in the vicinity of the 49-point data
set, but not at the exact location. Therefore, rigorous
statistical analy4in of these single data sets is impossible.
However, by making certain assumptions, they can be compared with
-the previous data points. if more extensive data is available at
the location of the 49-point data set, the t-test can be used to
compare the means of the two data sets as described in

paragraph 4.5.

001/0004.13
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When additional measurements are made at these exact locations
during future outages, more rigorous statistical analyses can be

employed.

4.7.1 Pssumotions

The comparison of a single 49-point .data sets with previous
data from the same vicinity is based on the following
assumptions:

(1) Characterization of the scattering of data over the
6"x6o grid is such that the thickness measurements
are normally distributed.

(2) once the distribution of data for the 6"x6V grid is
found to be normal, then the mean value of the
thickness is the appropriate representation of the'
average condition.

(3) The prior data is representative of the condition at
this location at the earlier date.

4.7.2 Statistical Approach

The evaluation takes place in four steps:

(1) Perform a chL-squared test of each data set to ensure
that the assuimption-of normality is valid at the 95%
and 99% confidence levels..

(2) Calculate the mean and the standard error of the mean
of the 49-point data set.

(3) Determine the two-tailed t value from a t
distribution table at levels of significance of 0.05
and 0.01 for n-1 degrees of freedom.

(4) Use the t value and the standard error of the mean to
calculate the 95% and 99% confidence intervals about
the mean of the 49-point data set.

(5) Compare the prior data point(s) with these confidence
intervals about the mean of the 49-point data sets.

If the prior data falls within the 95%.confidence
intervals, it provides some assurance that significant
corrosion has not occurred in this region in the period of
time covered by the data. If it falls within the 99% -
confidence limits but not within the 9S%.confldence limits,

S) this implication is not as strong. In either case, the
corrosion rate will be interpreted to be "Not Significant".

001/0004.14
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If the prior data falls above the upper 99% confidence
limit, it could mean either of two things: (1) significant
corrosion has occurred over the time period covered.by the
data, or (2) the prior data point was not representative of
the condition of the location of the 49-point data set in
1986. There is no way to differentiate between the two.
In this case, the corrosion rate will be interpreted to be
"Possible".

If the prior data falls below the lower 99% confidence
limit, it means that it is not representative of the
condition at this location at the earlier date. In this
case, the corrosion rate will be interpreted to be
"Indeterminable".

4.8 nalysis oof Single 7-Point Data Set

In those cases where a 7-point data set is taken at a given
location for the first time during the current outage, the only
other data to which they can be compared are the UT survey
measurements taken at an earlier time to identify the thinnest
regions of the drywell sheli in the sand bed region. For the most
part, these are single point measurements which were taken in the
vicinity of the 7-point data sets, but not at* the exact locations.
However, by making certain assumptions, they can be compared with
the previous data points. If more extensive data is available at
the location of the 7-point data set, the t-test can be used to
compare the means of the two data sets as described in
paragraph 4.5.

When additional measurements are made at these exact locations
during future outages, more rigorous statistical analyses can be
employed.

4.8.1 RasumotLons

The comparison of a single.7-point data sets with previous
data from the same vicinity is based on the following
assumptionst

(1) The corrosion in the region of each 7-point data set
is normally distributed.

(2) The prior data is representative of the condition at
this location at the earlier date.

The validity of these assumptions cannot be verified.

j
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4.8.2. Statistical Aipproach

The evaluation takes place in four steps:

(1) Calculate the mean and the standard error of the mean
of the 7-point data set.

(2) Determine the two-tailed t value using the t

distribution tables at levels of significance of 0.05
and 0.01 for n-i degrees of freedom.

(3) Use the t value and the standard error of the mean to
calculate the 95% and 99% confidence intervals about
the mean of the 7-point data set.

(4) Compare the prior data point(s) with these confidence
intervals about the mean of the 7-point data sets.

If the prior data falls within the'95% confidence
intervals, it provides .some assurance that significant
corrosion has not occurred in this region In the period of

time covered'by the data. If it falls within the 99%
confidence limits but not within the 95% confidence limits,
this implication is not as strong. In either case, the
corrosion rate will be interpreted to be "Not Significant-.

If the prior data falls above the upper 99% confidence
interval, it could mean either of two things: (1)

significant corrosion has occurred over the time period
covered by the data, or (2) the prior data point was not
representative of the condition of the location of the
7-point data set in 1986. There is no way to differentiate
between the two. In this case, the corrosion rate will be
interpreted to be "Possible".

If the prior data falls beiow the lower 99% confidence
limit, it means that it is not representative of the
condition at this location at the earlier date. In this
case, the corrosion rate will, be interpreted tO be
Indeterminable".

4.9 Evaluation of Drywgll Mean Thickness

This section defines the methods used to evaluate the drywell
thickness at each location within the scopeof the long term

monitoring program.

001/0004.16
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4.9.1 Evaluation of Mean Thickness Usina R•eression Analysis

The following procedure is used to evaluate the drywell
mean thickness at those locations where regression analysis
has been deemed to be more appropriate than the mean model.

(1) The best estimate of the mean thickness at these
locations is the point on the regression line
corresponding to the time when the most recent set of
measurements was taken. In the SAS Regression
Analysis output (App. 6.2), this is the last value in
the column labeled "PREDICT VALUE".

(2) The best estimate of the standard error of the mean
thickness is the standard error of the predicted
value used above. In the SAS Regression. Analysis
output, this is the last value in the column labeled
"STD ERR PREDICT".

(3) The two-sided 95% confidence interval about the mean
thickness is equal to the mean thickness plus or
minus t times the estimated standard error of the
mean. This is the interval for which we have 95%
confidence that the true mean thickness will fall
within. The value of t is obtained from a t
distribution table for e__al tails at n-2 degrees ot
freedom and 0.05 level of significance, where n is
the number of sets of measurements used in the
regression -analysis. The degrees of freedom is equal
to n-2 because two parameters (the y-imtercept and
the slope) are calculated in the regression analysis
with n mean thicknesses as input.

(4) Thq one-sided 95% lower limit of the mean thickness
is equal to the estimated mean thiokness minus t
times the estimated standard error of the mean. This
is the mean thickness for which we have 95%
confidence that the true mean thickness does not fall
below. In this case, the value of t is obtained from
a t distribution table for one tail at n-2 degrees of
freedom and 0.05 level of significance.

4.9.2 Evaluation of Mean Thickness Using Mean Model

The following procedure is used to evaluate the drywell
mean thickness at those locations where the mean model is
deemed to be more appropriate than the linear regression
model. This method is consistent with that used to -

evaluate the mean thickness using the regression model.

(0/ 4
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(1) Calculate the mean of each set of UT thickness

measurements.

(2) Sum the means of the sets and divide by the number of j

sets to calculate the grand mean. This is the best
estimate of the mean thickness. in the SAS
Regression Analysis output, this is the value I
labelled "DEP MEAN".

(3) Using the means of the sets from (1) as input,
calculate the standard erro about the mean. This is

the best estimate of the standard error of the mean

thickness.

(4) The two-sided 95% confidence interval about the mean
thickness is equal to the mean thickness plus or

minus t times the.estimated standard error of the
mean. This is the interval for which we have 95%

confidence that the true mean thickness will fall
within. The value of t is obtained from a t
distribution table for eggal tails at n-i degrees of

freedom and 0.05 level of significance.

(5) The one-sided 95% lower limit of the mean thickness

is equal to the estimated mean thickness minus t
times the estimated standard error of the mean. This
is the mean thickness for which we have 95%
confidence that the true mean thickness does not fall
below. In this case, the value of t is obtained from

a t distribution table for one tail at n-i degrees of

freedom and 0.05 level of significance.

4.9.3 Evaluation of Mean Thickness Using Single Data Set -

The following procedure is used to evaluate the drywell:

thickness at those locations where only one set of
measurements is available.

(1) Calculate the mean of the set of UT thickness
measurements. This Is the best estimate of the mean

thickness.
J

(2) Calculate the standard error of the mean for the set
of UT measurements. This is the best estimate of the

standard error of the mean thickness.

Confidence intervals about the mean thickness cannot be
calculated with only one data set available.

01
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Evaluation of Drvwell Corrosion Rate

4.10.1 Mean Model

If the ratio of the observed F value to the critical F
value is less than I for the F-test for the significance of
regression, it indicates that the mean model is more
appropriate than the regression model at the 5% level of
significance. In other words, the variation in mean
thickness with time can be explained solely by the random
variations in the measurements. This means that the
corrosion rate is not significant compared to the random
variations.

I this case, an F-test is performed to compare the

vari Ility of the data set means between data sets with
the. var ility of individual measurements within the data
sets. If observed F value is less than the critical F
value, it. n ms that model sa Prorate.

If the F-test indica s thai 'e'a'inbllity of the means
is significant, the Lea Significant Difference (LSD) is
computed. This is the max m difference between data set
mean thicknesses that can be a ributed to random variation

in the measurements. If the dif ence between the means
Qf data sets exceeds LSD, it indicat that difference is
significant. The difference between me is subtracted
from LSD and the result is divided by the t e between

measurements to estimate the "Significant Corr ion Rate"
in mils per year (ropy). If thedIfference betwee he
means does not exceed LSD, then it is concluded that o

significant corrosion occurred during that period of t
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4.10.2 Rearession Model

If the ratio of'the observed F value to the critical F
value is 1 or greater, it indicates that the regression
model is more appropriate than the mean model-at the 5%
level of significance. In other words, the variation in
mean thickness with time cannot be 'xplained soielyiby the
random variations in the measurements. This means that the
corrosion rate is significant compared to the random
variations.

Although a ratio of 1 or greater indicates that regression
is significant, it does not mean that the slope of the

regression line is an accurate prediction. of the corrosion
rate. The ratio should be at least 4 or 5 to considek the
slope to be a useful predictor of the corrosion rate (Ref.

OCLR00020077
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3.5, pp. 93, 129-133). A ratio of 4 or 5 means that the
variation from the mean due to regression is approximately
twice the standard deviation of the residuals of the
regression.

To have a high degree of confidence in the predicted
corrosion rate, the ratio should be at least 8 or 9 (Ref.
3.5, pp. 129-133).

In ti nstances, four sets of measurements over a perk5d I

of abou ne year do not provide a significant re ion
model whichm, be used to predict fiuture thi asees. .

However, a least ares fit of the four a points doesprovid arasonable iate of the ent corrosion

assessing the effectivenes athodic protection and the "

draining of the and bed gion. ce a linear regression
analysis performs a ear least" squar fit of the data,

the best estimat f the recent corrosion a is the s1lpe
S from the re sin analysis for the period of erest.

The values are tabulated as the "Apparent corrosion ONe.

paragraph 2.5.

The upper bound of the 95% one-sided confidence interval
about the computed slope is an estimate of the maximum
probable corrosion rate at 95% confidence. The 95% upper
bound is equal to the computed slope plus the one-sided
t-table value times the standard error of the slope. The
value of t is determlned for n-2 degrees of freedom.

001/0004,20
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5.0 CALCULATIONS

5.1 6"x6" Grids in Sand Bed Region With Cathodic Protection

5.1.1 Bay 11A

5.1.1.1 Bay IlA: 511/87 to V4-8#

Nine 49-point data sets were available for this
bay covering 4/24/90 period. Since a plug lies
within this region, four of the points were
voided in each data set. The data were
analyzed as described in paragraphs 4.4, 4.5.1
and 4.5.1.

(1) The data are normally distributed.

(2) The regression model is appropriate.

(3) The regression model explains 78.3% of the
variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness*+ standard
error is 870.4 .+ 5.7 mile.

(6) The corrosion rate + standard error is
-15.6 . 2.9 mile per year.

(7) F/F critical - 5.4.

(8) The measurement below 800 mils was tested
and determined not to be statistically
different from the mean thickness.

5.1.1.2 Bay 11A: 1018188 to 4/24/90

Five 49-point data sets were available for this
bay covering this period.

(1) The data are normally distributed.

(2) The mean model is more appropriate than
the regression model.

(3) The F-test for the significant of the
difference between the means shows that
the difference between the mean thickness.
are not significant.

Ii
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(4) The t-test of the last two data sets shows
that the difference between the mean
thickness is not significant.

(5) The current thickness based on the mean

model is 878.9 + 5.9 mils.

(6) These analyses indicate that the corrosion
rate with cathodic protection is not
significant compared to random variations
in the measurements.

(7) The beat estimate of the corrosion rate
during, the. period based on a least squares
fit is -16.2 ± 8.6 mils per year.

5.1.2 Bay 11C

5.1.2.1 Bay ilC; 5/1187 to 4124190

Nine 49-point data sets were available for this
bay covering this period. The initial analysis
of this data indicated that the data are not
normally distributed. The lack of normality
was tentatively attributed -to minimal corrosion
in the upper half of the 6"x6" grid with more
extensive corrosion in the lower half of the
grid. To test this hypothesis, each data set
was divided .into two subsets, with one
containing the top three rows and the other
containing the bottom four rows.

Ton 3 Rows

(1) The data are normally distributed.

(2) The regrespion model is appropriate.

(3) The regression model explains 79% of the
total variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard
error is 977.0 + 12.5 mils.

(6) The corrosion rate is -35.2 + 6.8 mils per
year.

(7) F/F critical = 4.6.

001/0004.22
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Bottom 4 Rows

(1) Seven of the nine data sets are normally
distributed. The other two are skewed
toward the thinner side of the mean. The
Chl-square test shows that they are close
-to being normally distributed at the 1%
level of significance.

(2) The regression model is appropriate.

(3) The regression model explains 80% of the
total variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard
error is 865.0 ± 7.8 mils.

(6) The corrosion rate + standard error is
-22.4 ± 4.3 mils per year.

(7) F/F critical 4.9

5.1.2.2 Bay 11C: 1018/88.to 4/24/90

Five 49-point data sets were available for this
period. These data were divided into two
subsets as described above.

Top 3 Rows

(1) The data are normally distributed.

(2) The mean model is more appropriate than
the regression model.

(3) The F-test for the significance of the
difference between the means shows that
the differences between'the mean
thicknesses are not significant.

(4) The t-test of the last two data sets shows
that there is no statistical difference
between their means.

(5) These analyses indicate that the current
corrosion rate with cathodic protection is
not significant compared'to random
variations In the measurements.

001/0004.23
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(6) Based on the mean model, the current
thickness + standard error is 996.6 +
8.3 mile.

(7) The best estimate of corrosion rate during
this period based on a least squares fit
is -25.0 ± 10.6 mile per year. J

Bottom 4 Rows

(1) Four of the five data sets are normally
distributed. (See 5.1.2.1 above).

(2) The mean model is more appropriate than
the regression model.

(3) The F-test for the significance of the
difference between the means shows that
the differences between the mean
thicknesses are significant.

(4) The t-test of the last two data sets shows
that there is no significant statistical
difference between their means.

(5) Based on the mean model, the current
thickness +.standard error is 878.1 ±
5.6 mile. •

(6) Based upon examination of the distribution I
of the five data set mean values, it is
concluded that the current corrosion rate
is not significant compared to random
variations In the measurements. The
measurements alternated as follows: 897,
877, 891, 869, 863. Therefore the
difference must be due to variations other
than corrosion.

(7) The best estimate of the corrosion rate
during this period based on a least
squares fit Ls -16.7 + 7.1 mile per year.

001/0004.24
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5.1.3 Say i7D

5.1.3.1 Bay 17D: 2/17/87 to 4/24/90

Ten 49-point data nets were available for this
period. Since a plug lies within this region,
four of the points were voided in each data
set. Point 24 in the 2/8/90 data was voided
since it is characteristic of the plug
thickness.

(1) The data are normally distributed.

(2) The regression model is appropriate.

(3) The regression model explains 95% of the
total variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness ± standard
error is 829.5 + 4.0 mils.

(6) The corrosion rate + standard error is
-25.0 + 2.0 mils per year.

(7) F/F critical 29.4

(8) The measurements below $00 nils were
tested and determined not to be
statistically different from the mean
thickness.

5.1.3.2 Bay 17D: 10/8/88 to 4/24/90

Pive 49-point data sets were available for this
period.

(1) The data are normally distributed.

(2) The regression model is more appropriate
than the mean model.

(3) The regression model explainsg9o% of the
variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard
error is 830.1 ± 3.8 mils.
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(6) The corrosion rate + standard error is
-23.7 + 4.6 mpy.

I.
(7) FIr critical 2.7

5.1.4 Bay 19A'.

5.1.4.1 Bay 19A- 2/17/87 to 4/24/90 1
Ten 49-point data sets were available for this
period. Since a plug lies within this region,
four of the points were voided in each data
set.

(1) The data are normally distributed at the
1% level of significance.

(2) The regression model is appropriate

(3) The regression model explains 96% of the
total variatlon about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard
error is 807.6 _+3.0 mils.

(6) The corrosion rate + standard error is
-21.4 + 1.5 mpy.

(7) F/F critical - 39.5

(8) The data points; that were below 800 mils
were tested and determined not to be

statistically different from the mean
thickness.

5.1.4.2 Bay 19A: 10/8/88 to 4/24190

Five 49-point data sets were available for this 7
period.

(1) The data are normally distributed.

(2) The regression model is more appropriate
than the mean model.

0
001/0004.26 '

0CLR00020084



08/28/00 11:54:39

Calc. No. C-1302-187-5300-011
Rev. No. 0
Page 27 of 454

(3) The regression model explains 90% of the

variation 'bout the mean.

(4) The residuals are normally distributed.

(S) The current mean thickness + standard
error is 808.2 + 3.2 mils.

(6) The corrosion rate + standard error isL [-20.6 + 3.9 mpy.

(7) F/F critical = 2.8

5.1.5 Bay 19B

5.1.5.1 Bay 19Bt 5/1187 to 4124/90

Nine 49-point data sets were available for this
period.

(1) The data are normally distributed.

(2) The regression model is appropriate.

(3) The regression model explains 94% of the
total variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard
error is 836.9 ± 3.2 mils.

L (6) The corrosion rate + standard error is
-19.0 + 1.7 mpy.

(7) F/P critical = 21.3

(8) The measurements below 800 mils were
te'sted and determined not to be
statistically different from: ithe mean
thickness.

5.1.5.2 Bay 19B: 1018/88 to 4124/90

Five 49-point data sets were availab le for this
period.

(1) The data are normally distributed.

(2) The regression model is more appropriatei' than the mean model.

001/0004.27
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(3) The regression model explains 75% of the
variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard
error is 841.2 + 3.3 mile.

(6) The corrosion rate ± standard error is
-11.8 + 3.9 mpy.

(7) F/F. critical = 0.9

7

5.1.6 Bay 19C

5.1.6.1

(I

Bay 19C. 5/1/87 to 4124/90

Nine 49-point data sets were available for this
period. Since a plug lies within this region,
four of the points were voided in each data
set.

(1) The data are normally distributed at the
1% level of signifLcance, but appears to
be developing two peaks.

(2) The regression model is appropriate.

(3) The regression model explains 98% of the
total variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard
error is 825.1 + 2.3 mile.

(6) The corrosion rate ± standard error is.
-24.3 + 1.3 mpy.

(7) F/F critical - 66.2

(8) The measurements below 800 mile were
tested and determined not to be.
statistically different from the mean
thicknes s.

001/0004.28
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5.1.6.2 Bay 19C: 1018/88 to 4/24/90

Five 49-point data sets were available for this
period.

(1) The data are normally distributed at the
1% level of significance.

(2) The F-test for significance of regression
indicates that the regression model is
appropriate.

(3) The regression model explains 93% of the

total variation about the mean.

(4) The residuals are normally distributed.

(S) The current mean thickness + standard
error is. 826.3 ± 2.9 mils.

(6) The corrosion rate + standard error is
-21.5 ± 3.5 mpy.

.(6) F/F critical = 3.7.

5.1.7 gavs 17119 Frame cutout: 12/30188 to 4/24/90

Two sets of 6"x6" grid measurements were taken in December
1988. The upper one is located 25" below the.top of the
high curb and the- other below the floor. There is no
previous data. The upper location was added to the long
term monitoring program.

Five 49-point data sets were available for this period,
These data were analyzed as described in 4.4, 4.5.2 and
4.6.1. The Initial analysis of this data Indicated that
the first and last data sets are not normally distributed.
The lack of normality was tentatively attributed to more
extensive corrosion in the upper half of the grid than the
bottom half. To test this hypothesis, each data set was
divided'into-two subsets, with one containing the top three
rows and the other containing the bottom four rows.

001/0004.29
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Tot) 3 Rows

(1) Four of the five subsets are normally distributed at

the 1% level of significance but one is not.

(2) The mean model is appropriate.

(3) The F-test for the significance of the difference
between the means shows that the differences between
the mean thicknesses are not significant at 1% level

of significance.

(4) These analyses indicate that the corrosion rate is
not significant compared to the random variations in
the measurements.

(5) Based on the mean model, the current thickness +
standard error is 986.0 +-4.7 mils.

(6) The beat estimate of the corrosion rate during this
period based on a least squares fit is -8.2 +- 10.7
mils per year.

Bottom 4 Rows

(1) Four of the five subsets are normally distributed at
the 5% level of significance, and one at the i% level
of significance.

(2) The mean model is appropriate.

(3) The F-test for the significance of the difference
between the means shows that the differences between
the mean thicknesses are not significant at 1% level

;of significance.

(4) There analyses indicate that the corrosion rate is
not significant compared to the random variations i
the measurements.

(5) Based on the mean model, the current thickness +

standard error is 1005.7 ± 5.6 mils.

(6) The best estimate of the corrosion rate during this
period based on a least squares fit is -13.1 + 11.6
mils per year.

001/0004A. 1
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5.2 6"x6" Grids in Sand Bed Reqion Without cathodic Protection

5.2.1 Bay 9D: 12/19/88 to 4/24/90

Five 49-point data sets were available for this period.

(1) The data are normally distributed.

(2) The mean model is more appropriate than the
regression model.

(3) The current mean thickness is 1021.7 + 8.9 mils.

(4) The F-test for the significance of the difference
between the mean thicknesses indicates that the -
differences between the means are significant. The
LSD analysis shows that this is due to the second
measurement on 6/26/89 which is 33 to 52.3 mils
higher than the other four.

(5) The t-test of the last'two data sets shows that the
difference between the mean thicknesses is not
significant.

(6) The overall analysis indicates that there was no
significant corrosion from December 19, 1988 to
April 24, 1990-.

(7) The best estimate of the corrosion rate during this
period based on a least squares fit is -21.0 ± 18.1
mils per year.

5.2.2 Bay 13A* 12/17/88 to 4/24/90

Seven 49-point data sets were available for this period.

(1) The data are normally distributed.

(2) The regression model is appropriate.

(3) The regression model explains 97% of the total

variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard error is 853.1

± 2.4 mils.

L
L
L

)
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(6) The indicated corrosion rate + standard error is
-39.1 + 3.4 mils per year.

(7) F/F critical = 16.9

(8) The measurements below 800 mils were tested and
determined not to be statistically different from the
mean thickness.

5.2.3 Bay 13D,: 3/28/90 to 4/25/90

One 7-point data 'set and one 49-point data set are
available for this bay covering this period.

(1) The 7-point data set is normally distributed at 5%
level of significance. The 49-point data set is
normally distributed at 1% level of significance.
However, there is a diagonal line of demarcation
separating a zone of minimal corrosion at the top
from a corroded zone at the bottom. Thus, corrosion
has occurred at this location. J

(2) "The mean of the 7-point data set is not significantly
different from the mean of the corresponding 7 points
in the 49-point data set.

(3) The current means thickness is 931.9 + 22.6 mils.

It is concluded that corrosion has occurred at this
location. However, with minimal data over a one-month
period, it is impossible to determine the current corrosion
rate.

5.2.4 Bay 15D: 12/17/88 to 4/24/90

Five 49-point data sets were available for this period.

(1) The data are normally distributed.

(2) The mean model is more appropriate than the
regression model.

(3) The current mean thickness + standard error is 1056.5

* 2.3 mils.

(4) The F-test for the significance of the difference
between the mean thicknesses indicates that the-
differences between the means are i)ot significant.

002/0004A. 3 O
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(5) The t-test of the last two data sets shows that the
difference between the mean thicknesses is not
significant.

(6) There was no significant corrosion from December 17,
1988 to April 24, 1990.

(7) The best estimate of the corrosion rate during this
period based on a least squares fit is -4.6 mile per
year.

5.2.5 Bay 17A; 12/17/88 to 4/24/90

Five 49-point data sets were available for this period.

The initial analysis of this data indicated that the data
are not normally distributed. The lack of normality was
tentatively attributed to minimal corrosion in the upper
half of the 6"x6" grid with more extensive corrosion in the
lower half of the grid. To test this hypothesis, each data
set was divided into two subsets, with one containing the
top three rows and the other containing the bottom four
rows.

Top 3 Rows

(1) The data are normally distributed.

(2) The mean model is more appropriate than the
regression model.

(3) The current mean thickness ± standard error is 1128.3
2.2 mils.

(1) The F-test for the significanoe of the difference
between the mean thicknesses indicates the
differences between the means are not significant.

(5) The t-test of the last two data sets indicates that
the difference between the mean thicknesses is not
significant.

(6) There was no significant corrosion during this
period.

(7) The best estimate of the corrosion rate during this
period based on a least squares fit is -6.8. + 3..7
mils per year.

001/0004A.4
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Bottom 4 Rows

(1) The data are normally distributed.

(2) The mean model is more appropriate than the
regression model.

(3) The current mean thickness + standard error 950.83

±,5.3 mils.

(4) The F-test for the significance of the difference
between the mean thicknesses indicates that the
differences between the means are not significant.

(5) The t-test of the last two data sets indicates that
the difference between the mean thicknesses is not
significant.

(6) There was no significant corrosion during this
period.

(7) The beat estimate of the corrosion rate during this
period based on a least squares fit is -17.1 +'7.6

( mile per year.

5.3 6",c6 Grids at 51' Elevation

5.3.1 Bay 5 Area D-lI..51' Elevation: 11/1/87 to 4/24/90

Eight 49-point data sets were available for this period.

The initial analysis of this data indicated that the data
are not normally distributed. These data sets names start
with E. The following adjustments were made to the data:

(1) Point 29 in the 9/13/89 data is much greater than the
preceding or succeeding measurements. Therefore,
this reading was dropped from the analysis..

(2) Point 9 is a significant pit. Therefore, it was
dropped from the overall analysis and is evaluated
separately.

(3) Points 13 and 25'are extremely variable and are
located adjacent to the plug which was removed from
this grid. They were also dropped from the analysis.

(4) Point 43 in the 11/01/87 data is much less than any

succeeding measurement. Therefore, this reading was
(..)dropped from the analysis.

001/0004A.5
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With these adjustments, the first and last data sets are
normally distributed at the 1% level of significance and
the other five at 5%. These data set names start with F.

It was noted that the D-Meter calibration at 0.750" yielded
readings which ranged from-- mil for one set of
measurements to + 4 mils for another. The data was
adjusted to eliminate these biases. These data set names
start with G. The final analyses are based on these
adjusted data sets.

(1) The data are normally distributed.

(2) The regression model is appropriate.

(3) The regression model explains 57% of the total
variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard error is 745.2
+ 2.1 mils.

(6) The indicated corrosion rate + standard error is -4.6
+ 1.6 mils per year.

(7) F/F critical = 1.3. Thus, the regression is just
barely significant.

(8) The F-test for significance of the difference between
the mean thickness indicates that the differences are
significant.

(9) The t-test of the last two data. sets shows that the
difference between the mean thickness Ls not
significant.

(10) The measurements of the pit at point 9 were 706, 746,
696, 694, 700, 688, 699 and 689 mile. The mean value
of these measurements is 702.3 ± 6.5 tils. A least
squares fit shows that the best estimate of the
corrosion rats during this period is -11.5 mils per
year with R2 -31%. The second measurement Is much
higher than the others. Dropping this point, the
mean of the remaining measurements is 696.0 + 2.4
mile, and the best estimate of the corrosion rate is
-4.9 mils per year with R2 = 49%. Recognizing that
the variability of single measurements will be about
6 times the variability of the mean of 40 measure-
ments, it is concluded that the corrosion rate in the
pit is essentially the same as the overall grid.

001/0004A.6
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5.3.2 Bay 5 Area 51-5 at 51' Elevation: 3131190 to 4125/90

Two 49-point data sets are available for this time period.

41) The data are not normally distributed'. This is due
to a large corroded patch near the center of the
grid, and several small patches on the periphery.

When the data less than the grand mean were
segregated, it was found that these subsets are
normally distributed.

(2) The t-tests of the two complete data sets and the two
subsets indicate that the difference between the mean
thicknesses are not significant.

(3) The current mean thickness ± standard error is 745.1
- 3.2 mile.

it is concluded that corrosion has oaourred at this
location. However, with minimal data over such a brief
period, it is impossible to determine the current corrosion
rate.

5.3.3 Bay 13 Area 31 Elevation 51,t 3/31/90 to 4/25/90

Two 49-point data sets are available for this time period.

(1) The data are to normally distributed. This is due to
a large corroded patch at the left edge of the grid.

When the data less than the grand mean were
segregated, it was found that these subsets are
normally distributed..

-(2) The t-test of the two complete data sets indicate
that the difference between the means is
statistically significant. However, the difference
between the means of the two subsets is not
statistically significant.

(3) The current mean thickness is + standard error is
750.8 : 11.5 mil-s.

It is concluded that corrosion has occurred at this I
location. However, with minimal data over such a brief
period, it is impossible to determine the current corrosion
rate.

001/0004A.7 j
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5.3.4 Bay 15 Area 23 Elevation 51': 3131/90 to 4125/90

Two 49-point data sets are available for this time period.

(1) The data are not normally distributed. This is due
to a large corroded patch.

When the data less than the grand mean were
segregated, it was found that these two subsets are
normally distributed.

.(2) The t-tests of the two complete data sets and the two
subsets indicate that' the differences between the
mean thicknesses are not significant.

(3) The current mean thickness + standard error is 751.2
+ 3.8 mils.

It is concluded that corrosion has occurred at this
location. However, with minimal data over .such a brief
period, it is impossible to determine the. current corrosion
rate.

5.4 6" x 6" Grids at 52' Elevation

5.4.1 Bay 7 Area 25 Elevation 52,: 4/26/90

One 49-point data set is available.

(1) The data are not normally distributed.

-The subset of the data less than the mean thickness
is'not normally distributed.

When four points below 700 mile were dropped from the
data set, the remaining data was found to be normally
distributed. Therefore, the lack of normality of the
complete data set to attributed to these thinner
points. Three of these could be considered to be
pits (626, 657 and 676 mils) since they deviate from
the mean by more than 3 sigma.

(2) The current mean thickness ± standard Is 715.5 + 2.9
mils.

It is concluded that corrosion has occurred at this
location.

01/O004A.48
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5.4.2 Bay 13 Area 6 Elevation 52': 4/26/90

One 49-point data set is available.

(1) The data are not normally distributed.

The subset of the data less than the mean thickness
is normally distributed. Thus, the lack of normality
of the complete data set is attributed to a large
corroded patch at the left side of the grid.

(2) The current mean thickness _t standard error is 724.9
_ 2.9 mils*.

(3) It is concluded that corrosion has occurred at this
location.

5.4.3 Bay 13 Area 32 Elevation 52': 4/26/90

One 49-point data set is available.

(1) The data are not normally Oistributed.

The subset of the data less than the mean thickness
is normally distributed. Thus, the lack of normality
of the complete data set is attributed to these
corrosion patches.

(2) The current mean thickness + standard error is 698.3
+ 5.0 mils.

It is concluded that corrosion has occurred at this

location.

5.4.4 Bay 19 Area 13 Elevation 52': 4/26/90

One 49-point data Set is available.

(I) The data are normally distributed. However, two
adjacent points differ from the mean by 3 sigma and 5
sigma. Thus, there is a pit.

(2) The current means thickness ± standard errqr is 712.5
+ 3.1 Mils.

It is concluded that some corrosion has occurred at this

location.
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5.5 6" x 6" Grids at 87' Elevation

5.5.1 Bay 9 87' Elevation: 11/6/87 to 3/ Lflj9.

Five 49-point data sets were available for this period.

-(I) The data are normally distributed.

(2) The mean model is more appropriate than the
I,

regression model.

(3) There was no significant corrosion during this
period.

(4) The current mean thickness + standard error is 619.9
0.6 milo.

(5) The best estimate of the corrosion rate during this
period based on a least squares fit is -0.2 + 0.9
mils per year.

5.5.2 Bay 13 87' Elevation: 11/10/,87 to 3/28/90

Five 49-point datai sets were available for this period.

(1) The data are normally distributed.

(2) The mean model is more appropriate than the
regression model.

(3) There was no significant corrosion during this
period.

(4) The current mean thickness + standard error-is 636A-
± 0.8 milo.

(5) The best estimate of the corrosion rate during this
period based on a ieast squares fit is zero mile per
year.

5.5.3 Bay 15 87' Elevationt 11/10/87 to 3/28/90

Five 49-point data sets were available for this period.

(1) The data are normally distributed.

(2) The mean model is more appropriate than the
regression model.U
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There was no significant corrosion during this
period.

The current mean thickness + standard error is 636.2
+ 1.1 mile.

The best estimate of the corrosion rate during this
period based on a least squares fit is zero mils per
year.

I' j

~
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NI - No Indications RI - Recordable Indication I.N.- Indication Number (if applicable)

Recordable Indication Type Codes:
A. Wear G. Blistering M. Missing Components S. Deviation From Design Drawing
B. Corrosion I Pitting H. Peeling N. Loose Components T. Missing Paint Or Coating
C. Mech. Damage 1. Discoloration 0. Tears U. Bulges I Deformation
D. Erosion J. Pitting P. Coating Damaged V. Missing I Incomplete Welds
E. Cracks K. Nicks I Gouges Q. Leakage / Moisture .W. Arc Strikes
F. Flaking L. Dents R. Dislodged Seal, Gasket, Z. Other (Provide Explanation)

or Moisture Barrier
Supplemental Information DgYes ]No [] Sketch I(iPhoto L]Vtdeo 0] Other (Describe):

VISUAL EXAMINER SIGNATURE: -" LEVEL .7-- DATE: 1o-,oDe

NDE LEVEL IIl SIGNATURE: /0 <A>/I -- 9 ;2- 0,-O4 DATE:
RESP. INDIVIDUAL SIGNATURE: DATE:
FINAL DISPOSITION BY LEVEL III / RESP. INDIVIDUAL D Accept 0 Reject
Comments:

ANII REVIEW SIGNATURE: DATE:

OCLR00027365
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ATTACHMENT 4
ASME IWE (Class MC) Containment Visual Examination Record

Page 1 of I
Station-j),,• •?ge / Unit: Exam Date Sheet. No.: Exam Date: 16"2£0 1 6 (o

System:•|•" Examination Procedure (E'IA.335••S. Rev. Work Order No(s).,g-• iqO-o

Location: Building: e.•RX Elev.: Col.: Row: Azimuth/Radius: .-

Exam Type: 0] DV I-GV, IVT-1 []VT-3 Type Of Exam: gplirect •-Remote Matl. Type: C-5

Design Drawing(s) A Visual Aids: FLAsL, -GT
Surface: ID COD_ Surface I Components Coated: YES NO
M&TE Used: a,/, UTC or Serial No. .CA- Cal. Due Date: A/A

Illumination Used F L Illumination Verified: Date: 1(3-ZO-6 Time:%O,

Special / Specific Instructions: I
Component I Item Number and RESULTS Explanation I Notes

Description NI RI TYPE I.N. (As a minimum, Record Location and Size of
(e.g. EIN, EID, etc.) Recordable Indications as applicable)

•5e.F T-Aa_ 14~df-

Results Legend:
NI - No Indications RI - Recordable Indication I.N.- Indication Number (if applicable)

Recordable Indication Type Codes:

A. Wear G. Blistering M. Missing Components S. Deviation From Design Drawing
B. Corrosion I Pitting H. Peeling. N. Loose Components T. Missing Paint Or Coating
C. Mech. Damage I. Diqcoloration 0, Tears U. Bulges I Deformation
D. Erosion J. Pitting P. Coating Damaged V. Missing / Incomplete Welds
E. Cracks K. Nicks I Gouges 0. Leakage I Moisture W. Arc Strikes
F. Flaking L. Dents R. Dislodged Seal, Gasket, Z. Other (Provide Explanation)

or Moisture Barrier
Supplemental Information: 14Yes [-No .10 Sketch •oto VI-ideo I'- Other (Describe):

VISUAL EXAMINER SIGNATURE-- / LEVEL• DATE: 10 --20.•OG
NDEELEVEL D ESIGNATURE: ",DATE:

RESP. INDIVIDUAL SIGNATURE: ": DATE:

FINAL DISPOSITION BY LEVEL II I RESP. INDIVIDUAL [I Accept 0 Reject
Comments:

ANII REVIEW SIGNATURE: DATE:

OCLR00027371
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ATTACHMENT 4
ASME IWE (Class MC) Containment Visual Examination Record

Paae I of I

Station:Og,_•e..C V Unit- Exam Data Sheet. No.: Exam Date: 10 - ! I
System: --|-, Examination Procedure M.qp,-3,-,0 Rev. 3 Work Order No(s)..'!l.2oC)8 9 -C

Location: Building:"- Elev.: I."' Col.: ryp, Row: tyA, Azimuth/Radius: -. Ito"

Exam Type: 0 DV OGV 0VT-1 QVT-3 Type Of Exam: NDirect DRemote MatI. Type: -
Design Drawing(s) s VA Visual Aids: f-Loag LE4tF
Surface: ID (OD) Surface I Components Coated: N YES 0 NO
M&TE Used: UTC or Serial No. ,/k, Cal. Due Date:

Illumination Used F.JA4a.t-,r Illumination Verified: Date: 0.o.-o, Time: I 3 Z-O

Special I Specific Instructions:
Component I Item Number and RESULTS Explanation I Notes

Description NI RI TYPE I.N. (As a minimum, Record Location and Size of
(e.g. EIN, EID. etc.) _ _ Recordable Indications as applicable)

-4 c 4TA~4^T X 0 RdHASIQ4~

.Of op2 Q 41 .

Results Legend:
NI - No Indications RI - Recordable Indication I.N.- Indication Number (if applicable)

Recordable Indication Type Codes:
A. Wear G. Blistering M. Missing Components S. Deviation From Design Drawing
B. Corrosion I Pitting H. Peieing N. LooseComponents *T. Missing Paint Or Coating
C, Mech..Damage I. Discoloration 0. Tears U. Bulges I Deformation
D. Erosion J. Pitting P. Coating Damaged V. Missing I Incomplete Welds
E. Cracks K. Nicks I Gouges 0. Leakage I Moisture W. Arc.Strikes
F. Flaking L. Dents R. Dislodged Seal, Gasket, Z. Other (Provide Explanation)

or Moisture Barrier

Supplemental Information: Yes [No - Sketch Pt4o OVideo 0 Other (Describe):

VISUAL EXAMINER SIGNATURE. LEVEL Q DATE: 10-t1-0(%.

NDE LEVEL III SIGNATURE: DATE: 10 Z. o

RESP. INDIVIDUAL SIGNATURE: DATE:

FINAL DISPOSITION BY LEVEL III / RESP. INDIVIDUAL [] Accept [] Reject 61f
Comments: 4af.(I )Agg A6f'te- 12'3~L lr 7JA- '8/z"Xq

AW : acf o 't bS tJ~s4f . :T-~Z fscw.cen
r+-A-,-Tr Ir---,eQ 'M-/ JR Cne 16 4 C, 'eAI 1L

1 , DATE:

OCLRO0027375
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ATTACHMENT 4
ASME IWE (Class MC) Containment Visual Examination Record

Page I of I

Station:O)16 p Cafy.iUnit: I Exam Data Sheet No.: 1J1, Exam Date: i-'69_1

System: 18-7 Examination Procedure fg-Aj--335--6,5 Rev. 3 Work Order No(s).:pAR q It- 4b
Location: Building: .Q$ Elev.: 1-' Col.: tiliq Row: 0JIA Azimuth/Radius: /5-o"

Exam Type:.0 DV QIGV [KVT-1 EIIVT-3 Type Of Exam: NDirect i-Remote Mati. Type: C/5 I

Design Drawing(s) IAA Visual Aids: / Lc/•i

Surface: ID (01) Surface / Components Coated: M YES 0] NO

M&TE Used: lJl UTC or Serial No. pj 14 Cal. Due Date: ,'/,

Illumination Used f,.ilar Illumination Verified: Date: 'iq.-6(, Time: .p 30

Soecial I Specific Instructions: I
Component / Item Number and RESULTS Explanation / Notes

Description NI RI TYPE IN. (As a minimum, Record Location and Size of

(e.g. EIN, EID, etc.) Recordable Indications as applicable)

SCoNTAIN E,-r

coA't1.41 ,~ki j~~ALEf

TO to I -$I.C -CNC & is-to-L

3ý6 2 1Z276&4 JRCv 0C.tLV1e9.&- &r fLbc~.

Results Legend:

NI - No Indications RI - Recordable Indication I.N.- Indication Number (if applicable)
Recordable Indication Type Codes:

A. Wear G. Blistering M. Missing Components S. Deviation From Design Drawing

8. Corrosion I Pitting H. Peeling N. Loose Components T. Missing Paint Or Coating
C. Mech. Damage I. Discoloration 0., Tears U. Bulges I Deformation

D. Erosion J. Pitting P. Coating Damaged V. Missing I Incomplete Welds

E. Cracks K. Nicks / Gouges. Q. Leakage/ Moisture W. Arc Strikes
F. Flaking L. Dents R. Dislodged Seal, Gasket, Z. Other (Provide Explanation)

or Moisture Barrier

Supplemental Information: [Yes -No 0.Sketch N]Photo []Video 0 Other (Describe):

VISUAL EXAMINER SIGNATURE: "::•r• t- "R, &- n• 7 LEVEL It DATE: 9,-e66

NDE LEVEL III SIGNATURE: DATE: 'o -

RESP. INDIVIDUAL SIGNATURE: DATE:

FINAL DISPOSITION BY LEVEL III I RESP. INDIVIDUAL 0 Accept [ Reject

Comments:

ANII REVIEW SIGNATURE: DATE:

OCLRO0o27381
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ATTACHMENT 4
ASME IWE (Class MC) Containment Visual Examination Record

Page 1 of I

Station: 0'15Ttl Caf.r.Unit: I Exam Data Sheet No.: Exam Date: io-Zo -6t 631,

System: .g7 Examination Procedure fp-a-A 335- L B Rev. 3 Work Order No(s).:fZ6 ýZ 8&t 7-

Location: Building: Ry, Elev.: I1' Col.: A) ).4 Row: tJ/f4 Azimuth/Radius: /0o0

Exam Type: C DV DGV -1 EIVT-3 Type Of Exam: RDirect ORemote Matl. Type: c75-1
Design Drawing(s) PIA Visual Aids: F,,A3HL.I&# i-
Surface: ID ( )• Surface / Components Coated: l0 YES O]NO

M&TE Used: ,4A UTC or Serial No. o).A Cal. Due Date: o T.-
Illumination Used F"6451.161,41- Illumination Verified: Date: tO- Zb-o Time: 03 16'
Special/ Specific Instructions: I ,/_

Component / Item Number and RESULTS Explanation / Notes
Description NI RI TYPE I.N. (As a minimum, Record Location and Size of

(e.g. EIN, EID, etc.) Recordable Indications as applicable)

• rAtV,(Ar 14 46ARCA

FU2( 0C 5aldr PEC, OF SEP~A j-rl f

Results Legend:
NI - No Indications RI - Recordable Indication IN.- Indication Number (if applicable)

Recordable Indication Type Codes:

A-- Wear G. Blistering M. Missing Components S. Deviation F#tom Design Drawing
B. Corrosion I Pitting H. Peeling N. Loose Components T. Missing Paint Or Coating
C. Mech. Damage I. Discoioration 0. Tears U. Bulges I Deformation
D. Erosion J. Pitting P. Coating Damaged V. Missing I Incomplete Welds
E. Cracks K. Nicks I Gouges Q. Leakage I Moisture W. Arc Strikes
F, Flaking L. Dents R. Dislodged Seal, Gasket, Z. Other (Provide Explanation)

or Moisture Barrier
Supplemental Information: MYes DNo [I Sketch bdPhoto. DVideo L] Other (Describe):

VISUAL EXAMINER SIGNATURE: L--- R Fp? *J~LC7 LEVEL i DATE: /4-1O

NDE LEVEL Ill SIGNATURE: DATE: 1," 2.d -'74

RESP. INDIVIDUAL SIGNATURE: -to /,- z 7- -O o DATE:

FINAL DISPOSITION BY LEVEL Il I RESP. INDIVIDUAL 0 Accept [I Reject

Comments:

ANII REVIEW SIGNATURE: DATE:

OCLR00027387
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ATTACHMENT 4
ASME IWE (Class MC) Containment Visual Examination Record

Page I of I

im

Station: OY51 p, CIp(w. Unit: I Exam Data Sheet. No.: Exam Date: /O"•- o-

System: I |- Examination Procedure q,-ipi-335'-ci8 Rev. 3 Work Order No(s).**42 69q6 O- C

Location: Building: R Elev.: /5' Col.: '01-4 Row: Pil' Azimuth/Radius: Zzc?
'S

Exam Type: Qi DV OGV lWVT-1 L]VT-3 Type Of Exam: blDirect DRemote Matl. Type: Ce/; I .

Design Drawing(s)'".•/ Vlsual Aids.- (•L.A;U, W-r"..
-Surface: ID (ODp) Surface/I Components Coated. N]YES El No

M&TE Used: UTC or Serial No. p.ju - Cal. Due Date: ,i),j

Illumination Used (,,%g l- •Illumination Verified: Date: I- -• Time: Z • 5"

-Special ISpecific Instructions: I
Component / Rtem Number and RESULTS Explanation / Notes

Description NI RI TYPE I.N. (As a minimum, Record Location and Size of
(e.g. EIN, EID, etc.) Recordable Indications as applicable)

Pxrvi 13 CDN'TrA5?'Dr 1) cA-

-3 3r 2V) --7 -0 f,&11. 6

Results Legend:
NI - No indications RI - Recordable Indication I.N.- Indication Number (if applicable)

Recordable Indication Type Codes:

A. Wear G. Blistering M. Missing Components S. Deviation From Design Drawing

B. Corrosion I Pitting H. Peeling N. Loose Components T. Missing Paint Or Coating
C. Mech. Damage I. Discoloration 0. Tears U. Bulges I Deformation

D. Erosion J. Pitting P. Coating Damaged V. Missing / Incomplete Welds

E. Cracks K. Nicks I Gouges Q. Leakage I Moisture W. Arc Strikes
F. Flaking L. Dents R. Dislodged Seal, Gasket, Z. Other (Provide Explanation)

or Moisture Barrier

Supplemental Information: &Yes -E;Ne- [I Sketch Photo []Video [] Other (Describe):

VISUAL EXAMINER SIGNATURE: LEVEL DATE: DATEi-64,,

.RESP. INDIVIDUAL S IGNATURE: mP•,4 weKL, .- 0- #z.z• DATE:

FINAL DISPOSITION BY LEVEL III IRESP. INDIVIDUAL [I Accept []Reject

Comments:

ANII REVIEW SIGNATURE: DATE:

j
Ibsi

'j

Li

OCLR00027392
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ATTACHMENT 4
ASME IWE (Class MC) Containment Visual Examination Record

Page 1 of I
Station: . •1j£.Unit: J Exam Data Sheet. No.: Exam Date: - -6&

System: 187 Examination Procedure rf,- fRA- 335- 01, Rev. 3 Work Order No(s).: Rb gqj8..-

Location: Building: RX Elev.: /5. Col.: #JlA Row: A)4A Azimuth/Radius: 2.5-5'

Exam Type: El DV [JGV MVT-1 FIVT-3 Type Of Exam:lIDirect -iRemote Matl. Type: ,5< 1

il,

Design Drawing(s) ' Visual Aids: CL.A514•,.wt-

Surface: ID " (OD2 Surface I Components Coated: YES NO

M&TE Used: P UTC or Serial No. w ) A Cal. Due Date: U) 'q

Illumination Used . Illumination Verified: Date: 10-6-c>b,. Time: O3,qy

Special/ Specific Instructions: .
Component I Item Number and RESULTS Explanation / Notes

Description NI RI TYPE I.N. (As a minimum, Record Location and Size of
(e.g. EIN, EiD, etc.) Recordable Indications as applicable)

*-Z 7T-bbq RFu,13 v.a5( 
p,,12 A TI C.TU

Results Legend:
NI - No Indications RI - Recordable Indication I.N.- Indication Number (if applicable)

Recordable Indication Type Codes:

A. Wear G. Blistering M. Missing Components S. Deviation From Design Drawing

B. Corrosion ( Pitting H. Peeling N. .Loose Components T. Missing Paint Or Coating.
C. Mech. Damage I. Discoloration 0. Tears U. Bulges I Deformation
D. Erosion J., Pitting P. Coating Damaged V. Missing i incomplete Welds
E. , Cracks K. Nicks Gouges 0. Leakage / Moisture W. Arc Strikes-
F. Flaking L. Dents R. Dislodged Seal, Gasket. Z. Other (Provide Explanation)

or Moisture Barrier
Supplemental Information: AYes No0 E] Sketch g]Photo OVideo [ Other (Describe):

VISUAL EXAMINER SIGNATURE: •.AtI l • ' IU LO7- LEVEL -I DATE: /6-ZIO-

NDE LEVEL III SIGNATURE: i--- "'a&, _ -.l7J DATE: /0- -

RESP. INDIVIDUAL SIGNATURE: DATE:

FINAL DISPOSITION BY LEVEL II I RESP. INDIVIDUAL 0 Accept n Reject

Comments:

ANII REVIEW SIGNATURE: DATE:

j

OCLR00027396
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ATTACHMENT 4
ASME IWE (Class MC) Containment Visual Examination Record

Page I of I
Station: CgCM T Unit: .. Exam Data Sheet. No.: Exam Date: 16 .-_O- b ,

System: 1 67 Examination Procedure EgK- A .-335-obt Rev. 3 Work Order No(s).:'.Zoqz&a.oS

Location: Building: g X Elev.: // Col.: A//A Row: k/A Azimuth/Radius: 2,90"
Exam Type: [L DV [ZGV []VT-1 E)VT-3 Type Of Exam: [Direct [Remote Mati. Type: e 5
Design Drawing(s) /t1A Visual Aids: f•LAS•.,L/&r
Surface: ID LO Surface i Components Coated: R[ YES E- NO
M&TE Used: r UTC or Serial No. N/A Cal. Due Date:

Illumination Used Illumination Verified: Date:/,,.ZV, -o Time://, 0

Special / Specific Instructions: I
Component / Item Number and RESULTS Explanation / Notes

Description NW RI TYPE I.N. (As a minimum, Record Location and Size of
(e.g. EIN, EID, etc.) Recordable Indications as appilcable)

Results Legend:
NJ - No Indications RI - Recordable Indication I.N.- Indication Number (if applicable)

Recordable Indication Type Codes:
A. Wear G. Blistering M. Missing Components,. S. Doviation From Design Drawing
B. Corrosion I Pitting H. Peeling N. Loose Components T. vsbing Paint Or Coating
C. Mech. Damage I. Discoloration 0. Tears U. Bulges I Deformation
D. Erosion J. Pitting' P. Coating Damaged V. Missing / Incomplete Welds
E. Cracks K. Nicks I Gouges Q. Leakage / Moisture W. Arc Strikes
F. Flaking L. Dents R. Dislodged Seal, Gasket, Z. Other (Provide Explanation)

or Moisture Barrier

Supplemental Information : (\es [No Ql Sketch rPhoto [IVideo [] Other (Describe):

VISUAL EXAMINER SIGNATURE: 7,."4.U..,A 7 ý-: VEL ..;r DATE:/'" U06 1

NDE LEVEL III SIGNATURE: t' 7(,p 2t/,_L .Lo.- / z-7- 7 -co DATE:

RESP. INDIVIDUAL SIGNATURE: DATE:

FINAL DISPOSITION BY LEVEL III I RESP. INDIVIDUAL [I Accept [I Reject
Comments:

ANII REVIEW SIGNATURE: DATE:

0CLR00027401
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ATTACHMENT 4
ASME IWE (Class MC) Containment Visual Examination Record

Page I of I
Station: -CifX Unit: I Exam Data Sheet. No.: Exam Date: /o -2,o-6

System: 15-7 Examination Procedure Cg-.-A- 335-01oi9 Rev. 3 Work Order No(s).:,-

Location: Building: *R)( Elev.: j51 Col.: sJ/4.J Row: 4/0 Azimuth/Radius: 3ZOt
Exam Type: [] DV []GV 09VT-1 O]VT-3 Type Of Exam: tgDirect _ ]Remote Mati. Type: e,15
Design Drawing(s) iA• a Visual Aids: FLIi/s j&H 7"
Surface: ID D._ j Surface I Components Coated: f9 YES NO
M&TE Used: UTCor Serial No. p) A Cal. DueDate: ,1/4
Illumination Used rt, 5 jyj/,.gir Illumination Verified: Date: /D- -'t, Time: Z/o

Special / specific Instructions: I ýJ/A I

Component I Item Number and " RESULTS Explanation I Notes
Description NI R! TYPE I.N. (As a minimum, Record Location and Size of

(e._. EIN_ EID, etc.) Recordable Indications as appllcable)

NoSb iht 4flN

15- 3 Z8 ?l277- D6~ P1~

S Results Legend: -
NI - No Indications RI - Recordable indic.ation ,I.N.- Indication Number (If applicable)

Recordable Indication Type Codes:
A. Wear G. Blistering M. Missing Components S. 'Deviation From Design Drawing

•B. Corrosion I Pitting H. Peeling, N. Loose Components T. Missing Paint Or Coating&
C. Mach. Damage 1 . Discoloration 0. Tears U. Bulges I Deformation '- ý

0. Erosion J. Pitting P. Coating Damaged V. Missing I Incomplete Welds
E. Cracks K. Nicks I Gouges 0. Leakage I Moisture W. Arc Strikes
F. Flaking L Dents R. Dislodged Seal. Gasket. Z. Other (Provide Explanation)

or Moisture Barrier
Supplemental Information : WYes I-]No I] Sketch [SPhoto . Vldeo U Other (Describe):

VISUAL EXAMINER SIGNATURE: ",, , . LEVEL -Z1C DATE: .l-Z:O -0.

NDE LEVEL III SIGNATURE: DATE: ./0-zo-ot
RESP. INDIVIDUAL SIGNATURE: DATE:
FINAL DISPOSITION BY LEVEL Ill I RESP. INDIVIDUAL 0 Accept U Reject
Comments:

ANII REVIEW SIGNATURE: DATE:
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