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ABSTRACT 

Spatial and temporal temperature variations in a high- 
level radioactive waste repository drift can give rise to 
moisture transport within the drift. Knowledge of this 
moisture transport may be important to assessing the 
potential for corrosion of all metallic components in the 
drift. The model presented here shows one approach to 
simulating evaporation, transport, and condensation of 
water in large underground openings using a framework 
based on computational fluid dynamics. Simulation 
results that explicitly model water and latent heat 
transport are presented. 

INTRODUCTION 

A sketch of a waste container in an emplacement drift 
is shown in Figure 1. Temperature differences along the 
drift are expected to occur because waste packages may 
have different heat loads, rock properties may change 
along the drift, or the waste packages may not extend the 
entire length of the drift. So, it is expected that natural 
convection will be established between hotter zones and 
cooler zones in the drift. If groundwater is present at the 
driftwall surface, the heated air will evaporate water from 
the walls near the hot containers and transport it to the 
cooler zones where it will condense. This so-called cold- 
trap effect has been observed in emplacement drifts in 
which tunnel boring machines have heated one end of a 
sealed drift (Bechtel SAIC, 2001). After a period of time, 
some unknown portion of the standing water found at 
cool portions of the drift could unambiguously be 
attributed to the cold-trap process. 

In addition to condensation, the thermally driven 
convection cells may act as a source for moisture 
returning to hot areas. During the cool down phase after 
peak temperatures have been reached, the wallrock will 
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slowly begin to rewet. The relative humidity near the 
waste packages will increase because of the decreasing 
temperature and because of the supply of moisture from 
the slowly rewetting wallrock. Thermally driven 
convection cells may provide an additional source of 
water from cool wet areas to hot dry areas, thus leading to 
elevated relative humidities much sooner than would be 
estimated if convection were not considered. 

It is thought that the moisture redistribution and the 
cold-trap effect could occur along a line of containers that 
were not all at the same temperature. In this instance, 
small circulation cells between groups of waste packages 
may cause water to condense on cooler packages or 
nearby drip shields, or to locally raise the relative 
humidity enough so that deliquescence might lead to the 
presence of liquid phase water on waste packages. 
Regardless of the extent of the circulation cell, natural 
convection and the cold-trap effect are of concern because 
the presence of water and dissolved salts have the 
potential to accelerate the corrosion of drip shields and 
waste packages. 

The cold-trap effect has been duplicated in a 
laboratory experiment that is roughly a 0.01 scale of an 
emplacement drift. The experimental and numerical 
simulation results are reported by Fedors, et al. (2003) 
and Walter et al. (2004). In those studies, the effects of 
evaporation and condensation were not included in the 
energy transport equations. Furthermore, moisture 
transport was estimated from a calculation that was 
uncoupled from the computation of mass, momentum and 
energy transport. Even so, it was demonstrated that the 
cold-trap effect could move measurable quantities of 
water at small temperature gradients in the scaled 
experiment. 

transport processes require that computational fluid 
dynamic (CFD) approaches be used to simulate the 
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Figure 1. Schematic of a Container in an Emplacement Drift 
A container at temperature T, greater then the rock temperature Tg and placed farfiom the drift end will 

create a natural convection cell that will transport energy and moisturefiom the warm end to the cool end, 
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convection within an emplacement drift. The prominent 
commercial CFD codes, however, do not adequately treat 
evaporation and condensation of water vapor. The goal of 
this investigation is to develop a simple but effective 
algorithm for evaporation and condensation to incorporate 
in a model for the bulk flow and heat transfer and the 
moisture transport in a drift. This report describes the 
initial stages in the development of this model and 
concludes with recommendations for making the model 
applicable to a wide range of drift operating conditions. 

MODEL DESCRIPTION 

This section summarizes an evaporationkondensation 
model suitable for including in CFD simulations. The 
assumptions underlying the model are first listed. This is 
followed by a description of the algorithm. Example 
calculations are presented in the next section. 

Assumutions 
0 The fluid is considered to be a binary mixture of 

water vapor and air, each of which are 
considered to be ideal gases. (Of course, the air 
is itself a mixture of many gases, but is 
considered here to be a single component). 

Fickian diffusion effects are assumed to be much 
greater than the Soret effect. 

0 The Boussinesq assumption is applied here. 
That is the vaporlair mixture is nominally 
incompressible but the density varies slightly 
from its mean value due to the isobaric thermal 
expansion coefficient. 

0 Liquid water is always available at the drift walls 
and there is no effect of the porous walls on the 
water saturation pressure. This restriction may 
be relaxed in the future to include the capillary 
effects of the porous drift walls. 

0 Temperatures are below the boiling point of the 
water at the mean drift pressure. Thus, 
evaporatiodcondensation is dictated solely by 
comparing the local water vapor partial pressure 
to the saturation vapor pressure of water. 

0 Phase change takes place only at the drift walls. 
In other words, condensation in the open flow 
field is not allowed. This simplifies the flow 
model in that two-phase flow (droplets in the air) 
is not considered. This is one of the most 
significant simplifying assumptions made here. 

0 Condensate layers are not thick enough to cause 
film flow on the walls. This is equivalent to the 
condensate being assumed to be adiabatically 
absorbed into the wall. 

0 Evaporation and condensation mass fluxes are 
much greater than the advection and diffusion 
fluxes. Vapor flow rates to or from walls are not 
limited. It is seen below that this is another 
important assumption. 

0 Thermo-diffusion is negligible. Advection and 

Governing Equations 
The governing equations for the bulk flow are those 

appropriate for a nominally incompressible fluid in which 
the fluid has a small variation in volume with temperature 
(i.e., the Boussinesq approximation). These equations are 
as follows: 

Mass Conservation: 
v . P = o  

Momentum Conservation: 
D e  2 -  

Dt 
p-=pv v - R  

Energy Conservation: * = kV T + q;ource 
Dt (3) 

The following definitions apply to Equations (l), (2), and 
(3). 

v' = fluid velocity vector 
p = mixture density 
g = acceleration due to gravity 
p = mixture viscosity 
k = mixture thermal conductivity 
e = mixture thermodynamic internal energy 
q"' = volume specific energy source 
t = time 

Under the modeling assumptions described above, the 
principle of conservation of chemical species can be used 
to derive an equation for the transport of water vapor in 
an adwater vapor mixture [e.g., see Burmeister (1983)], 

(4) 

where p = mixture density 
c, = vapor concentration 
D = binary diffision coefficient for water vaporlair 
m,,, = vapor mass flux at walls. ."' 

For turbulent flows, the concept of the eddy 
diffusivity is used in the time-averaged form of the 
conservation equations to include the effects of turbulent 
diffision of momentum, energy, and molecular species. 
The choice of turbulence model is problem specific and is 
not the focus of this report. 

The flow is nominally incompressible, but the density 
variations due to buoyancy and composition must be 
approximated. For single-component flows, a thermal 
expansion coefficient generally is defined for the fluid 
and the density is adjusted locally as a function of the 
deviation from a baseline density defined at a reference 
temperature. For the two-component mixture studied 
here, however, the combined buoyancy and composition 
effects on the local fluid density are computed via the 
expression, 
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where p = mixture density 
Pa = local partial pressure air 
P, = local partial pressure of water 
Ma =molecular weight of air 
M,, = molecular weight of water 
Rg = universal gas constant 
T = local temperature 

Several of the commercially available CFD packages 
allow for the inclusion of advectioddiffusion of chemical 
species, but the details of computing the source term 
h"' in Eq. (4) are the key to providing the correct rate of 
generation and removal of the scalar species, which in this 
case is water. 

Phase Change Algorithm 
Consider a computational mesh unit adjacent to the 

wall as a control volume. The phase change at the walls 
is dictated by whether the water vapor partial pressure in 
this small volume is below the saturation water vapor 
pressure. In this simple model, phase change will take 
place so that the water vapor partial pressure in the small 
volume near the wall is maintained at its saturation 
condition. In order for the water to change phase, energy 
must be either supplied (during evaporation) to it or 
removed (during condensation) from it. That is, it is 
assumed that the phase change rate time scale is much 
smaller than the advection and diffusion time scales. The 
alternative is to estimate the phase change rate based on 
kinetic theory, experimental mass transfer data, or some 
other rate-based formulation. 

The diffusion and advection of the airhapor 
accounted for in the solution algorithm for Eq. (4) 
establishes the local vapor concentration at the beginning 
of the phase change calculation. During a single time step 
in the CFD computation process, the phase change 
process in the computational mesh cells near the wall is 
viewed as an idealized mixing scenario. The air and the 
portion of the vapor that does not undergo phase change 
are assumed to be fixed for the purpose of calculating the 
phase change rate. This fixed portion of the total mass 
exchanges energy with either the liquid on the wall or the 
condensing vapor in the volume to correspond to latent 
heat of the water that is either evaporated from or 
condensed onto the wall. The conservation of energy in 
this scenario is given by 

where 
m1 = airhapor mass in control volume that does not 

mVj = vapor mass in control volume that does 
undergo the phase change 

under go the phase change 

mv,,, = vapor mass in control volume after the phase 
change (the air is saturated after the phase 
change) 

h, = heat of vaporization of the water 
e2 = mixture energy after the phase change 
el = mixture energy prior to the phase change. 

This can be reduced to the following ixpression, 

where 
Wj = humidity ratio (before phase change) 
Wsa,= saturation humidity ratio (after phase change) 
T2 = airhapor mixture temperature after phase change 

The humidity ratio is the ratio of the vapor mass to the 
dry air mass. The term, Wsar(Tr), is given in this form to 
highlight the fact that this is the saturation humidity ratio 
at the temperature conditions at the end of the time step 
after the phase change has taken place. Eq. (7) is solved 
iteratively for the temperature, T2. The humidity ratio, 
W,, is determined from the known local concentration 
resulting from the CFD solution scheme, 

w,=& 
l-cvl 

where cvj is the vapor concentration before the phase 
change is accounted for. The saturation humidity ratio is 
computed from the standard psychrometric relation 

(7) 

It is assumed here that the saturation partial pressure 
of water vapor in air is the same as its saturation vapor in 
a simple water vapor/liquid system. The Keenan, Keyes, 
Hill, and Moore Formula (1969) is used to estimate the 
saturation vapor pressure of water vapor. 

h ( s ]  = y(374 .136- t )x  

I 7 

- 7 4 1 . 9 2 4 2 + c  Fi(0.65-0.01t)' (8) 
i=l 

where 
Fj = -29.72 1 
Fz= -1 1.55286 F6= +0.2520658 
Fj = -0.8685635 
F4 = +O. 1094098 

F 5  = +0.439993 

F7 = +0.05218684 

T = absolute temperature, Kelvin 
t = temperature, "C = T-273.15 
P,,,, = saturation pressure, atm 
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It should be noted that Eq. (8) is valid over the 
temperature range O°C to 374OC. 

Equations (6), (7), and ( 8 )  are solved iteratively to 
find a value of T2 that satisfies the energy balance. 
Finally, the volume specific mass source term in Eq. (4) 
and the energy source term in Equation (3) can now be 
determined from 

For locations in the flow domain at locations other 
than at we walls, the vapor mass source terms and phase 
change energy source terms are neglected. 

EXAMPLE CALCULATIONS 

The model described above is being developed for use 
in simulating the energy and mass transport process in the 
complex flow fields in emplacement drifts. Before 
proceeding with these complicated simulations, the model 
described above was applied to simple examples to assess 
its usefulness and accuracy. 

The CFD code, Flow3D', was modified as necessary 
to incorporate the phase change algorithm and the mixture 
property definitions described above. This was 
accomplished completely within the user-accessible 
subroutines supplied with the program. 

Boundary Layer 
The first example case is a simple laminar boundary 

layer flow. Consider the low-speed flow of dry air over a 
flat surface of water, Figure 2. 

Figure 2. Boundary Layer Flow over a Water Surface 
This is a classical laminarjlow in which a momentum and 
concentration boundary layer grow into thepeestream. 

The Reynolds Number for this flow is approximately 
6 x  lo4, which indicates that the flow is laminar over the 
entire length of the plate. According to laminar boundary 
layer theory (Incropera and DeWitt, 2002), the mass 
transfer rate along the length of the plate can be computed 
from the following equations, 

where 
Sh, = 0.332Re,0'5S~0.333 (1 1) 

Sh, = local Sherwood Number = h&/DAB 
Re, = local Reynolds Number = VJ/V,  
x = distance from leading edge 

v' 

V ,  = freestream velocity 
h, = mass transfer coefficient 
DAB = diffision coefficient for water-air mixture 
v, = kinematic viscosity of freestream air 
Sc = Schmidt Number = v,JDA~ 

The average mass flux over the entire plate length is given 
by, 
Sh, = 0.664Re,o.5Sc0.333 (12) 

i: =h,(Pvs -P,> (13) 

where the length scale, x, is replaced by the total length of 
the plate, L= 1 m, in the variable definitions. 

The mass flux is then given by 

where fis and p,,, are the water vapor bulk density at the 
water surface and in the freestream, respectively. The air 
is assumed to be saturated just above the water surface, 
while the freestream water vapor density is fi, = 0 in 
accordance with the given conditions. 

For the CFD calculations, the flow field above the 
plate was discretized with 20 cells along the plate and 50 
cells extending a distance 5 cm above the plate. The grid 
was uniform along the plate but a variable grid above the 
plat was defined with a smooth expansion from a cell 
height of 4x 10" m. 

The CFD code estimates for mass flux are compared 
to the laminar boundary layer theory in Figure 3. There is 
excellent agreement except for a short region near the 
leading edge. A comparison of the Sherwood Number 
values is provided in Figure 4. Again, there is very good 
agreement except close to the leading edge. This is not 
surprising, given the relative coarseness of the grid with 
respect to boundary layer thickness in this region. 

0.0 0.2 0.4 0.6 0.8 1 .o 
Distance from Leading Edge rn 

Figure 3. Evaporation Rate in Example Boundary 
Layer Flow. The FLO W-3D'predictions for isothermal 

mass j l m  porn ajlat plate agree well with laminar 
boundary layer theory. 
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Figure 4. Sherwood Number for Flat Plate Flow 
The FLO W-3D@ predictions for isothermal mass flux @om 

aflatplate agree well with laminar boundary layer 
theoiy. 

Natural Convection in a Square Enclosure 
The second example case is a buoyancy-driven flow in 

a 2-D square enclosure, Figure 5.  The flow domain was 
discretized with a 40x40 uniform grid. 

The CFD steady state estimate of the velocity vectors 
and fluid temperatures is shown in Figure 6. A similar 
image for the vapor concentration contours is shown in 
Figure 7. These images show the expected result of a 
clockwise rotation in which the temperature and humidity 
increase as the flow goes up the hot wall. The reverse 
trend occurs as the flow goes down the cold wall. The net 
heat transfer rate for this flow is 2 1.6 W and the net mass 
transfer rate is 8 . 7 7 ~  lo-’ kglsec. These correspond to a 
Nusselt Number of Nu=19.3, and a Shenvood Number of 
Sh=32.0. 
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Catton (1978) suggests a correlation for estimating the 
Nusselt Number for this condition, 

0.29 Nu =0.18(-Ra) Pr 
0.2 + Pr 

The Prandtl Number, Pr 4 .72 ,  for this mixture. The 
Rayleigh Number is defined as 

gPATL3 Ra =- 

(14) 

. .  av 
where g = gravitational acceleration 

P= thermal expansion coefficent =1/T 
a = thermal diffusivity = 2.41 xlO-’ m%ec 
v = kinematic viscosity = 1.749~ 10” m2/sec 
AT = temperature difference = 40 K 
L = length scale (length of enclosure side) = 0.2 m 
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Figure 6. Predicted Temperature Field for Natural 
Convection Flow. The temperature contours are in 

Kelvins and the velocity vectors are shown by the arrows. 
The extreme temperatures are within 1 K of the respective 

wall temperatures. 

Insulated 
Figure 5. Natural Convection in a Square 

Enclosure. The gas mixture is forced into a clockwise 
rotation by buoynacy forces. A netflow of water across 
the enclosure occurs by evaporation at the hot wall and 
condensation at the cold wall. 
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Figure 7. Predicted Vapor Concentration for Natural 
Convection Flow. Thes vapor concentration contours 

are in massfiaction and the velocity vectors are shown by 
the arrows. There is a net massfrow of waterfiom the 

hot su$ace to the cold caused by the rotatingfruid. 

Using this correlation, the Nusselt Number is computed to 
be Nu=23. This value is about 16% greater than that 
provided by the CFD simulation. 

Incropera and DeWitt (2002) show that, based on the 
analogy between mass and heat transfer, the Shenvood 
Number for natural convection flows can be estimated as 

1 - 

Sh = Nu( &) 
The diffusion coefficient for this condition is 
approximately DAB = 2 . 6 ~  10” m2/sec. So, the Shenvood 
Number is approximately Sh=22.4; about 30% less than 
the value predicted by CFD. 

The agreement between the CFD predictions and the 
empirical correlations for heat and mass transfer in this 
case are not as close as in the classical laminar boundary 
case. Considering the complexity of the flow field and 
the uncertainty in the typical empirical correlation, this is 
still considered to be good agreement. 

CONCLUSIONS 

A simple algorithm for computing the evaporation and 
condensation rates between a gas mixture and a wall 
saturated with the liquid phase of one of the mixture 
constituents has been described. The phase change model 
was added to the commercial code, Flow-3D@ and was 

tested by comparing the model predictions of the mass 
transfer rates to theoretical and empirical correlations for 
two different flow scenarios. 

The CFD model results for mass transfer rate are in 
close agreement with the theoretical predictions for a 
simple 2-D boundary layer flow. In the case of natural 
convection in a square enclosure, the CFD model was 
within 25% of an accepted empirical correlation. 

incorporating a complete moist air model into an available 
commercial CFD code. Additional testing of the model 
is ongoing in preparation for its use in simulations of flow 
patterns in thermally perturbed emplacement drifts. 

A drawback to the model approach described here is 
that the water vapor concentration is assumed to be low 
enough that psychrometric equations are applicable. 
Emplacement drifts, however, could operate at 
temperature well above the normal boiling point of water 
in which the water vapor can completely displace the air 
in some portions of the drift. Approaches are currently 
being considered for expanding this model to allow for 
simulation of this multi-component, multi-phase flow 
field at elevated temperatures. 

These examples demonstrate the success of 
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