ATTACHMENT 1

(GPU Letter to NRC dated November 26, 1990)



aAPU Nuclear Corporntion

R
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November 26, 1990 TELEX 136-482
5000-90-1993 Writer's Direct Dial Number:
C320-90-264

U. S. Nuclear Regulatory Commission

Attention: Document Control Desk

Washington, DC 20555 o

Gentlemen:

Subject: Oyster Creek Nuclear Generating Station (OCKGS)
Docket No. 50-219
License No. DPR-16
Oyster Creek Drywell Containment

References: (1) NRC letter dated October 3, 1990 - Summary of
Septambar 19, 1990 meeting

(2) NRC laettar dated October 16, 1990 - Requested
Clarifications

On Wednesday, September 19, 1990, a meeting was held with the NRC at the NRC
offices, One Whitae Flint North, Rockville, Maryland., The purpose of this
meeting was to discusa GPUN'g ovaerall plan to address the drywell corrosion
issue at the Oyster Creek Nuclear Generating Station. The Refsrence (1) letter
documents the participants, morning and afternoon presentations and summarizes
the significant itama discussed,

The NRC requested detailed supplemental information supporting GPUN'ge
assessment be submitted no later than Decembar 31, 1990.

The requested information specified by Reference (2) consists of the following
four (4) items:

(1) Drywell Inspaction Plan Details (original and augmented) which
includes juatification of Sampling Techniques and Statistical
Methodology.

(2) Point~-By~Point Code Comparigon justifying ASME Section III, NE
Methodology for the ASME Section VIII Drywell/Containment Vessael.

{(3) Structural Design Report justifying operation to 14R refueling outage
baged on ASME Saction III, NE Methodology using 62 psig as drywell
dagign pressure.

(4) GPUN Actions to pravant leakage into the drywell gap and the effects
of leakage on other structures or equipmeant.

GPU Nuclear Corporation is a subsidiary of General Public Utilities Corporation
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In order to expedite NRC veviaw of the requented information, individual
submittals will be provided as tha documantation of each item is finalized.

Attachment I to this letter provides the information requested by the NRC for
Item (1) and includes a brief summary of the overall drywell inapection plan
and tha following technical documentation.

® GPUN TDR 948, Rev. 1, "sStatistical Analysis of Drywaell Thickness Data."

°  GPUN Specification IS-328227-004, Rev. 8, "Functional Requirementa for
Drywell Containment Vessal Thickness Examination,.”

° GPUN Calculation C-1302-187-5300-011, Rev. 0, "Statistical Analysis of
Drywell Thickness Data from 4/24/90" (Appendices 6.1 to 6.3 not attached).

®  GPUN TDR 1027, Rev. 1, "Dasign of a UT Inspection Plan for the Drywell
Coent:ainment Using Statistical Inference Maethods.”

°®  GPUN Specification IS~402950-001, Rev. 0, "Punctional Requirement for
Auginented Drywell Inspsction.”

It is GPUN's goal to provide submittal items (2) through (4) as they become
available but no later than Dacember 31, 1990. GPUN will, of course, inform
the NRC of any changes to the corrosion assessment which would compromise our
technical justification for continued operation of the OCNGS.

If you have any gquestion® on this submittal or the overall drywell corrosion
program, please contact Mr. Michael Laggart, Manager, Corporate Nuclear

Licensing at (201) 316-7968.
“ML—

J. C. DeVine, Jr.
Vice President, Technical Punctions

Sincerel

JCD/RZ/plp
Attachment
cc's on next page

RZ:C32026%
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cc: Administrator

Raglon 1
U.S. Nuclear Regulatory Commission

475 Allendale Road
King of Prussia, PA 19406

NRC Residaent Inspector
Oysi:or Creek Nuclear Generating Station

Forited River, NJ 08731

Project Manager

U.S. Nuclear Regulatory Commission
Mail station P1-137

Washington, DC 20555

RZ:C320244



SUMMARY OF GPUN OVERALL
D LL INSPECTION PLA

The GPUN drywell inspection plan is separated in two portions. The
firat portion is an inspection program intended to determine
corrosion rates which are utilized to develop consarvative
projectionsa.

In this portion of the program, UT lnspections ara performed over
tire at the same specific locations. The inspactions are performed
during outages of opportunity whan a drywell entry is made for
reagons other than program inspections. 20 priority #1 locations are
inspected not morae frequently than 3 monthe, and 7 priority #2
locations are inspected not more frequently than 18 montha. These
inspection locations were ldentified during detailed inppection of
elevations 11'«3", 50'=2", 51'-10" and 87~5" conducted in 1986, 1987
and 1990. During the 13R cutage, GPUN will perform inspection of all
priority #1 locations, once at the beginning of the outage and once
at the end of the outage. Included in this attachment are copies of
the GPUN internal reports which provide details of data collection
and data reduction, as well as the most racent results for inspection
up to April 1990. Also provided is Specification 15-328227-004, Rev.
8 which presents functional requirements f£for Jinspection
implementation.

The second portion of the program will be implemented for the first
time during the 13R outage and is intended to statistically confirm
recuired drywell thicknesses. This portion of the program relies on
UT inspection of 57, 6 x 6 inch randomly chosen locations. The
reprulting inspection data will characterize the condition of the
upper elevations of the drywell.

As part of this Attachment are copies of a GPUN Report which provides
details of how the amount and the location of the 57 inspection
locations were datermined and Specification 15-402950-001 which
prusents functional requirements for this augmentad Linspection
implementation in 13R.

PT/Dry
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JTECHNICAL DOCUMENTATION

° GPUN TDR 948, Rev. 1, "Statistical Analysis of Drywell Thickneas
Data.”

® GPUN Spacification I8§-328227-004, Rev. 8, *"Functional
Requirements for Drywell Contalnment Vessel Thickness
Examination."

° GPUN cCalculation ¢C-1302-187-5300-011, Rev, 0, ~Statistical
Analysie of Drywell Thickness Data from 4/24/90% (Appendices 6.1
to 6.3 not attached).

o GPUN TDR 1027, Rev. 1, "Design of a UT Inspaection Plan for the
Drywell Containment Using Statistical Inference Methods,.*

® GPUN specification IS-4029%0-001, Rev. O, "Functional Requirement
for Augmented Drywell Inspaction.*

PT/Dry
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Statement of Problem

The design of the carbon steel drywell includes a sand
bed which is located arcund the outside circumference
between elevations 8'-11- 1/4" and 12'-3%, Leakage
was observed from the sand bed drains during the 1980,
1983 and 1986 refueling outagee indicating that water
had intruded into the annular region between the
drywell shell and the concrete shield wall.

A long term monitoring program was established in 1986
¢+ to take Ultrasonic Thickness (UT) measurements at rep-
regsentative locations on the drywell shell to determin¢
the corrosion rate and monitor it over time. The
initial program included six locations in the sand bed
region. The program was expanded in 1887 to include
measurements at higher elevations.

(For Additional Space Use Side 2)

This is a report of work conducted by an individual(s)

for use by GPU Nuclear Corporation. Neither GPU Nuclear
Corporation nor the authors of the report warrant that

the report is complete or accurate. Nothing contained

in the report establishes company policy or constitutes
a commitment by GPU Nuclear Corporation.

* Abstract Only
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A cathodic protection system is being installed in selected regions of the ssnd
bed to minimize corrosion of the drywell. The long term monitoring program was
further expanded in 1988 to monitor the effectiveness of the cathodic
protection system and to monitor additional sand bed regions not covered by
cathodic protection.

A critical part of the long term program is the statistical analysis of the UT
measurements o determine the corrosion rate at each location. This report
documants the assumptions, methods, and results of the statistical analyses of
UT measurements taken through December 31, 1988.

Summary of Key Raesults

Bay Avea Location Corrosion Rate** Mean Thicknesg***
1A Sand Bed Not significant 908.6 +5.0 mils
11c Sand Bed Indeterminable 916.6 *10.4 mils
17D Sand Bed =27,6 +6.1 mpy 864.8 +6.8 mils
19A Sand Bed =23.7 *#4.3 mpy 837.9 +4.8 mils
198 Sand Bed ~29.2 10.5 mpy 856.5 +0,.5 mils
19C Sand Bed -25.9 +4.1 mpy 860.9 +4.0 mils
9D Sand Bed Indeterminable* 1021.4 49.7 mils
13A Sand Bed Not significant* 905.3 +10.1 mils
15D Sand Bed Possible* 1056.0 +9.1 mils
i7a Sand Bed Indeterminable* 957.4 #9.2 mils
5 51! Elev. -4.3 +0.03 mpy 750.0 +0.02 mile
9 87' Elev. Not significant 620.3 +1.0 mils
13 87' Elev. Not significant 635.6 +0.7 mils
15 87' Elev. Not significant 634.8 +0,7 mils
17D Trench Not significant* 981.2 +6.7 mils
17/19 Frame Cutout Indeterminable* 981.7 #4.4 mils
w
1D Sand Bad Indeterminable 1114.7 #30.6 mils
3D Sand Bad Not significant* 1177.7 #5.6 mils
5D Sand Bed Not significant* 1174.0 2.2 mils
7D Sand Bed Possible* 1135.1 +4.9 mils
9A Sand Bed Indeterminable* 1154.6 +4.8 mils
13¢C Sand Bed Not significant* 1147.4 +3.7 mils
13D Sand Bed Not significantx 962.1 +22.3 mils
15A Sand Bed Not significant* 1120.0 #12.6 mils

One data point in Bay 19A and one data point in Bay 5 Elev. 51' fell outside
the 99% confidence interval and thus ara statistically different from the mean
thickness.

*Based on limited data. See text for interpretation.

**Mean corrosion rate in mils per year + standard error of the mean
***Current mean thickness in mils + standard error of the mean

Page la
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INTRODUCTION
1.1  Background

The design of the carbon steel drywell includes a sand bed which is
located around the outaside circumference betwaen elevations
8'-11-1/4" and 12'-3". Leakage was observed from the sand bed
drains during the 1980, 1983 and 1986 refueling ocutages indicating
that water had intruded into the annular region between the drywell
shell and the concrete shield wall.

The drywell shell was inspected in 1986 during the 11R outage to
determine if corrosion was occurring. The inspection methods,
results and conclusions are documented in Ref, 3.1, 3.2, and 3.3,
As a result of these inspections it was concluded that a long term
monitoring program would be established. This program includes
repetitive Ultrmsonic Thickness (UT) measurements in the sand bed
region at a nominal elevation of 11'-3" in bays 1lA, 1iC, 17D, 19a,
198, and 19C.

The continued presence of water in the sand bed raised concerns of
potential corrosion at higher elevations. Therefore, UT
measurements were taken at the 51' and 87' elevations in November
1987 during the 11M outage. RAs a result of these inspections,
repetitive measurements in Bay 5 at elevation S1' and in Bays 9, 13
and 15 at the 87' elevation were added to the long term monitoring
program to confirm that corrosion is not occurring at these higher
elevations.

A cathodic protection system is being installed in selected regions
of the sand bed during the 12R outage to minimize corrosion of the
drywell. The long term monitoring program was also expanded during
the 12R olitage to include measurements in the sand bed region of
Bays 1D, 3D, SD, 7D, SA, 13A, 13C, 13D, 15A, 15D and -17A which are
not covered by the cathodic pretection system. It also includes
measurements in the sand bed region between Bays 17 and 19 which is
covered by the cathodic protection system, but does not have a
reference electrode to monitor its effectiveness in this region.

Some measurements in the long term monitoring program are to be
taken at each outage of opportunity, while others are taken durirg
each refueling outage. The functional requirements for these
inspections are documented in Ref. 3.4, The primary purpose of the
UT measurements in the sand bed ragion is to determine the
corrosion rate and monitor it over time. When the cathedic
protection system is installed and operating, these data will be
used to monitor its effactiveness. The purpose of the measuramerts
at other locations is to confirm that corrosion is not occurring in
those regions.

This report documents the assumptions, methods, and results of the
statistical analyses used to evaluate the corrosion rate in each of
these regions. The complete analyses are documented in Ref. 3.7.
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1.2 statistical Inferences

l.2.1

1.2.2

1.2.3

1.2.4

Statistical Hypotheses

The objective of these statistical analyses is to make
gtatistical decisions or inferences about populations on
the basin of sample information. In attempting to reach
these decisions, it ls useful to make assumptions or
guesses about the populations involved. Such assumptions,
which may or may not be true, are called statistical
hypotheses and in general are statements about the
probability distributions of the populations.

In many instances we formuilake a statistical hypothesis for
the sole purpose of rejecting or nullifying it. For
example, in performing a t-test to test the difference
between the means of two sampleg we first hypothesize that
there is no diffarence between the two means. This is
refarred to as a null hypothesis. Any hypothesis which
differs from the null hypothesis is referred to as an
alternative hypothesia, eg., the means are not equal, one
mean is greater than the other, etc,

Tests of Hypotheses and Significance

If on the supposition that a particular null hypothesgis is
true we £ind that results observed in a random sample
differ markedly from those expected under the hypothesis on
the basis of pure chance, we would say that the observed
differences are significant and we would be inclined to
reject the hypothesis (or at least not accept it on the
basis of the evidence obtained). Procedures which enable
ul to decide whether to reject or not reject hypotheses are
called tests of hypotheses.

Type I and Type II Errors

If we reject a hypothesis when it should not have been
rejected, we say that a Type I error has been made. If, cn
the other hand, we fail to rejact a hypothesis when it
ghould have been rejected, we say a Type II error has beer
mada. In either case a wrong decision or error in
judgement has occurred.

Level of Slgnificance

in testing a given hypothesis, the maximum probability with
which wa would be willing to risk a Type I error is calleé
the level of significance of the test. This probability is
usually denoted by the Greek letter alpha. 1In practice a
level of significance of 0.05 (5%) or 0.01 (1%) is
customary. If 0.05 has been selected, we say that the
hypothesis is rejected (or not rejected) at a level of
significance of 0.05.
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2.0 METHODS

2.1

Selection of Areas to ba Monitored

A program was initjated during the 11R outage to characterize the
corrosion and to determine its extent. The details of this
inspection program are documented in Ref. 3.3. The greatest
corrosion was found via UTY measurements in the sand bed region at
the lowest accessible locations. Where thinning was detected,
additional measurements were made in a cross pattern at the
thinnest section to determine the extent in the vertical and
horizontal directions. Having found the thinnest locations,
measurements were made over a 6"-6" grid.

To determine the vertical profile of the thinning, a trench was
excavated into the floor in Bay 17 and Bay 5. Bay 17 was selected
since the extent of thinning at the floor level was greatest in
that area. It was determined that the thinning below the top of
the curb was no more pevere than above the curb, and became less
savere at the lower portiocns of the sand cushion. Bay 5 was
excavated to determine if the thinning line was lower than the
floor level in areas where no thinning was detected above the
floor. There were no significant indications of thinning in Bay 5.

It was on the basie of these findings that the 6"xé" grids in Bays
11A, 11c¢, 17D, 19A, 19B and 19C were selected as representative
locations for longer term monitoring. The initial measurements a<
thease locations were taken in December 1986 without a template or
markings to identify the location of each measurement.
Subsequently, the location of the 6"x6" grids were permanently
marked on the drywell shell and a template is used in conjunction
with these markings to locate the UT probe for successive
measuremelts. Analyses have shown that including the non-templata
data in the data base creates a significant variability in the
thickness data. Therefore, to minimize the affects of probe
location, only those data sets taken with the template are included
in the analyses.

The presence of water in the sand bed also raised concern of
potential corrosion at higher elevations. Therefore, UT
measurements wara taken at the 51' and 87' elevations in 1987
during the 1lM outege. The measurementsa were taken in a band on
6-inch centers at all accessible regions at these elevations.
Where these measurements indicated potential corrosion, the
measurements spacing was reduced to l-inch on centers. If these
additional readings indicated potential corrosion, measurements
were taken on & 6"x&" grid using the template. It was on the basis
of thegse inspections that the 6"x6" gqrids in Bay § at elevation 51'
and in bays 9, 13 and 15 at the 87' elevation were selected as
representative locations for long term monitoring.
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The long term monitoring program was expanded as follows during the
12R outagea:

(1) Measurements on €"x6" grids in the sand bed region of Bays 9D,
13A, 15D and 17A. The basis for selecting these locations is
that they were originally considered for cathodic protection
but are not included in the system being installed.

(2) Measurements on l-inch centers along a 6~inch horizontal strip
in the sand bed region of Bays 1D, 3D, 5D, 7D, 9A, 13C, and
15A. These locations ware selected on the basis that they are
representative of regions which have experienced nominal
corrosion and are not within the scope of the catheodic
protection system.

{3) R 6"x6" grid in the curb cutout between Bays 17 and 19. The
purpose of these measuraments iz to monitor corrosion in this
region which is coverad by the cathodic protection system but
does not have a reference electrode to monitor its
performance.

UT Measurements

The UT measurements within the scope of the long term monitoring
program are performed in accordance with Ref. 3.4. This involves
taking UT measurements using a template with 49 holes laid out on a
6"x6" grid with 1" between centers on both axes. The center row is
used in those bays where only 7 measurements are made along a
6-inch horizontal strip.

The first set of measurements were made in December 1986 without
the use of a template. Ref. 3.4 specifies that for all subsequert
readings, QA shall verify that locations of UT measurements
performed are within +1/4™ of the location of the 1986 UT
measurements. It also specifies that all subsequent measurements
are to be within +1/8" of the designated locations.

Data at Plug Locations

Seven core samples, each approximately two inches in diametex were
removed from the drywell vessal shell. These samples were
evaluated in Ref. 3.2. Five of these samples ware removed withir.
the 6"x6" grids for Bays 11A, 17D, 19A, 19C and Bay 5 at elevaticn
51'. These locations wera repaired by welding a plug in each

hole. 8ince these plugs are not representative of the drywell
shell, UT measurements at these locations on the 6"x6" grid must be
dropped from each data set.
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The following specific grid points have been deleted:

Bay Area
11A

17D
19a
19¢

5

Points
23, 24, 30, 31
15, 16, 22, 23
24, 25, 31, 32
20, 26, 27, 33,

20, 26, 27, 28, 33, 34, 35

Bages for Stmtistical Analysis of 6"x6" Grid Data

2.4.1 Assumptions

The statistical evaluation of the UT measuramaent data to
determine the corrosion rate at each location is based or
the following assumptions:

{1)

(2)

(3)

(4)

(5)

Charactexization of the scattering of data over each
6"%6" grid is such that the thickness measurements
are normally distributed.

Once the distribution of data for each €"xé" grid is
found to be normal, then the mean value of the
thickness is the appropriate representation of the
average condition,

A decrease in the mean value of the thickness with
time is representative of the corrosion occurring
within the 6"x6" grid.

If corrosion has ceased, the mean value of the
thickness will not vary with time axcept for random
errors in the UT measursments.

If corrosion is continuing at a constant rate, the
mean thickness will Qecrease linearly with time. 1In
this case, linear regression analysis can be used to
fit the mean thickness values for a given zone to a
straight line as a function of time. The corrosion
rate 1s equal to the slope of the line.

The validity of these assumptions is assured by:

(a)
(b)

(c)

Using more than 30 data points per 6"x6" grid

Tosting the data for normality at each 6"x6" grid
location.,

Testing the regression equation as an appropriate
model to describe the corrosion rate.
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These tests are discussed in the following section. In
cases where one or more of these assumptions proves to be
invalid, non-parametric analytical techniques can be usged
to evaluate the data.

Statistical Approach

The following steps are performed to test and evaluate the
UT measurement data for those locations where 6"x6" grid
data has baan taken at least three timen:

(1)

(2)

(3)

(4)

Edit each 49 point data set by setting all invalid
pointg to 2ero. Invalid points are those which are
declared invalid by the UT operator or are at a plug
location. (The computer programs used in the
following steps ignore all zerc thickness data
points.)

Perform a chi-squared goodness of fit test of each 49
point data set to ensure that the assumption of
normality is valid at the 95% and 99% confidence
levels.

Calculate the mean thicknesas of esach 49 point data
set.

Uging the mean thickness values for each 6"x6" grigd,
parform linear regression analysis over time at each
location.

(a) Perform F-test for significance of regression
at the 95% confidence lavel, The result of
this test indicates whether or not the
regrassion model is more appropriate than the
mean model. In other words, it tasts to see if
the variation of the regresgion model is
statistically significant over that of a mean
model.

{b) Cslculate the co-efficient of determination
(R®) to assess how well the regression model
explains the percentage of total error and thus
how useful the regression line will be as a
predictor.

(¢) Determine if the residual values for the
regression equations are normally distributed.

(d) If the regression model is found to be
appropriate, calculate the y-intercept, the
slope and their respactive standard errors.
The y-~intercept represents the fltted mean
thickness at time zero, the slope represents
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the corroaion rate, and the standard arrors
represent the uncertainty or random error of
these two parameters.

(5) Use a z score of 2.58 and the standard deviation to
ostablish a 99% confidence interval about the mean
thickness values for each 6"x6" grid location to
determine whether low thickness measurements or
"outliers" are statistically significant. If the
data points are greater than the 99% lower confidence
limit, then the difference betwaan the value and the
mean is deemed to be due to expected random error.
However, if the data point is less than the lower 9¢%
confidence limit, this implies that the difference is
statistically significant and is probably not due to
chance.

Analysis of Two 6"x6" Grid Data Sets

Regression analysis is inappropriate when data is available at only
two points in time. However, the t-Test can be used to determine
if the means of the two data sets are statistically different.

2.5.1

2.5.2

Agsumptiong
Thies analysis is baged upon the following assumptions:

(1) The data in each data set is normally distributed.

(2) The variances of the two data sets are equal.

Statistical Approach

[

The evaluation takee place in three steps:

(1) Perform a chi-squared test of each data set to ensure
that the assumption of normality is valid at the 95%
and 99% confjdence levels.

(2) Perform an F-test of the two data sets being compared
to ensure that the assumption of equal variances is
valid at the 95% and 99% confidence levels.

(3) Perform a two-tailed t-Test for two independent
saxples to determine if the means of the two data
gets are statistically different at the 0.05 and 0.01
levels of significance.

A conclusion that the means are not statistically different
is interpreted to mean that significant corrosion did not
occur over the time period represented by the data.
However, if equality of the means is rejected, this implies
that the difference is statistically significant and could
be due to corrosion.
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Analysis of Single &"x6" Grid Data Set

In those cases where a 6"x6" data set is taken at a given location
for the firat time during the current outsge, tha only other data
to which they can be compared are the UT survey measurements taken
in 1986 to identify the thinnest regions of the drywell shell in
the sand bed region. For the most part, these are single point
measurements which were taken in the vicinity of the 49-point data,
set, but not at the exact location. Therefore, rigorous
statistical analysis of these single data sets is impossible.
Howaver, by making certain assumptions, they can be compared with
the previous data points. If more extensive data 1a available at
the location of the 49-point data set, the t~test can be used to
cornpare the means of the two data sets ag described in

paragraph 2.5.

When additional measurements are made at these exact locations
during future outages, more rigorous statistical analyses can be
employed.

2.6.1 Agsumptlons

The comparlson of a single 49-point Qata seta with previous
data from tha same vicinity is based on the following
assumptions:

(1) Characterization of the scattering of data over the
6"x6" grid is such that the thickness measurements
are normally distributed.

{2) Once the distribution of data for the &"x6" grid is
found to be normal, then the mean value of the

- thicknesg ig the appropriate representatzon of the
average condition.

(3) The prior data ls representative of the condition at
this location in 1986.

2.6.2 Statistical Approach

The evaluation takes place in four steps:

(1) Perform a chi-squared test of each data set to ensure
that the assumption of normality ig valid at the 95%
and 99% confidence levels.

{2) Calculate the mean and the gtandard error of the mean
of the 49-point data set,

{(3) Determine the two-tailed t value froma t
distribution table at levels of significance of 0.05
and 0.01 for n-1 degrees of freedom.
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(4) Use thes t value and the standard error of the mean to
calculate the 95% and 99% confidence intervals about
the mean of the 49-point data set.

(5) Compara the prior data point(s) with these confidence
intervals about the mean of the 49-point data sets.

If the prior data falls within the 95% confidence
intervals, it provides some assurance that significant
corrosion has not occurred in this region in the period of
time covered by the data. If it falls within the 99%
confidence limits but not within the 95% confidence limits,
this implication is not as strong. 1In either case, the
corrosion rate will be interpreted to be "Not Significant®,

If the prior data falls above the upper 99% confidence
limit, it could mean eithexr of two things: (1) significant:
corrosion has occurred over the time period covared by the
data, or (2) the prior data point was not representative of
the condition of the location of the 49-point data set in
1986, There is no way to differentiate between the two.

In this case, the corrosion rate will be interpreted to ba
"Possible",

If the prior data falls below the lower 99% confidence
limit, it means that it is not representative of the
condition at this location in 1986. 1In this case, the
corrosion rate will be interpreted to be “Indeterminable".

Analysis of Single 7-Point Data Set

In those cases where & 7-point data set is taken at a given
location Yor tha first time during the current outage, the only
other data to which they can be compared are the UT survey
measuremente taken in 1986 to identify the thinnest regions of tha
drywell shell in the sand bed region. For the most part, these are
single point measuraments which were taken in the vicinity of the
7-point data sets, but not at the exact locatione. However, by
making certain assumptlions, they can be compared with the previous
data points. If more extenslive data is avallable at the location
of the 7-point data set, the t-test can ba used to compare tha
means of the twe data sets as described in paragraph 2.5.

When additional measurements are made at these exact locations
during future outages, more rigorous statistical analyses can ke

employed.

2.7.1 Rhesumptions

The comparison of a single 7-point data sets with previoun
data from the same vicinity is based on the following
assumptlons:

(1) The corrosion in the region of each 7-point data set
is normally distributed.
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(2) The prior data is representative of the condition at
this location in 1986.
The validity of these assumptions cannot be verified.

Statistical Approach

The evaluation takes place in four steps:

(1) Calculate the mean and the standard aerror of the mean
of the 7-point data set.

(2) Determine the two-tailed t value using the t
distribution tables at levels of significance of 0.05
and 0.01 for n-1 degrees of freedom.

(3) Use the t value and the standard error of the mean to
calculate the 95% and 99% confidence intervals about
the mean of the 7-point data get.

(4) Compare the prior data point(s) with these confidence
intervals about the mean of the 7-point data sets.

If tha prior data falls within the 95% confidence
intervals, it provides some assurance that significant
corrosion has not occurred in this region in the period of
time covered by the data. If it falls within the 99%
confidence limits but not within the 95% confidence limits,
this implication ie not as strong. 1In either case, the
corrcsion rate will be interpreted to be "Not S8ignificant”.

If the prior data falls above the upper 99% confidence
iterval, it could mean either of two things: (1)
significant corrosion has occurred over the time period
caverad by the data, or (2) the prior data point was not
representative of the condltion of the location of the
7-point data set in 1986. There is no way to differentiate
between the two. In this case, the corrosion rate will be
interpreted to be "Posgsible".

If the prior data falls below the lower 99% confidence
limit, it means that it is not representative of the
condition at this location in 1986. In this case, the
corrosion rate will be interpreted to be "Indeterminable".

Rvaluation of Drywell Mean Thickness

This section defines the methods used to evaluate the drywell
thickness at each location within the scope of the long term
monitoring program.

2.8.1

Evaluation of Mean Thickness Using Regression Analysis

The following procedure is used to evaluate the drywell
mean thickness at those locations where regression analysis
has been deeamed to be more appropriate than the mean model.




2.8.2

(1)

(2)

(3)

(4)

TDR 948
Rev, 0
Page 13 of 26

The best estimate of the mean thickness at these
locations is thae point on the regression line
corresponding to the time when the moat recent set of
measurements was taken. In the SAS Regresslon
Analysis output (Ref. 3.7), this is the last value in
tha column labeled "PREDICT VALUEY.

The best estimate of the standard error of the mean
thickness 1is the standard error of the predicted
value uged above. In the SAS Regression Analysis
output, this 1s the last value in the column labeled
"STD ERR PREDICT".

The two-sided 95% confidence interval about the mean
thickness is equal to the mean thickness plus or
minus t times the estimated standard error of the
mean. This is the interval for which we have 95%
confidence that the true mean thickness will fall
within. The value of t is cbtained from a t
distribution table for equal tails at n-2 degrees of'
freedom and 0.05 level of significance, where n is
the number of gats of measurements used in the
regression analysis. The degrees of freedom is equal
to n=2 because two parameters (the y-intercept and
the slope) are calculated in the regression analysis
with n mean thicknesses as input.

The one-sided 95% lower limit of the mean thickness
is equal to the estimated mean thickness minus t
times the estimated standard error of the mean. This
is the mean thickness for which we have 95%
confidence that the true mean thickness does not fall
below. In this case, the value of t im obtained from
a t distribution table for one tall at n-2 degrees of
freedom and 0.05 level of significance.

Evaluation of Mean Thickness Using Mean Model

The following procedure is used to evaluate the drywell
mean thickness at those locations where the mean model is
deemed to be more appropriate than the linear regraession

model.

This method is consistent with that used to

evaluate the mean thickness using the regrassion model.

(1)

(2)

Calculate the mean of each set of UT thickness
measurements.

Sum the means of the gets and divide by the number of
gots to calculate the grand mean. This is the best
entimate of the mean thickness. In the SAS
Regression Analysis output (Ref. 3.7), this is the
value labelled "DEP MEAN".
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Using the means of the sets from (1) as input,
calculate the gtandard error. This is the best
estimate of the standard error of the mean thickness,

The two-gided 95% confidence interval about the mean
thickness is equal to the mean thickness plus or
minus t times the estimated standard error of the
mean. This is the interval for which we have 95%
confidence that the true mean thickness will fall
within. The value of t is obtained from a t
distribution table for equal tails at n-1 degrees of
freedom and 0.05 level of significance.

The one-sided 95% lowar limit of the msan thickness
is equal to the estimated mean thickness minus t
times the estimated standard exrror of the mean. This
is the mean thickness for which we have 95%
confidence that the true mean thickness does not fall
below, In this cmse, the value of t is obtained from
a t distribution table for one tail at n-1 degrees of
freedom and 0.05 level of significance.

Evaluation of Mean Thickness Using Single Data Set

The following procedure is used to evaluate the drywell
thicknees at those locations where only one set of
measurements is avallable.

(1)

(2)

Calculate the mean of the set of UT thickness
measurements. This is the besat estimate of the mean
thickness.

Calculate the mtandard error of the mean for the set
of UT measuremente. This is the best estimate of the
standard error of the mean thickness.

Confidence intervals smbout the mean thickness cannot be
calculated with only one data set available.

GPUN Safety Evaluation SE-000243-002, Rev. O, "Drywell Steel Shell
Plate Thickness Reduction at the Base Sand Cushion Entrenchment

GPUN TDR 854, Rev. 0, "Drywell Corrosion Assessment"

GPUN TDR 851, Rev. 0, "Assessment of Oyster Creak Drywell Shell"

GPUN Installation Specification IS-328227-004, Rev. 3, "Functional
Requirements for Drywell Containment Vessel Thickness Examination"
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Applied Regression Analysis, 2nd Edition, N.R. Draper & H. Smith,
John Wiley & Sons, 1981

Statistical Concepts and Methods G.K. Bhattacharyya & R.A. Johnson,
John Wiley & sons, 1977

GPUN Calculation C-1302-187-5300-005, Statistical Analysis of
Drywell Thickness Data Thru 12/31/88.

EVALUATION OF DATA THROUGH 12/31/88

Resgults for 6"x6" Grids in Sand Bed Region at Original lLocations

4.1.1

4.1.2

Bay 11A: 5/1/87 to 10/8/88

8ix 49-point data sets were available for this bay covering
the time period from May 1, 1987 to October 8, 1988. S8ince
a plug lies within this region, four of the points were
voided in each data get. The data were analyzed as
described in paragraphs 2.4 and 2.8.2.

(1) The data are normally distributed.

(2) The mean model is more appropriate than the
regrepsion model.

(3) The current mean thickness + standard error is 908.6
£5.0 mils.

(4) There was no significant corrosion from May 1, 1987
to October 8, 1988.

Pay 11C: 5/1/87 to 10/8/88

Five 49-point data sets were available for this bay
covering the time period from May 1, 1987 to October 8,
1888. These data were analyzed as described in

paragraphs 2.4 and 2.8.2. The initial analysis of this
data indjicated that the data are not noxrmally distributed.
The lack of normality was tentatively attributed to minimal
corrosion in the upper half of the 6"x6&" grid with more
extensive corrosion in the lower half of the grid. To tast
this hypothesis, each data set was divided into two
subsets, with one containing the top three rows and the
other containing the bottom four rows.

The top subset was normally distributed but the bottom
subset was not. For both subsets, the mean model is more
appropriate than the regression model.

Since there is an observable decrease in the mean thicknees
with time, there appears to be some on-going corrosion at.
this location. Further analysis is required.
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The current mean thickness + standard error is 916.6 +10.4
mils for the lower subget and 1057.6 *+16.9 mils for the
upper subset.

Bay 17D: 2/17/87 to 10/8/88

Six 49-point data sets were available for this bay covering
the time period from February 17, 1987 to Octcber 8, 1988,
Since a plug lies within this region, four of the points
wore volded in each data set. The data werae analyzed as
described in paragraphs 2.4 and 2.8.1.

(1) The data are normally distributed.
{2) The regression model is appropriate.

(3) The regression model explaine 84% of the total
variation about the maan.

(4) The residuals are normally distributed.

(S) The current mean thickness + standard error is 864.8
6.8 mils.

{6) The corrosion rate * standard error is -27.6 +6.1
mils per year.

(7)Y The measurements below 800 mils ware tested and
determined not to be statistically different from tha
mean thickness.

Bay 18A: 2/17/B7 to 10/8/88

Six 49-point data sets were available for this bay covering
the time period from February 17, 1987 to October 8, 1988,
Since a plug lies within this region, four of the points
were voided in each data sat. The data were analyzed as
described in paragraphs 2.4 and 2.8.1.

‘(1) The data are nearly normally distributed.

{2) The regression model ls appropriate

(3) The regression model explains 88% of the total
variation about the mean.

(4) The residuals are ngrmally distributed.

(5) The current mean thickness + standard error is 837.9
+4.8 mils.

(6) The corrosion rate + standard error is -23.7 14.3
mpy.



4.1.5

4.1.6

TDR 948
Rev, O
Page 17 of 26

(7) One data point that was below 800 mils at two
different times was tested and determined to be
gstatistically different from the mean thickness. The
probability of this occurring is less than 1% at each
specific time.

Bay 19B: 5/1/87 to 10/8/88

Five 49-point data sets were available for this bay
covering the time period from May 1, 1987 to October 8,
1988. The data were analyzed as described in
paragraphs 2.4 and 2.8.1.

(1) The data are normally distributed.
(2) The regression model is appropriate.

(3) The regression model explains 99% of the total
variation about the mean.

{4) The residuals are normally distributed.

(5) The current mean thickness *+ standard error is 856.%
#0,5 mils.

(6) The corrosion rate + standard error is -29.2 #0.5
Py .

(7) The measurements below 800 mils were'tested and
determined not to be statistically different from the
mean thicknens.

BXy 19c: 5/1/87 to 10/8/88

Five 49-point data sets were available for this bay
covering the time period from May 1, 1987 to October 8,

1988. Since a plug lies within this region, four of the
points were voided in each data set. The data were
analyzed as described in paragraphs 2.4 and 2.8.1.

(1) The data are normally distributed.

(2) The regression model is appropriate,

(3) The regression model explains 91% of the total
variation about the mean.

(4) The residuals are normally distributed.

(S) The current mean thickness + standard error is 860.S
+4.0 mils.

(6) The corrosion rate + standard error is -25.9 +4.1
npy.
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(7) The measuraments below 800 mils were tested and
determined not to be statistically different from tte
mean thickness.

for 6"x6" Grids in Sand Bed Region at New lLocations

4'2'1

4.2.2

Bay 9D: 11/25/86 to 12/19/88

The &"x6" grid data was teken in December 1988 during the
12R outage. This bay wae considered for cathodic
protection, but is not within the scope of the cathodic
protection system being installed. The primary purpose of
this data is to establish a base line to monitor corrosion
in the future. However, previous measurements were taken
in November 1986 in a 10-point 6"x6" cruciform pattern.
Measurements were also taken in a 6"x6" grid in December
1986, The new data were compared with both of the previous
data sets. These comparisons were made using the
chi-gquared test, F-test and two-tailed t-test as described
in paragraph 2.5. The mean thickness was determined as
described in paragraph 2.8.3.

(1) The data are normally distributed.
{2) The variances are equal in both comparisons.

(3) It is approprimte to use the two-tailed t-test in
both comparisons.

(4) The difference between the means of the 1988 49-point
data get and the 1986 1l0-point data set is not
significant. However, there is & significant

- difference between the means of the 1988 49-point
data set and the 1986 49-point data set. Therefore,

significance of the corrosion rate is classified as
“Indeterminable".

(5) The current mean thickness + standard error is 1021.4
+9.7 mils.

Bay 13A: 11/25/86 to 12/17/68

The 6"x6" grid data was taken for the first time in
December 1988 during the 12R outage. This bay was
considered for cathodic protection, but is not within the
scope of the cathodic protection being installed. The
Primary purpose of this data is to establish a base line *to
monitor corrosion in the future. However, previous
measurements were taken in November 1986 in abutting 6"x6"
cruciform patterns across the entire bay. As a best
approximation, 13 of these data points are at the same
location as the new 6"x6" grid data set. Therefore, the
new data were first compared with these 13 data points, and
then with 21 data points which include the 13 plus 8
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additional points within one inch on either side. These
comparisona wera made using the chi-aquared test, F-test
and two-talled t-test as described in paragraph 2.5. The
mean thickness was determined as described in paragraph
2'8.3.

(1) The data are normally distributed.
(2) The variances are equal in both comparisons.

(3) It is appropriate to use the two-tailed t-test in
both comparisons.

(4) The difference between the means of the data sets is
not signficant. Therefore, the corrosion isg
classified as "Not Significant".

(5) The current mean thickness + standard error ia 905.3
+10.1 mils.

Bay 15D: 11/25/86 to 12/17/88

The 6"x6" grid data was taken for the first time in
Dacember 1988 during the 12R outage. This bay was
considerad for cathodic protection, but is not within the
scope of the cathodic protection being installed. The
primary purpose of this data is to establish a base line to
monitor corrosion in the future. However, a previous
l-point measurement was taken in November 1986. The
location of this point may have been somewhat removed from
the location of the new 6"x6" grid data set. The pravious
measurement wag compared with the new data set using the
methode described in paragraph 2.6. The mean thickness was
determined as described in paragraph 2.8.3.

(1) The new data are normally distributed.

(2) 'The previous measurement falls above the 99% upper
bound of the new data.

(3) This implies that the corroeion may have occurred in
the time period covered by this data. Therefore, the
corrosion is classifled as "Possible",

(4) The current mean thickness + standard error is 1056.0
+9.1 mila.

Bay 17A: 11/25/86 to 12/17/88

The 6"x6" grid data was taken for the first time in
December 1988 during the 12R outage. This bay was
considered for cathodic protaction, but is not within the
scope of the cathodic protection being installed. The
primary purpose of this data is to establish a base linae f0
monitor corrosion in the future. However, a previous
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1-point measurement was taken in November 1986. The
location of this point may have been somewhat removed frecm
the location of the new 6"x6" grid data set. The previous
measuremant was compared with the new data sat using the
methods described in paragraph 2.6. The mean thickness was
determinad as described in paragraph 2.8.3.

(1) The new data are not normally distributed. However,
the top three rows and tha bottom four rows are each
normally distributed.

(2) The previous measurement falls below the 99%
confidence interval for the top thres rows, and abcva
the 99% confidence interval for the bottom four
YOWS.

(3) The corrosion is classified as "Indeterminable™.

(4) The current mean thickness * standard error is 1133.1
+6.9 milsfor the top three rows and 957.4 +3.2 mils
for the bottom four rows.

for 6"x6&" Grids at Upper Rlevations

4.3.1

Bay 5 51' Elevation: 11/01/87 to 10/8/88

Three 49-point data sets were available for this bay
covering the time period from November 1, 1987 to
October 8, 1988. The data were analyzed as described in
paragraphs 2.4 and 2.8.1.

(1 Except for the first data set, the data are normally
w distributed.

(2) The regression model is appropriate.

(3) The regression model explains 99% of the total
variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard error is 750.0
+0.02 mils.

(6) The corrosion rate + standard errxor ies -4.3
+0.03 mpy.

(7) One data point was determined to be statistically
different from the mean thickness. The probability
of this occurring due to expected random error is
less than 1% at each specific time.
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Bay 9 87' Elevation: 11/6/87 to 10/8/88

Three 49-point data sets were available for this bay
covering the time period from November 6, 1987 to
October 8, 1988. The data were analyzed as described in
paragraphs 2.4 and 2.8.2.

(1) The data are normally distributed,

{(2) The mean medel is appropriate than the regression
model.

{3) There was no significant corrosion from November 6,
1987 to October 8, 1988.

(4) The current mean thickness + standard error is 620.2
+1.0 mils.

Bay 13 87' Rlavation: 11/10/87 to 10/8/88

Three 49-point data sets were available for this bay
covering the time period from November 10, 1987 to
October 8, 1988. The data were analyzed as described in
paradraphs 2.4 and 2.8.2.

(1) The data are normally distributed.

(2) The mean modael is more appropriate than the
regression model.

(3) There wag no significant corrosion from November 10,
1987 to October 8, 1988.

~

{4) The current mean thickness + standard error 1g 6€35.¢
40.7 mils.

Bay 15 87' Elevation: 11/10/87 to 10/8/88

Three 49-point data sets were available for this bay
covering the time period from November 10, 1987 to
October 8, 1988. The data were analyzed as described in
paragraphs 2.4 and 2.8.2,

(1) The data are normally distributed.

(2) The mean model is more appropriate than the
regression model.

(3) There was no significant corrosion from November 10,
1987 to October 8, 19B88.

(4) The current mean thickness + standard error is 634.8
+0.7 mils.
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Results for Multiple 6"x6" Grids in Trench

4.4.1

Bay 17D Trench: 12/9/86 to 12/23/88

The two sets of measurements in the Bay 17D Trench were
taken on December Y, 1986 and December 23, 1988. The 1986
data is a 7 column by 36 row array. The 1988 data is a 7
column by 42 row array. The 1986 data is at the same
elevation as the lower 36 rows of the 1988 data, but is
centered about 3-/12 inches to the left of the 1988 data.
To compare these two data sets, the 1986 data set and the
lowar 36 rows of the 1968 data set ware each subdivided
into six 7 column by 6 row subsets. BEach pair of subsets
wag compared as described in paragraphs 2.5 and 2.8.3.

Fourth Subset From The Top:

The chi~squared statistic for the fourth subset from the
top from the 1986 data set slightly exceeded the critical
value for level of significance of 0.05, but was within the
critical value for level of significance of 0.01. Also,
the F statistic exceeded the critical value for levels of
significance of 0.05 and 0.01, Therefore, it is
inappropriate to apply the two-tailed t-test based on equal
variances., However, the approximate t-test based on
unequal variances can be applied. From the results of this
test, it is concluded that the difference between the mean
thicknesses is not gignificant. This implies that
corrosion at this location was not significant,

Al)l Other Subsets:

() The data are normally distributed.
(2) The variances are equal.

(3) Comparison of the means using the two-tailed t~taest
is appropriate,

{(4) The difference between the means of the subsets was
not significant. This implies that there was no
gilgnificant corrosion in the period from December 9,
1986 to Decembar 23, 1988.

(5) The current mean thickness + standard error of the
top subset ig 981.2 +6.7 mils. This is the thinnest
area in the trench.
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Two sets of 6"x6" grid measurements were taken in December
1988. The upper one is located 25" below the top of the

previous data. The upper location has been added to the
long term monitoring program. With no prior data, the only
possible analysis was to check the data sets for normality

attributed to minimal corrosion in the lower half of the
6"x6" grid with more extensive corrosion in the upper half
of the grid. To test this hypothesis, each data set was
divided into two subsets, with one containing the top three
rows and the other containing the bottom four rows. These
subsets proved to be normally distributed, thus confirming
the hypothesis. The current mean thickness + standard
error is 981.7 +4.4 mils for the top three rows and 1003.8

distributed. Also, the mean thickness ig higher than at
the upper location. The mean thickness + standard exrror is

gingle point measurement wae taken in November 1986. Tre
data were compared as described in paragraph 2.7. The
previous measuremant falls below the 99% lower bound of the
new 7-point data set. Thus, the corrocsion rate is clasg-

ified as indeterminable. The current mean thickness +

single point measurement was taken in November 1986. The
data were compared as described in paragraph 2.7. The
pravious measuraement falls within the 99% upper and lower
bounds of the new 7-point data get. This implies that
significant corrosion has not occurred at this location in
the time period covered by the data. The current mean

4.4.2 Bays 17/19 Frame Cutout: December 1988
high curb and the other below the floor. There is no
uging the chi-squared test.
The data at the upper location are not normally
distributed. The lack of normality was tentatively
6.6 mile for the bottom four rows.
The data at the location below the floor is normally
1034.1 +6.8 mils.

Results for 6" Strips in Sand Bed Region

4.5.1 Bay 1D: 11/25/86 to 12/17/88
The 7-point data set was taken in Decembar 1988 and a
standard error is 1114.7 +30.6 mils.

4.5.2 Bay 3D: 11/25/86 to 12/17/88
The 7-point data set was taken in December 1988 and a
thickness + standard errxor ig 1177.7 5.6 mils.

4.5.3 Bay 6D: 11/25/86 to 12/17/88

The 7-point data set was taken in December 1988 and a
single point measurement was taken in November 1986. The
data were comparad as described in paragraph 2.7. The
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pravious measurament falls within the 95% upper and lower
bounds of the new 7-point data set. This implies that
significant corrosion has not occurred at this location in
the time period covered by the data. The current mean
thickness rate + standard error 1s 1174.0 +2.2 mils,

Bay 7D: 11/25/86 to 12/17/88

The 7-point data set was taken in December 1988 and a
single point measurement was taken in November 1986. The
data was compared as described in paragraph 2.7. The
previous measurement falls just above the 99% upper boundl
of the new 7-point data set. This implies that corrosion
has possibly occurred at this location in the time period
covered by the data. The current mean thickness + standard
error is 1135.1 +4.9 mils,

Bay 9A: 11/25/86 to 12/17/88

The 7-point data set was taken in December 1988 and a
single point measurement wae taken in November 1986. The.
data were compared as described in paragraph 2.7. The
previous measurement falls below the 99% lower bound of the
new 7=point data set. Thus, the corrosion rate is class-
ified as indeterminable. The current mean thickness +
standard error 1s 1154.6 #4.8 mils.

Bay 13C: 11/25/86 to 12/17/88

The 7-point data set was taken in December 1988 and a
single point measurement was teken in November 1986. The
data were compared as described in paragraph 2.7. The
pravious measurement falls within the 95% upper and lower:
bounds of the new 7-point data set. This implies that

significant corroeion has not occurred at this location in
the time period covered by the data. The current mean

thickness *+ standaerd error is 1147.4 +3.7 mils.

Bay 13D: 11/25/86 to 12/17/88

The 7-point data set was taken in December 1988 and a
single point measurement was taken in November 1986. Tha
data were compared as described in paragraph 2.7. The
previous measurement falls withir the 95% upper and lowe:
bounde of the new 7-point data set., This implies that
significant corrosion has not occurred at thie location :in
the time period covered by the data. The current mean
thickness + standard error is 962.1 +22.3 mils.

Bay 15A: 11/25/86 to 12/19/88
The 7-point data set was taken in December 1988 and a

3ingle point meagurement was taken in November 1986. Algo,
a 6"x6" grid data set was taken on December 2, 1986 at this
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location. BAs a best approximation, the f£irst 5 points in
the 7-point data set are at the same location as points 18
to 42 of the 6"x6" grid. These five points all fall within
the 99% confidence interval of the new 7-point data set.
The single measurement falls below the 99% lowexr bound.
This implies that significant corrosion has not occurred at
this location in the time peried covered by the data., The
current mean thickness + standard error is 1120.0 +12.6
mils,

Summary of Conclusions

Location Corrosion Rate** Mean Thickneggk*+

4.6.1 §&"x6" Grids in Sand Bed Region at Original locations

11a
11C
17D
19a
1sB
19C

Sand Bed Not significant 908.6 #5.0 mils

Sand Bed Indeterminable 916.6 +10.4 mils
Sand Bed -27.6 +6.1 mpy 864.8 +6.8 mils
Sand Bed -23,7 *4.3 mpy 837.9 +4.8 mils
Sand Bed -29.2 10.5 mpy B56.5 +0.5 mils
Sand Bed =25.9 #4.1 mpy 860.9 +4.0 mils

4.6.2 p"x6" Grids in Sand Bed Region at New Locations

9D
13A
15D
17a

4.6.3 6"x6" Grids at Upper Elevations

5
9
13
15

4.6.4 Multiple 6"x6" Gride in Trench

170
17/19

Sand Bed Indeterminable* 1021.4 9.7 mils
Sand Bed Not significant* 905.3 +10.1 mils
Sand Bed Possible* 1056.0 +9.1 mils
Sand Bed Indeterminable* 957.4 +9.2 mils
Elev. -4.3 +0.03 mpy 750.0 +0.02 mils

87' Elav. Not significant 620.3 +1.0 mils
Elev. Not significant 635.6 0.7 mils
Elev. Not significant 634.8 +0.7 mils
Not significant* 981.2 +6.7 mils

Frame Cutout Indeterminable* 981.7 *4.4 mils
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4.6.5 6" Strips in Sand Bed Region

1D Sand Bed Indeterminable* ) 1114.7 #30.6 mils
3D Sand Bed Not significant? 1177.7 5.6 mils
5D Sand Bed Not significant* 1174.0 *2.2 mils
7D Sand Bed Pogslible* 1135.1 +4.9 mils
9A g8and Bed Indeterminable* 1154.6 +4.8 mils
13C Sand Bed Not significant®* 1147.4 +3.7 mils
13D Sand Bed Not significant* 962.1 +22.3 mils
1sa Sand Bed Not significant* 1120.0 +12.6 mils

4.6.6 FEvaluation of ITndividual Measurements Below 800 Mils

One data point in Bay 19A and one data point in Bay 5 Elev. 51' fell
outside the 99% confidence interval and thus are statistically different.
from the mean thickness.

*Baged on limited data. See text for interpretation.
**Mean corrosion rate in mils per year + standard error of the mean
*»xCyrrent mean thickness in mils + standard error of the mean

[



L ane~ s L oy
oo 8BS g o 559
U §RM -4
OFF FAGAFR "

G p : SPECIFICATION
e DNuclear 18-328227-004

et . .-
fav., -, C . S T ]

INSTALLATION
SPECIFICATION
FOR

OYSTER CREEK

FUNCTIONAL REQUIREMENTS FOR DRYWELL CONTALNMENT VESSEL

THICKNESS EXAMINATION

DAT.E {/%éj?
DATE (://7/5?

pate 3/ 2efs >
[/

PREPARATION

' ENGINEERING APPROVA

QA CONCURRENCE MW

“‘“’gﬂ-ﬁw W“*ﬂ

_8

3ef boté| w2 DRF 0L2%7k RV Y C REw.

dg?l:'4§719ﬂ2 re
ORF - 967 R-/ A00D DD23 10.82




Rl B (e U I b

.-

"
i) -

[} Nuclear

OCOCUMENT ND
15.7398207. 002

THYIICTIONAL REQUIREMENTS FOR DRYWELL SHELL THICKNFSS INSPECTION

d_d

REV

SUMMARY OF CHANGE

APFROVAL DATE

=~

(%]

|
T

3.1 Revised areas tn be inspectods

.2 lncorporate FCN 2039843,

4 Added tlevationg 23°-6" und 46'-2",82'-2" require-
ments throughout.

L )

aIncarporated FOX C052917.

“ Tucorparated FCR GO57638 tv Section 3.2.1,3,

- Reviwed 3,1.4.1 Lor clarification of intent.

Added inarructions on data
nubmiteal and that evaluarion is
not needed for restare.

Aidded stutement on analysls of datg.

> o— lm— e . 1o f——

[

&

[y
g

~:\;i’\
%
S0

»

- semee teemmr ccimm wme *

— s T et = g w14 & lmrbay 1 s ®

Made the tolluwing chunges co reflect new
LusipeeLion Brose &

Amended 1.} aud deleted 1.2 and 1.3,

- Replaced Referance 2,6, and added 2.8 thru 2,12

~ Modified 3.1.3.1 co add new grid locations,

- Nelected 3.1.3,3, 3.1.4.3, 3.2.1,3, renumbered
reamaining paragraphs.

- Modifled 3.1,4.2 to define new prld ingspection
pragram.

-~ Modified Ruflerences in 3.2.1.2,

= Modifled 3.2,1,% to require repaintlng of all
araenn.

- Modifled 4.2 to ralflect new inspection program
of hasoliue ureas,

- Deleted 4.2,3, 4.9 and 4.4.

- Moddifled 3.2.2.1 to reflect and direct
interiuce belwwen 0A and Technical Functions.

Wiejss |
- I’AE;L 2/:9’:?"

1

;':?’szﬂi"é';’# ol

- Added new UT areas co Seetion 3.1.3.

= vderdt tzew aveus ln Seerlon 3.1.74,

=~ Reviged scopo Lo reflect changed to Sec=‘onh
3. 1.3,

T

/.
)
< %%4!q

FORNM Suins Al TGI8 O 1

75634

=S Tellned mInimum LnNtervals Setween inspectlions.

ARXADNE 23S



s st > St 8+ S o 02 8 T

R

"W .

04,2398 10:46 G.P.U. LICENSING S.E.B.
s 2309 39: 04
‘ . - a® " - -
i
i
——‘——"—l Sty G M. W Sm— by s emah o P —— — - —

[EfINuclear

! nav '

- mr eme = = - -— -

— — o w—

- —— T . e v — - -

—r ¢ et —n

o —

..

WhwApeetud FENULCE tilg YEBRUALY 7, L9900

and froquency
Ly99 Te Januasy 19914

- A by gecr s 1ided
v Auvieed dertion L)
,0:‘5“.3 l\ﬂﬂ ‘lZo'o.

[P PI J—y

L P 1ot -

Redisromn T provides for an capvnilg

j'mmd.m Jeps at elevetivm 5‘1-10

" v‘\ob"\ ot ku.ﬂ, het

“T'Zu\s
Sdeatepghratt
.: aghten
have

rhet

c/avntiow

i fend o 7 alse

\
l.’/t Ty

Idt/”.fou\ Y}
rne doyem il ety

e ?IM'I'( +

1 s (S’

caol I'l'p.‘t argi -

2", Tueddohun, sevent  goon #
' M2 locationy Seave ween C(hevye L 4
oy preety M1

- e— e - -~ -

" d
’;ov. sn.eﬂ % yuvt.«u an expandga \ndpecclian sCOpe

‘ug tRA tive puciod from -cch 2?1,
), )
'0:-’01‘ Jclc"ol'

pef  beem Mlﬂ'd‘hl ’

/s Sewent MW prevety

wil faggectar (o1 IAE buyid 4N
inypetians ~f elgwton 5o’

e GRAST IR AL ey S AN gm—

I
”“5 NOTIONAL nugu;mmxs ror mmm.t.
SUMMARY 08 CHANGE

_._JL_.__. e e

a—

1-.

- —

nas
~—GdAT, W

15=32uQ33 P e vl

.- —— - - G e e emre ——

. e oo ——————temsa s s e S =

PRttt

e o A Ak A . S ey o -
— w— - - e = ———

e e & G b &



[T7]Nuclear DOCUMENT NO.

I5-328227-004

TME FUNCTIONAL REQUIREMENTS FOR DRYWELL
CONTAINMENT VESSEL THICKNESS EXAMINATION
REV SUMMARY OF CHANGE APPROVAL DATE
8 Revision 8 adds a new priority #1 inspection — J'/
location based on previous inapactions at / !t / Z; 1/ Qo
elevation 51' 10". Algo, the requiremant for

an expanded scope inspection of this elevation f VP M’« 5‘/2/570
(performed in April per revision 7) waa deleted. '

QA Rewissce of This pavasein ia mot M%M

1b NO036 (03-90)
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1.0 SCOPE

This specification establishes the minimum requirements for ultrasonic
testing (examination) of the Oyster Creek drywell containment vessal
for wall thickness measurements.

1.1 Ravision 8 of this specification provides an ingpection scope and
frequency up to the 13R outage. Ultrasonic testing (UT) is to be
performed during forced outages whéenaver a drywell entry ie
otherwise planned or required (referred to as "Outage of
Opportunity") as well as refueling outages, Data shall be taken
as a minimum at the time indicated in Section 3.1.3 herain.

1.2 All data shall be forwarded to Technical Functions for

avaluation. Evaluation of data ig not required for plant
restart,

2.0  REVERENCES

2.1 ASME B&PV Code Section V, 1977 Edition through Addenda Summer,
1978.

2.2 ASME B&PV Code Section XI, 1977 Editlon through Addenda Summer,
1978,

2.3 NRC letter dated January 14, 1987, titled "Dacember 19, 1986,
Third Meeting with GPU Nuclear (GPUN) to Discuss Corrosion of
the Outer Surface of the Drywell Shell.”

2.4 GPUN 6100-STD-7230.01, "NDE Personnel Qualification and
Certification."

2.5 GPUN 6130-Q0AP=7209.24, Rav. 0, "Ultrasonic Thickness
Measurement.”

2.'; GPUN Skﬂtch, Dwgv NOA SK—S-89.
2.7 GPU Sketch, Dwg. No. SK~2B3.

2.3 QC Thickness Data Sheet as listed hezein.

004/0022.5
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3.1.1 Personnel Qualification

3.1.1.1

Ultrascnic personnel shall be gqualified and
certified in accordance with Reference 2.4 or a
GPUN approved vendor SNT-TC-1A program.

3.1.2 Examination Methods/Equipment

3.1.2.1

Ultrasonic examination pulse-echo equipment cap-
able of thickness measurement by the digital and
A-scan on a CRT acreen shall be utilized. One
ingtrument capable of both presentations or two
separate instruments are acceptabla.

Diglital readout equipment shall have printout
capabilities and memory storage traceable to
sequentlal readinge.

The digital readout egquipment shall be the
primary technique employed to measure wall
thinning. A-scan on a CRT screen shall ba
utilized to confirm in wall reflectors. The UT
method shall be performed in accordance with
Reference 2.5.

3.1.3 Data Acquisition Priorities Locations

3.1.3.1

3.1.3.2

004/0022.6

Each area indicated in Section 3.,1.3.2 shall be

inspected, at the time interval required, on the
bagis of its assigned priority.

Inspection requirementa for each prilority are as
followsa:

Priority 1 areas are to be inspected in each
outage of opportunity but not more frequaently
than approximately once every three months.

Priority 2 areas are to be inspected in an outage
of opportunity if the pravious set of data was
taken 18 months or more before the ocutage.

Revislon 8 of this specification adds several
priority #1 locations at elavation S51' 10". These
locations were initially inspected in April 1990.
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The drywell vessel wall at the following

18-328227-004

Rav.
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locatione shall be investigated:

a.

6"x6" Grid
(Sae Exhibits
Area 1 & 2
9 D
11 A
11 o4
13 A
13 D
15 D
17 A
17 D
17/19 Frame
19 A
19 B
19 (o]
b.
Grids At

Floor Elevation

51~D1

Elevation
51', Bay 13

Elevation
51', Bay §

Elevation
51', Bay 15

Elevation
52', Bay 13
(area 32)

Top of Blological
Shield 86-20

Gride at floor alevation 11'3”

Original QC

Thicknegs
Data Sheet

Number

87-026-59
86+049-24
86-049-37
87-026-58
87-026-67
87-026~58
87-026-58
86-049-26
87-026-66
86-049-27
86-049-28
86-049-29

Original QC
Thickness

pata Sheat

87~026-26

87-026-122

87-026-124

87-026-123

87-026-144

87-026~30

Priorit

R N TN TN Sy

Briority

1l
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b. (Cont.) Original QC
Thicknass
Gride At pata sheet  Priority
Top of Biological
shield 86-~28 . 87-026~-37 b}
Top of Biological
Shield 86-31 87-026~38 1
¢. Strips at Original QC
Floor Ele- Thickness
vation 11°3" Data sheet  PEriority
1p 87-026-54 2
3D 87-026-55 2
5D 87~-026-56 2
7D 87-026=-57 2
9A 87-026-60 2
13c 87~026-61 2
15A '87-026-62 2

3.1.4 Records

3.1.4.1 All grid UT data in Section 3.1.3.2 shall be
taken at the same locations as those taken
previously and using the €"x6" grid (7x7 array)
ag defined in QC data sheet 86-049-13. The
readings shall be taken within the tolerance
specified in 4.2.1. .

3.1.4.2 All UT data in Saection 3.1.3.2 shall ba taken

at the same locations as those indicataed on the
original thickness data shaets.

3.2 [o] i and Fun iremant

3.2.1 Work to be performed by Maintenance, Construction and
Facilities (MCF)

3.2,1.1 Supply tools and materials required for gurface
-praparation of the coated steel (coating removal)
as required,

3.2.1.2 Prepare tha 6"x6" grid identified in 3,1.3.1 and
3.1.3.2, and 3.1.3.3 ag diracted by Quality
control {(QC). Preparation technique shall be
such that no base material is removad.

004/0022.8
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3.2.1.3 Aftar UT inspection of gride, the area shall be
coated with Syncogel White E.P. grease stock
#412-120-66-00~0.

3.2.1.4 Temporary planking shall be provided as necessary at
the top of the bioclogical shisld extending to the
drywell wall. It is not intendad that the planking
be continuous for the entire circumference. The
planking shall be such that it can be moved along as
work contlnues.

Duties to ba parformed by Quality Assurance Daepartment

3.2.2.1 The NDE/ISI Group shall perform the thickness
examinations required by this especification and
interface with Technical Functions as required.

3.2.2.2 The NDE/ISI Group shall be responsible for the
conduct and implementation of the requiraements
of this spaecification and the interface
requirements of 3.2.2.

4.0 QUALITY ASSURANCE

4.1

4.2

004/0022.9

All work shall be performed in accordance with GPUN Operational
QA Program. This work is classified Important to Safety/Nuclear
Safety Related.

Locations of Inspection Points

4,2.1

NDE/ISI shall verify that locations (specified in Section

3.,1.3.2) of UT measurements performed are within #1/8" of
the designated locations. This shall be accomplished by

use of a template (see Exhibit 2). The drywell wall was
previously stamped at the notches provided in the tem—
plate with low stress die stamps. The locations of
investigation shall be rapeataed by use of these stamps
for relocating tha template.

This template shall be made of 304 or 316 S§§ sheet metal
of approximately .030 inch thickness. The template shall
be six inches square with circular holes cut out on one
inch centers. The diameter of the holes shall be suffi-
cient to allow 1/2 inch dlamater UT transducers to fit
through tho template. Typical grid pattern shall be as
shown in Exhibit 2.
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5.0 NF'0 o BE_SUBM
5.1 UT data shests and calibration sheests in accordance with
Reference 2.5. Analysis of data is not required prior to
ragtart.
6.0 ATTACHMENTS
6.1 Exhibit 1 - Typical Area of Exams at Elevation 11°3".

6.2 Exhibit 2 ~ Typlical Grid Pattern (6"x6").

6.3 Exhibit 3 = UT Layout Number System.

004/0022.10
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EXHIBIT 1

VowNCosg
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Bay 1

11
13
15
17

19

EXRIBIT 3
UT La £ Nu
A B c D
1 2 3 4
5 6 7 8
9 10 11 12
13 14 15 16
17 18 19 20
21 22 23 24
25 26 27 28
29 30 31 32
33 34 35 36
a7 38 39 40

15-328227-004
Rev, 8
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[ Subisct g ry 17STICAL ANALYSIS OF DRYWELL Cale No. Rev. No. | Sheat No.
THICKNESS DATA THRU 4-24-90 c-1302-9187-§%00-011 | _ 0 4 | 1 Otass
Originator Date Reviewad i / /. Oate
é-/3-30 ‘ (,ééa[g,b
T2 , / , ' |
Vor e V1202~ I§F-005 R2

1.0 PROBLEM STAIEMENT

The basic purposes of this calculation is to update the thickness
meagsursment analyses documented in References 3.7, 3.8, and 3.11 by
incorporating the measurements taken in March and April 1990.

Specific objectives of this calculation are:

(1)

(2)

(3)

(4)

001/0004. 1.

Statistically analyze the thickness measurements in the sand
bed region to determine the maean thickness and corrosion rate,

Analyze tha data taken since the 12R cutage for Bays 11A, 1llic, (\\
170, 19A, 19B, 19C, and the Frame Cutout between Bays 17 and

19 to determine Lf cathodlc protection has reduced the

corrosion rate.

Statistically analyze tha thickness measurements for Bay 5 at
elavation 51° and Bays 9, 13 and 15 at elevation 87' o
determine the mean thickness and corroslion rata.

To the extent possible, analyze the data for the naew locations
at elavation 51°' and elevation §2°',

-

N 1016 (10-88
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2.0 SUMMARY OF RESULTH

Bay { Area Corrosion Rate ** Mean Thickness ==* F-Ratio
2.1 Sand Bed Reaqij on - Al

11A -15.6 +2.9 mpy 870.4 + 5.7 mils 5.4
11¢ %op «35.2 +6.8 mpy 977.0 #12.5 milg 4.6
11C Bottom -22.4 +4,3 wpy 865.0 + 7.8 mils 4.9
17D -25.0 +2.0 mpy 829.5 + 4.0 mils 29.4
198 -19.0 +1,7 mpy 836.9 + 3.2 mile 21.3
19¢ -24.3 #1.3 mpy 825.1 * 2.3 mils 66.2
2.2 Sa on_ W Cathod i = Since Octob 19

11a Not Significantw 878.0 # 5.9 mils

11¢ T'op Not Significant+ 996.6 * 8.3 mils

1ic Hottom Not Significantw 878.1 # 5.6 mils

17D -23.7 #4.6 mpy 830.1 + 3.8 mils 2.7
19a -20.6 +3.9 mpy 808.2 + 3.2 mils 2.8
19B -11.8 +3.9 mpy 841.2 # 3.3 mils 0.9
2.3 Sand ) Cutou

17/1% Top Not Significantw 986.0 #* 4.7 mile

17/19 Bottom Not Significante 1008.4 =+ 3.9 mils

2.4 Sand_Sed Region Without cCathodic Protection

9D Not Significant# 1021.7 + 8.9 mils

13D Indeterminate 931.9 +22.6 mils

15D Not Significant#* 1056.5 #* 2.3 mils

17A Top Not Significant+ 1128.3 #+ 2.2 mils

17A Bottom Not Significants - 74%.2 + 2.1 mils 1.3

* Not statistically significant compared to random variations in measuremerts
** Mean corrosaion rate in mile per year + standard error of estimate
*w*Best estimate of current mean thickness in milg + standard error of the nean

001/0004.2
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Bay & Area Corrosion Rate »+ Mean Thickness ##++ F-Ratio
2.5 Elevation 53
5/D--12 - 4.6 + 1.6 745.2 + 2.1 mils 1.3
5/5 Indetarminate 745.1 * 3.2 mils
13/3. Indeterminate 750.8 +11.5 mils
15723 Indeterminate 751.2 =+ 3.8 mils
2.6 E Qv i b
7/2% Indeterminate 715.5 * 2.9
13/6 Indeterminate 724.9 * 2.9
13732 Indeterminate 698.3 + 5.0
19/13 Indeterminate 712.5 # 3.1

2.7 Elevation 87'

9 Not Significant» 619.9 * 0.6
13 Not Significant» 636.5 =+ 0.8
15 Not Significant® 636.2 + 1.1

2.5 Apparent Corromion Rates

Thesa eastimates of the corrosion rate ara based on a least squares fif
of tha data. In those casaes where the F-Ratio is less than 1.0 they
should not be used to make future projections. PFor bays with cathodic
protection, thgse apparent rates ara for the period from Octobar 1988 to
April 1990. For the other bays, it is for all data.

Apparent Apparent

corrosion Corrogion

Bay Rate (mpy)  F=Ratle  Bay. Rate (mpy)  E=Ratio
1la -16.2 + 8.6 0.2 9D -21.0 +18.1 0.1
11c 7Top -25.0 *10.6 0.6 13A -39.1 + 3.4 16.9
11C Hottom -16.7 + 7.1 0.6 15D - 4.6 + 4.8 0.1
17D -23.7 + 4.6 2.7 17A Top - 6.8 + 3.7 0.3
19A -20.6 *+ 3.9 2.8 17A Bottom ~17.7 *+ 7.6 0.01
198 -11.8 * 3.9 0.9 5 EL 51° - 4.6 + 1.6 1.3
19¢C ~-21,5 + 3.5 3.7 9 BL 87° - 0.2 + 0.9 zero
17719 Top - 8,2 #£10.7 0.1 13 EL 87" Z]ro

17/19 Bottom -13.1 #11.6 0.1 15 EL 87 zaro

001/0004.3
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2.6  Evaluation of Individual Measurementg

Excaa Tol Inte

One data point in Bay S Elev. 51' fall outside the 994/99% tolerance
interval and thus is statistically different from the mean thicknass.

Based on & linear regression analysis for this point, it is concluded
that the corrosion rate in this pit is essentially the same as the

overall grid.

001/0004.4
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3.0 REFERENCES

3.1

.3’2
‘3.3

3.4

3.5

3.6

13.7

3.8

3.9

3.10

3.12
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GPUN Safety Evaluation $%-000243-002, Rev. 0, "Drywsell Steel Shell
Plate Thicknesa Reduction at the Base Sand Cushion Entrenchment
Region™

GPUN TDR 854, Rev. 0, "Drywell Corrosion Assessment”

GPUN TDR 851, Rev, O, "Assesament of Oyster Creek Drywell Shell"

GPUN Installation Specification IS-328227~004, Rev. 3, “"Functional
Requiremants for Drywell Contajnment Vassal Thicknaess Examination”

Applied Regression Analysis, 2nd Edition, N.R. Draper & H. Smith,
John Wiley & Sons, 1981

statistical Concepts and Methods, G.X. Bhattacharyya & R.A.
Johnson, John Wiley & sons, 1977

GPUN calculation C€-1302-187-5300-00§, Rev, O, "Statistical Analysls
of Drywall Thickness Data Thru 12-31-88"

GPUN TDR 948, Rev. 1, "Statistical Analysis of Drywell Thickness
pata*

Experimental Statistics, Mary Gibbons Natrella, John Wiley & Sons,
1966 Reprint. (National Bureau of Standards Handbook 91)

FPundamental Concepta in the Design of Experiments, Charles C.
Hicka, Saundgrs College Publishing, Port Worth, 1982

GPUN Calculation C-1302-187-5300-008, Rev. 0, "Statistical Analysls
of Drywell Thickness Data thru 2-8~90" )
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The design of the carbon steel drywell lacludes a mand bed which is
locatad around the outside circumference between elevations
8'-11-1/4" and 12'=-3". Leakage was cbgerved from the sand bed
drains during the 1980, 1983 and 1986 refueling cutages indicating
that water had intruded into the annular region between the drywell
shell and the concrete shield wall.

The drywell shaell was inspected in 1986 during the 10R outage to
determine Lf corrcsion was occurring. The inspection methods,
resultas and conclusions are documented in Ref, 3.1, 3.2, and 3.J3.
As a result of these inspectiona it was concluded that a long taerm
monitoring program would be established. This program includes
repetitive Ultrawonle Thicknegs (UT) maeasuraements in the sand baed
region at a nominal elevation of 11'=-3" in bays 11A, 11C, 17D, 19A,
198, and 19%¢C,

The continued presence of water in the sand bed raised concerns of
potential corrosion at higher elavations. Therefore, UT
measurements were taken at the 51°' and 87' elevations in November
1987 during the 1lR outage. AS a result of these inspections,
repatitive meagurements in Bay 5 at elevation 51’ and in Bays 9, 13
and 15 at the 87' elevation were added to the long term monitoring
program to confirm that corroalon ig not occurring at these higher
elevations.

A cathodic protection system was installed in selected reglons of
the sand bad during the 12R outage to minimiza corrasion of the
drywell. The cathodle protection syastem was placed in service on
January 31, 1989, The long term monitoring program was also
aexpanded during the 12R outage to include measurements in the sand
bed region of Bays 1D, 3D, 5D, 7D, 9R, 13A, 13C, 13D, 15AR, 15D and
17A which are not covered by the cathodic protection aystem. It
aleo includes measurements in the sand bed region betwaen Bays 17
and 19 which is covered by the cathodic protection system, but does
not have a referenca electrode to monitor lts effactiveness in this
ragion.

Tha high corrosion rate computad for Bay 13A in the sand bed reglon
through Faebruary 1990 (Ref. 3.11) ralsed concerns about the
corrosion rate in the sand bed reqion of Bay 13D. Theraefore, the
monitoring of this location using a 6"x6" grid wae added to the
long term monitoring program. In addition, a 2-inch core sample
wap removed in March 1990 from a location adjacent to the 6"x6"
monitored grid in Bay 13A.
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Measurements taken in Bay 5 Area D-12 at elevation 51' through
March 1990 indicated that corrosion is occurring at his location.
Therefora, survaey meagurements were taken to determine the thinnest
locations at elevation S51'. As a result, three new locations were
added to the long term monitoring program (Bay 5 Area 5, Bay 13
Area 31, and Bay 15 Area 2/3).

The indication of ongoing corrosion at elevation 51°' raised
concerns about potential corrosion of the plates immediataly above
which have a smaller nominal thickness. Therefore, survey
measurements were taken in April 1990 at the 52' elevation in all
bays to determine the thinnest locations. As a result of thia
survey, four naw locations were added to the long term monitoring
plan at aelevation 52' (Bay 7 area 25, Bay 13 Area 6, Bay 13 Arei
32, and Bay 19 Area 13).

Some measuremants in the long term monitoring program are to be
taken at each outage of opportunity, while others are taken during
each rafueling outage. The functional requirements for thesa
inspections are documented in Ref. 3.4. The purpose of the UT
measurements ig to determina the corrogion rate and monitor it over
time, and to monitor the effectiveness of the cathodic protaction
system,

Selection of Areas to be Monitored

A program was initiated during the 11R outage to characterize the
corrosion and to determine its extent. The details of this
inspaection program are documented in Ref. 3.3. The greatest
corrosion was found via UT measurements in the sand bed ragion at
the lowest, accessible locations. Where thinning was detected,
additional measurements were made in a crosse pattern at the
thinnest section to determine the extent in the vertical and
horizontal directions. Having found the thinnest locations,
measurements weres made over a 6"x6" grid.

To determine the vertical profile of the thinning, a trench was
axcavated into the floor in Bay 17 and Bay 5. Bay 17 was selected
since tha extant of thinning at the floor level was greatest in
that area. It was determined that the thinning below the top of
the curb was nc more severe than above the curb, and became less
severe at the lower portions of the sand c¢ushion. Bay 5 was
excavated to determine if the thinning line was lower than thae
floor level in areas whare no thinning was detected above the
floor. There were no significant indications of thinning in Bay 5.
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It was on the basis of these findings that the 6"x6" grids in Bays
11a, 11C, 17D, 19A, 19B and 19C were salected as representative
locations for longer term monitoring. The initial measurements at
these locations were taken in December 1986 without a template or
markinge to ldentify the location of each measurement.
Subsequently, the location of tha 6"x6" grids were permanently
marked on the drywall shell and a template is used in conjunction
with these markings to locate the UT probe for succeagive
measureméents. Analyses have shown that including the non-template
data in the data base creates a significant variability in the
thicknees data. Therefore, to minimize the effects of probe
location, only thosa data pets taken with the template are included
in the analyses.

The presence of water in the sand bed aleo raised concern of
potential corrosion at highar slevations. Therefore, UT
meagurements wore taken at the %1' and 87' elevations in 1987
during the 11M outage. The measurements were taken in a band on
6-inch centers at all accessible regions at these elevations.
Where these measursments indicated potentia) corrosion, the
measurements spacing was reduced to l-inch on centers. If these
additional readings indicated potential corrosion, measuraments
were taken on a 6"x6" grid using the template. It was on the basis
of these inspactions that the 6"x6" grida in Bay S at elevation 51°
and in bays 9, 13 and 15 at the B87' elaevation were selected as
representative locatlons for long term monitaring.

A cathodic protection system was installed in the sand bed region
of Bays 11A, 11cC, 17D, 19Aa, 198, 19C, and at tha frame between Bays
17 and 19 during the 12R outage. The system was placed in service
on January 31, 1989.

The long term monitoring program was expanded as follows during the
12R outage!

(1) Measurements on 6*x6" grids in the sand bed region of Bays 9D,
13, 15D and 17A. The basis for selecting these locations is
that they wera originally considered for cathodic protection
but are not included in the system being installed.

(2) Measurements on l-inch centers along a 6~inch horizontal strip
in the sand bed region of Bays 1D, 3D, 5D, 7D, 9A, 13C, and
15A. Thesae locations were selected on the baais that they are
representative of regions which have experianced nominal
corrosion and arae not within the scope of the cathodic
protection system.
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{(3) A 6"x6" griad in the curb cutout between Bays 17 and 19. The
purpose of these measurements is to monitor corrosion in this
ragion which is covered by the cathodic¢ protection syatem but
does not have a reference electrode to monitor its
performance,

The long term monitoring program was expandaed in March 1990 as
followa:

(1) Measurements in thae sand bed region of Bay 13D: This location
wags added due to tha high indicated corrosion rate in the s:ind
bed region of Bay 13A. The measurements taken in March 199C
were taken on a 1"x6"~ grid. All gubsaquent measurements are
to be taken on a 6"x6" grid.

(2) Measurements® on 6"x6% grids at the following locations at
olevation 51': Bay S Area 5, Bay 13 Area 31, and Bay 15
Axea 2/3. These locations were added due to the indication of
ongoing corrosion at elevation 5§1°', Bay 5 Area D-1,

The long term monitoring program was expanded in April 1990 by
adding the following locations at elevation 52': Bay 7 Area 25,
Bay 13 Area 6, Bay 13 Area 32, and Bay 19 Area 13. All
measurements are taken on 6"x6" grids. Thesa locations were addad
due to the indication of ongoing corrosion at elevation $1' and :he
fact that the nominal plate thickneme at elevation 52' ig less than
at elevation 51°.

UT Measuremants

The UT measurements within the scope of the long term monitoring
program are parformed in accordance with Ref, 3.4. This involves
taking UT measurements using a template with 49 holeas laid out on a
6"x6" grid with 1" between centers on both axes. The center row is
uged in those bays where only 7 measurements are made along a
6-inch horizontal strip.

The first get of measurements were made in Dacember 1986 without
the use of a template. Ref. 3.4 epecifies that for all subsequent
readings, QA shall verlfy that locations of UT measurements
paxformed are within + 1/4" of the location of the 1986 uT
measurementa. It also specifies that all subsequent measurementa
are to be within + 1/8* of the designated locations.
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Rata at Plug Locations

Seven core samples, each approximately two inches in diameter were
ramoved from the drywell vessael shell. These samples werse
evaluated in Ref. 3.2, ¥Five of these samples were removed within
the 6"x6" grids for Bays 1llA, 17D, 19A, 19C and Bay 5 at elevation
51'. These locationa were repaired by welding a plug in each

hole. Since these plugs are not representative of the drywell
gshaell, UT measurements at thesae locations on the 6"x6" grid must be
dropped from each data set.

The feollowing specific grid points have been deleted:

Bay Area Points
11A 23, 24, 30, 31
17D 15, 16, 22, 23
19A 24, 25, 31, 32
19¢ 20, 26, 27, 33,
5 EL 51' 13, 20, 25, 26, 27, 28, 33, 34, 35

The core sample removed in the sand bed region of Bay 13A was not
within the monitored 6"x6" grid.

Bagep for Statisntical Analysis of 6°x6"™ Grid Data

4.5.1 A Bu

The statistical evaluation of the UT measuremant data to
determine the corrosion rate at each location is basad on
the following assumptions:

(1) Charactaerization of the scattering of data over each
6"x6" grid ie such that the thickness measurements
are normally distributed.

(2) Once the distribution of data for each 6"x6" grid is
found to be normal, then the mean value of the
thickness is the appropriate represantation ¢of the
average condition.

(3) A decrease in the mean value of the thicknese with
time is representative of the corrosion occurring
within the 6 x6" grid.
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If corrasion has ceased, the mean value of the
thickness will not vary with time except for random
errors in the UT measurements.

If corrosion is continuing at a constant rate, the
mean thickness will decrease linearly with time. In
this case, linear roegression analysis can be used to
fit the mean thicknesa valuea for a given zone to a
straight line as a function of time. The corrosion
rate le equal to the slope of the line.

The validity of these assumptions is assured by:

(a)
(®)

(¢)

Using more than 30 data points per 6"x6" grid

Testing the data for normality at each 6"x6" grid
location.

Testing the regression eguation as an appropriate
model to deacribe the corrosion rate.

These tasta are discussed in the following section. In
cages where one or more of these assumptiona proves to be
invalid, non-parametric analytical tachniques can be used
to evaluate the data,

Statisrical Approach

The following steps are performed to tast and evaluate the
UT neasurement data for those locations where 6"x6" grid
data has been taken at least three times:

(2)

(2)

(3)

4)

Bdit each 49~point data set by satting all invalid
points to zero. Invalid points are those which are
declared invalid by the UT operator or are at a plug
location., (The computer programs used in the
folloewing steps ignore all zero thickness data
points.)

Perform a Chi-squared goodnesas of fit test of each 49
point data set to ensure that the assumptlion of
normality is valid at the Sy and 18 level of
significance.

Calculate the mean thickness and variance of ecach 49
point data set.

Perform an Analysis of Variance (ANOVA) F~test to
datermine if there is a significant difference
between the maeans of the data sets,

SATAS
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Using the mean thickness values for each 6"x6" grid,
porform linear regresasion analysis ovet time at each
location.’

(a) Perform F-test for significance of regression
at the 5% level of significance. Tha result of
this test indlicates whether or not the
regression model is more appropriate than tha
mean model. 1In other words, it tests to see if
the variation of tha regression model is
statistically significant over that of a mean
model. ’

(b) Calculate the ratio of the observed F value to
the critical P value at §% level of
gignificance. For data sets whare the Residual
Degrass of Freedom in ANOVA ims 4 to 9, this
F-Ratio should be at least 8 for the regression
to be considered "usaful™ as opposed to simply
*gignificant.” (Ref. 3.5 pp. 92-53, 129~133)

{c) Calculate the coefficient of determination
{R) to assess how wall the regression model
explaine the percentage of total error and thus
how useful the regression line will be as a
predictor. '

(d) Determine if the residual values for the
regression equations are normally distributed.

(o) If the raegreasion model is found to ba
appropriate, calculate the y-intercept, the
slope and their respective standard arrors.
The y=intercept raprasents the fitted mean
thickness at time zero, the slope represents
the corrosion rate, and the standard errors
represent the uncertainty or random error of
these two parameters.

Ute a K factor from Table A~7 of Reference 3.9 and
the standard deviation to #stablish a one-sided
$9%/99% tolerance limit about the mean thickneees
valuaes for each 6"x6" grid location to determine
whether low thickness measuréements or "outliersa” are
statistically significant. If the data points are
greater than the 99%/99% lower tolerance limit, then
the diffaerence between tha value and the mean is
deemed to be due to expaected random error. However,
if the data point is less than the lowaer 99%/99%
tolerance limit, this implies that the difference i3
statigtically significant and is probably not due to
chance,
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1 of 6 x6" d

Regression analysis is inappropriate when data ls available at only
two points in time. However, the t-tast can be usad to determine
if the means of the two data mets are statistically different.

4.6.1 pssumptiong

This analysnis is based upon the following assumptions:

{1) The data in each data set is normally distributed.

(2) The varlancep of the two data sets are equal,
4.6.2 t ) a h

The evaluation takes place in three steps:

(1) Perform a chi-gquared test of each data smet at 5% and
1% levels of significance to ensure that the
assumption of normality is valid.

(2) Perform an F~test at 5% and 1% level of significance
of the two data sets being compared to ensure that
the assumption of equal variances is vallid.

(3) Prerform a two-tailed t-tast for two Lndependent
samplas at the 5% and 1y levels of significance to
determine if the means of the two datas sets are

« statistically differaent.

A conclugion that the meana arg¢ pot statistically different
is interproted to mean that significant corrosion did not
o¢cur over the time period represented by the data.
However, 1f equality of the means is rejacted, this implies
that the difference is statistically significant and could
be due to corrosion.

6"x6" Grid a

In those cases where a 6"x6" data set i1s taken at a given location
for the first time during the curraent outage, the only other data
to which they can be compared are the UT survey measurements taken
at an earlier time, For the most part, these are single point
neasurements which were taken in the vicinity of the 49-point data
get, but not at the exact location. Therefore, rigorous
atatistical analysis of these single data sets is impogsible,
However, by making certain assumptions, they can be compared with
the previous data points. If more extensive data ie available at
the location of the 49-point data set, the t-test can bae used to
compare the means of the two data sats as described in

paragraph 4.5,
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When additional measurements ara made at these exact locations
during future outages, more rigorous statistical analyses can be
employed.

4.7.1

Assumptionsg

The comparison of a single 49-point data sets with previous
data from the sama vicinity is based on the following
asgumptions:

{1) Charactarization of the gcattering ¢of data over the
6"x6" grid is such that the thickness measurements
are normally distributed.

(2) Once the distribution of data for the 6"x6" grid is
found to bae normal, then the mean value of the
thickness ip the appropriate representation of the
average condition.

{(3) The prior data is representative of the condition at
this location at the earlier date.

scatistical Avproach

The evaluation takes place in four staps:

(1) Pexrform a chi-squared teat of each data set to ensure
that the asgumption of normality is valid at the 95%
and 99% confidence laevels,

(2) Calculate the mean and the standard error of tha mean
of the 49-point data set.

(3) Datermine the two-tailad t value from a t
distribution table at levels of significance of 0.05
and 0.01 faor n-1 degrees of freadom.

(4) Use the t value and tha standard error of the mean to
calculate the 958 and 99% confidence intervals about
the mean of the 49~-point data set.

(5) Compare the prilor data point(s) with these confidence
intervals about the mean of the 49-point data sets.

1f the prior data falls within the 95V confidenca
intervals, it provides some assurance that significant
corrosion has not occurred in this region in the period cf
time covered by tha data. 1If it falls within the 59%
confidence limits but not within the 95% confidence limits,
this implication ia not as strong. In either case, the
corrosion rate will be interpreted to be "Not Significant*.
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If the prior data falls above the upper 99% confidence
limit, it could mean either of two things: (1) significant
corrosion has occurred over the time period covered by the
data, or (2) the prior data point was not repregentative of
the condition of the location of the 49-point data set in
1986. There is no way to differentiate between the two.

In this case, tha corrosion rate will be interpreted to be
"possible”.

If the prior data falls below the lower 99% confidence
limit, it means that it is not represantative of the
condition at thig location at the earlier date, In this
case, the corroesion rate will be interpreted to be
"Indeterminable”,

Analyseis of Single 7~Point Data Set

In thosa cases where a 7-point data set is taken at a given
location for the first time during the current outage, the only
other data to which thay can be comparad are the UT survey
meagurements taken at an earlier time to identify the thinnest
reglons of the drywell shell in the sand bed region. For the most
part, thasa are single point measurements which were taken in the
vicinity of the 7-point data sets, but not at the exact locations.
However, by making certain assumptions, they can be compared wi:h
the previous data points. 1If more extensive data is available at
the location of the 7-point data set, the t-test can be used to
compare the means of thae two data sets as deacribed in

paragraph 4.5.

When additional measurements are made at these exact locatlions
during future outages, more rigorous statistical analyses can be
employed., :

4.8.1 Assumptiong
The comparison of a single 7-point data sete with previous
data from the same vicinity is based on the following
asgumptionss

(1) Thae corrosion in the region of each 7-point data set
is normally distributed.

(2) The prior data is representative of the condition at
thig location at the earlier date.

The validity of these assumptions cannot ba verified.
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4.8.2. statjstical Aoproach

The evaluation takes place in four steps:

(1) Calculate the mean and the standard error of the mean
of the 7~point data sat,

(2) Determine the two-tafiled ¢ value using the t
distribution tables at levels of significance of 0.05
and 0.01 for n-1 degress of froedom.

(3) Use the t value and the standard error of the mean to
calculate the 95% and 99% confidence intervals about
the mean of the 7-point data set.

(%) Compare the prior data point(m:) with these confidence
intervals about the mean of the 7-point data sets.

If the prior data falls within thae 95% confidence
intervales, Lt provides some assurance that significant
corrosion has not occurred in thie region in the paeried of
time covered by the data. If it falls within the 99%
confidence limits but not within the 95% confidence limits,
this implication is not as strong. In either case, the
corroalon rate will be interpraeted to be "Not Significant".

If the prior data falls above the upper 99% confidence
interval, it could mean either of two things: (1)
significant corrosion has occurred over the time period
covered by the data, or (2) the prior data point was not
representative of the condition of the location of the

7-point data set in 1986, There is no way to differentiate
between the two. In this case, the corrosion rate will be
interpreted to be “Poseible".

If the prior data falls below the lower 99% confidence
limit, it means that it is not representative of the
condition at this location at the earlier date. 1In this
casa, the corrosion rate will be interpreted to be
“Indeterminable”.

val io £ Dr a hickn
This section defines the methods used to evaluate the drywell

thickness at aach location within tha scops of the long term
monitoring program.
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C] i a saio s

The following procedure is used to evaluate the drywell
mean thickness at those locations where regression analysis
has been deemed to be more appropriate than the mean model.

(1) The best eatimate of the mean thickness at these
locations is the point on the regression line
corresponding to the time when the most recent set of
measurements was taken. In the SAS Regression
Analysis output (App. 6.2), this is the last value in
the column labeled “PREDICT VALUE".

(2) The best estimate of the standard error of the mean
thickness is the standard error of the predicted
value uged above. In the SAS Regression Analysis
output, this is the last value in the column labeled
"STD ERR PREDICT".

(3) The two-sided 95% confidance interval about the mean
thickness is equal to the mean thickness plus or
minus t times the estimated standard errxor of the
mean. This is the intaerval for which we have 95%
confidence that the true mean thickness will fall
within, The valus of t is obtained from a t
distribution table for egual tails at n~2 degreecs of
freedom and 0.05 level of significance, wheres n is
the number of sets of measurements used in the
regreasion analyesis. The degrees of freedom is equal

+ to n=2 because two parameters (the y-intercept and
the slope) are calculated in the regression analysis
with n mean thicknesses as input.

(4) The one-sided 95% lower limit of the mean thickness
is equal to the estimated mean thickness minus t
timas the estimated standard error of the mean. This
is the mean thickness for which we have 95%
confidence that the true mean thickness does not fall
below. In this case, the value of t is obtained from
a t distribution table for gne tajl at n-2 degrees of
freadom and 0.05 level of significance.

valuyation of Mean jckpess Uming Mea e

The following procedure is used to evaluate the drywell
mean thickness ar those locations where the mean model is
deemed to be more appropriate than the linear gegression
model. This method L8 consistent with that used to
evaluate the mean thickness using the regression model.
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Calculate the mean of each set of UT thickness
measurements.

Sum the means of the sets and divide by the number of
sets to calculate the grand mean. This is the bast
estimate of the mean thickness. In the SAS
Regrassion Analysis output, this ia the value
labelled "DEP MEAN".

Using the means of the sets from (1) as input,
calculate the ptandaprd error about the mean. This is
the best estimate of the standard error of the mean
thickness.

The two-gided 95% confidence interval about the mean
thickness is equal to the mean thicknesa plus or
minus t times the estimated standard error of the
mean. This is the interval for which we have 95%
confidenca that the true mean thickness will fall
within. The value of t is obtained from a t
distribution table for @qual tajile at n-1 degrees of
freedom and 0.05 level of significance.

The one-sided 95y lowar limit of the mean thickness
ig equal to the estimated mean thickneess minus t
times the estimated standard error of the mean. This
is the mean thickness for which we hava 385%
confidenca that the true mean thickness does not fall
below. In this case, the value of t is obtained from
a t dietribution table for one tajl at n-1 degrees of
freedom and 0.05 level of aignificance.

of Mean T ngle Data Set

The following procedure is used to evaluate the drywell
thickness at those locations where only one set of
meagsurements is avallable.

(1)

(2)

Calculate the mean of the sat of UT thickness
measurements., This is the best estimate of the mean
thickness, )

Calculate tha standard error of the mean for the set
of UT measurements. This is tha best estimate of the
standard error of the mean thicknese.

Confidenca intervals about the mean thickness cannot be
calculated with only one data gset available,



Calc. No. €C-1302-187-5300-011
Rev. No. 0
Page 19 of 454

4.10 Evaluation of Drywel] Corxosion Rate
4.10.1 Mean Model

001/0004.19

4.10.2

If the ratio of tha observed F valua to the critical P
value is less than 1 for the P-test for the significance of
ragrassion, it indicates that the mean model is more
appropriate than the regression modael at the 5% lavel of
gignificance. In othaer words, the variation in mean
thickneass with time can ba sexplained solely by the randem
variations in the measurements. This means that the
corroslon rate is not significant compared to the random
variations,

In this case, an F-test is performed to compare the
variablility of the data saet means betweaen data sets with
the variablility of individual meagurements within the data
satgs. If the observed F value is less than the critical F
value, it confirms that the mean model is appropriate.

If the F-tast indicates that the variability of the mears
is significant, the Least Significant Difference (LSD) isg
computad. This ig the maximum difference baetweaen data saet
mean thicknesses that can be attributed to random variation
in the measureméents. If the difference between the mears
of data metms exceeds LSD, it indicates that difference ia
gignificant. The difference betwaeen means ls subtracted
from LSD and the result is divided by the time between
measuraements to astimate the "Significant Corrosion Rate"
in mils per year (mpy). If the difference between the
mqans does not exceed LSD, then it ls concluded that no
significant corromion cccurrad during that period of tine.

Regression Model

If the ratio of the observed F value to the critical F
value igs 1 or greater, it indicates that the regression
modael is more appropriate than the mean modal at the S%x
level of significance. In other words, the variation ir
mean thickness with time cannot be explained solely by the
random variations in the measurements. This means that the
corrosion rate is significant comparaed to the random
variations.

Although a ratio of 1 or greater indicates that regression
ig asignificant, it doaes not mean that the slopa of the

regregssion line is an accurate prediction of the corrosion
rate. The ratio should be at least 4 or 5 to consider the
slope to be a useful predictor of the corrosion rate (Ref.
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3.5, pp. 93, 129-133). A ratio of 4 or 5 means that the
variation from the mean due to regression im approximately
twice the standapd deviation of the residuals of the
regresgion,

To have a high degree of confidence in the predicted
corrosion rate, the ratic should be at least 8 or 9 (Ref.
3.5, pp. 129-133). .

a g ate of ce C n £

In most instances, four sets of measurements over a period
of about one year do not provide a significant regression
modal which can be used to predict future thickneuses.
However, a least squares fit of the four data points does
provide a reasonable estimate of tha recent corrosion

rate. This information is particularly valuable for
assessing the effectiveness of cathodic protection and the
draining of the sand bed region. Since a linear ragression
analysis performs a linear leaat squares fit of the data,
the best estimata of the recent corrosion rate is the slope
from the regresoion analysis for the period of interest.

These values are tabulated as the "Apparent Corrosion Rate"
in paragraph 2.65.
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e egion With t i by ctio

a 1A 1/87 to 2 9

Nine 49-paint data sets were avaliable for this
bay covaering 4/24/90 period. Since a plug lies
within this reqgion, four of the points were
volded in each data set. The data ware
analyzed as described in paragraphs 4.4, 4.5.1
and 4.6.1.

(1) The data are normally distributed,
(2) The regression model is appropriate.

(3) The regression model explains 78.3% of the
variation about the mean.

(4) The residuals are normally distributed.

{5) The current mean thickness * standard
error is 870.4 + 5.7 mlils.

{6) The corrosion rate #+ standard error is

-15.6 %+ 2,9 mils per year.

(7) F/P critical = 5.4,

{8) The measurement below 800 mils was tested
and determined not to ba statistically
different from tha mean thicknaess.

a 0 88 to 90

Five 49-point data sate were avallable for this
bay covering this period,

(1) The data are normally distributed.

(2) The mean modal is more appropriate than
tha regression model.

{3) The P-test for the significant of the
difforsnce betwean the means shows that
the difference between the mean thickness
are not significant.
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(4) The t-test of the last two data sets shows
that the difference between tha mean
thickness is not significant.

(5) The current thickness based on the mean
model ie 878.9 #+ 5.9 mils.

{6) These analyses indicate that the corrosisn
rate with cathodic protection is not
significant compared to random variations
in thae measurements.

(7) The best estimate of the corrosion rate
during the period based on a least squaras
fit is ~-16.2 + 8.6 milas par year.

C: 7

Nine 49-point data sets were available for this
bay covering this period. The initial analysis
of this data indicated that the data are not
normally distributed, The lack of normality
was tentatively attributed to minimal corrosiosn
in the upper half of the 6"x6" grid with more
extensive corresion in the lower half of the
grid. To test this hypothesis, each data set
wag divided into two subsets, with one
containing the top three rows and the othar
containing the bottom four rows.

Iop 3 Rowas
(1) The data are normally distributed.
(2) The regression model is appropriate.

(3) Thae regression modael axplaing 79% of the
total variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard
error is 977.0 * 12.5 mils.

{6) The corrosion rate is -35.2 + 6.8 mils par
year.

(1) F/P eritical = 4.6.
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Row

Sevan of the nine data sets are normally
digtributed. Thae othar two are skewad
toward the thinner side of the mean, The
Chi-gsquare test shows that they are close
to being normally distributed at the 1%
level of significanca.

The regrassion model is appropriate,

The regrasgsion model explains 80% of ths
total variation about the mean.

The residuala are normally distributed.

The current mean thickness + standard
error is 865.0 + 7.8 mils.

The corrosion rate # standard error is
-22.4 + 4.3 mils per year.

F/P critical = 4.9

Pay 11C: 10/8/88 to 4/24/90

Fiva 49-point data sets were available for this
period. Thesae data were divided into two
subsets as degscribed above.

Iop 3 Rows

(1)
(2)

(3)

(4)

(5)

The data are normally distributed.

The mean model is more appropriate than
the regression model.

The FP-test for the significance of the
difference between the means showa that
the differences between the mean
thicknesgsas are not significant.

The t~-test of the last two data sets showsa
that there is no statistical difference
between their meansa.

These analyses indicate that thae current
corrosion rate with cathodic protection isa
not significant compared to random
variations in the measurements.
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Baged ¢on the mesan model, the current
thickness + standard error is 996.6 *
8.3 mils.

The best estimate of corrosion rate during
this period bamed on a least squares fit
is -«25.0 # 10.6 mile per year.

Sottom 4 Rown

(1)

{2)

(3)

(4)

(5)

v (6)

(7

001/0c04.24

Four of the five data sets are normally
digtributed., (See 5.1.2.1 above).

The mean model is more appropriate than
the regreseion model.

The F~test for the significance of the
difference betwesn the means shows that
the differences between tha mean
thicknessen are significant,

The t-test of the last two data sets ghows
that there is no significant ‘atatistical
difference batwaen thelr means.

Basaed on the mean model, the current
thickneag + standard ecror is 878.1 +
5.6 mila,

Based upon examination of the distribution
of the tive data set mean values, it is
concluded that thae current corrosion rate
is not significant compared to random
variations in the measurements. The
measurenents alternated as follows: 897,
877, 89), 869, 863, Therefore the
ditference must be due to variations other
than corrosion.

The bast estimate of the corrosion rate
during this pericd based on a least
squares fit is ~16,7 * 7,1 mily per year.
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: 7/87

Ten 49-point data sets were available for this
poriod. Since a plug lies within this region,
four of the points were voided in each data
set. Point 24 in the 2/8/50 data was voidaed
since it ls characteristic of the plug
thicknasa.

(1) The data are normally distributed.
(2) The regression model is appropriata.

{3) The regression model explaing 95% of the
total variation about the mean.

(4) The residuals are normally distributed.

{5) The current mean thickness + standard

arror is 829.5 * 4.0 mils.

(6) The corrosion rate + standard error is

~25.0 # 2.0 mils per year.
(7) F/F critical = 29.4

(8) The measurements below 800 mils were
tested and determined not to be
statistically different from the mean
thickness.

Bav 17D: 10/8/88 to 4/24/9Q

Five 49-point data sets were available for this
period.

(ly The data are normally distributed.

(2) The regression model ia more appropriate
than the mean model.

(3) The regression modal explains 90% of the
variation about the mean.

(4) The residuals are normally distributed.

(5) The current mean thickness + standard
error ie 830.1 £+ 3.8 mils.
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{6) The corrosion rate + gstandard error is
-23.7 * 4.6 mpy.

(7) PF/F critical = 2.7

19A: 2/317/87 4 S
Ten 49-point data sets were available for this
period. Since a plug lies within this region,
four of the points were voided in each data
gset.

{1) The data are normally distributed at the
1% level of significance.

{2) The regraession model is appropriate

{3) The ragression model explains 96% of the
total variation about the mean.

(4) The residuals are normelly distributed,

(5) The current mean thickness * standard
error is 807.6 + 3.0 mils.

(6} Tha corrosion rate + standard error is
-2104 : 105 mpy.

(7) F/F critical = 39.%

{8) The data points that were below 800 mils
were tested and determined not to be
statistically different from the mean
thickness.

B 9A; 10 8 4/24/9

Five 49-point data sets were avajilable for this
period.

(1) The data are normally distributed.

(2) The ragression model is more appropriate
than the mean model.
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{3) The ragression model explains 908 of the
variation about the mean.
(4) The resliduala are normally distribute&.

(S) The current mean thickness % standard
error is 808.2 + 3.2 mila.

(6) The corrosion rate + standard error is
-20.6 # 3.9 wpy.

{7) F/P critical = 2.8

B B: S i 24/9

Nine 49-point data sets waere available for this
period.

(1) The data are normally distributed.
(2) The regresnion model is appropriate.

{3) The regresaion model explains 94% of the
total variation about the mean,

(4) The residuals are normally distributed.

{$) The current mean thicknegs + standard

error le B836.9 + 3.2 mils.

{(6) The corrosion rate * standard error is
-19.0 £ 1.7 mpy.

(7) ¥/F critical = 21.3

{8) The measuraments below 800 mils were
tested and determined not to be
statistically differant from the mean
thickneasg.
SB 0/8/88 to 2479

Five 49-point data sets were available for this
period.

(1) The data are normally distributed,

{2) The reqgression model is more appropriate
than the mean model.
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(3) The regresslon model explaina 75% of tha
variation about the mean.
(4) The residuals are normally distributed.

(S) The current mean thicknegss + standard
error ig 841.2 + 3,3 mils.

{6) The corrosion ratae + standard error is
-11.8 + 3.9 mpy.

(7) F/F critical = 0.9
5.1.6 Bay 19¢C
5.1.6.1 C: 5/1/87 to 4 9

Nine 49-point data sets were available for this

period. 8Since a plug lies within this region,

four of the points were voided in each data

set.

(1) The data are normally distributed at the
1% level of significance, but appears to
ba developing two peaks.

{2) The regression model is appropriate.

(3) The ragression model explains 98% of the
total variation about the mean.

(4) The raesiduals are normally distributed.

(5) Tha current mean thicknesgs + standard
error is 825.1 + 2.3 mils.

{6) The corrosion rate * standard error is
-2403 't 1.3 mpy.

(7) P/F critical = 66.2
(8) Tha measurements balow 800 mils were
tested and determined not to ba

statistically different from the mean
thickness.

001/D004.28
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5.1.6.2 ay 19Cs 88 to 4/24/90

Pive 49-point data sets were available for this
period.

{1) The data are normally distributed at the
1% level of significance.

{2) The F-test for significance of regression
indicates that the regression model is
appropriate.

(3) The regression model axplains 93% of thie
total variation about the mean.

{4) The residuals are normally distributed.

(5) The curraent mean thickness + standard

arror is 826,3 + 2.9 mils.

{6) The corrosion rate + standard error is
-21.5 : 315 mpy-

(6) F/F critical = 3.7,

Bays 17/19 Frame Cutout: 12/30/88 to 4/24/90

Two sets of 6"x6" grid measurements were taken in December
1988. The upper oneé is located 25" below the top of the
high curb and the other below the fleor. There is no
previous data. The upper location was added to the long
term monitoring program.

Five 49-point data sets were available for this period.
These data were analyzed as described in 4.4, ¢.5.2 and
4.6.1., The initial analysis of this data indicated that
the first and last data sets are not normally distributed.
The lack of normality was tentatively attributed to moras
extensive corrosion in the upper half of the grid than the
bottom half. To test this hypothesis, each data set was
divided into two subsets, with one containing the top three
rows and the other containing the bottom four rows.
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Iop 3 Rows

(1)

(2)
(3)

(4)

(5)

(6)

Four of the fiva subsets are normally diatributed at
the 1% leval of significance but one is not.

The mean model is appropriata.

The F-test for the significance of the difference
batwaeen the means shows that the differences between
the mean thicknesses are not significant at 1% level
of significance.

These analyses indicate that the corrosion rate is
not significant compared to the random variations in
the measuraments.

Based on the mean model, the current thickness +
standard error is 986.0 * 4.7 mila.

The best eatimate of the corrosion rate during this
period based cn a least aquares fit is -8.2 + 10.7
mils per year.

Bottom 4 Row

(1)

(2)

(3)

(4)

(5)

(6)

Four of the five subsets are normally distributed at
the 5% level of significance, and one at the 1% level
of aignificance.

The mean model is appropriate.

The P-test for the significance of the difference

between the means shows that the differences between
the mean thickneesas are not significant at 1% level

of significance.

Thege analyses indicate that the corrosicn rate is
not significant compared to the random variations i
the measurements.

Baged on the mean model, the current thickness +
standard error is 1005.7 + 5.6 mils.

The best estimate of thae corrosion rate during this
pariod based on a least squares fit is ~13.1 + 11.6
mils per year,
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i San i withou thodic Protection
B 9D 2 8 4
Five 49-point data sets were available for this period.

(1) The data are normally distributed.

(2) The mean model is more appropriate than the
regression model.

(3) The current mean thicknaess is 1021.7 + 8.9 mils,

(4) The F~tesat for the significance of the difference
between the mean thicknesses indicates that the
differencea betwean the means are significant. The
LSD analysis shows that this is due to the second
meaguremaent on 6/26/89 which is 33 to 52.3 mils
higher than the other four,

(5) The t-test of the last two data sets shows that the
difference between the mean thicknesges is not
asignificant.

{6) The overall analysis indicates that there was no
significant corrosion from Decamber 19, 1988 to
April 24, 1990.

(7) The best estimate of the corrosion rate during thia
.period based on a least squares fit is -21.0 + 18,1
mils paer year,

135 1 7/8 [o] 4/9
Seven 4%-point data mets were available for this period.
{1) The data are normally distributed,

{2) The regrassion modael is appropriate,

(3) The regression model explains 97% of the total
variation about the mean.

(4) The residuals are normally distributed,

(S) The current mean thickness * standard error is 853.1
* 2.4 nils.
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(6) The indicated corrosion rate & standard error is
-~39.1 + 3.4 mils per year.

{7) F/P critical = 16.9

(8) The measursments below 800 mils were tested and
determined not to be statistically different from the
mean thickness.

3D 90 ¢ 9

One 7-point data sat and one 49-point data set are
available for this bay covering this period.

(1) The 7-point data set is normally dlstributed at Sa
level of significance. The 49-point data set is
normally distributed at 1% level of significance.
Howevaer, there is a diagonal line of demarcation
separating a zone of minimal corxrosion at the top
from a corrodad zone at the bottom. Thus, corroeion
has occurred at this location.

(2) The mean of the 7=-point data set ia not significantly
different from tha mean of the corresponding 7 points
in the 49-point data set.

(3) Tha current means thickness is 931.9 + 22.6 milsa.

It is concluded that corrosion has occurred at this
location. Howaver, with minimal data over a one-~month
perlod, it is {mposeible to determine the current corrosion
rate.

B : 88 to 4 9
Five 49-point data sets were available for this period.
(1) The data are normally distributed.

(2) The mean model ia more appropriate than the
ragression model,

(3} The current mean thicknees + gtandard error is 1056.5
* 2.3 mils.

{4) The F-teat for the significance of the differance
between the mean thicknegses indicates that the
differences between the means are not significant.
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(5) The t-test of the last two data sets shows that the
difference between the mean thicknesses ig not
significant.

(6) There was no signiflcant corrosion from December 17,
1988 to April 24, 1990,

{7) The baeset eatimate of the corrosion rate during this
period based on a least squaraes fit is -4.6 mils per
year.

Ba 7 to
Five 49~point data sets were available for this pericd.

The initial analysis of this data indicated that the data
are not normally distributed. The lack of normality was
tantatively attributad to minimal corrosion in the upper
half of the 6"x6" grid with more extensive corrosion in the
lower half of the grid. To test this hypothesis, each data
set was divided into two subsets, with one containing the
top three rows and the other containing the bottom four
rows.

Top 3 Rows

(1) The data ara normally distributed.

(2) Tha mean model is more appropriate than the
regression modal.

(3i The current mean thickness + atandard error is 1128.3
4+ 2.2 mils.

{4) The F-test for the significance of the difference
between the mean thicknesses indicates the
differances between the means are not significant.

{(S) The t-test of the last two data sets indicates that
the diffaerence between the mean thickneasses is not
significant.

(6) There was no significant carrosion during this
period.

(7) The best estimate of the corrosion rate during this
period based on a least squares fit ig -6.8 # 3.7
mils per year.



5'3

001/0004A.5

Calec. No. C-1302-187-5300-011
Rav. No. O
Page 34 of 454

Bottom 4 Rows
(1) The data are normally distributed.

(2)

(3)

(4)

(5)

(6)

(7)

The mean model is more appropriate than the
regression model.

The current mean thickness + standard error 950.83
+ 5.3 milse,

The F-test for the significance of the difference
batween the mean thicknesses indicates that the
differences between the means are not significant.

The t-tast of the last two data saets indicates that
the difference batweaen the wmean thicknessas is not
significant.

There was no significant corrosion during this
period.

The best astimate of tha corrogion rate during this
period based on a least gquares fit is -17.7 * 7.6
mils paer year.

6"x6" Grids at 51° v

5‘3.1

Are - ! ans: 87 to _4/24

Eight 49-point data sets waere available for this period.

The initial analyeis of this data indicated that tha data
are not normally distributed. These data sets names start
with E. The following adjuatmants were made to the data:

(1)

(2)

(3)

(4)

point 29 in the 9/13/89 data is much greater than i:he
preceding or succeeding measurements. Therefore,
this reading was dropped from the analysis.

Point 9 ig a significant pit. Therefore, it was
dropped from the overall analysis and is evaluated
gseparataly.

Points 13 and 25 are extremaly variable and are
located adjacent to the plug which was removed from
this grid. They were also dropped from the analysis.

Point 43 in the 11/01/87 data is much less than any
succeeding measurement. Therefore, this reading was
dropped from the analysis.
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With these adjustments, the first and last data sets arp
normally distributed at the 1% level of significance and
the othar five at 5%. Thaesme data eet names start with 7.

It was noted that the D-Meter calibration at 0,.750" yielded
readings which ranged from -1 mil for one set of
measuraments to + 4 mils for another. The data was
adjusted to eliminate these biases. These data set names
start with 6. The final analyses are based on thase
adjusted data sets.

(1) Tha data are normally distributed.
(2) The raegression model ip appropriata.

{(3) 7The ragression model explains 57% of the total
variation about the mean.

(4) The residuals are normally distributad.

(5) The current mean thickness + standard error ieg 74%.2
+ 2.1 mile,

(6) The indicated corrosion rate + standard aerror is -4.6
4+ 1.6 mile par year.

{7) F/F critical = 1.3. Thus, the regression is juat
barely significant.

(8) The F-test for significance of the difference between
the mean thickneas indicates that the differences are
significant.

(9) The t=-test of thae last two data sets shows that tlre
difference between the mean thickness is not
significant,

(10) The measurements of the pit at point 9 were 706, 746,
696, 694, 700, 688, 699 and 689 mils. The mean value
of these measurements is 702.3 + 6.5 mils. A least
squares fit shows that the best estimate of the
corrosion rate during this period is -11.5 milg per
year with R°=31%. The second measurement {s much
higher than the others. Dropping this point, the
mean of the remaining measurements is 696.0 # 2.4
mila, and the best estimate of the corrosion rate is
-4.9 mile per year with RZ = 49w, Racognizing that
the variability of single measurements will be abcut
6 times the variablility of the mean of 40 measure-
mants, it is concluded that the corrosion rate in the
pit is essentially the same as the overall grid.

001/0004A.6
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S Araa $1- ' Elevation: 90 to 4/25/90
Two 49-point data setw are available for this time period.

(1) The data are not normally distributed. This is due
to a large corroded patch near the center of the
grid, and several small patches on the periphary.

When the data less than the grand mean were
segregated, it was found that these subsets are
normally distributed.

(2) The t~tests of thae two complete data sets and the two
subsaets indicate that the difference between the mean
thicknesses are not significant.

(3) The current mean thickness #+ standard error is 745.1
+ 3.2 mils.

It is concluded that corrosion has occurred at this
location. However, with minimal data over such a brief
period, it is imposesible to determine the current corrosion
rate.

Ba 1_Elava 's 3/31/90 ko 4725
Two 49-point data sets are available for this time periocd.

(1) The data are to normally distributed. This is due to
a large corroded patch at thae left sdge of the grid.

When the data lesg than the grand mean were
segregated, it was found that theése subsets are
normally diatributed.

(2) Thae t-teast of the two complete data sets indicate
that the difference between the means is
statistically significant. However, the difference
betwean the means of the two subsets is not
statigtically significant,

{3) The current mean thickness is + standard error isa
750.8 + 11.5 mils,

It is concluded that corrosion has occurred at this
location. Howaver, with minimal data over auch a brief
pariod, it is impossible to determine the current corrosion
rate.
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5.3.4 51t 31/90 to 0
Two 49-point data sets are available for this time period.

(1) The data are not normally distributed. This ig due
to a large corroded patch.

When the data less than the grand mean were
segregated, it waa found that these two subsets are
normally distributed,

{2) The t-tests of the two complete data sets and tha two
subsets indicate that the differences beétween the
mean thicknesses are not significant,

(3) The current mean thickness + standard error fs 751.2
+ 3.8 nmils.

It is concluded that corrogion has occurred at thia
location. However, with minimal data over such s brief
period, it is impossible to determine the current corrosion
rate.

5.4 . 6 ud 52’ evat
5.4.1 B 8 ‘1. 4/26
One 49-point data get ig available.
(1) . The data are not normally distributed.

The subset of the data less than the mean thickness
ig not normally distributed.

When four pointa below 700 mils were dropped from the
data set, the remaining data was found to be normally
distributed. Therefore, the lack of normality of the
complete data get ig attributed to these thinner
pointes. Three of these could be considered to be
pits (626, 657 and 676 mils) since they deviate from
the mean by more than 3 sigma.

(2) The current mean thicknaess + standard is 715.5 % 2.9
milo.

It is concluded that corrosion has occurxed at this
location.

001/C004A.8
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Bay 13 Area 6 Elevation 52°': 4726/90
One 49-point data get is available.

(1) The data are not normally distributed.

The gubset of the data less than the mean thickneas
i®s normally distributed. Thus, the lack of normality
of the complete data gset is attributed to a large
corroded patch at the left side of the grid.

(2) The current mean thickness % standard error is 724.9
+ 2.9 mils,

(3) It ia ¢oncluded that corrosion has occurred at thip
location.

ea 3 on 52°': 4 9
One 49-point data get is available.
(1) The data are not normally distributed.

The subset of the data less than the mean thicknean
i{s normally distributed. Thua, the lack of normality
of the complete data set is attributed to these
corrosion patches,

(2) The currant mean thicknesa + standard error is 658,23
+ 5.0 mile.

(Y

It is concluded that corrosion has occurred at this
location.

v ‘e 6/90
One 49-point data set is availablse.
(1) The data are normally distributed. Howaver, iwo
adjacent points differ from the mean by 3 sigma and §

sigma., Thus, there is a pit.

(2) The curraent means thickness *+ standard error is 712.5
* 3.1 mils.

It is concluded that gsome corrosion has occurred at thisg
location.
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5.5.1

5'5‘2
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S 87 Elevation: 11/6/87 ¢
Five 49-point data sets were avaflable for this period.
{1) The data are normally distributed.

{2) The mean model is more appropriate than the
rogression model.

(3) There was no significant c¢orrosion during this
poriod.

(%) The current mean thickneas + standard error is 619.9
+ 0.6 mils.

(S) The best estimate of the corrosion rate during this

poriod based on a least squares fit is -0.2 + 0.9
mils per year.

Bav 13 B87* Blevation: 11/10/87 to 3/28/90
Five 49-point data sets were available for this period.
{l1) The data are normally distributed.

(2) The mean model is more appropriate than the
regression model.

(3) There was no significant corrosion during this
poriOd-

(4) The curreont mean thickness * standard error is 636.5
+ 0.8 mils,

{5) The best estimate of the corrosion rate during this
poriod based on a least squares fit is zero mils per
yaar.,

ay 15 87° vation: 87 to 3/28/90
Five 49-point data sets were available for this period.
{1) The data are normally distributed.

{2) The mean model is more appropriate than the
regression model.
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There was no significant corrosion during thia
period.

The current mean thickness + standard error ig 636.2
+ 1.1 mils.

The best estimate of the corrosion rate during this
period based on a least squares fit is zero mils per
year.
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6.0 APPENDICES

6.1 SPEAKEZ Programs
6.2 SAS Program

6.3 Computer Calculations

001/0004A.12



o -. Em Nuc'ear TDR No. 1027 Revigion No. p! .

Budget
Technlical Data Report Activity No. 402950 Page _1_ of _28
Project: Department/Section ENGINEERING & DESIGN
OYSTER CREEK
DRYWELL CORROSION Release Date Revision Date .

Docunent Title:

DESIGN OF A UT INSPECTION PLAN FOR THE DRYWELL
CONTAINMENT USING STATISTICAL INFERENCE METHODS

orilginator Signatura Data Approval(s) Signature Date

-

A

OFF

L ot w1 /v

(o3 (q90

Approval for External Distribution @

Doug this TDR include recommendation(s)? .___Yes X No If yes, TFWR/TR# ___

" Digtxibution Abgtracts
A. R. BRaig BACKGROUND &
¥. P. Barbieri As a result of drywell corrosion at Oystar Creek,
B, D. Elam, Jr. Ultrasonic Test (Ut) thickness meagurements are
J. C. Flynn periodically being taken. In the past these measure-
J. P. Moore, Jr. |(ments have been utilized to identify locations whome
M., A, Orski thickness is reduced. By repeated measurements in
D. G. Slear these areas at the same location, statiastically derived
P. Tamburro corrogsion rates have been determined. A new UT

inapaction plan whose. purpose was to provide a basia
for statistical inference that the drywell thickness
satisfies minimum required was developed. The drywell
is statistically characterized using a limited number
of plate thickness measurements. The purpose of this
TDR is to document the basis for this inspection plan.

(For Additional Space Use Side 2)

This is a raeport of work conducted by an individual(s)

for use by GPU Nuclear Corporation. Neither GPU Nuclear
Corporation nor the authors of the raport warrant that

the report is complete or accurate. Nothing contalned

in the report establishes company policy or constituteun
a commitment by GPU Nuclear Corporation.

* Abgtract Only




» Abstract Continuation TDR No. 1027 Revision No. 1

SOLUTION:

Uning 6" x 6" grids for DT measurements, randomly choose 60 loctaions but do
not include sand bad grids. Finding no unsatisfactory areas in remaining
ohgservations is the basis t0 concluda, with a 5% risk of error, that 95% of
the drywell is free of such areas. A different sample is used each time
that the assesoment is made. Finding no repairable areas within grids
providas a level of assurance of better than 99% that the drywell is free of
such areas. Apply statistical inference methods as far as possible and
where there are limitations use a judgement approach in order to determinn
whether corrosion is or is not occurring.
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BAGRGROUND
As a result of drywell corrosion at Oystar Creek, Ultrasoniec Test (UT)
thickness measurements are periodically being taken. In the past thesa
mgasurements have bean utilized to identify locations whose thickness is
reduced. By reopeated measurements in thase areas at the same location,
statistically estimabed corrosion rates have been determined. A new UT
ingpection plan whose purpose was to provide a basis for statistical inferencs
that the drywell thickness natisfies minimum required was developed. Tha
drywall is statistically characterized using a limited number of plate

thicknaess mesasurements. Thae purpose of this TDR ig to document the basmig for

this inspection plan.

SOLUTION:

Using 6" X 6" grids for UT measurements, randomly chooas 60 locations of a
possible 60,000 but do not include sand bed grids. PFinding no unsatisfactory
areas in remaining observations is tha basis to conclude, with a SV risk of
error, that 95% of the drywoll is free of such areas. Therefore, this
sampling plan will develop 95% confidence that 95% of the drywell is free of
such areas. A different sample is used each time that the assessmont is
made. Finding no repairable areas within grids provides a level of assurance
of bettar than 99% that the drywell is free of such areas. Apply statistical
inference methods as far ag possible and where there are limitations use a
judgement approach in order to datermine whether corrosion is or is not

oceurring.
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IECHNICAL APPROACH:

A non~parametric statistical approach using attribute sampling that assumes no
prior knowledge of the distribution of corrosion above the sand bad region is
the baﬂiﬂ.fOt the augmented inspsction plan. The acceptance criteria is that
the nean and local thicknesses of the shell equals or exceeds a required
minirum thickness plus a corrosion allowance necessary in order to reach the

naxt inspection.

Statistically, a predicécd value, A,, of the maximum number of defecta in
the population, N, reflacting a selacted level of risk can be usad 80 that fcr
this value "a" defects in sample "n" are expected at a low probability, Ku.
The lower the probability, the larger the sample size. If “a" or less are
found, then thae selected risk is not exceeded, If “>a" are found, the
selected risk is exceeded. Sample gize "n" can be computed given A, and
Cx'u. For 5% of the au;éaca ag unacceptably degraded for LS then "n* is
found to be 59 atX, = 0.05 and a = 0. That is, no observations which do
not satisfy the acceptance criteria (l.e., grids) can ba found in a sampla of
59 with a 5% risk that the actual number of grids which would not satisfy the
acceptancae criteria excesds A, without rejecting the hypothesis, Using 60
grids, there is only a 5% chance of finding no grids whose thickness is below
the acceptance criteria given 5% of thae population below this thickness.
Finding none in a sample of 60 is raemote so that if none are found below this

thickness, then the assumption about the defective proportion below tha

acceptance criteria thickness is probably an overestimate. Sixty
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obgervations is a good basis for 2 gsampling plan. There is almo the
posgibility that the actual number of defective grids is lesse than A, and’
the hypothesis ies rejected due to chance alone. This iag evaluated in the

digcussion of finding one or more unacceptable observations (see below). The

determination of the appropriate sample size is expresded formally byt

N
. Pr (i, n=i) |(A,, N-A,) =
i=0

(Auc") x ‘(N-Au)c(n-a)’ / NGy <Xy (Ref, 1)

whare N Sn is the number of combinations of n units chosen

from N,

NC = __ N1 |

n! (N-n)!

Results as ghown in Table 1
For u sample gsize n = 59 observations, it is evidant from Table 1, that the
probability for finding zero unsatisfactory observations is 0.0482, which is
lens than the assumed value of 0,05. Therefore, finding no occurrences in 59

obgervations satisfies the gelected leavel of risk with only a .05 probability

of exror.

It in also evident from Tahle 1 that for a sample size n = 124 that the
cumulative probability of finding up to two occuzrences of failures, which is
the sum of all three row entries, also satisfies .05. If, for this larger
sampile only ona occurrence is cbserved, then thias is the basis to conclude
that the actual number of occurrences in the population is less than the
asgunmed value. Furthermore, finding no occurrences is aven more evidence of

this.
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TABLE 1
PRORABILITY OF OCCURRENCES
N = 60,000
NUMBER OF OCCURRENCES
SAMPLE SI2E 0 1 2
2 L2 1) - ap o —
58 0.0508 0.156 .234
59 0.0482 0.15 <230
123 0 0.0116 0.0374
124 0 0.0111 0.0361
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Using this same method, it can be shown that for 108 of the total surface area
as tha selected riak, the sample mire is reducaed to 29 at a 5% risk. At

n = 63, tha riask is only 2%.

The results in Table 1, the work of Mr. J. P. Moore of GPUN, have beaen
indepsndently verified by Dr. D. G. Harlow, Associate Professor of Mechanics,

Depart:mant of Mechanical Engineering and Mechanics, Lehigh University.

Simulat ad Sam

The most eeveio corrousion has occurrad in the sand bad region. Thia rzaegion
may not always contain the most service limiting location, however, because of
as-supplied local thickness. The previous meagsuremant locations in this
ragion will not be abandoned as part of thls program gsince these are necessary
in order to determine corrosion rate. It is appropriats to deliberately
proportion the new observation locations in order to limit the total number of
random grids that can fall in any one region. For purposas of assessing the

performance of a random sampling, simulationa will be performed.

Accuracy of Random Sampling Evaluated by Simulations:

A strutified sampling plan has been simulated b; Professor Harlow. 1In Figure
la, a tatal of 100 panels is uged to represent tha total number of plates used
to fabricate the dryweli. Consider the drywell divided into two strata
without bias as to proportion ¢f occurrences when the acceptance criteria is
not mot, the sand bed region and ovor&where else. Ten plates, which ave not

necessarily contiguous, represent the lower strata, including portions of
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those plates which may be under the drywell floor and 90 comprise thae upper
strata. It is asaumed that as much as five percent of the entire population
doag not meet the acceptance criteria. Aasuming an equal probability of these
obhgervations in each strata (0.05), the actual proportion, Pl, arrived at by
simply counting the randomly simulated defective units in both strata jis, Pl = é>
0.04833. The sample of the simulation is accomplished by randomly observing
15 units in the first stratum and 45 from the secocnd stratum of a total of 60 &)
observations, representing a one percent sample of available units. The
measured characterigtica are recorded as 1 if the unit does not maet the .ED

thicknees criterion and as 0 otherwise. The estimated proportion pl, for

gsampling without replacement, is 0.047, a slight underestimate.

The simulation shows that the sampling plan is very promising. Figure lb usas

the same assumptions and proportion as for the firat section diatribution (j)
(0.05). The only difference is that a different random selection of 60

observations was made. The bottom line, however, changed. The overall

estimated strata proportion, pl, has declined to 0.02. The simulation of the

gsampling plan no longer accurately reflects the reference proportions. A
sampling plan is judged on vatisfying this criteria. Repeataed sampling ueing
different grids each time will resolve this problem. Tha simulation studies
show that the estimated proportions are more or lese accurate depending on
random selection of obsaervations only. Based on the simulations it would be
incorrect to conclude, using & single sample, that the ovarall risk assumption
is not violated or that it is violated because of random selection. A number

of malections of different mamples will consistently provide a good egtimate
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of the actual number of defects in the population on average. A good,
experimental degign uses a different sample each tima an estimata {8 made., It
is proposed for this program that a differsnt sample, each of the game gize,

be ured each time an estimate of the defective proportion needs to be made go

that the conclusion ig not based on chance alone.

Finding no unacceptable occurxences after a number of repetitions of the
sampling plan, using different samples, is evidence that the asgumed risk is
not exceaeded. A single finding of no unacceptable occurrences is consistent

with the assumed risk.

Simulations of larger populations with the sample assumed rigk at the same
probability for error show the same good overall parformance, but with like

gsensgitivity to random variation.

HMORE COMPLICATED SIMULATIONS AND RECOMMENDED SAMPLING PLANS

A five part stratified random sampling plan is proposed in order to make the
most of 60 grids. The five strata repreasant five zones of the drywell
(Figure 2). Stratification divides a heterogeneous population into
subpopulation, each of which is internally homogenecus. Each strata is
sampled at the sama portion, considering plates, as for the total populaéion
of plates. Batter precision should be obtained than by ignoring the
differences in the population. Plataes in each zone will be randomly selectecd

with one grid selected randomly per plate. The simulation of this scheme is
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inclucdled in Attachment 1, Part A. The stratification igs based on ralative

propostions using existing qualitative knowledge of both material lost due to

corrosiion and rate of material lost., The sampling plan is summarized as

follows:
NUMBER OF PLATES SAMPLED @ 1 GRID
PER PLATE FROM TOTAL NUMBER OF

4CNE DESCRIPTION PLATES PER STRATA (ESTIMATED)

I Intersection of 3 |(ﬂ)
sand bed plates and el
drip zones

II Drip zone 12

III Sand bed plates 9 I (:)

Iv All else 32

v Cylinder 4

The sampling plan simulation showa satisfactory accuracy over 25 trials. No
single estimate exceeding $% is reagon to reject the assumed level of rigk. i l 10,
singld sample may be unrepresented duae to chance alona. A different random

gample is used each time this assassment is made.

Attachment 1, Part B, is an additional simulation of the same five part

stratified sampling plan where 100 repeated random samplings of siza 60 are |
considered. In this simulation the performance of sampling process is
characterized by forming a distribution of tha estimation results. At the 904 l
confidence limit, the estimate of defect proportion falls baetween 0,096 and

0.0037. This shows the rigk, due to chance, that the structure s concludaed

to be unsatisfactory where, in fact, it is.
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Using a one-sided t-score, an appropriate measure of the distribution of the
estimates about the true mean, at = 0.05, the performance of the sampling

process does not exceed 0.05, 95% of the tima. This verifies thae utility of

the stratified sampling plan.

The confidence intexval can be narrowed by increasing the proportion of the
surface area that is scanned by UT. Using the grid location as a center, use
of tha A-scan on a bast effort baals, will provide this process improvament.
The A-scan device neéd only b set to the local minimum thickness as a

thresholad.

The sand bed condition with respect to material lost due to corrosion has
already been characterired. About 67% of the sand bed zone perimeter haas been
surveyed by UT. By this means, the most severely corroded zones have been iden-

tified throughout the sand bed, including that portion below the drywell floor.

Attachment 2 is an additional simulation of the samg five part stratified
sampling plan, except that sand bed zone grids are excluded, if they are
randomly selected. The saving of inspection time and exposure, the amount
depending on chance for each sampla, is justified by comparing mean estimates
and standard deviations for 100 trials. Assuming 5% defaective, the simulatiorn
including the sand bed zone gride as they are selectad, shows a mean estimate
of 0.046 with a standard deviation of 0.024 while the simulation excluding the
sand red xone grides as they are selacted shows a mean estimate of 0.044 and

standard deviation equal to 0.026 (using proportion Pl for comparison).

012/079.13



TOR 1027
Rov. 1
Page 12 of 38

Algo, using the t-score, as described above, this sampling procese does not

exceed 0.048, 95% of the time. By comparison, this is slightly less accurate.

simulation of non-stratified sampling is mhown in Attachment 3. This sampling
plan does not use the accumulated corrosion information, This gimulation
shows that by ignoring what ims already known about the degree of corroaion,
the sampling process accuracy is reduced because of the increasad standaxd
deviation. The mean estimate ie 0.047, but the standard daviation has

incren;ed to 0,030,

Also, using the t-scorae as azbove, the upper 95% confidence limit, Uggs im

0.052. This is slightly inaccurate, but in a nonconservative diraection.
Table 2 gummarizes the results of the simulations.

Simulation also shows that the random sampling plans are not only acceptably
accurate but acceptably sensitive, as well. Simulation showa that: finding no

unaccaptable obgervations occurs less than 5% of the time, as intendad.

Changing the simulation in Attachment 1ib to reflect the actual number of
plates per gtrata results in Ugg = 0.055. The change is insignificant so
that the estimates used in the abova simulations are representativae of the

performance of the random sampling process.

012/079.14
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Eindinc one ox More Unaccentable Observationgi
In the simulations, finding one or more of the 60 observations to ba less than
the minimum thickness predominated. Flnding one or more uaing this sample
doesn’'t prove anything unique and conclusive about the level of structural
assurarca. For example, ons Or mors unacceptable observations can occur at a
5% probahil}ty with 99.9% of the drywell free of unacceptable observations., A
conclusion about drywell, atructural adegquacy with one such obaervation is not
appropriate because a better c¢ondition can result in an unacceptable

cbservation. Finding none does confirm the original hypothesis.

The prcbabilities of finding none (o ) ox finding one or more unacceptable
observations using a sample of 60 cbsexvations for a number of populations
containing different portions of unacceptable observations are shown in

rigure 3. The probability of finding one or'moro, B, is f » (1 -4,

Use of Cellm Within Grids:

Minimum required wean plate thickness and minimum reQquired local plate
thickness each must satisfy design basim stress criteria. In addition,
minimum required mean plate thickness must satisfy ASME design basis atability
criteria to prevent buckling. Minimum required mean plate thickness pertains
to 8 shell course and minimum required local plate thickness pertains to a
single local area or the sum of local areas within reference distances, if

there o¢re more than ona local area.
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TABLE 2
RESULTS OF SIMULATIONG
$v DEFECTIVE
Pl P2
MEAN STANDARD MEAN STANDARD

ESTIMATE DEVIATION 095 ESTIMATE DEVIATION
Five part stratification 0.046 0.024 0.050| 0.052 0.022
including sand bed
Five part stratification 0.044 0.026 0.048] 0,043 0.026
not including sand bed
No stratification, not 0.047 0.030 0.052 —-—— —e
including sand bed

NOTE:s

for an assuraed 10% dofective population using a sample size of

012/079.16
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A grid of individual measurements will be the basis for estimating the maan
plate thickness. There is no code requirement for eithar the minimum or
maximum grid size necessary to detarmine mean plate thickness. However, the
grid siize should be large enough to capture the local, minimum thickness in a
2.5" cdiameter or smaller circle and no larger than 2.5vRt, which is the
distance that uniform shell thickness must extend around an unreinforced
opening. Local minimum thickness must satisfy both local membrane stress

criteria and code rulaes for unreinforced openings.

The grid size should be¢ large enough to contain enough single obsaervations to
minimize the impact of 'a pit on the mean thickness while minimizing radlation
expostire of poreonnél taking the measuraments. A 6" X 6" grid of 49 data
pointu on two inch c¢centers fulfills thesa criteria. It conservatively capturss
a 2" ciameter circle and is more conservative than a 2.5VRt radius circle sinze
there is leas benefit from avaraging. Tha 6" X 6" grids will also be umsd to
establigh that not more than 0.1% of thae gurface area satisfying the required
mean thickness criteria contains locally low arqas. That is, no wmore than ona
locally low area per reference circle. Therefore, aquate the requirement that
99% of the area is frae of holes to a 99% probability of finding no locally low

area,

Analynis of variance of 2% X 2" cells contained within a single 6" X 6" grid
will show whether the difference between the required mean and local thickness
is significantly more than the lower 99.9% tolerance limit one-sided, times the
standard deviation for the 2* X 2" c¢elle. The one percent probabillty is

consintent with the one percent local raduction permitted by the coda.
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Statistical infaerence regarding the variance of the observed grid means about
the true grid mean of the population is not important. The concarn here is

variance of reference 2" X 2" call measurements about an assumed maean equal t2

the acceptance thicknass for a particular plate.

As developad by Massrs. J. P. Moore and M. A. Orski of GPUN, with review and
concuyrence by Dr. J. Orsini, Professor of Management and System Design,
Fordham University, the pooled variance of 49 cell measurements paer grid, the
average of four peints per 2" X 2" cell, taken over 60 grids, totalling 540
cbaervations, is the basis to agtablish the lower, single-sided toleraﬁce limit

for a single cell thickness.

The dafinition of xz, the paramaeter characterizing a normal distribution,

relatas sample variance, 82, and population variance, 0'2:

x2 = 52 (n -1) EQUATION 1
- ?

Where n = sample size = $40 and

3.
o
T

(ny - 1,512
’ for } = 540 and n, = ¢4 for all L
( .

s

=1

Where @

}i (x; = %2
2 -1
’

3 -
1 SRS

nl"l)

where § = 4
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Since n ims largo,CTz can be computed accurately using x? at a significance

equal to 0.1.

Hers the mean plate thickness is assumed and a tolarance limit is necessary teo
predict an individual obagarvation. Por a normal distribution of a large
nunber of individual obgervations, the difference batween the population

mean, A , and an individual observation, x, is given by the Z paramaetar,

Z = la-d‘ &) EQUATION 2

(" is obtained from Equation 1, above. The difference lx:/‘l is the

difference, a ¢ between the asgumed population mean and a local thickness of

B /6‘/\;( 3 DJ 90

Lread nos . Hhle.

— Aent
Flo L DIFFENIDKE OF Menss MM(.
THILKAE SS8S DS NOT &xLEED wnuu. vau.c
an individual cell. 1It is highly unlikely for a local c¢ell thickness to be

leass than:

lx <] =3 49,90 ZQUATION 3

The distribution of results should ghow that the probability of an

unacceptable local low area is very small.
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Using pooled variance, an individual cell thickness is estimated at the lower
99.9% confidence limit. Basoed on the distribution of local thickneaases, there
is a high confidence that no repairable local areas will be found, i.e., that

the critical differences are more than that shown by the measuraements,

(& erit. < A ) as shown in Figure 4.
99.9

SCOPE OP ARPLICATIONZ
Since no portion of the drywell is purposaly excluded on theoratical grounds,
the inspection plan applies to the entire atructure except walds, thogse areas

over which a 6" X 6" simply won't fit, and penetrations.

Gride drawn at random falling in the sand bed region of the sphere will ba
disregarded because this zono is characterized in an ongoing mannerx by
numerous grids and strip measurements. Previous msasurements balow the
drywell floor in excavated trenches, showed that material loss due to
corrotion was no worse than above ého floor. This zesults in ALARA savings

without gacrifice in mampling accuracy,

ACCEPTANCE CRITERIA:

A repairable grid is one that does not satimfy the local low spot minimum
thickrness. The 6" X 6" grid is a conservative gauge that could have been
larger. 1Its utility is for corrosion rate assesament. Larger grids tend to

drive the mean thickness upward. The use of pocled variance of grids with the
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referonce mean thickness ensures that the local minimum thickness i3 obtained

congervativaly. Finding no repairable areas within grids provides a level of

assurincae of better than 99% that the drywell is free of such araeas,

The corrosion allowance can be based on the estimated corrosion rate becauge
nothing can be inferred about rate by this assessment. It {8 not appropriate

to use a 95% confidence interval rate estimate based on othar, routinely

revinlted grids.

Sappling Scheme Contingency Plans

Shoulcd a randomly selected grid turn out to ba inaccessibla, congistent rules
will ke providad, in the inspection specification, to locate an alternate

without introducing any biases.

Digposition of Resulfs;

Pindirg an unacceptable mean thickness is reason to better characterize the
area in order to show that the region is, in general, in much better
condition. If a mean thickness, established using a 6" x 6" grid, does not
meet minimum requirements, enlarge the inspaction grid to an area one and a
half feet on a side and obtain additional readings. Ugse the enlarged grid to

compute 8 new mean thickness. This will improve accuracy, as well.
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(%)

o

(%)
ot IV (2 af.
e

o e
b3

LU TR
-
$ 4y

L2tes o g
- P
te3

SECTION DIETRIBUTION =a. 23 2,53 ¢.435
SECTION RISTRIUTION 24, 21 0.1538461%38 0.03945153946
SELTII LISTRIBUTION no. 3¢ 0.2% 0.02777777779

PROPORTION P41 = 0.048333333233
PROPORTION P2 = 9,049
PROPORTION PI = 0,05133333333 -

INTZR THE NUMBIR ni OF SAMPLIS DESIRED FOR stratum |
g

13
ENTIR THE NUMBIR n2 OF SAMPLES DESIRED FOR stratum 2

3t

43
ENTER THE total number OF UNITS TO BR SAMPLED.
g: -

60,

sampling without replacement

ISTIMATED STRATA PROPORTIONS pi » 0,06666666667 0.04444444444
ISTIMATED STRATA PROPORTIONS »2 = 0,06666666667 0.04444444444
ESTIMATED STRATA PROPORTIONS »3 = 0.1333333333 0.02222222222

ISTIMATED PROPORTION p4 = O,04666666667 =
ESTIMRTED PROPORTION p2 = 0.04666666667
ISTIMATED PROPORTION p3 = 0.03383333333

ESTIMATED VARIANCE OF pt = 7.987264485K°4
ISTIMATED UARLANCE OF 22 » 7.987264483L7%
ISTIMATED VARIANCE QF 33 = 4.6316049491%

Cles. 14 SIMULATION OF RANDOM

SAMPLING uSING TWC STRATA

-~ 0 0 SR e P S
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™R number ng OF SICTIONS, .2, gorata, 13 Q.
INTED TuT aumbar T Z7eNECS LN gtratum

. -

JoanrytLa g

[
NTE2 TeT - -her 17 TS

picd SRELT WK IN-+ 7 3R K)o B B
-

AESL D TITAL NJMBER TF umif tderenizal TIR Zata Fawil,
tme

LI
.
- ')
5002 TRl rumter g T ONITH FIR i,
2
-

&)
T <o4al number GF LNITS 8 Sood
THE ~uzoer -7 UNITE DM OSETITIONG LTI 2 1D i %4
INTIR ¢ = pcbad untt: wmlin SE59R1535 THE INTI::
gt

08

SECTIM DISTRIBUTION no, o0 3,17 4,23
SECTIAN DISTRIUTION no, 23 Q.4587307592 4.8074323088°3
SECTION DISTRIBUTION ro. 33 0.4933233333 4.52362983173

PROPORTICN PL = 0,9%03333330)
PROPORTION P2 = 0.04816646667
PROPORTION P3 = 0,04833333333

ENTEY? THE NUMBER ni OF SAMPLES DESIRED FOR stratum i

as

13
INTER THE NUMBER n2 OF SAMPLES DRSIRED FOR stratum ¢
pE

43

INTIR THE total nuaber OI.UNITS TO 8% SAMPLED.

. 60

sampling without replacement

TSTIMATED STEATA PROPORTIONS »i » 0 0.02222222222

TSTIMATED STEATA PROPORTIONS »Q o 0.4666666667 O
LSTIMATED STEATR PROPORTIONS p3 = 0.4666666667 O

. ISTIMATED PROPORTION »1 = 0.02 -

ESTIMATED PROPORTION 2 = Q.04666666667
ISTIMATED PROPORTION p3 = 0.04664666667

ISTIMATED UNRIANCE OF pi = 3,879336896R°4
ISTIMIED VARIANCE OF pd = 1.6304783738°¢
ISTIMATED UADIANCE OF »3 » 1.6204783738°%¢

FIG. /b SIMULATION OF RANDOM
SAMPULING PSING TWO STRATA.
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37 3uBSITS ng 2 3,

~

. Fll KD}

B X
- JUSSET L s deiy zone and sandhed: WORST
" 333274 = drip zone only: VERY 38D TDR 1027
3.3527 2 s sand bedd: JAD Rav. 1
JU2SIT 4 = rast of *he sphere: 500D Page 25 of 38
$.9337 2 = syiinder: BEST ATTALHMeNT A
S 4 um'm IFO7INLLS :s‘sgssm 1.2.3.4,8 03 %5 20 1= "2 3 SIMULATICN OF 5 Pm=T
-I t3720 *amper TF IONELS * 150 i “LAN,
233umEs "';.: SuvBIR IF S5 SAMPLE UNITS I3 idenwicai TGR IACH SanL, STRATIFED SAMPLING FLAN
TRT S MITR 0T UNITS FER PAMNII ru om g,

Pl SR 343 W "Jom"' 3T UNITS & 3,000, - -
oL anrhar 37 I3 I SHBSETE £.2,3,4,8 15 3000 12000 3000 30230 4300
T9250 4 = Prioad anisd! & CRARRCTERIZATION-OF THE ENTIZE PSPULATION,
1
DL |
SISTRIBLTION no. 43 2,2%24437929 0.1262243769 V.06311219822
€. 743278028173 ..v¢39?5059l 4
3USSET DISTRISHTION no. 2t 9,.3924046782 0.07949293964 0.03924645732
9.04%535398743 7.8492935641 73

PROPORTION 221 » 2,0%912%
PROPCRTION P2 » 0.Q3048

THT NURBIR 0F PANILS TO BY SAMPLED FOR subsets { ~ 8 = 3,12,9,32,4.
sampling without replacemant

ISTIMATED STRAYA PROPORTIONS pi = 0 0.1666666667 0,1114311124 0 O )
ISTIMATED STRAVA PROPORTIONS p2 ® O 0 Q.1111411842 0 0

ISTIMATID PROPORTION p4 = 0,08
ESTIMATED PRQPORTION 92 = 0.04666666667

ESTIMATED VARIANCE OF pi » 7,09232623F°4

ESTIMATED VARIANCE OF p3 = 2,466940774174

~

THE NUMBRR OF PANRLS TO BE SAMPLID FOR sybsets & - § = 3,12,9,32,4.

sampling without replacement

ISTIMATED STRATA PROPORTIONS »t = O 0,00333333333 0 0.03125 0
ISTIMATED STRATA PROPORTIONS »3 = O 0.00333333333 00 0

ISTIMATED PROPORTION pb. ¢ 003291666667
ISTIMATID PROPORTION p2-® Q01664666667

ISTIMATED VARIANCE OF »1 = 3,099%256772°4

ESTIMATED VARIGNCE OF »2 = 2.%439619971°4

THE NUMBER OF I'ANELS T0 BR SAMPLED FOR subsets & - § = 3,13,9,32.4.
sanpling without replacement

TSTIMATED STRAUA PROPORTIONS pi » 0,3333333333 0,08333333333 0.1141141111 0 0
ESTIMATID STENTA PROPORTIONS 92 = 0,6646666667 O 0.214414441¢ 0.03128 0

TSTLMATED PROPORTION pt = 0,09
ISTIMATED PROPUITION #2 4 9,0683%
012/079.27
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6 of 38
THE NURBER OF PANELS TO BE SAMPLED FOR subseds & - § 2 3,12,8,324. o0 o arr La

sampling witleut replacement

E3TIMATED 5TEATA PROPORTIONS pt s 0.3233333333 0,14645468487 & 4,03178 0
I3TIMATED 3TAATA PROPORTIONS p2 2 0 0 Q O U

- BETIMATI) PROPORTION pi = 0.55628

SITIMATIS FTOQETION p2 = 9

TITIMATID CARLANCE CF p = 3,034568001T74

FITIMaTIO VARIANGCE T p2 2 9

THE HoMALR 27 PANILS TO BE SAMPLEID FOR zubsets & - 8 = 3.12.9,32,4.
sampling without replacenent

ESTIMATED STRATA PROPORTIONS pi = 0 0,29 0.4141141114 0 0
ESTIMATID STRATA PROPORTIONS p2 = 0,3333333333 0 Q 0.Q93123 0

ISTIMATED PROPORTION p1 » C.08666666667
ISTIMATED PROPORTION »2 = 0.03291866667

ISTIMATED VARIANCE OF pt = 8.74421£4272°%¢

ISTIMATED VARIANCE OF »2 = 4.4061803328°¢

THE NUMBLR QF PANELS TO 3% SAMPLED FOR subsets § -~ 3§ »°3,12,9,32,4.
sampling without replacesent

ISTIMATED STRATA PROPORTIONS pt = 0.3333333333 0.1666666667 0,3333333333 0 0
ISTIMATED STRATA PROPORTIONS »2 » 0.3333332333 0 0 0,03123 ©

ISTIMATED PROPORTION p4 = 0.1 -
ISTIMATED PROPORTION p2 = 0,03291666467

ISTIMATED VARIANCE OF pi w £,202664906873

ISTIMATED VARIANCE OF 22 = 4.4061903528 "4

THE NUMBER OF PANILS T8 B8 SMMPLIN-TOR subsets ¢ - § = 3,12,9,32,4.

sampling without replasenset

ISTIMATED STIATA PROPUBTEONS »4 = O 0.1886666667 0 0 O

xstxmgxg s;!ara PROPORTIONS 23 » 0.6666666667 0.08333333333 0. 41411148414
L'} 31 1; °

ISTIMATED PRCPORTION »4 = 0,03333333332
ISTIMATED PROPORTION »3 = 0.082394666667

ISTIMATED VALIANCE OF pi = 4.6233834498°¢
ISTIMATED VALIANCE OF »2 = 9.417003328"4

THE #UH252 OF PANELS TU BE SAMPLED FOR subsets L - 3 3 5,i2,%.34,4.

——— A # o




-~ T TDR 1027
30 obTE0 FROPGRTICN 2L ¥ 0,03333333433 Rev. 1
E5TIMATED PROPORTION »3 3 4,3329196844667 Page 27 of 38

T3703TES VSRTANCE 0P 91 = 4,394%7335327%
TITIMATIZ WSRTANER SF p2 2 1,428723331"2

ATT /a
TeT w3 IR 2ANELE T ST ZAMPLED FOR subsats L - § = 3,12,9,32.4.
ZaTE.i73 sicnouT raplacement

T37IMATED STRATR PROPIITICNS » = 0 0.1564566867 9.2222222222 4 0

ISTIATED 3TZATA PROPORTIONS p2 = 0.5856855687 0.1566566887 © 9 9,25

ESTIMATED 2RQPORTION pi » 0,06666888867
E3TIERTEY P2R2PORTION 2 = 9.085888888a7

ISTIMATED VARIANCE OF pi & 8,542331798L7¢

ISTIMATED VARIANCE OF 92 = 3,474126931°4

THE NUMBER OF PANELS TO BT SAMPLED FOR subsets & - % = 3,12,9,32,4.
sampling without replacesent

ISTIMATID STRATA PROPORTIONS pt = 0 Q,1646666667 0 0 O
ISTIMATID STRATA PROPORTIONS p2 » 0.3333333333 000 0

ISTIMATID PROPORTION »1 = 0.03333333333
ISTIMATED PROPORTION p2 = 0.01666666667

ISTIMATED VARIANCE OF p1 = 4,6293683449K7¢

ISTIMATED VARLANCE OF »1 = 4,850646872274

THL NURMBER OF PANRLS 1O 35X sanrz;v O subgets ¢ - 8 = 3,12,9,32,4.
sanpling without replacament

ISTIMATED STRATA PROPORTIONS pt = 0 0,08333333333 0 0 0
ISTIMATED STRATA PROPORTIONS p2 = 0.6666666667 0.16664666667 0 0 O

ISTIMATID PROPORTION pf = 0.01666666467
ISTIMATED PROPORTION §3 # 0.06666666667

TSTIMATED VARIANCE OF p4 = 2.5439619971 4

ISTIMATED VARIANCE OF 923 = 6.4760023218 4

THE NUMBER OF PANELS TO SR SAMPLED FOD subsets & - § = 3,12,9,33, 4.
sanpling without replacesent

ISTIMATED STHATA PROPORTIONS pi = 0,3333333333 0.4666666667 0.2222222222 0 0
ESTIMATED STIATA PROPORTIONS p2 = O.6666666667 0.08333333333 0 0,03123 0

ISTINATID PROPORTION »4 = 0.08333333333
ESTIMATED PROPORTION »2 = 0.06625

ISTIMATED UAIANCE OF 9t = §.0797140671"3
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. . TDR 1027
¢ ESTIMATED STRATA PROPORTIONS pi = 0 0 0.341144214L 0 0 Rev., 1
2GTIMATEY SYEATA PINPARTIONS 93 = O,666B5666657 0 O 0,03120% rage 28 of 38

ESTIMETED PLODORTION pL = 001666666567
ISTIMATED PLOPORTION p2 = 0.04998332333

T /A

TSTIMATED UERIANCE OF p4 o 2.4663407742°4 ATT. 14

ISTIMATED VAZIANCE OF 22 = 4.406180532E°4

THE NUMEER OF PANILS 10 DR SAMPLED FOR subsets § = 5 = 3.12.9,32,4.

sampling withoyt replacement

ISTIMATED STRATA PROPORTIONS p4 @ O.6665666667 0.1666666667 0 0 0

ISTIMATID STRATA PROPORTIONS p2 = O.6666666667 0.08333323333 0. 1414841114
0.09373 0

ESTIMATED PROPORTION pi = 0.06666666667
ISTIMATED PROPORTION p2 » 0.2434166667

ESTIMATED VARIANCE OF »1 = 6.476002321L°4

ISTIMATED VARIANCE OF »2 = 4,4033%85452°3

THE NUMBER OF PANKLS TO BI SAMPLRD FOR subsets { - 8 = 3,12,9,32,4.
sanpling without replacement

ISTIMATED STRATA PROPORTIONS pi = 0.3333333333 0.00353333339 0.2222222222 0 0
ISTIMATED STRATA PROPORTIONS »2 » 0 0.08333333333 0.1111414124 0.03128 ¢

ESTIMATED PIOPORTION pt » 0.06666666667
ISTIMATED PIQPORTION p2 ® 0,04938333332

ISTIMATED VARIANCE OF p1 = 6,7117252198%

ISTIMATID VARIANCE OF p2 = 7,9664664408 4

THE NUMBI) OF PANKLS TO BE SAMPLED FOR subsets & - 5 = 3,12,9,32.4,
sampling without replacement

ISTIMATED STRATA PROPORTIONS pi = 0.3333333323 0.08333333333 0
8867 §.202241288

ESTIMATED STRATA mmrmus »2 » 0 0,166666 i 9 0

TSTIMATID PUOPGRTION pas 0,03333333033

LSTIMATED PILOPORTION 2. 0,09

ESTIMATED VARIANCE OF p1 = 4.3943788691"¢

ISTIMATID VARIANCE OF 92 = 7.09232623174

THL NUMBLR OF PANKLS TO 3T SAMPLED fCR subsets & ~ § 2 3,12,%,32,4.

sampling without ceylacement

!fzfﬂﬁftb STRATA PROPORTIONS pt » 0,3333333333 C. 1668666667 0.4411113312 0 0
ISTIMATID STRATA PROPORTIONS p2 = 0,3333333333 0.1668665667 0 0 ©

i.nt‘TlHQT!b PHQPOUTIAN «¢ = A Ageczicecen
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ISTion JhJ smild -"‘(.l JP P2 2 6.47600232:L 74

TDR: 1027
. - Rev. 1
g NEMIED S JANELS 70 3T SAMDLED FIR subsets 4 - %oz 3.1l.2, 3.4, Page 29 of 38
sampiins ocicloue sipiazingnt
TITIVITEL TTRITL P2I20RTICHS pi s 2 3, 146844693 JEIZIIINY L G
EITIvATIS ITESTS FEITIRTIONS p2 w0 3,13333323832 4 %,1Isde ) ATT. ia
TITIMLTID FEIEIITOON »l ox D.02333322373 '
SITIATIL FELEIETICN 5 o= $32%1954¢57

gaTIveTIo aplanik u! pLox L.03TI0LGES

ISTIvaTil callaNol JP s = 4.u5°' LY )

-wor &

TAE wLMATR ST FANELS T 3 SAMPLRED JFOR subsets L - 9§ = 3,12.9,32,4.
sampiing wisthout rsplacement

ISTIMATEID 3TRATA PRCPORTIONS 24 = 0 0,08333333333 0 09
ESTIMATED STRATA PROPARTIONS p2 = 00,2300 0

ESTIMATED PRUPCRTION p4 = 0.01666666667
ESTIMATID PROPIRTION p2 = 0,08

ESTIMATED VARIANCE OF pt = 2,.343961997K74
ISTIMATED VARIANCE QF y2 = 6,244270336X7¢

THE NUMBEX OF PANELS TO BX SAMPLXD FOL subsets L - S = 3,12,9,32,4.
sampling without replacenent

ISTIMATED STRATA PROPORTIONS pt = 0 0.08333333333 00 0
ISTIMATED STRATA PROPORTIONS p2 8 £ 00 0 O

ISTIMATED PROPORTION pi = 0.0§666666667
ISTIMATED PROPORTION pd » 0.09

ISTIMRTID VARIANCE OF pt = 2,343961997X°%
ISTIMATED VARIANCE OF »2 = O

THT NUMBEE OF PANRLS 1ILI! !hﬂlllb ron subsets 1 - S5 » 3,12,9,32,4.

..o-

sanpling without rt)llnllli1?' -

ISTIMATED STIATA PIOPOITTUI‘ ;f * 0 0.08333333333 0 0 0
SSTIMATID STIATA PROPORTIONS »2 » 0 0.23 0 0.03123 0

KSTIMATED PROPORTION p¢ = 0,01666666667
ISTIMATED PROPQRTION »2 = 0,06633

ESTIMATED VARIANCE QF pf = 2.3439619978°¢
KSTIMATED VALIANCE QF 92 = 0.79983403517¢

THL NUMEEE CI' PANELS TO 3T sSaMPLID rel :uh:ot: 1 -5+ 13,12,%,22,4.

sampiing witlout rerlacasent
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2eTtunvel P2I0CRTION pi & 0.01ébdddais7
ISTIMATID PRIPORTION p2 = 0.06686666667

ATT. [a.
PSTIMATYD UARIANCE OF pi = 2.46694077427¢

LSTIMTID VARIANCE OF 93 s 2.343961997F7¢
THE NUMBER OF PANILS TO BE SAMPLED FOR gubsets § - § = 3,12,9,32,4.
saapling without replacement

RSTIMATED STRATR PROPORTIONS »1 = O 0.23 0.2222222222 ¢ Q
ESTIMATED STIATA PROPORTIONS »2 = 0.6666666667 0,08333333333 0 0.0623 0

ISTIMATED PROPORTION pi » 0.08333333333
ISTIMATED PROPORTION »2 = 0.083%

ISTIMATED VALIANCE OF 94 = 1.036441674273

ISTIMATED VARIANCE OF p2 & 9.3408314338°4

THE NUMBIR O PANLLS TO 3% SAMPLED FOR gubsets { - 3 = 3,12,9,32,4.
saapling without replacement

ISTIMATID STIATA PROPORTIONS 94 = 0.4666666467 0.23 0 0 0
ESTIMATED STIATA PROPORTIONS p3 = 0.6668666667 0 0.1111131848 0 0

ESTIMATED PROPORTION »i = 0.08333333333
ISTIMATED PROPORTION »2 = 0.03

ISTIMATED VARIANCE OF 91 = 0.094867228K7¢

ISTIMATED VARIANCE OF 22 » 4. 317337643K7¢

THE NUMBER QF PANELS TO 3T SAMPLED FOR subsets { - § = 3,12,9,32,4.
sampling without replacement

ESTIMTID STRATA PROPORTIONS pi = 0.3333333333 0,08393333333 0.1142141114 0 0
ISTIHGTID\ngﬂTﬁ PROPORTIONS 22 = 0,3333333333 0,1666666667 0 0 O

ISTIMATID PROPORTION pt = 0,09 v
ISTIMATEID PROPORTION »2 = 0,09

ESTIMATED VARIANCE OF pd & 6, 0615496417%
ISTIMATED VARIANCE OF 13 = 6.476002324L%¢

L3

e

012/079.32



SUBSET29:M
‘Tug wumBER 0F SUBSETS n5 = S,
" SUBSET § = drip zone snd sandoed: ORST

SUBSET 2 = drip zone only: VERY BRD
SUBSET 3 & sand bedt BAD
SUBSET 4 = vest of the syhere: 400D

SUBSET 9 = sylinders BIST
THE number 7 PANEILS IN SUBSETS 1,2,3,4,5 1S 5 20 15 52 8
THE total number DY PANKLS = 400 _
ASSUME: TOTAL NUMBER OF 6x6 SAMPLE UNITS IS identical FGR EACH PANEL,
THE NUMBER OF UNITS PIR 2aMEL nu = 609,
THE total number OF UNITS = 50,000,
THE numoer IF UNITS 1N SUSSETS 4,2,3,4,5 IS 3000 12000 9000 31200 4300
ENTIR 4 = Prdbad uniidt A SHARACTERIZATION OF THE ENTIRET POPULATION.
0:

$.09

SUSSET DISTEIBYTION no, 11
0.2724437529
0.1:8224376%
Q.0€3112L882
0.0030483751
0,0¢3504397S

SUBSZT DISTFIBUTION no. 2!
0.3924646732
0.07849293%8
0.03192464678
0.0456985874
0.0072349293¢6

G. 04735

PROPORTION P1 =
72 = 9.0313

PROPORTION
sampling without rerlacement

THE NUMBER 2F PANELS TO B SAMPLED FOR subsets 1 -~ S = 3,12,9,32,4.

TDR 1027
Rev. 1
Page 31 of 38

ATTACHMENT 1b
SIMULATICON 2F 5 PART
STRATIFIED BAMPLING PLAN,

MAXIMUM 9F THE EISTIMATES: O0.1166666867 0,03726821082 1 1 0.1325 0.03469665474

14

MINIMUM OF THE ESTIMATES: 00000000

AVERAGE GOF THE ISTIMATIS: 0.04592% 0,02282403069 0,91 0.99 0,03165
0.02247775917 0.38 0.98

STD DIV OF THT ESTIMATES: 0.02409039343 7.305016391K73 0,2876234913 0.4
0,02910819482 9,331828416F 73 0.326398632¢ 0.140705294¢

UPPER TWO-STDED HORMAL 0,90 AND 0,93 CONFIDENCE LIMIT = 0,09628466044
0.1051476305
LOWER TWO-STDID MORMAL 0,90 AND 0.95 CONPIDENCE LIMIT
"5.147680519873
riChat) si(hat) TESTIO TESTIS p2(hat) s2(hat) TESTHO TESTIYS
0,0333333 0.020%9633 1 0.0829167 0.0300326
0.0500000 (,0261937 0.0162500 0.0139864
0.0658333 0.0308628 0.0333333 0.,0209633
0.0333333 0,0215067 0.0333333 0,0209633
0.0500000 0.0251949 0.0829167 0.0306873
0.0000000 0.0000000 0.0662300 0.0300326
0.0333333 0.0209633 0.0300000 0.0207737
0.0829167 0,0339088 0,1162300 0.0296643
0.0495833 0,0263631 0,0829167 0.0306873
2.1000000 0,0324990 0.0333333 0.0209633
0.0666667 0,0284515 0.1000000 0.02653i4
0.0333223 0,0223850 0.0¢662300 0.0360525
0.0156657 ,0159498 0.0333333 0.0207737
03000400 ,4300¢T0 2.03000C0 0.0251937
0.0166667 0.0125037 0.0662500 0.0263531

3,7153395641°3
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¢ 3502200
0.0136557
2.0435%5333
2.0188557
2.9500000
Q. 35905600
Q, 3232333
A.0333157
3,954000%
0.0313333
2.0222333
3.0233133
3. 0458537
6.021332

5.5313333
2.5868587
0.0662500
5,0212167
2.0495323
0.0991557
2.0168587
3. 0200000
A, 1006008

2.8500000
0.0500000
0,0800¢00
Q. 3000000
0.1165667
0.05CC0%%
0.06€6567
@.01€8857
0.,0146657
9,03%3333
0.03:3333
9. 0900002
Q.0866667
0.0333333
£,430333
9.0805000
0.0300060
§.9333333

Q. 0145557
$,83393333
0.0343333
0.0813333
0. 0006000
9.0466887
9.03393333
9.0500000
0.,05¢:0000
$.0862%00
2.0168687
0.5500000
0.0313333

S AN2U3559

3.0234480
T.0159438
0.0203631
0.0159493
2.4251945
0.0254430
2.5257737
G295
9.3856314
2.v222330
0.0243057
0.0207787
2, 0135037
0.0213067
£,02238%0
€. 2234489
£.026383¢
©.0300924
0.4:209909
0.0372522
0,4159493
Q.0243089
©.0264957
A,6137069
0.0207787
$.0254430
$.4207787
0.0249885
0.0254480
2.6000000
0.0342318
0.0254430
0.0299041
2.0159%4398
0.0138037
0.0209633
0.0207737
0.0254480
0,029%156
0.¢20%433
0.3209433
0.0254430
0.02354480
. 0213087
C.0136037
Q.02369037
0. 0136037
©.0293148
G.0L37039
0,3219067
Q. 02077
2.£295155
0.0000000
0.0437065
0.903249%0
0.0261945
0.0251945
0.£293353
¢.0137065
0.0234430
C.GL36037

& NBagALY

h»ﬂn‘n‘l‘i‘l-hporh.‘hr-hl-hl-hl-h”ﬁbdpMtﬁbh'-bn-hodn-hHC)O‘ﬂl-."O&Pl‘Cliﬂo-OD—“D-.—‘HO—M»H-I-bl-hu-bl—ldb-h.-».—bo‘.-r-.-u

.HHM.‘p»»»pp»'srnpp.‘|n'~»rﬁ.-hb—o-b)-ht-h.-»r"ﬁ"orhPhb-l-hpb.n)h.-bo.;'..~'..'-.‘..s.-.-n.,-..p.-.c.-.np-.;..s..u”».-. - b

0.0495333
$.3329137
0333333

3.6630600
£, 10003CD

0.0852500
0.,05852300
0.0252500
0.0£52500
C.00s6867
©.9162800
0. 0491867
C.0433333
0.0333333
¢,3499333
0,$333333
2,0000000
0. 0431467
0.0452500
9,£700000
0.0823000
9.0162300
0.0833333
Q.0500000
0.0329167
0., 0Q000000
0.0152300
¢.0333333
0.0333333
0.0493833

0.0300000
©.0833333

2.0500000
0.0000000
0.1325000
0.0165667
0,0333333
0.0333333
9.0328t67
2. 03C0000
0.0823000
9.0823000
0.0491667
0.0300000
0.0666667
0.0166667
0.0333333
0.0833333
0.0495333
0,020C0G0
0,0833333
0.0829167
0.0165667

A QRELcen

¢.3272272

,3125937

s mwha

2.5228821
0.02248515
¢.0209533
2,320995)
0. 0225821
0. 0136037
. G000000

0324990
0.03¢6373
0.2234430
0.0300526
C.0253531
¢.0300526
2.0205372
0.0159964
0.031¢611
0,0183433

2199954
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0.0207787
0.0224409
0.00Q0000
0,0159861
0.022338%0
0.0207787
0.0243634
0.0261943
0,0299048
0.0209633
0.0000000
0.0346967
0.0139498
0.0436037
0.0209633
Q.03056873
0.0234430
0.0304363
0.0222402
0,0272272
0.0234430
0.0139493
0.013%438
0.0209533
0.0299043
0.0275072
0.0000000
0.0215067
0.0333668
0.0437053
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V0333333

0.0662300

0.2232222
0.0666667

Q.hlﬁtsl'!

0.0500000
0.0500000
0.0493833
0.0995833
0,0666667
0.0333333
0, 0500000
0.0300000
0.03332333
0.0662500
0.0%00000
0.09829167
0, 0300000

v, 0215067
0,0290042
0.0300526
0.2209¢€2
0,0299136
0.0180402
0.0266344
0.0209633
0.0262466
0.0362479
0.028491%
0,02238%
0,0266314
0,0207787
0.0207787
0.0306873
0.0234%0
0,0339660
0.0266314
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G. 0333393
0.049%3132
0.0000000
0,099¢48£7
0.0166667
Q.0%00000
0.0829167
0.06%8333
0.0493833
0.,0662%00
0.0666667
0.06%8333
0.033%000
0.0493833
0.0333333
0.0829167
0.01646667
0.0166667
0. 0000000

V.VaVID IS
0.0262184
0000000
R Ek ki
0436037
0.0207787
0.0333668
0.0260708
0.0209%09
0.0300526
0.0139498
0.0260709
0.0222402
0,0267973
0,0207787
0.030092¢
0.013%49%
0.0436037
0,0000000

0.
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0.

o boPh ph ph ph 30 30 o0 ba bo Fo i g2 O O -

TDR 1027
Rev. 1

rage 33 of 38

Mo BB S0 g P gb A P G0 B pa B o fo ph 0 bA s B



) SUBSET4SIM
¢ THI HUMBER OF SUBSETS ns = §,

. $uBS2T L = driy zone and sindbed: WORST TDR 1027
JUDSET 2 @ drip zone onlyt VIRY BAD ' Rev, 1
SUBSET 3 » sand bed! BAD Page 34 of 38

SUBSET 4 = rest of the sphare? 400D
SUBSET 9 = cylinder! IS8T

THE nuaber DY PANELS IN SUBSXTS 4.2,3,4,5 18 9 20 13 82 ¢ ATT. 2
THE total number OF PANRLS = 100
ASSUMES TOTAL NUMBER OF 8x6 SAMPLR UNITS IS identical YOR EACH PANEL. SAND BED ExeLuCE!

THE NUMBER DF UNLTS PER PANSL nu = §00.

THE sosed,ms7oori 00 YH' 85332 9% 4, 4,5 15 2000 12000 9000 33200 4300

(NTER ¢ = Pribad unit}s R CHARACTER[ZATION OF THE ENTIRE POPULATION,
gt
0.0%

SUBSLT DISTRIBUTION no. 41
0.2324487329
0.1262243763
0.0531124882
0.00)5048975¢8
0.000%048%73

SUBSET DISTRIBUTION no. Q0
0,3724646782
0.07849293%6
0.0192¢64678
0.0196903874
0,007849293¢6

PROPORTION 14 = 0,0301%
PROPORTION 12 = 0,03103333333

sampling viihout replacement

THE NUMBER (F PANELS TO BX SAMPLED FOR subsets 1 - 3 = 3,13,9,32,4.
THE BOTTOM ALY OF THR PANILS [N subsets 1 AND $ ARE EXCLUDED,
I} AND QHLY I¥ THRY ARE RANDOMLY SELTCTRD.

CONDITIONRL PROPORTION P{ = 0,04313962963
.CONDITIONAL PROPORTION P2 = 0.04191461481

MAXIMUM OF ‘THR ESTIMATES! 0.14203703704 { 1 358 0.12268348%3 { |

MINTMUM OF 'THE ESTIMATES: 00043000

AVERAGE g; ‘THE BSTIMATESE Q.04423562169 0.94 Q.97 33.9 0.04344973345 0. M
0,

$TD DLV OF 'L ESTIMATES! 0.02982932443 0,2386032%566 0.171446608 1,702642038
0.026'56310003 0.2386832564 0,2190429136

UPPRR TUO-S1DED NORMAL 0,90 AND 0.95 CONFIDENCE LIMIT FOR CASE 1 =
0.086117206074 0.09453318487 .,

LOWIR Tul-SIDED NORMAL 0,90 AND 0,95 CONFIDEINCE LIMIT FOR CASE & =
°4.280948203L°3 "0, 2741276111°3

UPPER TWO-SIDED NORMAL 0.90 AND 0.93 CONFIDENCE LIMIT FOR CASE 2 =
0.08432373684 0,09246374349

LOVER TWOSIDED NOBMAL 0,90 AND 0,95 CONFIDINCE LIMIT FOR CASE 3 =
“6.941072062°4 “8,834113%3L73

pithat) TI8T90 TESTIS no, sampled paChatd TESTI0 TRSTIS

0,0689618 § 1 3¢ 0,0689183 { 1
0.0365741 4 1 %4 0,016818% {1 ¢
0,0368744 {4 { S5 0.0370370 1
0,0000000 { 1 51 0,04803%6 { 1
0.,0643%49 1 1 33 0.4226832 O O
0,07592%3¢ { { 33 0.018318% 1 1



0.03918%2 | 58 0.0685189
2,0%%5%%% L % 0,0277778
0.0995370 9 $3  0.0462963 TDR 1027
" 5.0043830 | 34 0,0921296 Rev. 1 .
0.0636889 | a5 0,0828704 Page 35 of 38
0.0370370 | 36 0.087777%
0.0629630 | $1 0.0377778 ATT, 2
0.0856481 1 g2 0.0277778
0,0000000 1 52 0.0736143
¢« 0,073681L % 50 0.0643%19
«  0.0185185 s4 0.0370370
0.0324074 1. 35S  0.049074%
0.0509259 .. 8 0.0458333
0.0462963 ¢ 54 0.0185483
0,0324074 ¢ $S 0,036111%
0.0393519 1. 53 0,0361111
0.05555%6 !. 55 0.0550926
0.018%18% 1. 54 0.03%35%6
0.0370370 ! 53 0.0643519

5% 0,0462963
36 0.0363744

0.0370370
0.0138889

(9

! it 1
: TR
0 1
§ o
4 t 1
i 1 4
1 1 1
1 S}
1 1 1
{ 1 4
1 {1
L TR}
1 t 1
{ 14
1 11
t 14
1 1
1 14
H {1
$ 1
1 {1
0.05%092¢ & 4 54 0,0365744 &
0.0277778 1 § 49 0.10092%9 0 0
0.0648148 1 4 54 0,0277779 4 ¢
0.0416667 1 t 352 0.0462963 1 1
0.0393%49 1 4 %3 0.06%8099 { &
0.0000000 4 { 54 0,0689845 { 1
0.031%444 4 1 5% 0,0533%%% 1 12
0.0319644 11 1 56 0.032407¢ 4§ ¢
0.092%92¢ 0 {4 92 0.0370370 & 1
0.0462963 & & S4 0.418981% 0 ©
0.0463963 4 1 53 0.0640148 3
0.018548% & § 53 0,032407¢ 4 1
0.0324074¢ & {59 -0,0183183 1
0.0370370 ¢ 1 ST 0.0609813 1 ¢
0.0578704 & 1S4 0.0324074 4
0.0643%19 4 § 534 0.0462963 1 ¢
0.092%926 O 1 84 0.04358333 3 ¢
0.0717393 { 1 34 0.03046% 1 1
0,0740744 4 1S4 0,0277778 & &
0,0370370 4 1 53 0,0731481 & ¢
0.09953%6 1 3§ 957 0,0183183 1
0.0648148 1 ¢ 57 0,06018%2 §
0.0092%93 4 1 %4 0,037TM78 4 ¢
0.018949% 4 § 5% s t
0,032¢074 | o , 221 ¢
0.0646140 1 3 L 0.0310444 & 8
0.0%32407 | 1 afblmnt 1
0,0092593 | 1. The8.010%0% 1 1
0.0000000 1 & 'S0 0,0130009°% 1
0.0671296 1 { S3 0.0185189 ¢ 1
0.0370370 1 §{ 33 0,0138009 { 1
0.0993556 L ¢ 54 0,02771TT8 4
0.0377778 t 1 33 0.0000000 1
0,0370370 1 1 36 0.0599206 1 1
0,0740741 1 1 %6 0.0277778 & 1
0.0463485 1 ¢ 93 0.0130889 1 1
0.0277778 ¢ ¢ 92 0.0833333 ¢ 1
0.0%33%96 1 1 54 0,018348% ¢ ¢
0,0185185 & ¢ 54 0.,093%3%% 4
0.0485189 1 1 34 0.0833333 1 1
0.,076747¢ 1 4 SS 0.0498333 ¢ ¢
0.0347222 ¢ 1 34 0.038%44 1t ¢
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O b A
0.0189433
0.0787037
0.0578704
0,0370370
0.0324074
0.0504630
0.0166667
0.0189183
0.0740744
0.0183183
0.0462963
0.0337037
0.0309239
0.0370370
0,0000000
0.032407¢
0.0000000
0.0333336
0,0370370
0.093%926
0.02893%2
0,0380889
0.0430333
0.1203704
0.0722222
0.0000000
0.0324074
0.0000000
0.083533¢
0.050923%
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2,000 3444
0. 0000000
0.1046296
0,0319444
0.00923%3
0.0416667
0.0683185
0.0000000
0.0195198
0.0434333
0. 6000000
0.0277778
0.0370370
0.0402778
0.0185188
0.0828704
0.0324074¢
0.0000000
0.0645748
0,0833333
0.068984%
0.0319444
0,0185109
0.0462963
0.01851085
0.0498303
0.0939845
0.0334074
0.0462963
0.01851¢9
0. 0000000
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simpSIN
ASSUMET TOTAL NUPMBEZR OF 6x6 SAMPLE UNITS 1S identical TOR IACH PANIL.
THE NuMBER OF UNITS PRI PANEL nu = 00,
THE tatal nunber OF UNITS = §0,000.
ENTIR ¢ » Pribad unit)! A CHARACTRRIZATION OF THE ENTIRE POPULATION.
gt

0.0%

FROPORTION Pt o 0.03061666667

sampling without replacesent

THE NUMBIR 0) PANELS TO DX SAMPLYD IS 60.

THE S0TTOM WALY OF THE PANRLS IM THE Sand RED (20 PANELS) Al
IXCLUDED, IT AND ONLY IF THEY ARE RANDOMLY SELECTID.
CONDITIONAL FRIOPORTION PL = 0.05096296296

MAXIMUM OF TFE ESTIMATES: 0.1346153846 ¢ £ 38

MINIMUM OF THE BSTIMATIS: 0 0 O 44
AVERAGE OF THE ZSTIMATES: 0.0470419326 0.83 0.95 49,77

STD DRV OF THY ISTIMATISH 0.03099222%349 0,3773351603 0.2190429136 2.407291443

UPPIR TWO-SIDED NORMAL 0.90 AND 0.93 CONFIDENCE LIMIT FOR CASE { =
0.09766731304 0.1066109373

LOWER TWO-SIDID NORMAL 0,90 AND 0,99 CONFPIDENCE LIMIT FOR CASE {
4,23684120862°3 ~4.68%011397273

pithat) TISINO TRSTHY no. sampled .
0.0000000 0 § 54 )
0.0196070 ¢ ¢ W
0.0376923 ¢ ¢ %2
0.0212766 & 1 47
0.0000000 O { 49
0.019607¢ & & %
0.0392187 { ¢ %
0.0168679 1 ¢ 33
0.03773% 1t L 93
0.0000000 9 t 48
0.019%6072 t 1 9
0.,0200000 | & %O
0.0612249 L ¢ 49
0.0966030 t { 93
0.0408863 Lt 4 49.
0,0980332 v 3 W -
0.080¢00N 1 ¢ %
0.0833337 ¢ ¢ 48 .
0.13461%4¢ 0 0 827
0.0408133 L & 49"
0.0000000 O 3 82
0.0429%32 1 47
0.0600060 1 1 & x
0.0429%32 | ¢ 47
0.0384618 ¢ ¢
0,0208333 ¢ <+ 48
0.038823% + ¢ 5t
2,0794314 1 ¢ W
2.0586029 1 ¢4 %
0.4086957 @ 0 46
0,03%441% | 1 52
0.02921%7 1 1 9¢
N,0976923 | ¢ %2
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sae w

4,0377358
0.0376923
2.08333323
2,0800000
2,9400000
2.9415087
i.éi39290
L 220900
D 3334~'5
31:245

‘ ciedlss?
2.0878323
:I . ‘-35"-'3

LT3 OvE £

S0 ITITY

DTS

:.C:;CCVO
bR -.'330-3
742334848
2.0648249
2. 242000¢
0.03%1034
24200000
0,7%88239
23638298
2.2000000
Q0.06422¢%
0.23844845
2.10833233
0.13196079
0.0%66038
0.03335%6
0.0204082
0.14238532
0.0000000
0. 0444444
0.0833333
2.0888899
0.0192308
Q.03L2766
0.0838298
0.0525000
2.0366038
0.0784314
9.0816327
0.122449
0,0227313
9, (000000
Q.0600000
2,0833333
Q. (000000
0.019607¢
9, 0000000
0.076923¢
2.0196079
0.0222233
0.0434783
0.0208333
0.0400000
0 013191'

Siv2isTee
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a.481884

0.0016337
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2.0

I8-402950-001
Rev. O
Page 3 of 23

This specification establishes the minimum requirements for the augmentad
ultrasonic testing (examination) program of the Oyster Craeek drywell
centainmant vassal.

This apaecification requires UT examination of 57, 6" by 6" areas (grids)
randomly chosen from all drywaell plates above the sandbaed elevation.
Each 6" by 6" grid will be sagmented into 9, 2" by 2" areas (cells).
Acceptance criteria for each grid will be dependent upon the average
thickness of each 2" by 2" cell and the average of the 9 cell
thicknessaes.

It may be necegssary to expand an ingspaction location to an 18" by 16"
area which will be segmented into 81, 2" by 2" cells. Figure #1 presents
a schemati¢ of the inspection logic for each of the 57 inspectiona
locations.

1.1 Ultrasonic ‘testing (UT) required by this specification is to be
performed during refueling outage only.

1.2 All data shall be forwarded to Technical Functions for avaluation.
1.3 The inspeactions required by this specification ara in addition to
the inspections required by Reference 2.6. ROC shall c¢coordinate

all activities in the drywell agsociated with this specification
and reference 2.6.

2.1 ASME B&PV Code Section V, 1977 Edition through Addenda Summer,
1978.

2.2 ASME Section V, 1986 Edition,

2.3 ASME B&PV Code Saection XI, 1977 Edition through Addenda Summer,
1978.

2.4 SKT-TC-1A, 1980 xdition, "American Society of Non-destructive
Testing, Recommended Practice.*

2.5 TDR 1027, "Design of a UT Inspection Plan for the Drywell
Containment Using Statistical Inference Mathods.”

2.6 GPUN Spacification IS-328227-004 "Punctional Drywell Requirements
for Drywell Containment Vessel Thickness Examination" (most recant
ravision).

004/0040.3



SPEC 402950—-001 INSPECTION LOGIC

dnd — 6° by 6°
33':“:; 9, 2" by 2" Colls
o Locate inspection Point
Hecord Ave Cell Thickness

81,2* 2
Record Ave. Thickness
For Each Cell

Figure 1

18-402950-001
Rev. O
rage 4 cf 23
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2.7 CBI Company Drawings 9«0971, Sheets 1 through 92.

2.8 GPUN Skatches 3E~SKM-339, Sheets 1 through 20,

2.9 GPUN Memo 5360-90-396, P. Tamburro to A. Baig

3.0 REQUIREMENTS

3.1.2

3.1.3

004/0040.5

Personnel Qualification

3.1.1.1

Ultrasonic porsonnel shall be qualified and
certified as a lavel 2 NOE Ingpector in
accoxdance with Reference 2.4,

Examination Equipment

3.1.2.1

3.1.2.2

Ultrasonic examination pulse-echo equipment cap-
able of thickness measurement by the digital
and/or A-scan on a CRT scraeen shall be utilized.

Digital readout equipment shall have printout
capabilities and memory storage traceable to
gequential reoadings.

Ultrasonic examination by use of robotic
equipment may ba performad; howaver, the
performance of ultrasonic examination devices
shall be in accordance with Saections 3.1.1.1 and
3.1.2.1. UT thickness examination through pain:
shall be performed per qualified techniquas and
procedures. )

Qualification shall be performed to the
satigfaction of the GPUN Manager of NDE/ISI.
This qualification shall be documentad.

Plate Number Scheme and Inspection Designation

3'1.3'1

To locate each inspection location, a series of
drywell plate drawings have been developed
(Raference 2.8).
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3.1.4

3.1'3'2

I5-402950-001
Rev. 0
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Bach inspection location will be numbered in tha
following format:
B - PN - GN
where: '
X - Plate Elevation (6, 23, 50, and 71)
PN =« Plate Number (per Exhlbit #1)
GN = Grid Number
Inspection locations have been randomly chosen

and are listod in Section 3.1.5 and are shown in
Referance 2.8,

Inspections shall conaist of the following for each
inspection point.

3.1‘401

3.1.4.2

The random locations have been chosen based on
Reference 2.5. The inspection point shall be

located by measuring first from the horizontal
weld and then from the vertical welds as shown
on the sketches in Reference 2.8,

Due to ALARA considerations and the random
nature of thess inspections it 1s not necessary
to precisely vaerify the location of each
inspection point. However, the robotic
equipment operator or NDE Inspector shall
ensure (tha to best of their abilities) that
each inspection point is properly located per
Section 3.1.5 and Reference 2.8.

It is recognized that not all the randomly
chosen locations may be accessible for
inspaction, or surface conditions may not allow
for proper UT scan. 1In thess instances, an
alternate inspection location shall be chosen
(as shown in Exhibit #2) with concurraence of
Technical Punctions.

6" by 6* Inepection
3.1.4.2.1

The UT Inspection shall be performed over a 6" Dby
6" area centored on each inspaction point. Each
6" by 6" area (referrsd to as a “grid") shall ba
divided into 9, 2" by 2" areas (referred to as
"cells"). Ag shown in Figure 2A.
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UT examination shall be performed in a manner
which will result in a nominal thickness value
for each 2" by 2" cell (for a total of 9 values).

3.1.4.2.2

If one or more cell thickness values are leas
than LTC (Saction 3.1.4.4), then this grid shall
be marked and results reported to Technical
Punctions as soon as reascnable (approximately 12
hours). Additional inspections shall ba
daetermined following data evaluation.

If all 9 cell thickness values are greater than
or equal to LTC then evaluate the data per
Section 3.1.4.2.3.

Flgure 2A
|< 6" >
|—ar—|
T -
6" - % : Inspection Point
L €¢—f— 2% x'2% colls
Grid



IS-402950-001
Rev. 0O
Page 8 of 23

Elqure 2B
18" x 18* Grid
« 18" »|
]
ig* .« € Inspaction
Point

v Cmte 2% ¢ 2%

- calls
3.1.4.2.3

004/0040.8

If all 9 cell thickness values are greater than
or sgqual to the MTC (Saction 3.1.4.4), then no
further inspections are required for this
inspection point. Thickness values for all 9
cells shall bae transmitted to Technical Functiors
(per Saction 3,1.86.1).

If one or more of the 9 caell thickness values are
less than the MTC, then data evaluation per
Section 3.1.4.2.4 shall be performed.

3.1.4.2.4

The average of all 9 cell thickness valuaes ghall
ba calculated. If the average is greater than or
squal to the MTC and the thickness valuae of all

9 cells is greater than or aequal to the LTC, thun
no further inspactions are required for this
inspection point. Thickness data for the 9 cells
shall be transmitted to Tachnical Punctions (per
Section 3.1.6.1).
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3.1.4.3

I18-~402950-001
Rev, O
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If the average is less than MTC than an expanded
inspection shall be performed per
Section 3.1.4,3.

18" by 168" Expanded Inspection
3‘1.4.3.1

An 18" by 18" expanded inspaction shall be
performed on all inspection polints which do not
meet the criteria in Section 3.1.4.2. Technical
Punctions shall be notified (aw soon as
reasonable) of all inspection points which
require an 18" by 18" expanded inspaction.

3.1.4.3.2

The 18" by 18" area shall be centered about the
original ingpection point and the 6" by é" grid
(Section 3.1.4.2)., If the 18" by 18" area cannot
be properly centerad dues to penatrations, welds,
or surface conditions, the 18" by 18" area shall
be placed and oriented in a manner in which the
sntire 18" by 18" area is located on the origlnal
vessel plate and ovexlaps the original 6" by 6"
grld.

3.1.4'3.3

The 18* by 18" area shall bae divided into 81, 2"
by 2" cells, as shown in Figure 2B.

UT examination shall be performed in a manner
which will result in a nominal thickness value
for each 2" by 2" cell (total of 81 values).

3.1.4.3.4

If all 81 cell thickness values are greater than
or equal to LTC and the average of the 81 cell
thickness values Ls greater than or equal to MIC
then no further inspections are required for thim
inspection point. Thickness data for all 81
cells shall be transmitted to Taech Punctions.

If one or more cell thickness value(s) are less
than LTC, then this expanded inspection area
shall be marked, and results reported to Tech
Functions as soon as reasonable (approximately 12
hours).
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If the average of all 81 cell thicknass values ig
less than MTC then results shall be reported to
Technical Functions as soon as reasonable
(approximately 12 hours).

Thickness data for all 81 cells shall be
trangmitted to Technical Functions (per
gection 3.1.6.1).

Thickness Criteria
3.1.4.4.1 (Reference 2.9)

The following Mean Thickness Criteria (MTC) shall.
be applied in Section 3.l1.4.2 and 3.1.4.3:

Nominal Delivered

Rlate Evaluation ____ZIhicknegpe _ MIC

11°*-3" to 23'-6" 1.154" . 780"
23'~6" to 51° 77" .735"
§1' to 65° 722" 695"
65*' to 71°'-6* 2.625" TBD
71*'~-6" to 95 ' 0.64&" 0.605"

3.1.4.4.2 (Roference 2.9)

The following Local Thickness Criteria (LTC)
ahall be applied in Sections 3.1.4.2 and 3.1.4.3.

Nominal Delivered

Plate Evalugtion ___ Thicknesg LIC
113" to 23'=6" 1.154" ToLg”
23°~6" to 51° P i Al -2
$1' to 65° .722" .470"
65' to 71°'-6" 2.625" TED
71'-6" to 95°' 0.64* 435

UT thickness examinations through paint shall be
performed per qualified techniques and

procedures., Qualification shall bs performed to
the satisfaction of the GPUN Manager of NDE/ISI.

A3R Ingpections Locations

For the 13R Outage, 57 inspection locations shall be
examined (per Section 3.1.4). These locations shall be
examinad as follows:



Plate

Elevation

6'=10" to
6'-10" to
6'=10% to
6'-10" to
6'-10" to
6'~10" to
6'~-10" to
6'=-10" to
6'~10" to

23'-6" to
23'~-6" to
23'-6" to
23'-6" to
23'=6" to
23'-6" to
23'=-6" to
23'=-6" to
23'-6" to
23'-6" to

50'=-11"
§0'~11"
52°=11"
53°'-11"
5)'=21"
5Q3'=11"
501'-11"
§2t=11"
50°'=11"
§0'-11"
50'-11"
50¢-11"
£0'-11"
50'=11"
50'-11"
50°'=-11"

004/0040.11

to
to
to
to
to
to
to
to
to
to
to
to
to
to
to
to

23'=6"
23°'-6"
23'-6"
23'~6°
23'-6"
23'=6"
23'-6"
23'-6"
23'-6"

50°'~11"
50*~11"
50'~-11"
£0'-11"
50’«-11"
50'-11"
50'-11"
50°'-11"
50'-11"
50°*-11"

65°'-2"
65'~-2"
652"~
§5'-2*
65 '=2"
65°-2"
65'-2"
65°'=-2"
65°'~2"
657-2"
65°-2"
65'-2"
657~2"
€5¢=-2*
65'~2"
65'-2"

Plate Grid
Nupber Number
6=7 99
6-10 42
6-12 149
6-13 185
6-14 a
6=16 64
6-18 1%8
6-19 88
6-20 196
23-8 118
23-11 629
23-15 726
23-17 368
23-19 494
23-20 190
23-21 256
23-22 31
23-23 22
23-24 216
Plate Grid

Numbeg Rumberp

50-1
50-3
50-4
50-5
507
$0-8
50-10
50-11
50~12
50-13
50-14
50-17
50-18
50-19
50~21
50-22

116
277

277
292
597
442
235
114

85
492
219
as9
147
190
236

Distance Prom
center Line of
Vertical Weld

—(Right /Left)
Left 4'~- 4"
Left 1'- O"
Right 1'~ 7°
Left 0'=- 5°
Right §'~ 2~
Left 2°- ¢
Left 0'- 5"
Right 1'- 4%
Laft 0'- 10"
Left 3'- 1*
Left 6'- 8"
Right 0'- 6~
Laft O'- 9~
Right 0'~ 8"
Right 2'~ 2=
Left 4'- 3"
Right 4'- 3%
Left 2'-11"
Right 3'~ 1%

Distance From
Centar Line of
Vertical wWeld

—(Right/Left)

Left 1'-
Left J3'-
Left 1°'=-
Right 2~
Left 3'~

3"
7w
i1~
3*
an

Left 3'-11*

Loft 2'-
Left 3'~-
Right 0'-
Lett 0°'-
Left 1'-
Left 1'-
Left 1'=
Right 1'-
Right 1'-
Left 3°-

gn
al
5'
6-
su
a8»
g
ar
1"
11-

I8~402950=001
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Distance Prom
Center Line of
Horizontal Waeld

—{Top/Bottom)
Top 2'= 10"
TOP 1'= g*
Top §'= §*
Top 6'=- 10"
Top O'- 11"
Top 1l'- 11-
Top 5'= 11"
Top 2'= 2"
Top g'- 11"
Top 4'- O
Bottom 7'- O®
Bottom 1'- 6"
Top 12*- O*
Bottom 12°'~ O°
Top 1l°'~- 6"
Top 11‘'- 6"
Top 12'- 6"
Top 1'- 0"
Top 6'~ 6"

Distance From
Center Line of
Horizontal Wald

~lXop/Bottom)
Bottom 8°' - 11*
Bottom 1* -~ 11
Top 7¢ - 11"
Bottom - 11"
Bottom 1' - 5°
Bottom 2*' - 5"
Bottom 6* ~ 5"
Bottom 3' - S5~
Top 2° - 11"
Top 7T - 11"
Bottom 3' -~ 5"
Bottom 3' ~ 11"
Bottom 7' - §"
Bottom 7°' - 5"
Bottom 4*' ~ 5"
Top 6' ~ 5"



Plate
Elevatjon

65'~
€5' -
65'~
65~
65'=~
65'~
65'~
65'-
65'~
65°'~-
65'~
65'~
65~
65°'~=
65'~
65'-
65'=
65~

71 -

2'
2'
2'
2-
2'
2l
2-
2“
2.
2"
2.
2'
2.
2“
2!!
2‘
2ﬂ
2'

6“

71 =-6"

to
to
to
to
to
to
to
to
to
to
to
to
to
to

to
to

83' to 94°
83*' to 94

All Specitic locations are shown on Referencs 2.8.

004/0040.12

Plate Orid
Number Numbex
71«6’ 65-2 35
11+~6" 65-5 45
71t=-6" 65=56 22
71°-6" 65-8 124
71°'-6* 65-10 124
71°*=-6" 65-11 18
71°=-6" 65=13 9%
71'=6"' 65-14 112
71°'~-6* 65=16 85
T1t=6" 6%-17 113
71'-6" 65-18 122
71°-6* 65=20 99
T1¢=6" 65-21 122
71'-6" 65-22 27
65-23 45
6%~24 82
65-25 119
65-26 k} ]
83" " 71-1 461
83’ 71-4 920
83-1 482
83~-4 401

3.1.6 Records

301;601

Distance From
Center Line of
Vertical Weld

—{Loft/Right)

Right
Right
Laft

Right
Right
Right
Right
Right
Right
Right
Right
Laft

Right
Left

Right
Left

Left

Right

Laft
Right

0'- 6"
Qo'- 7*
0'- 6"
0*~ 6"
o'_ 6”
2'~ 0"
1'= 4+
1'-11"
1'~ 9"
1'~ §*
1= §*
o"~- 10"
1'- 5"
1'~ O"
2'- 1"
1'= 3*
1= 11*
2'= Q"

4'~ 6~
3'_ ON

Left 11'~ 5"

Left

1'- 11"

I5-402950-001
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Distance From
Canter Line of
Horizontal weld

—{Top/Bottom)
Top ' - 5"
Top 3¢ - 5"
Top 1l =11"
Bottom O" - §v
Bottom 0* =~ 5%
Top 1* - §=
Bottom 1* ~11"
Bottom 0" -11%
Bottom 2°' - S"
Bottom O* -11*
Bottom 0" ~ $©
Bottom 1*' ~ 8"
Bottom Q" - 5"
Top 1 -11"
Top 3* - 5=
Top 1' = 3"
Bottom 2' - 11”
Top 2' = 5"
Bottom 5' -~ 1~
Bottom Q' - 7"
Bottom 4' - O"
Top 4' - 0"

All data shall be recorded on data sheets which
identify the inspection location numbaer (per
Section 3.1.5.1) as shown in Reference 2.8. Data
shaet format shall ba consistent with rigures 2A
& 2B. Copies shall be tranemitted to Technical
Also, data shall
be ment to Technical Punctions on a floppy disk
in an ASCI1 format.

Functions as soon as practical.
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3.2 suppogt Work

3.2.1 Work to be performed by the Refueling Outage Contracter
(referred to as the ROC).

3.2.1.1 The ROC shall achedule and coordinate all
activities necessary t¢ perform the inspections,

3.2.1.2 +whan required, the ROC shall eract scatfolding.

4.0 QUALITY ASSURANCE

4.1 All work shall be performed in accordance with GPUN Operational
QA Program. This work is classified Important to Safety/Nuclear
Safety Related.
5.0 INFORMATION TO BN SUBNIITED
5.1 UT data sheaets and calibration sheets in accordance with

Reference 2.4.

6.0 /\TTACHMENTS

3.1 Exhibit 1 - Plate Numbering schaeme shown on CBI drawing 9~0971,
Shoet 2,

5.2 Bxhibit 2 - Alternate Inspection Location Selection Schema.

004/0040.13
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EXHIBIT §#1

Plate Numbering Scheme Shown on
CBX Drawing 9-0971 shest #2
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EIRIBIT #2

Alternate Iaspection Location Salaction Schama

9

7 8 1 10

] original 2 11

A 5 4 3 12
13

Pigura #3

Plgure #3 illuastrates the selection scheme in which an alternatae inapaection
point shall be determined. The original inspaection point, which is
unaccessible, or cannot be scanned due to surface conditions, ehall ba
located on the applicable sketc¢h (Referance 2.8). If the original randomly
chegaen point is unaccessible, or cannot be scanned due to surface conditions,
then per Figure #2 Grid #1 shall be the alternate lecation.

If Grid #1 is also unaccessible, or cannot be scanned due to surface
conditiona, then Grid 2, 3, 4, etc., shall be selectad until a location is
accaeasibla.

If the original randomly chosen location borders a weld or penetration, and
ig unaccegaiblae,thaen thae grid which is accessible in the clockwise direction
per Pigure #3 shall be selected as the alternate inspection location. 1In all
cases, the alternate inspection location shall bae located on the original
vedgsal plate.
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