NEI 99-02 Appendices F & G
Summary of Changes Incorporated into 9/27/05 Final Draft

Page

Change Summary

Change Impact to Basis Document

FI-F2

Removed cxamples from the text as they no longer
arc valid exampled due to other changes made in the
guidance,

None

F2

Addcd scction on how to define system boundarics
for systems that have unit to unit cross-tic capability.

Review system boundarics for this type of system.

F3

Bullet added for new section on scgments that cannot
be removed from scrvice,

None

F4

Added a section on trains or segments that cannot be
removed from service. Monitoring scgments of
systems that cannot be removed from service would
result in a non-conservative UAI calculation. They
would never show planncd or unplanncd
unavailability, but would be considered to have a
baselinc value. With the potential large importance
associated with cquipment that causes a plant trip, a
large negative UAI value could unintentionally be
calculated.

Review systems for segments that may be removed from UA

monitoring,.

F5

Added additional guidance to definition of Planned
Maintenance to explain that it is set to a minimum
value equal to the baseline value for calculation
purposes.

None

F5

Clarified definitions for planned and unplanned
maintenance based of feedback from the industry

None

F6-F7

Clarified language, added operational alignments in
several places.

None

F8

Wording changed to put the cmphasis on the need to
change the baseline if maintenance practices change,
Also to review prior to implementation,

None
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Summary of Changes Incorporated into 9/27/05 Final Dratft

Page

Change Summary

Change Impact to Basis Document

F8

Delete the 25% criteria used to require a change to
the planned unavailability baseline. The 25% change
criteria for planned unavailability cannot be
implemented becausc some trains have a baseline of
zero or near zero planned unavailability, Thus the
smallest absolute changes result in large percentage
changes. Since there is no longer any benefit from
actual values of planned maintenance being less that
the baseline, this should have no impact to the
calculation.

None

Added additional guidance on what event to usc of
the FV/UA ratio, use T&M cvents and those demand
events that are logically equivalent. Also added
guidance to remove fail to run basic events from the
sct of events used to determine the
UNAVAILABILITY Birnbaum.

Review events used to define FV/UA maximum valuc and
remove fail to run cvents,

Fll

Added a section on the treatment of modeling
asymmetries for the UAI calculation. Many questions
have been asked on this issue. It became a larger
issue with the cooling water systems.

Review any treatment of PRA modeling asymmetrics.

FI12-FI3

Added an additional method used to calculate the
cooling water system correction factor for
UNAVAILABILITY. This method is less

conservative than the original method.

[f the cooling water systems have little margin, then there is
the potential to recalculate the correction factor.

F16

Added clarification on using PRA analyses
erformed to document system success criteria.

None

F17

Added the ability to exclude breakers from the scope
of unreliability monitoring based on Birnbaum
values.

Option to revise MSPI equipment monitored for failures.
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Summary of Changes Incorporated into 9/27/05 Final Draft

Page Change Summary Change Impact to Basis Document

FI8 Clarified thec component boundary scope for the EDG | Review current EDG system and component definitions. If
component to include cooling water isolation valves. | cooling water isolation valves arc monitored scparately from

) SR thec EDG, then remove them from scparate monitoring and
includc them within the scope of the EDG component.

F19 Added qualificr on run hours and demand cstimates, | Nonc
“usc best judgment” to split operational and test
demand and run time data,

F20 Clarified that the 25% criteria for changes in the None
number of demands or run hours applies to the total
for a group of components not an individual
component to avoid unnecessary revisions to the
basis document. This is justified because the data is

- pooled anyway.

F21-F22 Revised the section on discovered conditions to None
address the question of annunciated failures and
clarify the treatment of different failure modes.

F24 - F26 Revised URI formulation to allow the use of different | Some plants will have to implement this to remove the
Birnbaum values for each failure mode for a current conscrvatism in the methodology.
component,

F26 Addecd a scction on treatment of model asymmetrics | Review treatment of PRA model asymmetrics.
for URI calculation to address many questions.

F26 - F27 Revised the method used to calculate the cooling May require use of the new method for cooling water systems
water system correction factor for with little margin to the green-white threshold.
UNRELIABILITY. Added in the more accuratc
method proposed by Don Wakeficld.

F28 Added a warning to apply cooling water corrections | None
prior to doing thec common cause correction.

F29 Addcd clarification on which generic Common Causc | Review the current gencric Common Cause Adjustment

Adjustment factor to usc for the EDGs

factor used for EDGs.
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Summary of Changes Incorporated into 9/27/05 Final Draft

Page Change Summary Change Impact to Basis Document
F29 - F32 Table 3 — added normally running or_alternating. None
Added breaker generic common cause.
F33 Added guidance that for cooling water systems the Review current method usced,
common causc FV values for the common cause
correction should only include the mitigation
contribution.
F34 Added clarification to be sure Birnbaum values used | Nonc
for excluding components included common causc
correction.
F35-F36 Section 2.3.4 completely rewritten to implement Plants with little cooing water system margin to the green-
Birnbaum importance for each failure mode. white threshold will need to implement the revised methods.
F43 - F44 BRW RHR definition is redefined to exclude LPI Affects BWR scope definition.
function and shutdown cooling. Suppression Pool
Cooling is the monitored function.
F47 Cooling water systems definition is revised to ensure | None.
the focus is on technical specification systems, not
non-safety related systems that may supply cooling
under normal conditions.
Gl Lines 39-41 re-enforced requirement to document None
success criteria if different from design basis
G2-G3 Section H.2 — expanded guidance on how to Requires additional documentation IF the alternate option is
document the choice allowed in Appendix f for FV used.
and UR. Refers to Table 2 and 3 for example.
G3 Changed Table 3 to Table 4 on line 21. None
G5 Changed Table 4 to Table S on line [2 None
G6 Table 1 - Changed column headings to be consistent | Change heading in Basis Document table
with the terminology used in Appendix F and CDE
G6 Table 2 — Added new Table 2 as an example of Include modified Table 2 in Basis Document
L documenting component PRA data
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Summary of Changes Incorporated into 9/27/05 Final Draft

Page Change Summary Change Impact to Basis Document
G7 Table 3 — Changed from Table 2 to Table 3. Change heading in Basis Document table
Changed column headings to be consistent with the
terminology used in Appendix F and CDE. Added
Note 1 to table
G7 Table 4 — Changed from Table 3 to Table 4. Change heading in Basis Document table
G8 -Gl0 Table S — Changed from Table 4 to Table § Change heading in Basis Document table
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NEI 99-02 Appendix F Final Draft 9/27/05
APPENDIX F

METHODOLOGIES FOR COMPUTING THE UNAVAILABILITY INDEX, THE
UNRELIABILITY INDEX AND COMPONENT PERFORMANCE LIMITS

This appendix provides the details of three calculations: the System Unavailability Index, the
System Unreliability Index, and component performance limits.

1. System Unavailabiiilv Index (UA]) Due to Train Unavailability

Unavailability is monitored at the train level for the purposc of calculating UAL The process for
calculation of the System Unavailability Index has threc major steps: .

o Identification of system trains
e Collection of plant data
e Calculation of UAI

The first of these steps is performed for the initial setup of the index calculation (and if there are
significant changes to plant configuration). The second step has some parts that are performed
initially and then only performed again when a revision to the plant specific PRA is made or
changes are made to the normal preventive maintenance practices. Other parts of the calculation
are performed periodically to obtain the data clements reported to the NRC. This section
provides the detailed guidance for the calculation of UAL

1.1. Identification of System Trains

The identification of system trains is accomplished in two steps:
e Determine the system boundaries
o ldentify the trains within the system

The use of simplified P&IDs can be used to document the results of this step and will also
facilitate the completion of the dircctions in section 2.1.1 later in this document.

1.1.1. System Boundarics

The first step in the identification of system trains is to define the system boundaries.
Include all components that arc required to satisfy those functions in section 5 of this
appendix that have been determined to be risk-significant functions per NUMARC 93-01.

If none of the functions listed in section five for a system arc determined to be risk
significant, then: ‘ ‘

 If only one function is listed for a system, then this function must be monitored
(for example, CE NSSS designs use the Containment Spray system for RHR but
this system is redundant to the containment coolers and may not be risk
significant. It would be monitored.)

» If multiple functions are listed for a systcm, then monitor the most risk significant
onc.--orexample-BWRResidual Heat-Remeovalsystemstisis-threefunetions—H
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1 nene-of-them-sre-determmed-to-berrk-stenthesnt-monttor-the-funeton-thatis
2 determmed-to-be-the-mostrisk-signtficant-ef the threes) Use the Bimbaum
3 Importance values to determine which function 1s most important.
4 For fluid systems the boundary should extend from the water source (e.g., tanks, sumps,
5 etc.) to the injection point (e.g., RCS, Steam Generators). For example, high-pressure
6 injection may have both an injection mode with suction from the refueling water storage
7 tank and a recirculation mode with suction from the containment sump. For Emergency
8 AC systems, the system consists of all class 1E generators at the station.
9 Addrtional system specific guidance on system boundaries can be found in section 5
10 titled “Additional Guidance for Specific Systems” at the end of this appendix.
11 Some common conditions that may occur are discussed below.
12 System Interface Boundaries
13 For water connections from systems that provide cooling water to a single componcent in
14 a monitored system, the final connecting valve is included in the boundary of the
15 frontline system rather than the cooling water system. For example, for service water that
16 provides cooling to support an AFW pump, only the final valve in the service water
17 - system that supplies the cooling water to the AFW system is included in the AFW system
18 scope. This same valve is not included in the cooling water support system scope. The
19 equivalent valve in the return path, if present, will also be included in the frontline system
20 boundary.
21 Water Sources and Inventory
22 Water tanks are not considered to be monitored components. As such, they do not
23 contribute to URIL. However, periods of insufficient water inventory contribute to UAI if
24 they result in loss of the risk-significant train function for the required mission time. If
25 additional water sources are required to satisfy train mission times, only the connecting
26 active valve from the additional water source is considered as a monitored component for
27 calculating UAI. If there are valves in the primary water source that must change state 1o
28 permit use of the additional water source, these valves are considercd monitored and
29 should be included in UAI for the system.
30 Unit Cross-Tic Capability
31 Atmultiple unit sites cross ties between systems frequently exist between units. For
32 example at a two unit site, the Umit I Emergency Diesel Generators may be able to be
33 connected to the Unit 2 electrical bus through cross tic breakers. In this case the Unit 1
34 EAC system boundary would end at the cross tic breaker in Unit | that is closed to
35 establish the cross-tic. The similar breaker in Unit 2 would be the system boundary for
36 the Umit 2 EAC system. Similtarly. for fluid systems the fluid svstem boundary would end
37 at the valve thatis openced to cstablish the cross-tic.
38 Common Components
39 Some components in a system may be common to more than one system, in which case
40 the unavailability of a common component is included in all affected systems. (However
41 see-Addionabbutdanee{for-Speerfie Systems™forexceptons—for-example—the PWR
42 Hiph-Pressure-Safetvtnjecton-Systems)
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1 1.1.2. Identification of Trains within the System
2 Each monitored system shall then be divided into trains 1o facilitate the monitoring of
3 unavailability.
| A train consists of a group of components that together provide the risk significant
5 functions of the system described in the “additional guidance for specific mitigating
6 systems”™. The number of trains in a system is generally determined as follows:
7 » For systems that provide cooling of fluids, the number of trains is determined by the
8 number of parallel heat exchangers, or the number of parallel pumps, or the minimum
9 number of paralle] flow paths, whichever is fewer.
10 e For cmergency AC power systems the nilmber of trains is the number of class 1E
11 emcrgency (diescl, gas turbine, or hydroclectric) generators at the station that arc
12 installed 1o power shutdown loads in the event of a loss of off-site power. (For
13 example, this docs not include the diescl gencrator dedicated to the' BWR HPCS
14 system, which is included in the scope of the HPCS system.) .
15 Some components or flow paths may be included in the scope of more than onc train. For
16 cxample, onc set of flow regulating valves and isolation valves in a three-pump, two-
17 stcam gencrator system are included in the motor-driven pump train with which they are
18 clectrically associated, but they are also included (along with the redundant sct of valves)
19 in the turbine-driven pump train. In these instances, the effects of unavailability of the
20 valves should be reported in all affected trains. Similarly, when two trains provide flow
21 to a common header, the effect of isolation or flow regulating valve failures in paths
22 connected 1o the header should be considered in both trains.
23 Additional system specific guidance on trziin definition can be found in section 5 titled
24 “Additional Guidance for Specific Systems” at the end of this appendix.
25 Additional guidance is provided below for the following specific circumstances that are
26 commonly encountered:
27 e Cooling Water Support System Trains
28 e Swing Trains and Components Shared Between Units
29 e Maintenance Trains and Installed Spares
30 ¢ Trains or Segments that Cannot Be Removed from Service.
31 Cooling Water Support Systems and Trains
32 The cooling water function is typically accomplished by multiple systems, such as
33 service water and component cooling water. A scparate value for UAI will be calculated
34 for cach of the systems in this indicator and then they will be added together to calculate
35 an overall UAI value.
36 In addition, cooling water systems are frequently not configured in discrete trains. In this
37 case, the system should be divided into logical segments and each segment treated as a
38 train. This approach is also valid for other fluid systems that are not configured in
39 obvious trains. The way these functions are modeled in the plant-specific PRA will
40 determince a logical approach for train determination. For example, if the PRA modcled

F-3



OO I T W DD~

NEI 99-02 Appendix F Final Draft 9/27/05

separate pump and line segments (such as suction and discharge headers). then the
number of pumps and line segments would be the number of trains.

Unit Swing trains and components shared between units

Swing trains/components are trains/components that can be aligned to any unit. To be
credited as such, their swing capability must be modeled in the PRA to provide an
appropriate Fussell-Vesely value.

Maintenance Trains and Installed Spares

Some power plants have systems with extra trains to allow preventive maintenance to be
carried out with the unit at power without impacting the risk-significant function of the
system. That is, one of the remaining trains may fail, but the system can still perform its
risk significant function. To be a maintenance train, a train must not be needed to
perform the system’s risk significant function.

An "mnstalled spare™ is a component (or sct of components) that i1s uscd as a replacement
for other equipment to allow for the removal of equipment from service for preventive or
corrective maintenance without impacting the number of trains available to achieve the
risk-significant function of the system. To be an "installed spare,” a component must not
be needed for any train of the system to perform the risk significant function. A typical
installed spare configuration is a two train system with a third pump that can be aligned
to either train (both from a power and flow perspective), but is normally not ahigned and
when 1t is not aligned receives no auto start signal. In a two train system where each train
has two 100% capacity pumps that are both normally aligned, the pumps are not
considered mstalled spares, but are redundant components within that train.

Unavailabihty of an installed spare is not monitored. Trains in a system with an installed

spare are not considered to be unavailable when the installed spare is aligned to that train.

In the example above, a train would be considered to be unavailable if neither the normal
component nor the spare component is aligned to the train.

Trains or Scgments that Cannot Be Removed trom Service

In some normally operating systems (c.2. Cooling Water Systems). there may oxXist trains
or scegments of the system that cannot physically be removed from service while the plant
is operating at power. These should be documented in the Basis Document and not
mcluded in unavailability monitoring.

F-4

e et e 4 -




NEII 99-02 Appendix F Final Draft 9/27/05

1 1.2.Collection of Plant Data
2 ‘Plant data for the UAI portion of the index includes:
3 » Actual train total unavailability (planned and unplanncd) data for the most recent 12
4 quarter period collccted on a quarterly basis,
» Plant specific bascline planned unavailability, and
» Gencric baseline unplanned unavailability.
7 Each of these data inputs to UAI will be discussed in the following sections.
8 1.2.1. Actual Train Unavailability
9 The Consolidated Data Entry (CDE) inputs for this parameter are Train Planned
10 Unavailable Hours and Train Unplanned Unavailable Hours. Critical hours are derived
11 from reactor startup and shutdown occurrences. The actual calculation of Train
12 Unavailability is performed by CDE.
13 Train Unavailability: Train unavailability is the ratio of the hours the train was
14 unavailable to perform its risk-significant functions due to planned or unplanned
15 maintenance or test during the previous 12 quarters while critical to the number of critical
16 hours during the previous 12 quarters.
17 Train unavailable hours: The hours the train was not able to perform its risk significant
18 function while critical. Fault exposure hours are not included; unavailable hours are
19 counted only for the time required to recover the train’s risk-significant functions.
20 Unavailability must be by train; do not use average unavailability for each train because
21 trains may have unequal risk weights.
22 Planned ymavailable hours: These hours include time a train or scgment is removed from
23 service for a reason other than cquipment failure or human crror. Examples of activitics
24 included in planncd unavailable hours are prcvcnn\'c maitcnance, testing, cquipment
25 modification, or any other time cquipment is clectively removed from service to correct a
26 degraded condition that had not resulted in loss of function. Based on the plant history of
27 previous three years. planned bascline hours for functional cquipment that is clectively
28 removed from service but could not be planned in advance can be estimated and the basis
29 documented. When used in the calculation of UAL if the planncd unavailable hours arc
30 less than the bascline planned unavm]ablc hours. the planned unavailable hours will be
31 sct cqual to the baseline valuc.
32 . %m%umm%%w%mﬁwmmmwmmmm
33 mamtenaaee—%es&mu—eqmpmenHméiﬁeauen—ef—mw—emef—m}}e—eqm pmentis-electively
34 removed-from-serviee-and-the-activitv-is-planned-in-advance—\When-used-in-the
35 ealeulation-of-UAl-ihe-planned-unavailable-hours-aredess-thanthe-baseline-planned
36 unavailable-hours—the-planned-unavaiable-hours-will-beset-equalto-the baselinevalue:
37 Unplanned unavailable hours: These hours include eorrective-maintenaneetime-or
38 clapsed time between the discovery and the restoration to service of an equipment failure
39 or human crror (such as a misalignment) that makes the train unavailable. Unavailable
40 hours to correct discovered conditions that render a monitored component incapable of
41 performing its risk-significant function arc counted as unplanned unavailable hours. An
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1 example of this 1s a condition discevered by an operator on rounds. such as an obvious oil
2 leak. that resulied m the equipment bemge non-functional even though no demand or

3 faiture actally cccurred. UnavasTabiinn duc to nis-posinoning of components that

4 renders a tramn ncapable of performmyg s risk-stgmiicant functions 1s included n
5 unplanned unavaitability for the ume required 1o recover the risk-significant function.
6 Enplamredmavartable-homthesohonpmnchide correetive matitenanee-tiye o
7 elapsed-time-between-the-diseov erv-ond the resteratien-to-service oL anequipment-fatlure
8 oF-human-error-fsueh-as-a-nrsahemdenty thai-mrahesthe-tram-unavatible-Unavaable
9 hoursto-correctdiseavered-condiionsthatyonder-amoniored-compoenentincapable-of
10 performg-Hersk—steptbicant-finevorare comted-a-mplanned-unavatable-hovrs—An
11 example-efthiss-a-condition-discorvered- by an-operater on-rounds-suchasan-ebvions-oi
12 leak- that-resulted-n-the-equipment-beme-non-funetondd -even-though-no-demand-or
13 fatlure-actuatheocewred-Lpavatkabilit-due to ps-posttioning-of components that
14 renders-a-trap-meapable of performine-t redestopthicant-funetions-isineludedn
15 waplanned-unavaiabiintorthe-ime required-to-recover-the-risk-—stemfieant-funetion:
16 Additional guidance on the following topics for counting train unavailable hours is
17 provided below.
18 e  Short Duration Unavailability
19 » Credit for Operator Recovery Actions to Restore the Risk-Significant Function
20 Short Duration Unavailability
21 Trains are generally considered to be available during periodic system or equipment
22 realignments to swap components or flow paths as part of normal operations. Evolutions
23 or surveillance tests that result in less than 15 minutes of unavailable hours per train at a
24 time need not be counted as unavailable hours. Licensees should compile a list of
25 surveillances or evolutions that meet this criterion and have it available for inspector
26 review. The intent 1s to minimize unnecessary burden of data collection, documentation,
217 and verification because these short durations have insignificant risk impact
28 Credit for Operator Recovery Actions to Restore the Risk-Significant Functions
29 i. During testing or operational alignment:
30 Unavailability of a risk-significant function during testing or opcrational alignment need
31 I not be included if the test or vperational alignment configuration is automatically
32 overridden by a valid starting signal, or the function can be promptly restored cither by an
33 operator in the control room or by a designated operator’ stationed locally for that
34 purpose. Restoration actions must be contained in a written procedure’, must be
35 uncomplicated (a single action or a few simple actions), must be capable of being
36 restored in time 1o satisfy PRA success criteria and must not require diagnosis or repair.
37 Credst for a designated local operator can be taken only 1f (s)he is positioned at the proper

1 Operator in this circumstance refers to any plant personnel qualified and designated to perform
the restoration function.

2 Including restoration steps in an approved test procedure.
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location throughout the duration of the test or operational alignment for the purposc of
restoration of the train should a valid demand occur. The intent of this paragraph is to
allow licensees to take credit for restoration actions that are virtually certain to be
successful (i.e., probability nearly equal to 1) during accident conditions.

The individual performing the restoration function can be the person conducting the test
or opcrational alignment and must be in communication with the control room. Credit
can also be taken for an opcrator in the main control room provided (s)he is in closc
proximity to restore the equipment when needed. Normal staffing for the test or
opcrational alignment may satisfy the requirement for a dedicated operator, depending on
work assignments. In all cases, the staffing must be considered in advance and an

" operator identified to perform the restoration actions independent of other control room

actions that may be required.

Under stressful, cliaotic conditions, otherwise simple multiple actions may not be
accomplished with the virtual certainty called for by the guidance (c.g., lifting test lcads
and landing wires; or clearing tags). In addition, some manual operations of systems
designed to operate automatically, such as manually controlling HPCI turbine to cstablish
and control injection flow, arc not virtually certain to be successful. These situations
should be resolved on a case-by-case basis through the FAQ process.

2. During Maintenance

Unavailability of a risk-significant function during maintenance need not be included if
the risk-significant function can be promptly restored either by an operator in the control
room or by a designated operator’ stationed locally for that purposc. Restoration actions
must be contained in an approved procedure, must be uncomplicated (a single action or a
Jew simple actions), must be capable of being restored in time to satisfy PRA success
criteria and must not require diagnosis or repair. Credit for a designated local operator
can be taken only if (s)he is positioned at a proper location throughout the duration of the
maintenance activity for the purpose of restoration of the train should a valid demand
occur. The intent of this paragraph is 1o allow licensces to take credit for restoration of

risk-significant functions that are virtually certain to be successful (i.c., probability nearly
cqual to 1).

The individual performing the restoration function can be the person performing the
maintenance and must be in communication wnh the control room. Credit can also be
taken for an operator in the. ‘main contro] room provided (s)he is in close proximity 1o
restore the equipment when needed. Normal staffi ing for the maintenance activity may

- satisfy the requirement for a dedicated operator, depending on work assignments. In all

cascs, the staffing must be considered in advance and an operator identified to perform
the restoration actions independent of other control room actions that may be required.

Under stressful chaotic conditions otherwisc simple multiple actions may not be
accomplished with the virtual certainty called for by the guidance (e.g., lifting test leads

3 Operator in this circumstance refers to any plant personnel qualified and designated to perform the
restoration function.
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and landing wires, or clearing tags). These situations should be resolved on a case-by-
casc basis through the FAQ process.

3. During degraded conditions

No credit is allowed for operator actions during degraded conditions that render the train
unavailable to perform its risk-significant functions.

1.2.2. Plant Specific Baseline Planned Unavailability

The initial baseline planned unavailability is based on actual plant-specific values for the
period 2002 through 2004. (Plant specific values of the most recent data are used so that
the indicator accurately reflects deviation from expected planned maintenance.) These
values are expected to remam-fixed-unlesschange if the plant maintenance philosophy is
substantially changed with respect to on-line maintecnance or preventive maintenance. In
these cases, the planned unavailability baseline value should be adjusted to reflect the
current maintenance practices, mcluding low frequency maintenance evolutions. A
review of any changes made in 2005 should be performed prior to inttial implementation.

Some significant maintenance evolutions, such as EDG overhauls, are performed at an
interval greater than the three year monttoring period (5 or 10 year intervals). The
baseline planned unavailability should be revised as nccessary during the quarter prior to
the planned maintenance evolution and then removed after twelve quarters. A comment
should be placed in the comment ficld of the quarterly report to identify a substantial
change in planned unavailability. The baseline value of planned unavailability is changed
at the discretion of the licensce.-exceptthatit-shall-be-ehansed-when-changesin
matptenance-practeesresultin-ereater-than-a 2 5% ehaneenthe baseline-plapned
waavathabihity: Revised values will be used in the calculation the quarter following their
update.

To determine the initial value of planned unavailability:

1} Record the total train unavailable hours reported under the Reactor Oversight Process
for 2002-2004. :

~ 2) Subtract any fault exposure hours still included in the 2002-2004 period.

3) Subtract unplanncd unavailable hours.

4) Add any on-line overhaul hours® and any other planned unavailability previously
excluded under SSU in accordance with NEI 99-02, but not excluded under the
MSPL. Short duration unavailability, for example, would not be added back in
because it is excluded under both SSU and MSPL

5) Add any planned unavailable hours for functions monitored under MSPI which were
not monitored under SSU in NEI 99-02.

6} Subtract any unavailable hours reported when the reactor was not critical.

7y Subtract hours cascaded onto monitored systems by support systems. {(However, do
not subtract any hours already subtracted in the above steps.)

4 Note: The plant-specific PRA should model significant on-line overhaul hours.
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8) Divide the hours derived from steps 1-7 above by the total critical hours during 2002-
2004. This is the baseline planned unavailability.

Support cooling planncd unavailability bascline data is bascd on plant specific
maintenance rule unavailability for years 2002-2004. Maintenance Rule practices do not
typically differentiate planned from unplanned unavailability. However, best cfforts will
be made to differentiate planned and unplanncd unavailability during this time period.

If maintenance practices at a plant have changed since the baseline years (c.g. increased
planned online maintenance due to extended AOTs), then the baseline values should be
adjusted to reflect the current maintenance practices and the basis for the adjustment
documented in the plant’s MSPI Basis Document.

1.2.3. Gencric Baseline Unplanned Unavailability

The unplanncd unavailability values arc contained in Table 1 and remain fixed. They are
based on ROP PI industry data from 1999 through 2001. (Most bascline data used in Pls
come from the 1995-1997 time period. However, in this case, the 1999-2001 ROP data
arc preferable, because the ROP data breaks out systems separately. Some of the industry
1995-1997 INPO data combine systems, such as HPCI and RCIC, and do not include
PWR RHR. It is important to notc that the data for the two periods is very similar.)

Table 1. Historical Unplanned Unavailability Train Values
(Based on ROP Industry wide Data for 1999 through 2001)

SYSTEM UNPLANNED UNAVAILABILITY/TRAIN
EAC 1.7 E-03
PWR HPSI 6.1 E-04
PWR AFW (TD) 9.1 E-04
PWR AFW (MD) 6.9 E-04

PWR AFW (DieselD) 7.6 E-04

PWR (except CE) RHR | 4.2 E-04

CE RHR 1.1 E-03

BWR HPCI* 33E-03

BWR HPCS 5.4 E-04 .

BWR FWCl Use plant specific Maintenance Rule data for 2002-
2004

BWR RCIC 2.9 E-03

BWR IC .| 14E-03

BWR RHR 1.2 E-03
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SYSTEM UNPLANNED UNAVAILABILITY/TRAIN B
Support Cooling Use plant specific Maintenance Rule data for 2002-
2004

* Qyster Creek to use Core Spray plant specific Maintenance Rule data for 2002-2004

Unplanned unavailability baseline data for the support cooling systems should be
developed from plant specific Maintenance Rule data from the period 2002-2004.
Maintenance Rule practices do not typically differentiate planned from unplanned
unavailability. However, best efforts will be made to differentiate planned and unplanned
unavailability during this time period. NOTE: The sum of planncd and unplanned
unavailability cannot exceed the total unavailabihty.

1.3.Calculation of UAI

The specific formula for the calculation of UAI 1s provided in this section. Each term in the
formula will be defined individually and specific guidance provided for the calculation of
cach term in the cquation. Required inputs to the INPO Consolidated Data Entry (CDE)
System will be identified.

Calculation of System UAI due to train unavailability 1s as follows:

n
UAI = Y UAlj Eq. ]
j=1
where the summation is over the number of trains (#) and UA/, 1s the unavailability index for
a train.

Calculation of UAJ, for each train due to actual train unavailability is as follows:

UAll = CDFp': »»»»»»» J (UAr — UABL1)
Udp Jax : Eq. 2
where:
CDF, is the plant-specific Core Damage Frequency,
FVygy, 1s the train-specific Fusscll-Vesely value for unavailability,
UApis the plant-specific PRA value of unavailability for the train,
UA; is the actual unavailability of train t, defined as:

U, = Unavailable hours (planned and unplanned) during the previous 12 quarters while critical

Critical hours during the previous 12 quarters

and, determined in section 1.2.1

UApz, s the historical baseline unavailability value for the train (sum of planned
unavailability determined in section 1.2.2 and unplanned unavailability in
section}.2.3)

F-10
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Calculation of the quantities in equation 2 arc discussed in the following sections.

1.3.1. Calculation of Core Damage Frequency (CDFp)

The Core Damage Frequency is a CDE input valuc. The required value is the internal
events, average maintenance, at power value. Internal flooding and fire arc not included
in this calculated value. In general, all inputs to this indicator from the PRA are
calculated from the intemnal events model only. The truncation level chosen for the
solution should be 5 to 6 orders of magnitude less than the bascline CDF. This should
result in FV importance measure values that arc sufficiently accurate.

1.3.2. Calculation of [FV/UA]max for each train

FV and UA are separate CDE input values. Equation 2 includes a term that is the ratio of
a Fussell-Vesely importance value divided by the related unavailability or probability.
This ratio is calculated for each train in the system and both the FV and UA are CDE
inputs. (It may be recognized that the quantity {[FV/UA] multiplicd by the CDF is the
Birmmbaum importance measure,.which is used in section 2.3.3.)

Calculation of these quantitics is gencrally complex, but in the specific application used
here, can be greatly simplificd.

The simplifying feature of this application is that only those components (or the
associated basic cvents) that can make a train unavailable are considered in the
performance index. Components within a train that can each make the train unavailable
are logically equivalent and the ratio FV/UA is a constant value for any basic event in
that train. It can also be shown that for a given component or train represented by
multiple basic events, the ratio of the two values for the component or train is equal to the
ratio of values for any basic event within the train. Or:

FVee FVUdp
Udee  Udp

= Constant

Thus, the process for determining the value of this ratio for any train is to identify a basic
event that fails the train, determine the probability for the event, determine the associated
FV value for the event and then calculate the ratio.

The set of basic events to be considered for use in this section will obviously include any
test-and maintenance events applicable to the train under consideration. Basic events that
represent failure on demand that arc logically equivalent to the test and maintenance
events should also be considered. Failure to run events should not be considered as they
are often not logically cquivalent to test and maintenance events. Use the basic event
from this set that results in the largest ratio (hence the maximum notation on the bracket)
1o minimize the cffects of truncation on the calculation.

Some systems havé mukltiple modes of operation, such as PWR HPSI systems that operate
in injection as well as recirculation modes. In these systems all monitored components
arc not logically equivalent; unavailability of the pump fails all operating modes while
unavailability of the sump suction valves only fails the recirculation mode. In cascs such
as these, if unavmlabxhty events exist separately for the components within a train, the
appropriate ratio to usc is the maximum.
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Treatment of PRA Modehng Asvmmetries

In systems with rotated normally running pumps (¢. g cooling water systoms i the PRA
models may axsume one pump is ahvave the running and another m standby For
example. a service water system may have two 100% capacithy pumps i one rain, an A
and 13 pump. In practice the A and B pumps are rotated and cach one 1s the running pump
50% of the time. In the PRA model however. the A pump 1s assumed to be alwavs
running and the B pump is always in assvimed to be i standby . This will resuly i ane
pump appearmg o be more important thim the other when they are. in fact. of equal
importance. This asvmmetny i importance is driven by the assumption in e PRAL not
the design of the ptant.

In the case where the system s known (o he symmetric iy miportance. for caleulation of
UAIL the importance measures for cach tram. or secgment. should be averaged and the
average applicd to cach tram or segment. Care should be taken when apphing this
method to be sure the system s actually ssmmetric.

I the svstem 1s not symmetric and the capability exists to specify a specitic aligniment in
the PRA meodel. the model should be sohved 1 cach specific alignment and the
importance measures for the different alignments combined by a weighted an crage based
on the estimated time cach specific alignment is used 1n the plant.

Cooling Water and Service Water System [FV/UA},,,; Values

Component Cooling Water Systems (CCW) and Service Water Systems (SWS) at some
nuclear stations contribute to risk in two ways. First, the systems provide cooling to
equipment used for the mitigation of events and second, the failures (and unavailability)
in the systems may also result in the imtiation of an cvent. The contribution to risk from
failures to provide cooling to other plant equipment 1s modeled directly through
dependencies in the PRA model.

The contribution to risk from fatlures to provide cooling to other plant equipment is
modeled directly through dependencies in the PRA model. However, the contribution due
to event initiation is treated in four gencral ways in current PRAs:

I} The use of linked initiating event fault trees for these systems with the same basic
events namces used in the initiator and mitigation trees.

2) The use of linked imtiating event fault trees for these systems with different basic
cvents names used in the inttiator and mitigation trees.

3) Fault tree solutions are generated for these systems external to the PRA and the
calculated value 1s used in the PRA as a point estimate

4) A point estimate value is generated for the initiator using industry and plant
specific event data and used in the PRA.

Each of these methods 1s discussed below.
Modeling Method 1

If'a PRA uses the first modeling option, then the FV values calculated will reflect the
total contribution to nisk for a component in the system. No additional correction to the
FV values 1s required.

F-12 -
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Moideling Methods 2 and 3

The corrected ratio may be calculated as described for modeling method 4 or by the
;o deseribed below.

¥

It hinked initiating cvent fault tree with different basic events used in the initiator and
ni-:-cation trees 1s the modeling approach taken. or faull tree solutions are gencrated for
il svstems external 1o the PRA and the calculated value is used in the PRA as a point
eivnate, then the corrected ratio 1s given by

=V i wm.n = Lm.n
[FV I UAYorr = ﬂ«u}: TEm o(0) = 1Em.0) o i, A
Udc ]Em.n((]n)

m=]

[ 1is expression the summation is taken over all svstem initiators 7 that involve
cusaponent n, where

Fl'e is the Fussell-Vescely for component C as calculated from the PRA Model.
This docs not include any contribution from nitiating cvents,

UAc is the basic event probability used in computing /7l i.c. in the system
response modcls,

IE,..(q,) is the system initiator frequency of initiating cvent m when the
componcnt 12 unreliability basic event is q.. The cvent choscen in the initiator tree
should represent the same failure mode for the component as the cvent chosen for
UAc,

1E,,n(1) is as above but q,=1,
IE,n(0) is as above but q,=0
and

FVie,, is the Fusscll-Vesely importance contribution for the initiating event m to
the CDF.

Since 1 and UA arc scparatc CDE inputs. usc UAc and calculate /7F from
FV =UAc*[FV 1UA]
Modecling Method 4

If a point estimate value is generated for the initiator using industry and plant specific
event data and used in the PRA, then the corrected [FV/UA]aax for a component C is
calculated from the expression:

[FV 1UApx =[(FVe + FVie* FVsc)lUAc]

corr

Where:

FVc is the Fusscll-Vesely for CDF for component C as calculated from thc PRA
Model. This docs not include any contribution from initiating events.

FVie is the Fussell-Vescly contribution for the initiating event in question (c.g.
loss of service water).

F-13
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FVsc is the Fussell-Vescly within the system fault tree only for component C
(i.c. the ratio of the sum of the cut scts in the fault tree solution m which that
component appears 10 the overall system failure probability). Note that this may
require the construction of a “'satellite” system fault tree to arrive at an exact or
approximatc value for /'Vsc depending on the support system fault tree logic.

FV and UA are separate CDE nput values.

F-14
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2. Svstem Unrqlial)ilitv Index (URI]) Due to Component Unreliability

Calculation of the UR] is performed in threc major steps:

» ldentification of the monitored components for each system,
¢ Collection of plant data, and

e (Calculation of the URL.

Only the most risk significant componecnts in each system are monitored to minimize the burden
for cach utility. It is expected that most, if not all the components identified for monitoring arc
alrcady being monitored for failure reporting to INPO and arc also monitored in accordance with
the maintenance rule.

2.1. ldchﬁfy Monitored Componcents

Monitored Component. A component whose failure to change state or remain running
renders the train incapable of performing its risk-significant functions. In addition, all pumps
and diesels in the monitored systems are included as monitored components.

The identification of monitored components involves the use of the system boundaries and
success criteria, identification of the components to be monitored within the system boundary
and the scope definition for each component. Note that the system boundary defined in
section 1.1.1 defines the scope of equipment monitored for unavailability. Only sclected
components within this boundary are chosen for unreliability monitoring. The first step in
identifying these sclected components is to identify the system risk significant functions and
system success criteria.

2.1.1. Risk Significant Functions and Success Criteria

The system boundaries developed in section 1.1.1 should be used to complete the steps in
the following section.

For each system, the at power risk significant functions described in the Appendix F
section “Additional Guidance for Specific Systems,” that were determined to be risk-
significant in accordance with NUMARC 93-01, or NRC approved equivalents (e.g., the
STP exemption request) and are reflected in the PRA shall be identified. Success criteria
used in the PRA shall then be identified for these functions.

If the licensce has chosen to use success criteria documented in the plant specific PRA
that arc different from design basis success criteria, examples of plant specific
performance factors that may-should be used to identify the required capability of the
train/system to meet the risk-significant functions arc provided below.

. Actuation
o Time
o Auto/manual
o Multiple or sequential
. Success requircments
o Numbers of components or trains
o Flows

F-15
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1 o Pressures

2 o Heat exchange rates

3 o Temperatures

4 o Tank water level

5 . Other mission requirements

6 o Run time

7 o State/configuration changes during mission

3 . Accident environment from mternal cvents

9 o Pressure, temperaturce, humidity
10 . Operational factors
11 o Procedures
12 o Human actions
13 o Training .
14 o Available externalitics (e.g., power supplics, special equipment, etc.)
15 PRA analyses (c.g. operator acion imning requirements) are sometimes based on thermal-
16 hydraulic calculations that account jor the best estimate physical capability of a system.
17 I'hese caleulations should not be confused with caleulations that are intended to establish
18 system suceess criteria. For example o pump’s flow imput for PRA thermal-hydraulic
19 calculations may be based on its actual pump curve showing 12.000 gpm at runout while
20 the design basis minmimum fow for the pump is 10.000gpm. The 10.000gpm value should
21 be used for determination of success or fatlure of the pump for this indicator. This
22 prevents the scenario of a component or system being operable per Technical
23 Specifications and design basis requirements but unavailable or failed under this
24 indicator.
25 If the licensee has chosen to use design basis success criteria in the PRA, it is not
26 required to separately document them other than to indicate that 1s what was used. If
27 success criteria from the PRA are different from the design basis. then the specific
28 differences from the design basis suceess erttena shall be documented in the basis
29 document.
30 I success criteria for a system vary by function or initiator, the most restrictive set will
31 be used for the MSPL. Success cniteria related to ATWS need not be considered.
32 2.1.2. Selection of Components
33 For unreliability, use the following process for determining those components that should
34 be monitored. These steps should be applied in the order listed.
35 1) INCLUDE all pumps (except EDG fuel oil transfer pumps) and diesels.
36 2) ldentify all AOVs, SOVs, HOVs and MOVs that change state (o achieve the risk
37 significant functions for the system as potential monitored components. Solenoid
38 and Hydrauklic valves identified for potential monitoring arc only those in the
39 process flow path of a fluid system. Solenoid valves that provide air to AOVs are
40 considered part of the AOV. Hydraulic valves that are control valves for turbine
41 driven pumps are considered part of the pump and arc not monitored separately.
42 Check valves and manual valves are not included in the index.
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3)

4)

a. INCLUDE thosc valves from the list of valves from step 2 whosc failure
alone can fail a train. The success criteria used to identify these valves are
those identified in the previous section. (See Figure F-5)

b. INCLUDE redundant valves from the list of valves from step 2 within a
multi-train systcm, whether in scries or parallel, where the failure of both
valves would prevent all trains in the system from performing a risk-
significant function. The success critcria used to identify these valves are
those identificd in the previous section.(Sec Figure F-5)

INCLUDE components that cross tic monitored systems between units (i.c.
Electrical Breakers and Valves) if they are modeled in the PRA.

EXCLUDE those valves and breakers from steps 2 and 3 above whose Birnbaum

_importance, (Scc section 2.3.3) as calculated in this appendix (including

adjustment for support system initiator, if applicable, and common cause), is less
than 1.0¢-06. This rule is applicd at the discretion of the individual plant. A
balance should be considered in applying this rule between the goal to minimize
the number of componcnts monitored and having a large enough sct of
components to have an adequate data pool. If a decision is made to exclude some
valves based on low Bimbaum values, but not all, to ensure an adequate data
pool, then the valves climinated from monitoring shall be those with the smallest
Birnbaum values. Symmetric valves in different trains should be all climinated or

. all retained.
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2.1.3. Definition of Component Boundaries

9127105

Table 2 defines the boundanes of components, and Figures F-1, F-2, F-3 and F-4 provide
cxamples of typical component boundarics as described in Table 2.

Table 2. Component Boundary Definition

Component Component boundary
Dicsel The diesel generator boundary includes the generator body,
Generators generator actuator, lubrication system (local), fuel system

(local). cooling components (local), startup air system receiver,
exhaust and combustion air system, dedicated diesel battery
{which is not part of the normal DC distribution system),
individual diesel generator control system, cooling water
isolation valves. circuit breaker for supply to safeguard buses
and their associated control circuit (relay contacts for normally
auto actuated components, control board switches for normally
operator actualed components.

Motor-Driven
Pumps

The pump boundary includes the pump body, motor/actuator,
lubrication system, cooling components of the pump seals, the
voltage supply breaker, and its associated control circuit (relay
contacts for normally auto actuated components, control board
switches for normally operator actuated components.

Turbine-
Driven Pumps

The turbine-driven pump boundary includes the pump body,
turbinc/actuator, lubrication system (including pump),
extractions, turbo-pump seal, cooling components, and
associated control system (relay contacts for normally auto
actuated components, control board switches for normally
opcrator actuated components) including the control valve.

Motor- The valve boundary includes the valve body, motor/actuator,

Operated the voltage supply breaker (both motive and control power)

Valves and 11s associated control circuit (relay contacts for normally
auto actuated components, control board switches for normally
operator actuated components).

Solenoid The valve boundary includes the valve body, the operator, the

Operated supply breaker (both power and control) or fuse and its

Valves associated control circuit (relay contacts for normally auto
actuated components, control board switches for normally
opcrator actuated components).

Hydraulic The valve boundary includes the valve body, the hydraulic

Operated operator, associated local hydraulic system, associated solenoid

Valves operated valves, the power supply breaker or fuse for the

solenoid valve, and its associated control circuit (relay contacts
for normally auto actuated components, control board switches
for normally opcrator actuated components).
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Component Componcnt boundary
Air-Operated | The valve boundary includes the valve body, the air operator,
Valves associated solenoid-operated valve, the power supply breaker

or fuse for the solenoid valve, and its associated control circuit
(relay contacts for normally auto actuated components, control
board switches for normally operator actuated components.

For control and motive power, only the last relay, breaker or contactor necessary to
power or control the component is included in the monitored component boundary. For
example, if an ESFAS signal actuates a MOV, only the rclay that receives the ESFAS
signal in the control circuitry for the MOV is in the MOV boundary. No other portions of
the ESFAS arc included. Control switches that provide manual backup for automatically
actuated equipment are considered outside the component boundary. Control switches
(either in the control room or local) that provide the primary means for actuatinga
component are monitored as part of the component it actuates. In cither case, failure
modes of a control switch that render the controlled component unable to perform its
function (c.g., prevents auto start of a pump) need to be considered for unavailability of
the component.

Each plant will determine its monitored componems and have them available for NRC
inspection.

2.2. Collection of Plant Data
Plant data for the URI includes:

s Demands and run hours
o Failures
2.2.1. Demands and Run Hours

Start demand: Any demand for the component to successfully start (includes valve and
breaker demands to open or closc) to perform its risk-significant functions, actual or test.
(Exclude post maintenance test demands, unless in casc of a failurc the cause of failure
was independent of the maintenance performed. In this case the demand will be counted
as well as the failure.) The numbcr of demands is:

¢ the number of actual ESF demands plus
e the number of estimated test demands plus
* the number of estimated opérationallalignmcnt demands.

Best judgment should be used 1o define cach category of demands. But strict scgregation
ol'demands between cach category is not as important as the validity of total number of
demands. The number of estimated demands can be derived based on the number of
times a procedure or maintenance activity is performed, or based on historical data over
an operating cycle or more. 1t is also permissible to use the actual number of test and
opcrational demands.
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An update to the estimated demands 1s required if a change to the basis for the estimated
demands results in a >25% change in the estimate of total demands of a group of
components within a svstem. For example, a single MOV in a systom may have s
ostimated demands change by greater than 25%. but revised estimates are not required
unless the total number of estimated demands for all MOV's in the system changes by
ercater than 25%. The new estimate will be used in the calculation the quarter following
the input of the updated estimates into CDE. Some monitored valves will include a
throttle function as well as open and close functions. One should not include every
throttle movement of a valve as a counted demand. Only the initial movement of the
valve should be counted as a demand.

Some components such as valves may need to be in different states at different times to
fulfill the risk significant function of the monitored system. In this case each change of
state i1s a demand. An example would be a minimum flow valve that needs to open on the
pump start {one demand) then close (second demand) to prevent a diversion path or a
valve needs to open(one demand) for the initial water supply then close (second demand)
while another water supply valve opens.

Post maintenance tests: Tests performed following maintenance but prior to declaring the
train/componcnt operable, consistent with Maintenance Rule implementation.

Load/Run demand: Applicable to EDG only. Any demand for the EDG output breaker to
close, given that the EDG has successfully started and achieved required speed and
voltage. (Exclude post maintenance tests, unless the cause of fatlure was independent of
the maintenance performed.)

Run Hours: The number of run hours 1s:

¢ the number of actual ESF run hours. plus

e the number of estimated test run hours, plus

+ the number of estimated operational/alignment run hours.

Best judgment should be used to define cach category of run hours. But strict segregation
of run hours between the test and operational categories s not as important as the validity
of total number of run hours. The number of estimated run hours can be derived based on
the number of times a procedure or maintenance activity is performed, or based on
historical data over an operating cycle or more. It is also permissible to use the actual
number of test and operational run hours. Run hours incluade the first hour of operation of
a component. An update to the estimated run hours is required if a change to the basis for
the estimated hours results in a >25% change in the estimate of the total run hours for a
aroup of componcents in a system. The new estimate will be used in the calculation the
quarter following the input of the updated estimates into CDE.

2.2.2. Failures

In general, a failurc of a component for the MSPI is any circumstance when the
component is not in a condition to meet the performance requirements defined by the
PRA success criteria or mission time for the functions monitored under the MSPL. This is
true whether the condition 1s revealed through a demand or discovered through other
means.
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1 Failures for thc MSPI arc not generally cquivalent to functional failures in the
2 maintenance rule. For example, a failure may not count as a functional failure under the
3 maintenance rule becausc it was not considered maintenance preventable, but it would
4 count as a failure for the MSP1. Conversely, a failure may count as a maintenance rule
5 functional failure, but not count as an MSP!I failure because the function affected by the
6 failure is a maintenance rule function but is not a monitored function for MSPI.
7 EDG failure to start: A failure to start includes those failures upto the point the EDG has
8 achicved required speed and voltage. (Exclude post maintenance tests, unless the cause of
9 failure was independent of the maintenance performed.)
10 EDG failure to load/run: Given that it has successfully started, a failure of the EDG
11 output breaker to close, 1o successfully load sequence and to run/operate for one hour to
12 perform its risk-significant functions. This failurc mode is treated as a demand failure for
13 calculation purposes. (Exclude post maintenance tests, unless the cause of failure was
14 independent of the maintenance performed.)
15 EDG failure to run: Given that it has successfully started and loaded and run for an hour,
16 a failure of an EDG to run/operate. (Exclude post maintenance tests, unless the cause of
17 failure was independent of the maintenance performed.)
18 Pump failure on demand: A failure to{stairt and run for at lcast onc hour is counted as
19 failure on demand. (Exclude post maintenance tests, unless the cause of failurc was
20 independent of the maintenance performed.)
21 Pump failure to run: Given that it has successfully started and run for an hour, a failure of
22 a pump to run/operate. (Exclude post maintenance tests, unless the cause of failure was
23 independent of the maintenance performed.)
24 Valve failure on demand: A failure 1o transfer 1o the required risk significant state (open,
25 close, or throttle to the desired position as apphcablc) is counted as failurc on demand.
26 (Exclude post maintenance tests, unless the cause of failurc was independent of the
27 maintenance performed.)
28 Breaker failure on demand: A failure to transfer to the required risk significant state
29 (open or closc as applicable) is counted as failure on demand. (Exclude post maintenance
30 tests, unless the cause of failure was independent of the maintenance performed.)
31 Treatment of Demand and Run Failures
32 Failures of monitored components on demand or failures to run, cither actual or test are
33 mc]udcd in unreliability. Failures on demand or failures to run while not critical are
34 included unless an evaluation dc(crmmcs the failure would not have affected the ability
35 of the component to pcrform its risk- 51gmﬁcant at power function. In no case can a
36 postulated action to recover a failure be used as a justification to exclude a failure from

37 the count.

38 Treatment of Discovered Condilions‘lhat 'Rcsull in lhe Inability 1o Pcrform'a Risk

39 Significant Function

40 Discovered conditions of monitored components (conditions within the component

41 boundarics defined in section 2.1.3) that render a monitored component incapable of
42 performing its risk-significant function are included in unreliability as a failure, cven
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though no actual failurc on demand or while running existed. This treatmient accounts for
the amount of time that the condition existed prior to discoverv. when the component was
in an unknown failed state.

Conditions that render a monitored component incapable of performing its risk-
significant function that are immediately anpunciated m the control roont without an
actual demand occurring are a special case of a discovered condition. In this instance the
discovery of the condition is cometdent with the failure. This condition is apphicable to
normally cnergized control circuits that arc associated with monitored components,
which annunciate on loss of power to the control circuit. For this circumstance there 1 no
time when the componentis in an unknown failed state. In this mstance appropriste train
unavailable hours will be accounted for. but no additional farlure will be counted.

For other discovered conditions where the discovery of the condition is not comcident
with the failure, the appropriate failure mode must be accounted for in the following
manncr:

¢ lorvalves and breakers a demand failure would be assumed and mcluded. An
additional demand may also be counted.

e For pumps and diesels, if the discovered condition would have prevented a
successful start. a farlure 1s included. but there would be no run time hours or run
failurc. An additional demand may also be counted.

s For dicsels, if 1t was determined that the diesel would start, but would fail to Joad
(c.g. a condition associated with the output breaker). a load/run failure would be
assumed and included. An additional start demand and load/mun demand mav also
be counted.

e For pumps and dicscls, if it was determined that the pump/dicsel would start and
load run, but would fail sometime prior to completing its mission ime. a run
failure would be assumed. A start demand and a load:run demand would also be
assumed and included. The cvaluated failure time may be included in run hours.

For a running component that is secured from operation due to observed degraded
performance, but prior to failure, then a run failure shall be assumed unless evaluation of
the condition shows that the component would have continued to operate for the risk-
significant mission time starting from the time the component was secured.

Unplanncd unavailability would accruc in all instances from the time of discovery or
annunciation consistent with the definition m scction 1.2.1.

Loss of risk significant function(s) 1s assumed to have occurred if the established success
criteria have not been met. If subsequent analysis identifics additional margin for the
success criterion, future impacts on URI or UAI for degraded conditions may be
determined based on the new criterion. However, the current quarter’s URI and UAI
must be based on the success criteria of record at the time the degraded condition is
discovered. 1f the new success criteria causes a revision to the PRA affecting the
numerical results (i.e. CDF and FV), then the change must be included in the PRA model
and the appropriate new values calculated and incorporated in the MSPH Basis Document
prior to use m the calculation of URI and UAL If the change in success criteria has no
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cffcet on the numerical resulls of the PRA (represcnting only a change in margin) then
only the MSPI Basis Document need be revised prior to using the revised success criteria.

If the degraded condition is not addressed by any of the pre-defined success criteria, an
engincering evaluation to determine the impact of the degraded condition on the risk-
significant function(s) should be completed and documented. The use of component
failurc analysis, circuit analysis, or event investigations is acceptable. Engincering
judgment may be used in conjunction with analytical techniques to determine the impact
of the degraded condition on the risk-significant function. The engincering cvaluation
shicr-id be completed as soon as practical. 1f it cannot be completed in time to support
submission of the Pl report for the current quarter, the comment field shall note that an
cvaluation is pending. The evaluation must be completed in time to accurately account
for unavailability/unrcliability in the next quarterly report. Exceptions to this guidance
arc expected to be rare and will be treated on a case-by-case basis. Licensees should
identify these situations to the resident inspector.

Failures and Discovered Conditions of Non-Monitored Structures, Systems, and
Components (SSC) :

Failurcs of SSC’s that arc not included in the performance index will not be counted as a
failure or a demand. Failures of SSC’s that would have caused an SSC within the scope
of the performance index to fail will not be counted as a failure or demand. An example
could be a manual suction isolation valve left closed which would have caused a pump to
fail. This would not be counted as a failure of the pump. Any mis-positioning of the valve
that caused the train to be unavailable would be counted as unavailability from the time
of discovery. The significance of the mis-positioned valve prior to discovery would be
addressed through the inspection process. (Note, however, in the above example, if the
shut manual suction isolation valve resulted in an actual pump failure, the pump failure
would be counted as a demand and failure of the pump.)
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2.3. Calculation of URI1

Unrehability i1s monitored at the component level and calculated at the system Ievel. URT is
proportional to the weighted difference between the plant specific component unreliability
and the industry average unreliability. The Birnbaum importance is the weighting factor.
Calculation of system URI due to this difference in component unreliability is as follows:

BD](URI)BQ' - UR/)BL;)

URI = Y| + Bi{URi8c; — URLBL) ) I:g. 3
=y Bri(URRBc; — URRB1,)

Where the summation is over the number of monitored componcents (#7) 1n the system, and:

Bpj, By; and By, are the Birnbaum importance measures for the failure modes fail on
demand, fail to load and fail to run respectively,

URpsc, URpe, and URgge are Bayesian corrected plant specific values of unreliabihity
for the failure modes fail on demand, fail to load and fail to run respectively,

and

URpgr, UR g1, and URgp; are Baschine values of unreliability for the failure modes fail on
demand, fail to load and fail to run respectively.

The Birnbaum importance for each specific component failure mode is defined as

Vure
B= CDF,,[F uR } Eq. 4
MAX

pe
Where,
CDF),1s the plant-specific internal events, at power, core damage frequency,
FVire 1s the component and failure mode specific Fussell-Vesely value for unrehiability,
URp. 1s the plant-specific PRA value of component and failure mode unreliability,

Failure modes eonsidered-defined for each component type are provided below. There may
be several basic events in a PRA that correspond 1o cach of these failure modes used to
collect plant specific data. These failure modes are used to define how the actual fathures in
the plant are categorized.
Valves and Breakers:
Fail on Demand (Open/Close)

Pumps:
Fail on Demand (Start)
Fail to Run

Emergency Diesel Generators:
Fail on Demand (Start)
Fail to Load/Run
Fail to Run

The following scctions will discuss the calculation of cach of the terms in equations 3 and 4.
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2.3.1. Calculation of Core Damage Frequency (CDFp)

The Core Damage Frequency is a CDE input valuc. The required value is the internal
cvents average maintenance at power value. Internal flooding and fire are not included in
this calculated value. In general, all inputs to this indicator from the PRA are calculated
from the internal events model only. The truncation level chosen for the solution should
be 5 to 6 orders of magnitude less than the baseline CDF. This should result in FV
importance measure valucs that are sufficiently accurate.

2.3.2. Calculation of [FV/UR]max

The FV, UR and common cause adjustment values developed in this scction are separate
CDE input values.

Equation 4 includes a term that is the ratio of a Fussell-Vesely importance value divided
by the related unreliability. The calculation of this ratio is performed in a similar manner
to the ratio calculated for UAI, cxcept that the ratio is calculated for each monitored
component. One additional factor needs to be accounted for in the unreliability ratio that
was not needed in the unavailability ratio, the contribution to the ratio from common
cause failure events. The discussion in this section will start with the calculation of the
initial ratio and then proceed with directions for adjusting this value to account for the
cooling water initiator contribution, as in the unavailability mdcx and then the common
causc correction.

It can be shown that for a given component represented by multiple basic events, the ratio
of the two values for the component is equal to the ratio of values for any basic event
representing the component. Or,
FVbe _ FVURc
URbe  URPc

as long as the basic events under consideration arc logically equivalent.

= Constant

Note that the constant value may be different for the unreliability ratio and the
unavailability ratio because the two types of events are frequently not logically
cquivalent. For example recovery actions may be modcled in the PRA for one but not the
other. This ratio may also be different for fail on demand and fail to run events for the
same component. This is particularly true for cooling water pumps that have a trip
initiation function as well as a mitigation function.

There arc two opllons for dctcnmnmo the mmal value of this ratio: The first option is to
identify one maximum ratio that will be used for all applicable failure modes for the
component. The second option is to identify a separate ratio for cach failure mode for the
component. These two options will be discussed next.

‘Option 1

]dcnnfv onc maximum Fatio that will be used for all applicable failure modes for the
component. The process for dclcnmnmn a San]C value of this ratio for all failure modes
of a component is to identity all basic cvents that fail the component (excluding coninon

cause events and test and maintenanee cvents). It is typical, given the component scope
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1 definitiens in Table 2. that there will be several plant comyonents modeled sepatately in

2 the plant PRA that make up the MSPI component defmiticn: For examplel it s cormon

3 that in modeling an MOV the actuation relay for the MON and the power supply breaker

4 for the MOV arce separate components m the plant PRAL Fosure that the basic ovents

B refated 1o all of these individual components are cmmduh when choosing the

6 appropriate [ F/UR] ratio

7 Determine the failure probabibities for the events. determine the associated Y v cdues for

8 the cvents and then caleulate the ravos, JFTHUR /Lo where the subseriptrefers to

9 mdependent fattures. Choosc from this Tist the bma avem tor the wmpw SINTHERIN
10 associated A value that results m the Targest /AT LR rate, This ] tupicalhy be the
11 cvent with the Targest farthure probabiliny to mimmize the cftects of Guncation on e
12 calculation.
13 Option 2
14 Identify a separate ratio for cach failure mode for the component The process for
15 determining a ratio value for cach lailure mode proceeds similarly by first identifying all
16 basic cvents related to cach component. After this step. cach basic event must be
17 assoctated with one ot the specific detfined fatture modes tor the component. Proceed as
18 in option | to tind the values that result in the largest ratio for cach failure mode for the ,
19 component. In this option the CDE mputs will include FV and UR values for cach failure
20 mode of the component.
21 Treatment of PRA Modeling Asymmectrics
22 In systems with rotated normally running pumps (c. g. coolimg water systems). the PRA
23 modcls may assume one pump is always the running and another is n standby. For :
24 examplc. a service water system may have two 100% capacity pumps in one train. an A 5
25 and B pump. In practice the A and B pumps arc rotated and cach onc is the running pump ’
26 50% of the ime. In the PRA model however. the A pump s assumed to be alway s
27 running and the B pump is always in assumed to be in standby. This will result in one
28 pump appearing to be more important than the other when they are. i fact. of equal
29 importance. This asvmmetry in importance is driven by the assumption in the PRA L not ,
30 the design of the plant.
31 When this is encountered. the importance measures may be used as they are calculated
32 from the PRA modecl for the component importance used i the calculation of URT !
33 Although these are not actually the correct importance valucs. the method used to
34 calculate URT whill still provide the correct result because the same value of unreliability
35 15 used for cach component as a result of the data being pooled. Note that this s different
36 from the treatment of importance in the calculation of UAT _
37 Cooling Water and Service Water System [FV/UR]J;.q Values
38 Ensurc that the correction term in this section is applied prior to the calculation of the '
39 common cause correction in the next scction. Component Cooling Water Systems (CCW)
40 " and Service Water Systems (SWS) at some nuclear stations contribute to risk in two
41 ways. First, the systems provide cooling to equipment used for the mitigation of cvents
42 and sccond, the failures in the systems may also result in the imitiation of an cvent.
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Depending on the manner in which the initiator contribution is treated in the PRA, it may
be necessary to apply a correction to the FV/UR ratio calculated in the section above.

- The correction must be applied to cach FV/UR ratio used for this index. -1f the option to
usc scparate ratios for each component failure mode was used in the section above then
this correction is calculated for each failure mode of the component.

The contribution to risk from failures to provide cooling to other plant equipment is
modecled dircctly through dependencies in the PRA model. However, the contribution due
to cvent initiation is treated in four gencral ways in current PRAs:

1) The use of linked initiating event fault trees for these systems with the same basic
events used in the initiator and mitigation trees.

2) The use of linked initiating event fault trecs for these systems with different basic
cvents used in the initiator and mitigation trees.

3) Fault tree solutions arc generated for these systems external to the PRA and the
calculated value is used in the PRA as a point estimate

4) A point cstimate valuc is generated for the initiator using industry and plant
specific event data and used in the PRA.

Each of these methods is discussed below.
Modeling Method 1

If a PRA uses the first modeling option, then the FV values calculated will reflect the
total contribution to risk for a component in the system. No additional correction to the
FV values is required.

Modeling Methods 2 and 3

The corrected ratio may be calculated as described for modceling method 4 or by the
method described below:.

If a linked initiating event fault tree with different basic events used in the initiator and
mitigation trecs is the modeling approach taken, or fault tree solutions are gencrated for
these systems external to the PRA and the calculated valuc is used in the PRA as a point
cstimate, then the corrected r'mo is given by:

JEm.n(1) = IEm, n(()) R Fl,’.em}]_
. 1Em, n(qn)

[FV/UR]corr— 'Fl/(—:"l‘
URc .5

In this expression the summmlon is takcn over all system mllldlor< i that involve
component 17, where

FVe is the Fussell-Vesely for componcm C as calculated from the PRA Model.
This doe‘é not include any contribution from initiating cvents,

" URc is the basic event unreliability u<cd in compmm0 FVe:ie in the system
responsc modecls, ~

1E (g, 1s the system initiator frequency of initiating cvent i when the
component i unrcliability basic event is g,. The event chosen in the initiator tree
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should represent the same futlure mode for the component as the event chosen for
URec.

1E (1) isas chove but g,

I +(0) 15 ax chove but g, 0

and

FNIep, 18 the ussell-Veseh napertance contmhution Tor the imitiating event n to

the CDF.

coc T and DR are separate CDE anpuis. use CRe and caleulate 7717 from

FV =URc*[FV 1 UR]

Modeling Method 4

If a point estimate value 1s generated for the initiator using industry and plant specific
event data and used in the PRA, then the corrected [FV/UR) 1.0 for a component C 1s
calculated from the expression:

[FVIURmax = [(FVe+ FVie* FVsc)/ URc]
Where:

FVe s the Fussell-Vesely for CDF for component C as calculated from the PRA
Model. This docs not include any contribution from initiating events.

FVie is the Fussell-Vescely contribution for the initiating cvent in question (e.g.
loss of service water).

FVsc is the Fussell-Vesely within the system fault tree only for component C
(1.e. the ratio of the sum of the cut sets in the fault tree solution in which that
component appears to the overall system fatlure probability). Note that this may
require the construction of a “satellite” system fault tree to arrive at an exact or
approximate value for FVsc depending on the support system fault trec logic.

FV and UR arc separate CDE input values.
Including the Effect of Common Cause in [FV/UR];.¢

Be surc that the correction factors from the previous scction are apphied prior to the
common cause correction factor bemng calculated.

Changes in the independent failure probabihity of an SSC imply a proportional change in
the common cause failure probability, even though no actual common cause failures have
occurred. The impact of this effect on URI 1s considered by mcluding a multiplicative
adjustment to the [FV/UR]J;ng ratio developed in the scction above. This multiplicative
factor (A) is a CDE input value.

Two methods arc provided for including this effect, a simple generic approach that uses

bounding generic adjustment valucs and a more accurate plant specific mcthod that uses

values derived from the plant specific PRA. Different methods can be used for different

systems. However, within an MSPI system, cither the genceric or plant specific method

must be used for all components in the system, not a combmation of different methods.
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For the cooling water system, different methods may be used for the subsystems that
make up the cooling water system. For cx1mplc component cooling water and service
water may use different methods. A

The common cause corrcction factor is only applied to components within a system and
docs not include cross system (such as between the BWR HPCI and RCIC systems)
common cause. -

Generic CCF Adjustment Values

Generic values have been developed for monitored components that are subject to
common cause failure. The correction factor is used as a multiplier on the [FV/UR] ratio
for cach component in the common cause group. This method may be used for simplicity
and is recommended for components that are less significant contributors to the URI (e.g.
[FV/UR] is small). The multipliers are provided in the-table below3.

The EDG is a “super-component™ that includes valves, pumps and breakers within the
super-component boundary. The EDG gencric adjustment value should be applied to the
EDG “super-component™ even if the specific event used for the [FV/UR] ratio for the
EDG is a valve or breaker fatlure.

Table 3. Generic CCF Adjuslment Values

EPS | HPI HRS/ RHR

EDG | MDP MDP MDP TDP | MDP

' Running or | Standby Standby **x Standby

Alternating’ .

Arkansas 1 1.25 2 1 1 1 L5
Arkansas 2 ‘ 1.25 ] 2 1 1 1.5
Beaver Valley 1] 1.25 2 1 1.25 1 1.5
Beaver Valley 2 1.25 2 1 1.25 1 L5
Braidwood 1 & 2 3 1.25 1.25 1 ] 1.5
Browns Ferry 2 1.25 1 1 1 ]
Browns Ferry 3 1.25 1 1 1 1
Brunswick 1 & 2 1.25 | 1 1 1 ,
‘Byron1 & 2 3 1.25 1.25 1 1 1.5
Callaway 1.25 1.25 1.25 1.25 1 1.5
Calvert Cliffs 1 & 2 1.25 1 2 1.25 1.5 1.5,
Catawba 1 & 2 1.25 1.25 1.25 1.25 1 1.5
Clinton 1 ‘ 1.25 | 1 1 i 1.5
Columbia Nuclear 1.25 1 1 1 ] 1.5
Comanche Pecak 1 & 2 1.25 1.25 1.25 1.25 1 1.5
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EPS | HPI HRS/ RHR

EDG | MDP MDP MDP TDP | MDP
Running or | Standby Standby i Standby
Alternating”

Cook 1 &2 1.25 125 1.25 1.25 } 15
Cooper Station 1.25 1 ] I ] 3
Crystal River 3 1.25 2 | 1 ] 1.5
Davis-Besse 1.25 1.25 1.25 ! 1.5 1.5
Diablo Canyon | & 2 2 1.25 1.25 1.25 ] 1.5
Dresden 2 & 3 1.25 3 I ] 1 3
Duane Arnold 1.25 ] I ] 1 3
Farley 1 & 2 1.25 2 ] 1.25 1 1.5
Fermm 2 1.25 | I I 1 3
Fitzpatrick 3 1 1 I 1 3
Fort Cathoun 1.25 i 2 1 1 1.5
Ginna 1.25 1 2 1.25 ] 1.5
Grand Gulf 125 1 I ] ] 1.5
Hammis 1.25 2 ] 1.25 ] 1.5
Hatch 1 & 2 2 ] ] 1 ] 3
Hope Creck 1.25 ] 1 1 I 1.5
Indian Point 2 1.25 ] 2 1.25 1 1.5
Indian Point 3 1.25 1 2 1.25 1 1.5
Kewaunce 1.25 1 1.25 1.25 ] 1.5
LaSalle 1 & 2 1.25 1 ] | { 1.5
Limernick 1 & 2 3 1 ! 1 1 3
McGuire | & 2 1.25 1.25 1.25 125 ] 1.5
Millstone 2 1.25 1 2 1.25 I 1.5
Millstone 3 1.25 2 1.25 1.25 } 1.5
Monticello 1.25 1 I o I 3
Nine Mile Point 1 1.25 3 ] I 1 1.5
Nine Mile Point 2 1.25 ] ] ! ] 1.5
North Anna 1 & 2 1.25 2 1 1.25 ] 1.5
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EPS | P . ]lkS/ RHR
EDG | MDP MDP MDP TDP | MDP
Running or | Standby Standby fale Standby
Alternating’

Oconce 1,2 & 3 3* 2 1 1.25 1 1.5
Oyster Creek 1.25 1 3 1 1 1.5
Palisades 1.25- 1 1.25 1.25 1 1.5
Palo Verde 1,2 & 3 1.25 1 1.25 1.25 ] 1.5
Peach Bottom 2 & 3 2 1 1 1 1 3
Perry 1.25 1 1 ] 1 1.5
Pilgrim 1.25 1 ] 1 1 3
Point Beach 1 & 2 1.25 1 1.25 1.25 1 1.5
Praimiclslnd 1 &2 | 1.25 I 1.25 i 1 15
Quad Cities 1 & 2 1.25 1 1 1 1 3
River Bend 1.25 1 1 1 ] 1.5
Robinson 2 1.25 1 1.25 1.25 1 1.5
Salem 1 & 2 1.25 1.25 1.25 1.25 1 ‘ 1.5
San Onofre 2 & 3 1.25 1 2 1.25 1 1.5
Seabrook 1.25 1.25 1.25 1 1 1.5
Sequoyah 1 & 2 1.25 1.25 1.25 1.25 ] 1.5
South Texas 1 & 2 2 1 2 2 1 2
St. Lucic 1 1.25 1 1.25 1.25 1 1.5
St. Lucie 2 1.25 ] 1.25 1.25 1 1.5
Summer 1.25 2 ) 1 1.25 I LS
Surry 1 & 2 125 2 1 125 1 15
Susquehanna 1 & 2 3 1 1 1 1 3
Three Mile Island 1 1.25 2 1 . i.25 1 1.5
Turkey Point 3 & 4 1.25 1 .3 1.25 . 3 L5
Vermont Yankee 1.25 1 1 R 1 3
Vogtle 1 & 2 1.25 1.25 1.25 1.25 | 1.5
Waterford 3 1.25 1 2 1.25 ] 1.5
Watts Bar 1 1.25 1.25 1.25 1.25 1 1.5
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EPS | HPI HRS/ RHR
EDG | MDP MDP MDP TDP | MDP
Running or | Standby Standby o Standby
Alternating’
Wolf Creek 1125 1.25 125 | 12 ] s
* hydroclectric units ** as applicable

Alternating pumps are redundant pumps where one pump s normally rumng. that are
operstionaliv rotated on a pertodic basis.

SWS cCw All All
MDP MDP DDP MDP MDP MOVs AOVs,
Running or | Standby w* Running or | Standby and SOVs,
Alternating Alternating Breakers | HOVs
All Plants 3 1.5 1.25 s | 2 2 15

** ag applicable

Plant Specific Common Causc Adjustment

The general form of a plant specific common cause adjustment factor is given by the
cquation:

I
HZFV:’]Jr FVCC}
g = i=}

n
> FVi
i=1

Where:

n = 1s the number of components in a common causc group,

FV; = the FV for independent failure of component 7,

and

FV.. = the FV for the common cause failurc of components in the group.

In the expression above, the FV; are the values for the specific failure mode for the
component group that was chosen because it resulted in the maximum /FV/UR] ratio.

The FV . is the FV that corresponds to all combinations of common cause events for that
group of components for the same specific failure mode. Note that the FV,. may be a sum
of individual FV,. valucs that represent different combinations of component failures in a
cCommon cause group.
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For cooling water systems that have an initiator contribution. the FV values used should
be from the non-initiator part of the modcl.

For example consider again a plant with three onc hundred percent capacity emergency
diesel generators. In this example, three failure modes for the EDG are modeled in the
PRA, fail to start (FTS), fail to load (FTL) and fail to run (FTR). Common cause cvents
exist for cach of the three failure modes of the EDG in the following combinations:

1) Failure of all three EDGs,

2) Failure of EDG-A and EDG-B,
3) Failure of EDG-A and EDG-C,
4) Failurc of EDG-B and EDG-C.

This results in a total of 12 common cause events.

Assume the maximum [FV/UR] resulted from the FTS failure mode, then the FV used
in equation 5 would be the sum of the four common causc FTS cvents for the
combinations listed above.

It is recognized that there is significant variation in the methods used to model common |
cause. It is common that the 12 individual common causc events described above are
combined into a fewer number of events in many PRAs. Correct application of the plant
specific method would, in this case, requirc the decomposition of the combined cvents
and their related FV values into the individual parts. This can be accomplished by
application of the following proportionality:

URpart

FVpart = FViotal x
Rrotal

Eq.6

Returning to the example above, assume that common cause was modeled in the PRA by

combining all failure modes for each specific combination of equipment modeled. Thus
there would be four common cause cvents corresponding to the four possible equipment
groupings listed above, but each of the common cause events would include the three
failure modes FTS, FTL and FTR. Again, assume the FTS independent failure mode is
the event that resulted in the maximum [FV/UR] ratio. The FVcc value to be used would
be determined by determining the FTS contribution for each of the four common cause
events. In the case of the event representing failurc of all three EDGs this would be
determined from

URFTSasc

FVFTSagc = FVaBc x
) URABC

Where,
FVersape = the FV for the FTS failure mode and the failure of all three EDGs

FV4pc = the event from the PRA representing the féilure of all three EDGs due to
all failure modes

UR frrsasc = the failure probability for a FTS of all three EDGs, and

UR s8¢ = the failure probability for all failure modes for the failure of all three
EDGs.
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1
2 After this same calculation was performed for the remaining three common cause events,
3 the value for FVee to be used in equation 5 would then be calculated from:
4 FVee = FVFTSaBC + FVFTSas + FVFTSac « FVFTSpe
5 This valuc is used in equation 5 to determine the value of A. The final quantity used in
6 cquation 4 1s given by:
7 [FV/UR] max = A*[FV/URJind
8 In this case the individual values on the right hand side of the equation above are input to
9 CDE.
10 2.3.3. Birnbaum Importance
11 Onc of the rules used for determining the valves and circuit breakers to be momtored in
12 this performance indicator permitted the exclusion of valves and circuit breakers with a
13 Birnbaum importance less than 1.0¢-06. To apply this screening rule the Birnbaum
14 importance is calculated from the values dertved n this section as:
15 B = CDF*A*[FV/URJjpg= CODF*[FV/UR ] max
16 Ensure that the support system imtiator correction (if apphicabley and the common cause
17 correction are included i the Birnbaum value used to exclude components from
18 monitoring.
19
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=24, Calculation of URpgc, URppc and URgpc

bo wation 3 includes the three quantities URpge-. UR; e and URgpe-which are the
~~dan corrected plant specific values of unrchability for the failure modces tail on
¢ and. fail to load and fail 10 run respectively. This section discussces the calculation of
. values, As discussed in section 2.3 failure modes considered for cach component
v are provided below.

Valves and Breakers:
Fail on Demand (OpenClose)

Pumps:
Fail on Demand (Star)
Fail 1o Run

Emergency Dicsel Generators:
Fail on Demand (Start)
Fail to Load/Run
Fail to Run

. a *
URpgc is calculated as follows.

(Nd+a)

URppc = ————.
(a+b+D)

Eq.7

where in this’expression:
Nz 1s the total number of fatlures on demand during the previous 12 quarters.

D is the total number of demands during the previous 12 quarters determined in
scction 2.2.1

The values @ and b arc paramecters of the industry prior, derived from industry
expericnee (sce Table 4).

In the calculation of cquation 7 the numbers of demands and failures is the sum of all
demands and failures for similar components within cach system. Do not sum across
units for a multi-unit plant. For example, for a plant with two trains of Emcrgency Dicsc)
Generators, the demands and failurces for both trains would be added together for one
cvaluation of equation 7 which would be used for both trains of EDGs.

UR, gc is calculated as follows.

(a+b+D)

o

f?q.

where in this expression:

5 Atwood, Corwin L., Constrained noninformative priors in risk assessment, Reliability Engineering
and System Safety, 53 (1996; 37-46)
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Nas the total number of faitures to load tapphicable o DG onlyvy durirg the
previous 12 gquarters,

7715 the total number of Toad demands dunmg the previeus 12 quarters deternined
m scetion 2.2

The values ¢ and O are parameters of the industry priors dertved from mdustry
cxperience (see Table 1),

In the caleulation of equation & the numbers of demands and fathwres s the sum of all
demands and farlures for similar components withim cach sustony,

{ Ky s caleulated as follow s,

JRRrBC = Nrva), Ton Fq. 9
(Tr+b)

where:

N as the total number of fartures to run during the previous 12 quarters
(determined m section 2.2.2)

7, 1s the total number of run bours during the previous 12 quarters (determined in
section 2.2.1)

7, 18 the risk-signihicant mission time for the component based on plant specific
PRA model assumptions. Where there 1s more than one mission time for different
initiating cvents or sequences (c.g.. turbme-driven AW pump for loss of offsite
power with recovery versus Joss of Jeedwater). the Tongest mission time is to be
uscd.

and

a and b arc parameters of the mdustry prior. derived from industry experience (sce
Table ).
In the caleulation of equation 9 the numbers of demands and run hours is the sum of all
run hours and fatlures for sumlar components withm cach svstem. Do not sum across
units for a multi-unit plant. For example. a plant with two trains of Emergency Diesel
Gencerators, the run hours and farlures for both trains would be added together for one
evaluation of equation 9 wihich would be used for both trams of EDGs,

2.3.5. Baseline Unreliability Values
The basehine values for unreliability arc contained m Table 4 and remain fixed.

Table 4. Industry Priors and Parameters for Unreliability

Component Failure Mode a’ b? Industry
MeanValue
b

URBLC
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Fail to run

Component Failure Mode a’ b* Industry
MeanValue
b
URBLC
Circuit Breaker Fail toopen (or |  4.99E-1 6.23E+2 '8.00E-4
close)
Hydraulic-operated Fail to open (or 4.98E-1 4.98L:+2 1.00E-3
valve | closc)
Motor-operated valve Failtoopen (or | 4.99E-1 7.12E+2 7.00L:-4
close) '
Solenoid-opcrated valve | Fail to open (or 4.98E-1 4.98E+2 1.00E-3
close)
Air-opcrated valve Fail toopen (or | 4.98C-1 4.98L+2 1.00E-3
closc)
Motor-driven pump, Fail to start 4.97E-1 2.61E+2 1.90L-3
standby . 500G-1 | 1.00G+4 | 5.00L-5
Fail torun
Motor-driven pump, Fail to start 4.98E-1 4.98E+2 1.00E-3
running or altcrnating 5 00E-1 T 00L45 S 00E-6
Fail to run ) ’ )
Turbinc-driven pump, Fail to start 4.85E-1 5.33E+1] 9.00E-3
AFWS ) 50061 | 2.50E+3 | 2.00E-4
Fail torun
Turbine-driven pump, Fail to start 4.78E-1 3.63E+] 1.30E-2
HPClor RCIC . 500E-1 | 2.50C+3 | 2.00L-4
Fail torun
Diescl-driven pump, Fail to start 4.80E-1 3.95E+1 1.20E-2
AFWS
. 5.00E-1 2.50E+3 2.00E-4
Fail to run
Emergency diesel Fail to start 4.92E-1 9.79E+] 5.00E-3
gencrator - > -
Fail 1o load/run 4.95E-1 1.64L+2 3.00E-3
5.00E-1 6.25E+2 8.00E-4

NOTE: THIS TABLE 1S SUBJECT TO UPDATE PRIOR TO IMPLEMENTATION

a A constrained, non-informative prior is assumed. For failure to run events, a= 0.5 and

= (a)/(mcan ratc). For failure upon demand events, a is a function of the mean

probabllny
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Mecan Probability a
0.0 t0 0.0025 0.50
>0.0025t00.010 [ 049 |
>0.010 to 0.016 0.48
>(.016 to 0.023 0.47
>0.023 to 0.027 1 0.46
1 Then b = (a)(1.0 - mean probability)/(mcan probability).
2 b. Failure to run cvents occurring within the first hour of operation are included within
3 the fail to start fatlure mode. Failure to run cvents occurring after the first hour of
4 operation are included within the fail to run failure mode.
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3. Establishing Statistical Significance

This performance indicator establishes an acceptable level of performance for the monitored
systems that is reflected in the bascline reliability values in Table 4. Plant specific differences
from this acceptable performance arc interpreted in the context of the risk significance of the
difference from the acceptable performance level. It is expected that a system that is performing

" at an acceptable performance level will see variations in performance over the monitoring period.

For example a systemmay, on average, sec three failures in a three year period at the accepted
level of reliability. It is expected, due to normal performance vanation, that this system will
sometimes experience two or four failures in a three year period. It is not appropriate that a
system should be placed in a white performance band due to expected variation in measured
performance. This problem is most noticcable for risk sensitive systems that have few demands
in the three year monitoring period.

This prob]cm is resolved by applying a limit of 5.0¢-07 to the magnitudc of the most significant
failure in a system. This cnsurcs that one failure beyond the cxpected number of failures alone

cannot result in MSPI > 1.0e-06. A MSPI > 1.0¢-06 will still be a possible result if there is
significant system unavailability, or failures in other componcnts in the system.

This limit on the maximum valuc of the most significant failurc in a system is only applied if the
MSPI value calculated without the application of the limit is less than 1.0e-05.

This calculation will be performed by the CDE software; no additional input values are required.

4. Calculation of System Component Performance Limits

The mitigating systems chosen to be monitored are generally the most important systems in
nuclear power stations. However, in some cases the system may not be as important at a specific
station. This is generally due to specific features at a plant, such as diverse methods of achieving
the same function as the monitored system. In these cases a significant degradation in
performance could occur before the risk significance reached a point where the MSPI would
cross the white boundary. In cases such as this it is not likely that the performance degradation
would be limited to that one system and may well involve cross cutting issues that would
potentially affect the performance of other mitigating systems.

A performance based criterion for determining dcclmmg performance is used as an additional
decision critcrioneriteria for determining that performance of a mitigating system has degraded
to the white band. This decision is based on deviation of systcm performance from expected
performance. The decision criterion was developed such that a system is placed in the white
performance band when there is high confidence !hat systcm performance has degraded even
though MSPI < 1.0¢-06. : S

The criterion is applicd to each component typ¢'in a system. 1f the number of failures in a 36
month period for a component type cxceeds a pcrform’mcc based limit, then the system is
considered to be pcrformmg at a white level, rcg'lrdlcss of the MSP1 calculatcd value. The
performance based limit is calculated in' two steps:

1. Determinc the expected number of failures for a component type and

2. Calculate the performance limit from this value.
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The expected number of failures 1s calculated from the relation
Fesw Nd* p+ A*Tr
Where:
Ns1s the number of demands
p 1s the probability of fatlure on demand, from Table 4.
X 1s the faihure rate. from Table 4.
7, 15 the runtime of the component
This valuc is used n the following expression to determine the maximum number of failures:
Froi=465%Fe+4.2

If the actual number of failures (Fa) of a similar group of components (components that are
grouped for the purpose of pooling data) within a system in a 36 month period exceeds Fm, then
the system is placed in the white performance band or the level dictated by the MSP! calculation
if the MSPI calculation 1s > 1E-5.

This calculation will be performed by the CDE software, no additional mput values are required.

5. Additional Guidance for Specific Systems

This guidance describes typical system scopes and train determinations. Individual plants should
mclude the systems and components employed at their plant that are necessary to satisfy the
functions described in this section that have been determined to be risk significant per NUMARC
93-01 and are reflected in their PRAs.

Emergency AC Power Systems

Scope

The function momitored for the emergency AC power system is the ability of the emergency
generators to provide AC power to the class 1 E buses following a loss of off-site power. The
emergency AC power system is typically comprised of two or more independent emergency
generators that provide AC power to class 1E buses following a loss of off-site power. The
emergency generator dedicated to providing AC power to the high pressure core spray system in
BWRs is not within the scopc of emergency AC power.

The EDG component boundary includes the generator body, generator actuator, lubrication
system (local), fuel system (Jocal or day tank), coohing components (local), startup air system
receiver, cxhaust and combustion air system, dedicated diesel battery (which is not part of the
normal DC distribution system), individual diesel gencerator control system, cooling water
isolation valves. circuit breaker for supply to safeguard buses and their associated control circuit.
. Air compressors are not part of the EDG component boundary.

The fuel transfer pumps required to meet the PRA mission time arc within the system boundary,
but arc not considered to be a monitored component for reliability monitoring in the EDG
system. Additionally they arc monitored for contribution to train unavaitability only if an EDG
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train can only be supplied from a single transfer pump. Where the capability exists to supply an
EDG from redundant transfer pumps, the contribution to the EDG MSPI from these components
is expected to be small compared to the contribution from the EDG itself. Monitoring the transfer
pumps for reliability is not practical because accurate estimations of demands and run hours are
not feasible (due to the auto start and stop feature of the pump) considering the expected small
contribution to the index.

Emergency gencrators that arc not safety grade, or that scrve a backup role only (e.g., an
alternate AC power source), are not included in the performance reporting.

Train Determination

The number of emergency AC power system trains for a unit is equal to the number of class 1E
cmergency generators that are available to power safe-shutdown loads in the event of a loss of
off-sitc power for that unit. There are three typical configurations for EDGs at a multi-unit
station:

1. EDGs dedicated to only onc unit.
2. Onc or morc EDGs are available to “swing” 1o cither unit
3. All EDGs can supply all units

For configuration 1, the number of trains for a unit is equal to the number of EDGs dedicated to
the unit. For configuration 2, the number of trains for a unit is equal to the number of dedicated
EDGs for that unit plus the number of “swing” EDGs available to that unit (i.c., The “swing”
EDG:s arc included in the train count for each unit). For conﬁguratron 3, the number of trains is
equal to the number of EDGs

Clarifving Notes

The emergency diesel generators are not considered to be available during the following portions
of periodic surveillance tests unless recovery from the test configuration during accident
conditions is virtually certain, as described in “Credit for operator recovery actions during
testing,” can be satisfied; or the duration of the condition is less than fifieen minutes per train at
one time:

e Load-run testing

» Barring

An EDG is not considered to have failed duc to any of the following events:

e spurious operation of a trip that would be bypasscd in a loss of offsite power cvent

o malfunction of equipment that is not required to opcratc durmg a loss of, offsite power cvent
(c.g., circuitry uscd to synchromzc the EDG wnh off-site power sourccs)

* failure to start because a redundant portion of the starting system was mlenuonally disabled
for test purposcs, if followed by a successful start wnth thc startmg syslem in 1ls normal
alignment
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BWR High Pressure Injection Systems

(High Pressure Coolant Injection, High Pressure Core Spray, and Feedwater Coolant
Injection)

Scope

These systems function at high pressure to maintain reactor coolant inventory and to remove
decay heat.

The function monitored for the indicator is the ability of the monitored system to take suction
from the suppression pool (and from the condensate storage tank, if required to mect the PRA
success criteria and mission times) and inject into the reactor vessel. . The mitigation of ATWS
cvents with a high pressure injection system is not considered a function to be monitored by the
MSPI. (Notc, however, that the FV values will include ATWS events).

Plants should monitor either the high-pressure coolant injection (HPCI), the high-pressure core
spray (HPCS), or the feedwater coolant injection (FWCI) system, whichever is installed. The
turbinc and governor and associated piping and valves for turbine steam supply and exhaust are
within the scope of the HPCI system. The flow path for the steam supply to a turbine driven
pump 1s included from the steam source (main steam lines) to the pump turbine. The motor
driven pump for HPCS and FWCI arc in scope along with any valves that must change state such
as low flow valves in FWCL Valves in the feedwater line are not considered within the scope of
these systems because they are normally open during operation and do not need to change state
for these systems to operate. However waterside valves up to the feedwater line are in scope if
they need to change state such as the HPCI injection valve.

The emergency generator dedicated to providing AC power to the high-pressure core spray
system is included in the scope of the HPCS. The HPCS system typically includes a "water leg"
pump to prevent water hammer in the HPCS piping to the reactor vessel. The "water leg” pump
and valves 1n the "water leg" pump flow path arc ancillary components and are not included in
the scope of the HPCS system. Unavailability 1s not included while critical if the system is below
steam pressure spectfied in technical specifications at which the system can be operated.

Oyster Creek

For Oyster Creck the design does not include any high pressure injection system beyond the
normal feed water system. For the BWR high pressure injection system, Oyster Creck will
monitor the Core Spray system, a low pressure injection system.

Train Determination

The HPCT and HPCS systems are considered single-train systems. The booster pump and other
small pumps are ancillary components not used in detcrmining the number of trains. The effect
of these pumps on system performance is included in the system indicator to the extent their
failure detracts from the ability of the system to perform its risk-significant function. For the
FWCT system, the number of trains is determined by the number of fecedwater pumps. The
number of condensate and feedwater booster pumps arc not used to determine the number of
trains. It is recommended that the DG that provides dedicated power to the HPCS system be
monitored as a separate “train” (or scgment) for unavailability as the risk mimportance of the DG
1s less than the fluid parts of the system.
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Reactor Core Isolation Cooling

(or Isolation Condenser)

Scope

This system functions at high pressure to remove decay heat. The RCIC system also functions to
maintain reactor coolant inventory.

The function monitored for the indicator is the ability of the RCIC system to cool the reactor
vessel core and provide makeup water by taking a suction from the supprcssxon pool (and from
the condensate storage tank, if required to meet the PRA success criteria and mission times) and
inject into the reactor vcsscl

The Reactor Core Isolation Cooling (RCIC) system turbine, govemor, and associated piping and
valves for steam supply and exhaust are within the scope of the RCIC system. Valves in the
feedwater line are not considered within the scope of the RCIC system because they are norrmlly
open during operation and do not have to change state for RCIC to perform its function.

The function monitored for the Isolation Condenser is the ability to cool the reactor by
transferring heat from the reactor to the Isolation Condenser water volume. The Isolation
Condenser and inlet valves are within the scope of Isolation Condenser system along with the
connccting active valve for isolation condenser makeup. Unavailability is not included while
critical if the system is below stcam pressure specified in technical specifications at which the
system can be operated.

Train Determination

The RCIC systcm'is considered a single-train system. The condensate and vacuum pumps are
ancillary components not used in determining the number of trains. The effect of these pumps on -
RCIC performance is included in the system indicator to the extent that a component failure
results in an inability of the system to perform its risk-significant function. '

For Isolation Condensers, a train is a flow path from the reactor to the isolation condenser back
to the reactor. The connecting active valve for isolation condenser makeup is included in the
train.

BWR Residual Heat Removal Systems

Scope

The function monitored for the BWR residual heat removal (RHR) system is the ability of the
RHR system to provide suppression pool coolmg The pumps, heat exchangers, and associated
piping and valves for this function are included in the scope of the RHR system. Ifan RHR
system has pumps that do not perform a heat removal function (e.g. cannot connect to a heat
exchanger, dedicated LPCI pumps) they are not included in the scope of this indicator.

Train Determination

The number of trains in the RHR system is determined as follows.- If the number of heat
exchangers and pumps is the same, the number of heat exchangers determines the number of
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trains. If the number of heat exchangers and pumps are different, the number of trains should be
that used by the PRA model. Typically this would be two pumps and onc heat exchanger
forming a train where the train is unavailable only if both pumps arc unavailable. or two pumps
and onc heat exchanger forming two trains with the heat exchanger as a shared component where
a train is unavailable if a pump 1s unavailable and both trains arc unavailable if the heat
exchanger is unavailable.

PWR High Pressure Safety Injection Systems

Scope

These systems are used primarily to maintain reactor coolant mventory at high RCS pressures
following a loss of reactor coolant. HPSI system operation involves transferring an mitial supply
of water from the refucling water storage tank (RWST) to cold leg piping of the reactor coolant
system. Once the RWST inventory 1s depleted, recirculation of water from the reactor building
emergency sump is required. The function monitored for HPSI 1s the ability of a HPSI train to
take a suction from the primary water source (typically, a borated water tank), or from the
containment emergency sump, and inject into the reactor coolant system.

The scope includes the pumps and associated piping and valves from both the refueling water
storage tank and from the containment sump to the pumps, and from the pumps into the reactor
coolant system piping. For plants where the high-pressure injection pump takes suction from the
residual heat removal pumps, the residual heat removal pump discharge header isolation valve to
the HPSI pump suction is included n the scope of HPSI system. Some components may be
included m the scope of more than one train. For example, cold-leg injection lincs may be fed
from a common header that is supplied by both HPSI trains. In thesc cascs, the effects of testing
or component failures in an injection line should be reported in both trains.

Train Determination

In general, the number of HPSI system trains 1s defined by the number of high head injection
paths that provide cold-leg and/or hot-leg injection capability, as applicable.

For Babcock and Wilcox (B&W) reactors, the design features centrifugal multi-stage pumps
used for high pressure injection (about 2,500 psig) and no hot-leg injection path. Recirculation
from the containment sump requires lining up the HPI pump suctions to the Low-Pressure
Injection (LPI) pump discharges for adequate NPSH. This 1s typically a two-train system, with
an installed spare pump (depending on plant-specific design) that can be aligned to cither train.

For two-loop Westinghouse plants, the pumps opcratc at a lower pressure (about 1600 psig) and
there may bce a hot-leg injection path in addition to a cold-leg injection path (both arc included as
a part of the train).

For Westinghouse three-loop plants, the design features three centrifugal pumps that operate at
high pressure (about 2500 psig), a cold-leg injection path through the BIT (with two trains of
redundant valves), an alternate cold-leg injection path, and two hot-leg injection paths. Once of
the pumps is considered an installed sparc. Recirculation is provided by taking suction from the
RHR pump discharges. A train consists of a pump, the pump suction valves and boron injection
tank (BIT) injection line valves electrically associated with the pump, and the associated hot-leg
mjection path. The alternate cold-leg injection path is required for recirculation, and should be
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included in the train with which its isolation va]ve is electrically associated. This represents a
two-train HPSI system.

For Four-loop Westinghousc plants, the design fcaturcs two centrifugal pumps that operate at
high pressure (about 2500 psig), two centrifugal pumps that operate at an intermediate pressure
(about 1600 psig), a BIT injection path (with two trains of i m_|ecl|on valves), a cold-leg safety
injection path, and two hot-leg injection paths. Recxrcu]atlon is provided by taking suction from
the RIIR pump discharges. Each of two high prcssurc trains is comprised of a high pressure
centrifugal pump, the pump suction valves and BIT valves that are electrically associated with
the pump. Each of two intcrmediate pressure trains is comprised of the safety injection pump, the
suction valves and the hot-leg injection valves e]ectnca]ly associated with the pump. The cold-
leg safcty injection path can be fed with cither safety m_]cctlon pump, thus it should be associated
with both intermediate pressure trains. This HPSI system is considered a four-train system for
monitoring purposes.

For Combustion Engincering (CE) plants, the design features two or three cenlrifugal pumps that
opcrate at intermediate pressure (about 1300 psig) and provide flow to four cold-leg injcction
paths or two hot-leg injection paths. In most designs, the HPSI pumps take suction directly from
the containment sump for recirculation. In these cases, the sump suction valves are included
within the scope of the HPSI system. This is a two-train system (two trains of combined cold-leg
and hot-leg injection capability). One of the three pumps is typically an installed sparc that can
be aligned to cither train or only to one of the trains (depending on plant-specific design).

PWR Auxiliary Feedwater Systems

Scope

The function of the AFW system is to provide decay heat removal via the steam generators to
cool down and depressurize the reactor coolant system following a reactor trip. The mitigation of
ATWS events with the AFW system is not considered a function to be momtorcd by the MSPL.
(Note, however, that the FV values will include ATWS events).

The function monitored for the indicator is the ability of the AFW system to take a suction from
a water source (typically, the condensate storage tank and if required to mect the PRA success
critcria and mission time, from an altecrnate source) and to inject into at Jeast onc stcam
generator. i '

The scope of the auxiliary feedwater (AFW) or emcrgcncy fecdwatcr (EFW) systems includes
the pumps and the components in the flow paths from the condcnsatc storage tank and, if
required, the valve(s) that connect the altemative water source o the auxxlnary fcedwalcr system.
The flow path for the steam supp]y toa turbme driven pump is included from the stcam source
(main steam lincs) to the pump turbine. Pumps included in the Technical Specifications (subject
to a Limiting Condition for Operation) are included in the scope of this indicator. Some initiating
cvents, such as a feedwater line break, may require isolation of AFW flow to the affected steam
gencrator to prevent flow diversion from the unaffected steam generator. This function should be
considcred a monitored function if it is required.
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Train Determination

The number of trains i1s determined primarily by the number of parallel pumps. For example, a
system with threc pumps is defined as a three-tramn system, whether it feeds two, three, or four
mjection lines, and regardless of the flow capacity of the pumps. Some components may be
included in the scope of more than one train. For example, one sct of flow regulating valves and
isolation valves in a three-pump, two-steam generator system are included in the motor-driven
pump train with which they are clectrically associated, but they arc also included (along with the
redundant sct of valves) in the turbine-driven pump train. In these mstances, the effects of testing
or faiture of the valves should be reported 1n both affected trains. Similarly, when two traing
provide flow to a common header, the effect of 1solation or flow regulating valve failures in
paths connected to the header should be considered in both trains.

PWR Residual Heat Removal System

Scope

The function monitored for the PWR residual heat removal (RHR) system is the long term decay
heat removal function to mitigate those transients that cannot rely on the steam gencrators alone
for decay heat removal. These typically include the low-pressure injection function and the
recirculation mode used to cool and recirculate water from the containment sump following
depletion of RWST inventory to provide decay heat removal. The pumps, heat exchangers, and
associated piping and valves for those functions are included in the scope of the RHR system.
Containment spray function should be included if it provides a risk significant decay heat
removal function. Containment spray systems that only provide containment pressurc control are
not included.

CE Designed NSSS

CE ECCS designs differ from the description above.. CE designs run all ECCS pumps during the
injection phase (Containment Spray (CS), High Pressure Safety Injection (HPSI), and Low
Pressure Safety Injection (LPSI)), and on Recirculation Actuation Signal (RAS), the LPS]
pumps are automatically shutdown, and the suction of the HPSI and CS pumps is shifted to the
containment sump. The HPSI pumps then provide the recirculation phasc core injection, and the
CS pumps by drawing inventory out of the sump, cooling it in heat exchangers, and spraying the
cooled water 1nto containment, support the core injection inventory cooling.

For the RHR function the CE plant design uses HPSI to take a suction from the sump, CS to cool
the fluid, and HPSI to inject at low pressure into the RCS. Due to these design differences, CE
plants with this design should monitor this function in the following manner. The two
containment spray pumps and associated coolers should be counted as two trains of RHR
providing the recirculation cooling. Therefore, for the CE designed plants two trains should be
monitored, as follows:

e Tran | (recirculation mode) Consisting of the "A" contamment spray pump, the required
spray pump hcat exchanger and associated flow path valves.

o Train 2 (recirculation modc) Consisting of the "B” containment spray pump, the required
spray pump heat exchanger and associated flow path valves.
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Surry, North Anna and Beaver Valley Unit 1

The at power RHR function, is provided by two 100% low head safety injection pumps taking
suction from the containment sump and injecting to the RCS at low pressure and with the heat
exchanger function (containment sump water cooling) provided by four 50% containment
recirculation spray system pumps and heat exchangers.

The RHR Performance Indicator should be calculated as follows. The low head safety injection
and recirculation spray pumps and associated coolers should be counted as two trains of RIIR
providing the recirculation cooling, function as follows:

e “A” train consisting of the A’ LHSI pump, associated MOVS and the required “A” train
recirculation spray pumps heat exchangers, and MOVS.

 “B” train consisting of the “B” LHS] fnimp, associated MOVS and the required “B” train
recirculation spray pumps, heat exchangers, and MOVS.

Beaver Valley Unit 2

The at power RHR function, is provided by two 100% containment rcc1rcu]auon spray pumps
taking suction from the containment sump, and injecting to the RCS at low pressure. The heat
cxchanger function is provided by two 100% capacity containment recirculation spray system
heat exchangers, one per train. The RHR Performance Indicator should be calculated as follows.
The two containment recirculation spray pumps and associated coolers should be counted as two
trains of RHR providing the recirculation cooling.

Two trains should be monitored as follows:

e Train 1 (recirculation mode) Consisting of the containment recirculation spray pump
associated MOVS and the required recirculation spray pump heat exchanger and MOVS,

e Train 2 (rccirculation mode) Consisting of containment recirculation spray pump
associated MOVS and the required recirculation spray pump heat exchanger, and MOVS.

Train Determination

The number of trains in the RHR system is determined by the number of parallel RHR heat
exchangers. Some components are used to provide more than one function of RHR. 1f a
component cannot perform as designed, rendering its associated train incapable of mecting onc
of the risk-significant functions, then the train is considered to be failed. Unavailable hours
would be reported as a result of the component failurc.

Cooling Water Support System

Scope

The functions monitored for the cooling water support system are those functions that arc
necessary (i.e. Technical Specification-required) to provide for direct cooling of the components
in the other monitored systems. It does not include indirect cooling provided by room coolers or
other HVAC features.

Systems that provide this function typically include service water and component cooling water
or their cooling water equivalents. Pumps, valves, hecat exchangers and line segments that are
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necessary to provide cooling to the other monitored systems are included in the system scope up
to, but not including, the last valve that connects the coeling water support system 1o components
in a simgle monitored system. This last valve is included in the other monttored system
boundary. If the last valve provides cooling to SSCs i more than onc monitored system, then it
is included in the cooling water support system. Scrvice water systems are typically open “raw
water” systems that usc natural sources of water such as rivers, lakes or occans. Component
Cooling Water systems are typically closed “clean water™ systems.

Valves in the cooling water support system that must close to ensurce sufficient cooling 1o the
other monitored system components to meet nisk significant functions arc inciuded in the system
boundary.

If a cooling water system provides cooling to only one monitored system, then it should be
included in the scope of that monitored system. Systems that are dedicated to cooling RHR heat
exchangers only are mcluded in the cooling water support system scope.

Train Determination

The number of trains in the Cooling Water Support System will vary considerably from plant to
plant. The way these functions are modeled in the plant-specific PRA will determine a logical
approach for train determination. For example, if the PRA modcled separate pump and line
segments, then the number of pumps and line segments would be the number of trains.

Clarifying Notes

Service water pump straincrs, cyclone scparators, and traveling screens are not considered to be
monitored components and are therefore not part of URI. However, clogging of strainers and
screens that render the train unavailable to perform its risk significant cooling function (which
includes the risk-significant mission times) arc included in UAI. Note, however, if the service
water pumps fail due to a problem with the strainers, cyclone scparators, or traveling screens, the
failure is included in the URIL
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* The Fuel Transfer Pump is included in the EDG System Boundary. See Section 5 for monitoring requirements.
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NEI 99-02 Appendix G, MSPI Basis Document Development

To implement the Mitigating Systems Performance Index (MSPI), Licensces will develop a plant
specific basis document that documents the information and assumptions uscd to calculate the
Reactor Oversight Program (ROP) MSPI. This basis document is necessary to support the NRC
inspection process, and to record the assumptions and data used in developing the MSPI on cach
site. A summary of any changes to the basis document are noted in the comment section of the
quarterly data submission to the NRC. :

The Basis document will have two major sections. “The first described below will document the
information used in developing the MSPI. The second section will document the conformance
of the plant specific PRA to the requirements that arc outlined in this appendix.

1. MSPI Data

The basis document provides a separate section for each monitored system as defined in Section
2.2 of NE1 99-02. The section for cach monitored system contains the following subsections:

A. System Boundaries
This section contains a description of the boundancs for each train of the monitored system.
A plant drawing or figure (training type figure) should be included and marked adequatcly
(i.e., highlighted trains) to show the boundaries. The guidance for determining the
boundaries is provided in Appendix F, Section 1.1 of NEI 99-02.

| B. Risk Slgmfcam Functions

This section lists the risk 51gn1ﬁcant functions for cach train of the monitored system.” ‘Risk
Significant Functions arc defined in section 2.2 of NEI 99-02. Additional detail is given in
Appendix F, Section 2.1.1 and Section 5 *“Additional Guidance for Specific Systems”. A
single list for the system may be used as long as any differences between trains are clearly
identified. This scction may also be combined with the scction on Succcss Critcria ifa
combmatlon of information into a table formal is desired.

C. Success Criteria
This section documents the success criteria as def ned in Scctlon 2.2 of NEI 99-02 for each
of the identificd risk significant functions identificd for the system. Additional detail is given
in Appendix F, Section 2.1.1. The criteria used should be the documented PRA success
criteria. If the licensce has chosen to use design basis success criteria in the PRA, it is not
required to separately document them other than to indicate that is what was used. If success
criteria from the PRA are different from the design basis, then the specific differences from
the design basis success criteria shall be documented in this section. Wheré there are
different success criteria for different functions or initiators, all should be rccorded and the
most rcslnctwc shown as lhe one used

[ - . .

D. Mission Time - - Paweoeoo '
This scction documents the risk 51gmf'cam mission time as defined in Section 2.3.4 of NEI
99-02 for cach of the identified risk significant functions identificd for the system.

E. Monitored Components

This section documents the sclection of monitored components as defined in Appendix F,
Section 2.1.2 of NEI 99-02 in each train of the monitored system. A listing of all monitored
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H.

AAilgE.

pumps, breakers and EDG’s should be included in this section. A histing of AOVs, HOVs |
SOVs and MOVs that change state to achieve the risk significant functions should be
provided as potential monitored components. The basis for excluding valves in this list from
monitoring should be provided. Component boundarics as deseribed in Appendix I, Section
2.1.3 of NEI 99-02 should be included where appropriate.

Basis for Demands/Run Hours {estimate or actual)

The determination of reliability largely relies on the values of demands. run hours and

failures of components to develop a faslurce rate. This section documents how the licensce

will determine the demands on a component. Several methods may be used.

e Actual counting of demands/run hours during the reporting period

e An estimate of demands/run hours based on the number of times a procedure or other
activities 1s performed plus actual ESF demands/run hours

e An cstimate based on historical data over a ycar or more averaged for a quarterly average
plus actual ESF demands/run hours

The method used is described and the basis information documented.

. Short Duration Unavailability

This section provides a list of any periodic surveillances or evolutions of less than 15 minutes
of unavailability that the licensce does not include in train unavailability. The intent 1s to
minimize unnecessary burden of data collection, documentation, and verification because
these short durations have insignificant risk impact.

PRA Information used in the MSPI

I.  Unavailability FV and UA
This section includes a table or spreadsheet that lists the basic events for unavailability
for each train of the monitored systems. This histing should include the probability, FV,
and FV/probability ratio and text description of the basic cvent or component ID. An
example format is provided as Table 1 at the end of this appendix.

a) Unavailability Baseline Data
This section includes the bascline unavailabihity data by train for cach monitored
system. The discussion should include the basis for the bascline values used. The
detailed basis for the bascline data may be included 1n an appendix to the MSPI
Basis Document if desired.

b) Treatment of Support System Initiator(s)
This section documents whether the cooling water systems are an initiator or not.
This section provides a description of how the plant will include the support system
initiator(s) as described in Appendix F of NEI 99-02. If an analysis is performed
for a plant specific value, the calculation must be documented in accordance with
plant processes and referred to here. The results should also be included in this
section. A sample table format for presenting the results of a plant specific
calculation for those plants that do not exphcitly model the cffect on the initiating
cvent contrtbution to nisk 1s shown in Table 3 at the end of this appendix.

2. Unreliability FV and UR

Fhis-section-nchides a table-er-spreadshect that-hists the basic eventsJor componemt
fatlures-{or eaeh-monitored compopent-—This Hstingshould - melude the probabihty- 13,
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the-commen-canseadiustmentfactor-and- 1\ probabi hbv-ratio-and-text-deseription-oi-the
basic-event-er-componenH D-An-example-format-is-provided-asFable2at-theend-of
this-appendix—HndividuaHature-mederatios-icethe-maximum-ratio}will-beused-in
caleulation-of MSPl-then-al-eolumns-efthe-applicablerowsshould-be-completed—As-an
exampleriH-Hatlureto-ran-andHailureto-start-values-wilbboth-beused-forcoeling-water
system-pumps—then-therows-for-the-valuesused-as- EB-nputs-should-be-completed:
There are two options described in Appendix F for the sclection of FV and UR values,
the selected option should be identified in this section. This section also includes a table
or sprcadshect that lists the PRA information for each monitored componcnt. This
listing should include the Component ID, event probability. I'V. the common cause
adjustment factor and FV/probability ratio and text dcscriplion of the basic cvent or
‘component 1D, An example format is provided as Table 2 at the end of this appendix. If
individual failure mode ratios (vice the maximum ratio) will be used in the calculation of
MSPI, then cach failure mode for cach component will me listed in the table.

A scparate table should be provided in an appendix to the basis document that provides
the complete set of basic cvents for cach component: An examplc of this for one
component is shown in Tablc 3 at the end of this appendix. Only the basic event chosen
for the MSPI calculation requires completion of all table entrics.

a) Treatment of Support System Initiator(s)

This section documents whether the cooling water systems are an initiator or not.
This section provides a dcscnptlon of how the plant will include the support system

initiator(s) as described in Appendix F of NE1 99-02. Ifan analysis is performed for
a plant specific value, the calculation must be documented in accordance with plant
processcs and rcfcrrcd 1o here. The results should also be included in this section. A
sample table format for presenting the results of a plam specific calculation for those
plants that do not explicitly model the effect on the initiating event contribution to
risk is shown in Table 4 at the end of this appendix.

b) Calculation of Common Cause Factor
This section contains the description of how the plant will determine the common
causc factor as described in Appendix F of NEI 99-02. If an analysis is performed
for a plant specific value, the calculation must be documented in accordance with
plant processes and referred to here. The results should also be included in this
section. :

1. Assumphons

11.

This scction documents any specific assumphons made in determination of the MSPI

information that may need to be documented. Causcs for documentation in this section could

be special methods of counting hours or runtimes based on plant specific designs or
processcs, or other instances not clearly covered by the guidance in NEI 99-02.

PRA REQUIREMENTS

Discussion -

The MSPI application can be considerced a Phasc 2 apphC'mon under the NRC’s phased
approach o' PRA ‘quality. The MSPI is an index that is based on an internal initiating cvents,

full-power PRA, for which the ASME Standard has been written. The Standard has been
endorsed by the ‘staffin RG 1.200, which has been issued for trial use.
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Licensees should assure that their PRA s of sufficient technical adequacy to support the
MSPI application by onc of the followmg alternatives:

Alternative A (Consistent with MSPI PRA Task Group recommendations)

a) Resolve the peer review Facts and Observations (F&Os) for the plant PRA that arce
classified as beimg in category A or B. or document the basis for a determination that any
open A or B F&Os will not significantly impact the MSPI calculation. Open A or B
F&Os are significant 1f collectively their resolution impacts any Birnbaum values used in
MSPI by more than a factor of 3. Appropriate sensitivity studies may be performed to
gquantify the impact. If an opcn A or B F&O cannot be resolved by January 1, 20006 and
significantly impacts the MSP1 calculation, a modified Birnbaum value equal to a factor
of 3 times the median Birnbaum valuc from the associated cross comparison group for
the component should be used in the MSPI calculation until the F&O is resolved.

And

b) Perform a self assessment using the NEI-00-02 process as modified by Appendix B of
RG 1.200 for the ASME PRA Standard supporting level requirements identified by the
MSPI PRA task group and resolve any identified 1ssucs or document the basis for a
determination that any open issues will not significantly impact the MSP1 calculation.
ldentified issues are considered significant if they impact any Birnbaum values used in
MSPI by more than a factor of 3. Appropriate sensitivity studies may be performed to
quantify the impact. If an identificd issue cannot be resolved by January 1, 2006 and
significantly impacts the MSPI calculation, a modified Birnbaum value equal to a factor
of 3 times the median Birnbaum value from the associated cross comparison group for
the component should be used in the MSPI calculation until the issuc is resolved.

Alternative B (Consistent with RG 1.174 guidance)

a) Resolve the peer review F&Os for the plant PRA that are classified as being in category
A or B, or document the basis for a determination that any open A or B F&Os will not
significantly impact the MSP1 calculation. Open A or B F&Os arce significant if
collectively their resolution impacts any Birnbaum values used in MSPI by more than a
factor of 3. Appropriate sensitivity studies may be performed to quantify the tmpact. If
an open A or B F&O cannot be resolved by January 1, 2006 and significantly impacts
the MSPI calculation, a modificd Birnbaum value equal to a factor of 3 times the median
Birnbaum value from the assoctated cross comparison group for the component should be
used n the MSPI calculation untit the F&O i1s resolved.

And

b) Disposition any candidate outhier 1ssues 1dentified by the industry PRA cross comparison
activity. The disposition of candidate outlier 1ssues can be accomplished by:

¢ Correcting or updating the PRA model;

e Demonstrating that outlicr identification was due to valid design or PRA modeling
methods; or
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. Usmg a modified Bimbaum value equal to a factor of 3 times the median value from
the associated cross comparison group for the outlicr until the PRA modecl is
corrected or updated.

PRA MSPI Documentation Requirements

A.

B.

C.

Licensces should provide a summary of their PRA modcls to include the following:

1. Approved version and date used to develop MSPI data
2. Plant base CDF for MSPI ,
3. Truncation level used to develop MSPI data

Licensees should document the technical adequacy of their PRA models, including:

1. Justification for any open calcgory A or B F&Os that will not be resolved prior to
December 31, 2005.

2. Justification for any open issues from:

a. the self-assessment performed for the supporting requircments (SR) identified in
Table 5, taking into consideration Appendix B of RG 1.200 (irial), with particular
attention to the notes in Table 4 of the MSPI PRA task group report.

-OR-

b. idcntification of any candidate outhcrs for the plant from the industry owners

£roup Cross-comparison.

Licensees should document in their PRA archival documentation:

1. A description of the resolution of the A and B category F&Os identified by the peer
revicw team.

2. Technical bases for the PRA.
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1
2 ITI. TABLES
3
4 Table | Unavailability Data HPSI (one table per system)
5 Basic Event Probability Basic Event
6 Train Basic Event Name Basic Event Description $ ‘u‘v e Yabity l*\"I' o FYUAP/UAP
7 ] A 1SIAPO2----MP6CM HPST Pump A Unavailable Due to Mnte | 3.20E-03 3 19E-03 9.97E-01
g l B [SIBPO2----MP&CM HPST Pump B Unavailable Due to Mnte | 3.20E-03 3.85E-03 1.20E+ 00
10 1 I, Adjusted for TET corrcction if used
11 . e . . . .
12 { Fable 2 - AW Svstem Monitored Component PRA Information
Basic
Iy F\N\r Basic «c ce Adjusted
. - Lven . " - . . : :
14 Component Basic Event Description . Event  JIFV/URJmdR Adjustment P Adjustment ] . !
15 Probability . . . Birnbaum
1 (URPC) FVURC Factor (A) Used
17 [MAFAPOI TAFASYS---AFACM ITrain A Auxahary Feedwater Pumpf 2.75E-03 § 2.33F-02 § 8490000 i Generie FAF-04
18 Fails to Start
;8 IVIATRPOY PAVBPOT----MPAFS Flram B3 Auxtliary Feedwater Pumpf 6.731°-04 4441002 RO 0 1S Croneri forrnn
21 Fadds 1o Start
22 INEAENDOI TAPNSY S APNCM BTrain N Auxihiary Feedwater Pumpf 1.0SE-03 FI0E-02 1 10510 §.25 Gienerie 17704
23 Fails to Start
24 TICTATVOOOT FICTATIVOOT--MV-FORCST 1o AFW Pump N Supplyf 317103 F 2488-02 | 783100 2 Gieneric 20104
! PPty
25 Valve HIVE Fads to Open (local
26 Fault
o8 HICTATIVO004 FTCTATIVODA--MV-FORCST to AFW Pump N Supplyl 3170E-03 § 2485202 | 7831 00 2 Grenerie 20004
29 }\:'nl;'o VA Fails 1o Open (Tocal
30 ault)
31
32
33
34
35
36
37
38
G-6
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Table 3 - Unreliability Data (one table per monitored component)
Component Name and ID: HPSI Pump B - 1SIBP02

Basic Event Baslc C?:':l:::" Co{:'f::::i’::sc Adjusted
Basic Event Name Basic Event Description Probability Event [FV/UR]ind \djustment ,chnéric or Birnhaumgicvt
IRPC “VURC' o REARMEYECCE
‘ (URPC) ! ,w ¢ Factor (CCF) Plant Specific ~
HPSIPump;B‘Fal,!sto*S rt Due 04|21, 3.0 Generic |  3395.0E-05
1o Oveiride Contact Failure e | e Y s

ISIBPO2-——-MPAFS _

HPSI Pump B Fails to Start
(Local Fault)

6.73E-04

7.62E-04

1SIBP02..--MP-FR HPSI Pump B Fails to Run 4.80E-04 5.33E-04 1.11E+00
ISABHP- HPSI Pump B Fails to Start Due 3.27E-04 3.56E-04 1.09E+00
KI25RXAFT to K125 Failure
ISIBP02----CBOCM | HPSI Pump B Circuit Breaker 220E-04 | 2.32E-04 | 1.05E+00
(PBB-S04E) Unavailable Due to
Mntc ) y
11PSI Pump B Circuit Breaker 204E-04 | 2.14E-04 | 1.05E+00

1SIBP02----CBBFT

(PBB-S04E) Fails to Close
(Local Fault) - '

1. Adjusted for TEF corrcction if used

Table 4 Cooling Water Support System FV Calculation Results (one table per (rnin/uﬁnpnncnl/fnilurc modc)

FVa (or FV¢)

FVie

FVsa forFVsc)

UA (or UR)

Calculated FV (per appendix F)
(result is put in Basic Event column 5 of table 1 or
tahle 2 as appropriate)
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TABLE 5. ASME PRA Standard Supporting Requirements Requiring Self-Assessment

Supporting Comments

Requirement

1E-A4 Focus on plant specific initiators and special initiators, especially loss of DC bus, Loss of
AC bus, or Lass of room cooling type iniliators

IE-A7 Category | in general. However, precursors to losses of cooling water systems in
particular, e.g., from fouling of intake structures, may indicate potential failure mechanisms
to be taken into account in the system analysis (IE-C6, 7, 8, 9)

IE-AS Category li for plants that choose fault trees to model support systems. Watch for initiating
event frequencies that are substantially (e.g., more than 3 times) below generic values.

IE-C1 Focus on loss of offsite power (LOOP) frequency as a function of duration

IE-C2 Focus on LOOP and medium and small LOCA frequencies including stuck open PORVs

IE-C6 For plants that choose fault trees for support systems, attention to loss of cooling systems
initiators.

IE-C9 Category Hl for plants that choose fault trees for support systems. Pay attention to initiating
event frequencies that are substantially (i.e., more than 3 times) below generic values

AS-A3 Focus on credit for alternate sources, e.g., gas turbines, CRD, fire water, SW cross-tie,
recovery of FW

AS-A4 Focus on credit for alternate sources, e.g., gas turbines, CRD, fire water, SW cross-tie,
recovery of FW

AS-A5 Focus on credit for alternate sources, e.g., gas turbines, CRD, fire water, SW cross-tie,
recovery of FW

AS-A9 Category Il for MSPI systems and components and for systems such as CRD, fire water,
SW cross-tie, recovery of FW

AS-A10 Category Il in particular for alternate systems where the operator actions may be
significantly different, e.g., more complex, more time limited.

AS-B3 Focus on credit for injection post-venting (NPSH issues, environmental survivability, etc.)

AS-B6 Focus on (a) time phasing in LOOP/SBO sequences, including battery depletion, and (c)
adequacy of CRD as an adequate injection source. ’

SC-A4 Focus on modeling of shared systems and cross-ties in multi-unit sites

SC-B1 Focus on proper application of the computer codes for T/H calculations, especially for
LOCA, IORV, SORV, and F&B scenarios.

SC-C1 Category lI

SY-A4 Category I for MSPI systems and components

SY-A11 Focus on {d) modeling of shared systems

SY-A20 Focus on credit for alternate injection systems, alternate seal cooling
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TABLE 5. ASME PRA Standard Supporting Requirements Requiring Self-Assessment

Supporting S Comments

Requirement ’

SY-B1 Should include EDG, AFW, HPI, RHR CCFs

SY-B5 Focus on dependencies of support systems (especially cooling water systems) to the
initiating events .

SY-B9 Focus on credit for injection post-ventihg {NPSH issues, environmental survivability, elc.)

SY-B15 Focus on credit for injeclion post-venting (NPSH issues, environmental survivability, etc.)

HR-E1 Focus on credil for cross lies, depressurization, use of alternate sources, venting, core
cooling recovery, initiation of F&B

HR-E2 Focus on credit for cross ties, depressurization, use of alternate sources, venling, core
cooling recovery, initiation of F&B

HR-G1 Category Ii , though Category 1 for the critical HEPs would produce a more sensitive MSPI
(i.e., fewer failures to change a color) -

HR-G2 Focus on credit for cross ties, depressurization, use of alternate sources, venting, core
cooling recovery, initiation of F&B

HR-G3 Category |
See note on HR-G1. Attention to credit for cross ties, depressurization, use of alternale
sources, venting, core cooling recovery, initiation of F&B

HR-G5 Calegory Il
See note on HR-G1.

HR-H2 Focus on credit for cross ties, depressurization, use of alternate sources, venting, core
cooling recovery, initiation of F&B

HR-H3 The use of some systems may be treated as a recovery action in a PRA, even though the
system may be addressed in the same procedure as a human action modeled in the
accident sequence model (e.g., recovery of feedwater may be addressed in the same
procedure as feed and bleed). Neglecting the cognitive dependency can significantly
decrease the significance of the sequence.

DA-B1 Focus on service condition (clean vs untreated water) for SW systems

DA-C1 Focus on LOOP recovery

DA-C15 Focus on recovery from LOSP and loss of SW events

DA-D1 For BWRs with isolfation condenser, focus on the likelihood of a stuck open SRV

Qu-B2 Truncation limits should be chbsen to be appropriate for F-V calculations. Based on
sensitivily cases performed by the Office of Research the task group recommends that
truncation limits be 5 to 6 orders of magnitude smaller than the base CDF.

QuU-B3 This is an MSPI implementation concern and should be addressed in the guidance
document. Truncation limits should be chosen to be appropriate for F-V calculations.
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Comments

Based on sensitivity cases performed by the Office of Research the task group
recommends that truncation limits be 5 1o 6 orders of magnitude smaller than the base
CDF.

Understanding the differences between plant models, particularly as they affect the MSPI,
is important for the proposed approach to the identification of outliers recommended by the
task group.

Category Il for those who have used fault tree models to address support system initiators.

Category Il for the issues that direcltly affect the MSPI
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