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ABSTRACT

This three-volume report contains papers presented at the Twenty-Sixth Water
Reactor Safety Information Meeting held at the Bethesda Marriott Hotel, Bethesda,
Maryland, October 26-28, 1998. The papers are printed in the order of their
presentation in each session and describe progress and results of programs in nuclear
safety research conducted in this country and abroad. Foreign participation in the
meeting included papers presented by researchers from France, Germany, Italy,
Japan, Norway, Russia, Sweden and Switzerland. The titles of the papers and the
names of the authors have been updated and may differ from those that appeared in
the final program of the meeting.

iii



PROCEEDINGS OF THE
26TH WATER REACTOR SAFETY INFORMATION MEETING

OCTOBER 26-28, 1998
Published in Three Volumes
GENERAL INDEX
Volume 1
- Plenary Sessions
- Pressure Vessel Research

- Severe Accident Research, Fission Product Behavior
- Nuclear Materials Issues and Health Effects Research
- Materials Integrity Issues

Volume 2

- Digital Instrumentation and Control
- Structural Performance

- The Halden Program

- PRA Methods and Applications

Volume 3

- Thermal Hydraulic Research

- Plant Aging I - Plant Life Management
- High Burn-up Fuel

- Plant Aging II - Cable Aging



REGISTERED ATTENDEES

26™ WATER REACTOR SAFETY MEETING

D. C. AGARWAL

U.S. DEPT. OF ENERGY

19901 GERMANTOWN RD. GERMANTOWN
MD 20585 USA

Phone: 301 $03 3919

Fax: 301 903 5057

E-Mail: duli.agarwal@hq.doe.gov

S. ANGHAE

U. FLORIDA, DEPT. NUCLEAR &
RADIOLOGICAL ENG. .
ROOM 202, NUCLEAR SCIENCES CENTER
GAINESVILLE FL 32611 USA

Phone: 352 392 1421

Fax: 3523928556

E-Mail: anghaie@uftedu

8. BANERJEE

UNIVERSITY OF CALIFORNIA

DEPT. OF CHEMICAL ENGINEERING
SANTA BARBARA CA 83106 USA
Phone: 805 893 3456

Fax 8058334731

E-Mai: baneries@anemone.ucsb.edu

K D. BERGERON

SANDIA NATIONAL LABORATORIES
PO BOX 5800, DEPT. 8429MS0739
ALBUQUERQUE NM 67185-0733 USA

M. BILLONE

ARGONNE NATIONAL LAB
9700 §. CASS AVE ARGONNE It
604394838 USA

Phone: 830252 7146

Fax 830252 9232

E-Matt bifioneanl.gov

G. A. BROWN

AEA TECHNOLOGY

THOMSON HOUSE, RISLEY WARRINGTON
CHESHIRE WA3 6AT ENGLAND

Phone; 44 19 25 254473

Fax: 44 1925254473

E-Mait geoff.brown@aeat.co.uk

W. T. BRUNSON

FRAMATOME COGEMA FUELS

3315 OLD FOREST RD. LYNCHBURG VA
24503 USA

Phone: 804 832 2687

Fax 804 832 2663

E-Mait wbrunson@framatech.com

S. T. BYRNE

ABB .

2000 DAY HILL RD., MC 9483-1903
WINOSOR CT 06085 USA

Phone: 860 285 3469

Fax 850285 4232

EMait: stophen.Lbyme@ussev.mail.abb.com

R AMADOR-GARCIA
COMISION NACIONAL DE SEGURIDAD

NUCLEAR

BARRAGAN DR. #778 MEXICO, D.F. 03020
MEXICO

Phone. 625.6§90-8113

Fax 525-590-6103

EMail:

A R ANKRUM
BATTELLE PNNL
&BOX 999, K8-28 RICHLAND WA 83352

Phone: 509 372 40585
Fax: 509 3726242
E-Mait ar_snicum@pni.gov

R. E. BEEDLE

NUCLEAR ENERGY INSTITUTE
1776 EYE ST., NW, SUITE 400
WASHINGTON DC 20006 USA
Phone: 202739 8101

Fax 202785 1838

EMaik rb@nei.org

C.E BEYER

N. €. SIXLER

SANDIA NATIONAL LABORATORIES
P.0. BOX 5800, DEPT. 8421150739
ALBUQUERQUE NM 87185-0735 USA
Phene: 505 845 3144

Fax: 505844 8719

E-Mail: nbixler@sandia.gov

T. J. BROWN .
SANDIA NATIONAL LABORATORIES
P.0. BOX 5800 ALBUQUERQUE NM
87185-0736 USA

Phone: 505 844 5247

Fax

E-Mait: fibrown@sandia.gov

_ 3. W. BRYANT
LOCKHEED MARTIN IDAHO
TECHNOLOGIES CO.

PO BOX 1625 IDANO FALLS ID 83415-3114
USA

Phone: 206 526 3681

Fax: 208 526 4902

E-Ma bryaiw@inelgov

A L. CAMP
SANDIA NATIONAL LABORATORIES

PO BOX 5800, MS 0747 ALBUQUERQUE NM

87185-0747 USA

Phone; 505 844 5960

Fax: 505 844 3321

EMail: sicamp@sandia.gov

F. AMMIRATO

EPRI NDE CENTER

1300 HARRIS BLVD. CHARLOTTE NC 28262
USsA

Phone: 704 547 6129

Fax: 704 547 6168

E-Mait: fammirat@epri.com

W. H. BAMFORD

WESTINGHOUSE

PO BOX 355 PITTSBURGH PA 15238 USA
Phone: 412 374 8515

Fax: 4123746277

E-Mail: bamfordwh@westinghousa.com

E. BEK

PJSC MASHINOSTROITELNY ZAVOD
ELECTROSTAL MOSCOW REGION 144001
RUSSIA

Phone: 7 95 7029731

Fax: 7 96 5750947

E-Mail:

D. BHARGAVA

VIRGINIA POWER

5000 DOMINION BLVD. GLEN ALLEN VA
23060 USA

Phone: 804 273 3638

Fax: 8042933448

E-Mail: divakar_bhargava@vapower.com

J. E. BONDARYK

ENGINEERING TECHNOLOGY CENTER
84 SHERMAN ST. CAMBRIDGE MA 02148
USA

Phone: 617 854 1944

Fax 617 864 1953

E-Mail: joondaryk@etc.stinc.com

D. A. BROWNSON

IDAHO NATIONAL ENGINEERING &
ENVIRONMENTAL LAB

PO BOX 1625 IDAHO FALLS ID 834153850
USA

Phone: 208 526 8460
Fax: 208 526 2930
E-Mail: dov@inelgov

J. C. BUTLER

NUCLEAR ENERGY INSTITUTE
1776 EYE ST., NW, SUITE 400
WASHINGTON DC 20006 USA
Phone: 202 739 8000

Fax: 202785 1838

E-Mail: jeb@nei.org

J. J. CAREY

EPRL

3412 HILLVIEW AVE PALO ALTO CA 84304
USA

Phone: 650 855 2105
Fax 650 855 7945
E-Mail: jcarey@epri.com



Y.C.CHI

DEPT. OF NUCLEAR REG., ATOMIC
ENERGY COMM.

67 LANE 144, KEELUNG RD, SEC. 4 TAIPEI
TAIWAN 10660 REP. CHINA

A B. COHEN

ARGONNE NATIONAL LAB

9700 S. CASS AVE ARGONNE IL
60439-4838 USA

Phone: 630 252 5179

Far 630 252 9232

E-Mait: adam.cohen@anl.gov

K 0. COZENS

NUCLEAR ENERGY INSTITUTE
1776 EYE ST., NW, SUITE 400
WASHINGTON DC 20008 USA
Phone: 202 739 8000

Fax: 202 785 1898

E-Mail: koc@nei.org

G. L. DARDEN

VIRGINIA POWER

5000 DCMINION BLVD, IN3S GLEN ALLEN
VA 23060 USA

Phone: 804 273 3497

Fax 804 273 3543

E-Mait gary_darden@vapower.com

M. S. DESAl

UNDERWRITERS LAB

12 LABORATORY DRIVE, P.0Q. BOX 13995
RESEARCH TRIANGLE PARK NC 27709
USA

Phone: 919 549 1610

Fax 919547 6110

E-Mai: desaim@ulcom

S. DOROFEEV

RUSSIAN RESEARCH CENTER,
KURCHATOV INSTITUTE
KIRCHATOV SQ. 1 MOSCOW 123182
RUSSIA

Phone:

Fax

E-Mait:

8. M. DUNN
FRAMATOME TECHNOLOGIES, INC.
OLD FOREST RD. LYNCHBURYV VA 24501

R C. EVANS

NUCLEAR ENERGY INSTITUTE
1776 EYE ST., NW, SUITE 400
WASHINGTON DC 20008 USA
Phone: 202 739 8000

Fax: 202 785 1898

E-Maik rce@nei.org

W. G. CHOE

TU ELECTRIC

1601 N. BRYAN ST. DALLAS TX 75201-3411
USA

Phone: 214 812 4371

Fac 214 812 8687

E-Mail: whee.chce@tuelactric.com

A S. COHLMEYER

VPA CORPORATION

1768 BUSINESS CENTER DRIVE RESTON
VA 20190 USA

Phone: 703 438 3911

Fax: 703 438 3911

E-Mait

D. CRAWFORD

ARGONNE NATIONAL LABORATORY

P.0. BOX 2528 IDAHO FALLS 1D 83403 USA
Phone: 208 533 7456

Fax 208 533 7863

E-Mait doug crawford@aniw.anl.gov

R. S. DAUM

PENNSYLVANIA STATE UNIVERSITY

231 SACKETT BLDG., DEPT OF NUC ENG
STATE COLLEGE PA 16802 USA

Phone: 814 863 3512

Fax: 814 865 8499

E-Mait rsd12r@psu.edu

T. L DICKSON

LOCKHEED MARTIN ENERGY RESEARCH
PO BOX 2008 OAK RIDGE TN 37831 USA
Phone: 423 574 0650

Fax: 423 576 0651

E-Mait: tyd@oml.gov

R.L DOTY

PP&L, INC.

2 N. NINTH ST. (GENAS3) ALLENTOWN PA
18101 USA

Phone: 610774 7932

Fax: 610774 7205

E-Mail: ridoty@papl.com

F. A. DURAN

SANDIA NATIONAL LABORATORIES
PO BOX 5800, MS0747, DEPT 6412
ALBUQUERQUE NM 87185-0747 USA
Phone: 505 844 4495

Fax 505 844 3321

E-Mait: faduran@sandia.gov

M. L EYRE

PECO NUCLEAR

965 CHESTERBROOK BLVD., 62A-5 WAYNE
PA 19087-5691 USA

Phone: 610 640 6829

Fax: 6106406797

E-Mail: meyre@peco-energy.com

H. M. CHUNG

ARGONNE NATIONAL LAB

9700 S. CASS AVE ARGONNE IL
60439-4838 USA

Phone: 630 252 5111

Fax 630252 36804

E-Mait hes_chung@gmgate.ani.gov

PO BOX 34 CABIN JOHN MD 20818 USA
Phone: 301 348 0119 ’
Fax 503 973 5037

E-Mait lynnbc@compuserve.com

M. E. CUNNINGHAM

PACIFIC NORTHWEST NATIONAL LAB
P.0. BOX 399 RICHLAND WA S9337 USA
Phone: 509 372 4387

Fax 509 372 4589

E-Mait mitch.cunningham@pni.gov

J. S. DE BOR

DE BOR AND ASSOCIATES, INC.

3630 NO. 21 AVE. ARLINGTON VA 22207
USA

Phone: 703 524 3222

Fax: 703 524 2427

E-Mai: cc001331@mindspring.com

L DOR

CEA GRENOBLE/DRN/DTP/SMTH

17 RUE DES MARTYRS GRENOBLE CEDEX
9 38054 FRANCE

Phone: 33 4 76885970

Fax 33 47 6889453

E-Mait: isabelle.dor@cea.fr

J. D. DUNKLEBERGER

NEW YORK STATE HEALTH DEPT.

1N UNIVERSITY PLACE ALBANY NY 12203
usa

Phone: 518 458 6458

Fax: 518 458 6434

E-Mail: jdd08@health.state.ny.us

F. A EMERSON

NUCLEAR ENERGY INSTITUTE
1776 EYE ST., NW, SUITE 400
WASHINGTON DC 20006 USA
Phone: 202 739 8000

Fax: 202785 1838

E-Mait: fas@nei.org

J. A FORESTER

SANDIA NATIONAL LABORATORIES

PO BOX 5800, MS 0747 ALBUQUERQUE NM
871850747 USA

Phaone: 505 844 0578

Fax: 505 844 3321

E-Mail: jafores@sandia.gov



Phone: 914-741-1200
Fox 914-741-2053
EMait Rranki@nacintl.com

T. FUKETA
JAPAN ATOMIC ENERGY RESEARCH
INSTITUTE
TOKAI IBARAK] 318-1195 JAPAN
Phone: 8129 282 6366

.Fax 81292828160
E-Mait toyo@nsm.tokai jaerigo.jp

P. H. GENOA

NUCLEAR ENERGY INSTITUTE
1776 EYE ST., NW, SUITE 400
WASHINGTON DC 20006 USA

E-Mait phg@neiorg

R. M. GODFREY

AUSTRALIAN NUCLEAR SCIENCE & TECH.
ORG.

EMBASSY OF AUSTRALIA, 1601 MASS.
AVE., NWWASHINGTON DC 20035 USA
Phone: 202 787 3042

Fax: 202 483 5156

E-Mail:

D. F. GRAND

CEA - NUCLEAR REACTORS
DIRECTORATE

17 RUE DES MARTYRS GRENOBLE CEDEX
9 38054 FRANCE

Phone: 33 4 7688 3933

Fax: 33476885179

E-Mail: grand@dtp.ceatr

M. GREGORIC

SLOVENIAN NUCLEAR SAFETY
ADMINISTRATION

VOJKOVA 59 LIUBLSANA S1 01113
SLOVENIA

Phone; 36681 172 11 00

Fax 386611721199

E-Matt miroslav.gregoric@rujv.sigov. ml $i

R. 0. HARDIES

BGE

1650 CALVERT CUFFS PKWY LUSEY MD
20732 USA

Phone: 410-495-8577

Fax 410-492-8577

E-Mait roberto.hardies@bge.com

L. HENDRICKS

NUCLEAR ENERGY INSTITUTE

1776 EYE ST., NW, SUITE 400

WASHINGTOM DC 20006 USA
738

Y. FUIKI

TOSHIBA INTERNATIONAL CORP.

175 CURTNER AVENUE SAN JOSE CA USA
Phone; 408-925-6592

Fac 408-525-4945

E-Mail: yasunobu.fujiki@toshiba co.jp

F. GANTENBEIN
INSTITUT DE PROTECTION ET DE SURETE
NUCLEAIRE

BP 6 FONTENAY-AUX-ROSES CEDEX
82265 FRANCE

Phone:

Fax
EMait francase.gantenbein@ipsn.ir

G. GIGGER

WESTINGHOUSE

£.0. BOX 79 WEST MIFFLIN PA 15122 USA
Phone: 412 476 7365

Fax

E-Mal:

M. GOMOLINSKI

INSTITUT DE PROTECTION ET DE SURETE
NUCLEAIRE

BP 8 FONTENAY-AUX-ROSES 92265

E-Mait: maurice.gomolinski@ipsnfr

C. GRANDJEAN
wusgﬂWDEPROECﬂONETDESmEI'E

LEAIRE .
CEA CADARACHE ST PAWR. LEZ DURANCE

13108 FRANCE

Phone: 33 4 4225 4430

Fax: 33442256142

E-Mail: claude.grandjean@ipsn.fr

J.HA .
KOREA ATOMIC ENERGY RESEARCH
INSTITUTE

150 DUKJINDONG, YUSUNG-KU TAEJON
305-353 KOREA

Phone: 82 42 8582755
Fax 82 42 8635374
E-Mail: jha@nanum kaeri.re.lr

J. . HARTZ

WESTINGHOUSE ELECTRIC

P.0. BOX 355 PITTSBURGH PA 15230 USA
Phone: 412374 5185

Fax:
E-Mait: hartzjj@westinghouse.com

CEANPSN/DES/SAMS/BASP

BP 6 FONTENAY-AUX-ROSES 92265
FRANCE

Phone: 0146 5490 16

Fax 01474610 14

E-Mail: jean.yves-hercy@ipsn.fr

M. FUNITA

KANSAI ELECTRIC POWER CO., INC.
2001 L ST., KW, SUITE 801 WASHINGTON
DC 20036 USA

Phone: 202 559 1138

Faxc 202 457 0272

E-Mait mfujita@kansai.com

G. GAUTHIER
CEA/IPSN/DES/SAMS/BASME

B8P 6 FONTENAY-AUX-ROSES 92265
FRANCE

Phone: 0146548016

Fac 01474610 t4

E-Mait:

K T. GLLEN

SANDIA NATIONAL LABORATORY
ORG. 1811 - W/S 1407, P.O. BOX 5800
ALBUQUERQUE NM 87185-1407 USA
Phone: 505 844 7494

Fax: 505 844 9624

E-Mail: Kkgille@sardia.gov

A L GRAHAM

COUNCIL FOR NUCLEAR SAFETY
PO BOX 7106 CENTURION GAUTENG
00046 SOUTH AFRICA

Phone: 27 12 6635500

Fax: 27 12 6635513

E-Mail: agraham@cns.co.za

M. GREEN

OECD HALDEN REACTOR PROJECT

P.0. BOX 173, N-1751 HALDEN NORWAY
Phone: 47 89212200

Fac 47 65212201

E-Mait

8. P. HALLBERT

LOCKHEED-MARTIN

P.0. BOX 1625 IDAHO FALLS ID 83415 USA
Phone: 208 526 9867

Fax:

E-Mail: hatbp@inel.gov

R. C. HARVIL

CONSUMERS ENERGY, PALISADES
NUCLEAR PLANT

27780 BLUE STAR MEMDRIAL HWY
COVERT M1 49043 USA

Phone: 616 764 2954

Fax: 616 764 2060

E-Mait:

0. C. HERRELL

MPR ASSOCIATES, INC.

320 KING ST, ALEXANDRIA VA 22314 USA
Phone: 703 519 0200

Fax: 703 5§19 0220

E-Mail: dherreli@mpra.com



C. HERRERA

CHUBU ELECTRIC POWER CO.

900 17TH ST, NW, STE 1220 WASHINGTON
DC 20008 USA

Phone; 202 775 1960

Fax: 202 331 9258

E-Mait carolina@chubude.com

T.HSU

VIRGINIA POWER

5000 DOMINION BLVD. GLEN ALLEN VA
23060 USA

Phone:

Fax:

E-Mait

J.P. C. HUTIN
ELECTRICITE OE FRANCE
DEPT. 1, PLACE PLEYEL ST DENIS CEDEX

Fax: 33 1 43693495
E-Mai: jean-pierre.hutin@edfgdl.fr

R IWASAKI

NUCLEAR POWER ENGINEERING CORP.
FUJITA KANKO TORANOMON BLDG, 6F
MINATO-KU TOKYO 105-0001 JAPAN
Phone: 81 3 3438 3068

Faxx 8135470 5544

E-Mait:

J. JANSKY

BTB-JANSKY GmbH

GERLINGERSTR. 151 LEONBERG 71229
GERMANY

Phone: 07152 41058

Fax: 07152 73068

E-Mait bibjanskyt@aol.com

W. V. JOHNSTON
RETIRED

2 RUTH LAND DOWNINGTOWN PA 13335
usa

Phone; 6108737182

Fax: 6108737182

E-Mait wjohn@nni.com

T. M. KARLSEN

OECD HALDEN REACTOR PROJECT
P.0. BOX 173, N-175%1 HALDEN NORWAY
Phone: 47 69212200

Fax 47 69212201

E-Mait

H. KIM

COMMONWEALTH EDISON

1400 OPUS DR, STE. 400 DOWNERS
GROVE 1L 60515 USA

Phone: 630 683 3072

Fax: 630663 7131

E-Mait: hak-s00.kim@uem.com

J. C. HIGGINS

BROCKHAVEN NATIONAL LABORATORY
PO BOX 5000, BLDG. 130 UPTON NY
11973-5000 USA

Phone: 516 344 2432

Fac 516 344 3357

E-Mait higgins@bnl.gov

H T. HUNTER

LOCKHEED MARTIN ENERGY RESEARCH
PO BOX 2008 OAK RIDGE TN 37831-6362
USA

Phone: 423 576-6297

Fax: 423 574 6182

E-Mait h30@oml.gov

J. R IRELAND

1.0S ALAMOS NATIONAL LABORATORY
PO BOX 1663, MS FE08 LOS ALAMOS NM
87545 USA

Phone: 505 667 4567

Fax 505 665 5204

E-Mail: john.irefand@anl.gov

R JANATI

DEPT. OF ENVIR. PROT., DIV. OF
NUCLEAR SAFETY

PO BOX 8469, 400 MARKET ST.
HARRISBURG PA 17105 USA

Phone: 717 787 2163

Fax 717 783 8965

E-Mait janatirich@91.dep.state.paus

TE JN

YONGIN-CITY KYUNG GI-DD 449713
KOREA

Phone: 0331 289 7579

Fax 033t 289 4517

E-Mait jinte@ns.kopec.co.lr

C. R JONES

TECHNIDIGM ORG.

13624 HARTSBOURNE DR. GERMANTOWN
MD 20874 USA

Phone: 301-972-2017

Fax: 301-428-9341

E-Mail: tech2000@ix.netcom.com

L. M. KAUFMAN

UNIVERSITY OF VIRGINIA

THORNTON HALL CHARLOTYESVILLE VA
22901 USA

Phone: 804 924 6083

Fax: 804 924 8818

E-Mait lori@virginia.edu

8. L KIRK

OAK RIDGE NATIONAL LABORATORY
BLDG. 6025, PO BOX 2008 OAX RIDGE TN
37831-6362 USA

Phone: 423 574 6176

Fax 423 5746182

€-Mait: bk@omlgov

J. 8. HOLM

SIEMENS POWER CORP.

2101 HORN RAPIDS RD. RICHLAND WA
99352 USA

Phone: 509 375 8142

Fax: 5093758775

E-Mail: jerrys_hoim@nfuel.com

J. E HUTCHINSON

EPRS

1300 HARRIS BLVD. CHARLOTTE NC 28262
usa

Phone: 704 547 6088

Fax: 704 547 6503S

E-Mait jwtchin@epri.com

8. K ISKANDER

OAK RIDGE NATIONAL LABORATORY

MS 6151, BLDG. 45008, P.0. BOX 2008 OAK
RIDGE TN 378316151 USA

Phone: 423-574-4463

Fax 423-574-5118

E-Mait ski@omi.gov

J. V. JANERI

UNDERWRITERS LABORATORIES, INC.
12 LABORATORY DR. RESEARCH
TRIANGLE PARK NC 27709 USA

Phone: 919 549 1902

Fax 919 547 6113

E-Mail: janerij@ui.com

8. W. JOHNSON

UNIVERSITY OF VIRGINIA

THORNTON HALL CHARLOTTESVILLE VA
22903-2442 USA

Phone: B804 924 7623

Fax: 804 924 8818

* E-Mak bwjQvirginia.edu

E. KAPLAR

RUSSIAN RESEARCH CENTER,
KURCHATOV INSTITUTE
KIRCHATOV SQ. 1 MOSCOW 123182
RUSSIA

Phore: 7095 196 9725

Fax 7095 198 1702

E-Mait asmolov@nsikiae.ru

P. J. KERSTING

KW CONSULTING, INC.

PO BOX 101567 PITTSBURGH PA 15237
USA

Phone: 412 6357333

Fax 412 367 2195

E-Mail: paul@kwconsulting.com

R. W. KNOLL

FLORIDA POWER CORP.

1022 POWERLINE ROAD CRYSTAL RIVER
FL

Phone:

Fax:

E-Mait:



T. 8. KRESS

U.S. NRC/ACRS

102-B NEWRIDGE RD. OAK RIDGE TN
37830 USA

Phone: 423 483 7548

Fax 423 4627548

E-Mail: tsiress@acl.com

K F. KUSSMAUL

UNIVERSITY OF STUTTGART
PFAFFENWALDRING 32 STUTTGART
D70569 GERMANY

Phone: 49711 685 3582

Fac 49711 6852635

E-Mait kussmaul@mpa.uni-stuttgart de

CM.LEE

KOREA POWER ENGINEERING CO.
360-9 MABUK-RI, KUSONG-MYON
YONGIN-CITY KYUNG GI-DD 449713

KOREA

Phone: 0331289 3579

Fax: 03312894517

E-Mail: cmiee@ns.kopec.colr

R. LOFARO

BROOKHAVEN NATIONAL LABORATORY
PO BOX 5000, BLDG. 130 UPTON NY
11973-5000 USA

Phone: 516 344 7191

Fax: 516 344 5569

E-Mait kofaro@bnl.gov

8. MAJUMDAR

ARGONNE NATIONAL LAB

9700 §. CASS AVE ARGONNE IL
60439-4338 USA

Phone: 630 252 §136

Fax 830 252 $232

E-Mail: sawrin_majumdar@qgmgate.anl.gov

P. MARSIL

AGENZIA NAZIONALE PROTEZIONE
AMBIENTS

VIA VITALIANO BRANCANTI 48 ROME
00144 ITALY

Phone:

Fax:

E-Mait:

R. K McGUIRE

RISK ENGINEERING, INC.

4155 DARLEY AVE, SUITE A BOULDER CO
80303 USA

Phone: 303 499 3000

Fac 303 499 4850

E-Ma. info@riskeng.com

D. B. MITCHELL

FRAMATOME COGEMA FUELS

3315 OLD FOREST ROAD LYNCHBURG VA
24506-0935 USA

Phone: 804 832 3438

Fac 804 832 3200

E-Mail: dmitcheti@framatech.com

K KUGIMIYA

MITSUBISHI HEAVY INDUSTRIES
AMERICA. INC.

105 MALL BLVD, EXPO MART 339E
MONROEVILLE PA 15146 USA
Phone: 412 3747395

Fax: 4123747377

E-Mail: keiichi_kugimiya@mhiahg.com

J. A LAE
LOCKHEED MARTIN IDAHO
TECHNOLOGIES CO.

P.0. BOX 1625 IDAMO FALLS 1D 83415-3850
usa

Phone: 208 526 7670
Fax 208 526 2930
E-Mail: lakeja@inel.gov

Y.LU

ARGONNE NATIONAL LABORATORY
$700 8. CASS AVENUE ARGONNE IL 60439
USA

Phone: 830-252-5127

Faox 630-252-3250

E-Mail; yylin@anl.gov

V. K LUK

SANDIA NATIONAL LABORATORIES
PO BOX 5800, INS DEPT. 8403
ALBUQUERQUE NM 37185-0744 USA
Phone: 505 844 5498

Fax 505844 1648

EMait: viduk@sandia.gov

V. MALOFEEV

RUSSIAN RESEARCH CENTER,
KURCHATOV INSTITUTE
KIRCHATOV §Q. 1 MOSCOW 123182
RUSSIA

Phone: 7 095 196 7466

Fax 7095 196 1702

E-Mai: malofeev@nsikiae.ru

M. MASSOUD

BGE NUCLEAR ENGINEERING UNIT
1650 CALVERT CLIFFS PARKWAY, NEF-{
LUSBY MD 20657 USA

Phone: 410 495 8522

Fax: 410 495 4438

E-Mait mahmoud.massoud@bge.com

J4.C. MELIS

INSTITUT DE PROTCTION ET DE SURETE
NUCLEAIRE

BLDG. 250 CE CADARACHE ST PAUL LEZ

.DURANCE 01368 FRANCE

Phone: 33 4 4225 8722
Fax: 33 442252971
E-Mait: jean-claude.melis@ipsn.fr

D. J. MODEEN

NUCLEAR ENERGY INSTITUTE
1776 EYE ST., NW, SUITE 400
WASHINGTON DC 20006 USA
Phone: 202 739 8000

Fax: 202785 1898

E-Mail: dim@nei.org

CO.
900 17TH ST, NW, STE 1220 WASHINGTON
DC 20006 USA
Phone: 202 775 1960
Fac 202 331 9256
E-Mat kurata@chubudc.com

C. LECOMTE

INSTITUT DE PROTECTION ET DE SURETE
NUCLEAIRE

BP 8 FONTENAY-AUX-ROSES 92265
FRANCE

Phone: 01465477 36

Fax 0146547971

E-Mail: catherine.lecomte@ipsn.fr

M. LIVOLANT

INSTITUT DE PROTECTION ET DE SURETE
NUCLEAIRE

BP 6 FONTENAY-AUX-ROSES CEDEX,
92265 FRANCE

Phone:

Fax

E-Mail;

E. S. LYMAN

NUCLEAR CONTROL INSTITUTE

1000 CONNECTICUT AVE., NW, STE 84
WASHINGTON DC 20036 USA

Phone: 202 822 8444

Fax: 202 452 0832

E-Mail: lyman@nci.org

A MARION

NUCLEAR ENERGY INSTITUTE
1776 EYE ST., NW, SUITE 400
WASHINGTON DC 20006 USA
Phone: 202 739 8000

Fac 202785 1898

E-Mai: am@nei.org

B. MAVKO

JOSEF STEFAN INSTITUTE

JAMOVA LJUBLJANA 01000 SLOVENIA
Phone: 386 61 1885330

Fax 386861 1612258

E-Mail: borutmavko@is.si

D. W. MILLER

LLINOIS POWER CO.

P.0. BOX 678 CLINTON IL 61727 USA
Phone: 217-835-8881

Fex 217-935-4632

E-Mail:

S. MONTELEONE
BROOKHAVEN NATIONAL LABORATORY
BLDG. 130, 32 LEWIS ROAD UPON NY



R. J. MORANTE

BROCKHAVEN RATIONAL LABORATORY
BLDG. 475C UPTON NY 11973-5000 USA
Phone: 516 344 5860

Fax: 516 344 4255

E-Mait morante@bnl.gov

D. P. MURTLAND

SCIENCE & ENGINEERING ASSOCIATES,
INC.

7918 JONES BRANCH DR, SUITE S00
MCLEAN VA 22102 USA

Phone: 703 761 4100

Fax 703 761 4105

E-Mai:

L A NEIMARK

ARGONNE NATIONAL LABORATORY
9700 S. CASS AVE. ARGONNE 1L
60439-4838 USA

Phona: 6302525177

Fax 630 252 9232

E-Mait laneimark@anl.gov

A. NUNEZ-CARRERA
COMISION NACIONAL DE SEGURIDAD

NUCLEAR

BARRAGAN DR. #779 MEXICO, D.F. 03020
MEXICO

Phone: 525-590-5113

Fax 525-590-6103

E-Maik:

D. J. OSETEK

LOS ALAMOS TECHNICAL ASSOCIATES
BLDG. 1, SUITE 400, 2400 LOUISIANA
BLVD. NE ALBUQUERQUE NM 87110 USA
Phone: 505 830 3407

Fax: 505 880 3560

E-Mai: djosetek@lata.com

KB. PARK

KOREA ATOMIC ENERGY RESEARCH
INSTITUTW

PO BOX 105, YUSONG DAEJON 305-500
KOREA

Phone: 82 42 8682239

Fax: 82 42 8688990

E-Mait: kbpark2@nanum kaeri.rc.kr

M. PEZZILU

ENEA

C.R. CASACCIA VIA ANGUILLA RESE.301
ROME 00060 ITALY

Phone: 39 06 30484197

Fax 39 08 30486308

E-Mait: pezzili@casaccia.enea.it

G. A POTTS

GENERAL ELECTRIC NUCLEAR ENERGY
CASTLE HAYNE RD., MIC K12, PO BOX 780
WILMINGTON NC 28402-0780 USA

Phone: 910 675 5708

Fax: 910 675 6968

E-Mait gerald.potts@gens.ge.com

J. E. MORONEY
MPR ASSOCIATES, INC.
320 KING ST. ALEXANDRIA VA 22314 USA

E-Mait jmoroney@mpra.com

R KX NADER

DUXE ENERGY CORP.

7812 ROCHESTER HWY. SENECA SC
29679 USA

Phone: 884 835 4168

Fax: 864 B8S 3401

E-Mait rknader@duke-energy.com

J. NESTELL

MPR ASSOCIATES, INC.

320 KING STREET ALEXANDRIA VA 22314
USA

" Phons: 703 519 0200

Fax: 703 5190224
E-Mail: jnesteli@mpra.com

J. M. O'HARA

BROCKHAVEN NATIONAL LABORATORY
PO BOX 5000, 8LDG. 130 UPTON NY
11973-5000 USA

Phone: 518 344 3638

Fax: 516 344 4900

E-Mait ohara@bnl.gov

F. OWRE

OECD HALDEN REACTOR PROJECT
P.0. BOX 173, N-1751 HALDEN NORWAY
Phone: 47 69212200

Fax 47 69212201

E-Mait:

W. E. PENNELL

LOCKHEED MARTIN ENERGY RESEARCH
PO BOX 2008 OAK RIDGE TN 37831 USA
Phone: 423 576 8571

Fax: 423 576 0651

E-Mait: pg5@omi.gov

L PHILLIPS

UTILITY RESOURCE ASSOCIATES CORP.
1901 RESEARCH BOULEVARD, SUITE 405
ROCKVILLE MD 20850-3164 USA

Phone: 301 294 3069

Fax 301294 7879

E-Mail: lepi@urac.com

D. POWERS

NRC/ACRS

7564 SARTAN WAY, NEW ALBUQUERQUE
NM 08709 USA

Phone: 505-821-2735

Fax: 505-821-0245

E-Mait dapowers.sandia.gov

p. 41}

M. MURATA

NUCLEAR POWER ENGINEERING CORP.
FUJNTA KANKO TORANOMON BLDG. 6F
17-1 MINATO-KU TOKYO 105 0001 JAPAN
Phone:

Fax:

E-Mait

R. K NANSTAD

OAK RIDGE NATIONAL LABORATORY
PO BOX 2008, MS8159 CAK RIDGE TN
37831-6151 USA

Phone: 423 574 4471

Fax 423 5745118

E-Mait nanstadrk@omi.gov

H. P. NOURBAKHSH

BROOKHAVEN NATIONAL LABORATORY
PO BOX 5000, BLDG. 130 UPTON NY
11973-5000 USA

Phone: 516-344-5405

Fax 516 344 3557

E-Mail nour@bnl.gov

N. ORTZ

SANDIA NATIONAL LABORATORIES
PO BOX 5800, DEPT. 6400/MS50736
ALBUQUERQUE NM 87185-0738 USA
Phone: 505 844 0577

Fax: 505 844 0355

E-Mait nrortizQsandia.gov

J.PAPIN

INSTITUT DE PROTECTION ET DE SURETE
NUCLEAIRE

CEA CADARACHE ST PAUL LEZ DURANCE
13108 FRANCE

Phone: 33 4 4225 3463

Fax 33442256143

E-Mait: joelle.papn@ipsn.ir

H. PETTERSSON

VATTENFALL FUEL

FAOK STOCKHOLM S16287 SWEDEN
Phone: 48 87395328

Fax: 48 8128640

E-Mait hakan@fuel.vattenfall.se

R POST

NUCLEAR ENERGY INSTITUTE
1778 EYE ST., NW, SUITE 400
WASHINGTON DC 20006 USA
Phone: 202 739 8000

Fax: 202785 1838

E-Mail: rep@nei.org

J. PUGA

UNESA

FRANCISCO GERYAS 3 MADRID SPAIN
Phone: 34 915674800

Fax: 34 915674988

E-Mait nuclear@unesa.es



C. PUGH

OAK RIDGE NATIONAL LABORATORY
£.0. BOX 2008, WSBOS:SOAKRDGETN
37831 USA

Phone: 423-574-0422

Fax: 423-241-5005

EMait pug@omi.gov

S. RAY

WESTINGHOUSE ENERGY CENTER
NORTHERN PIKE MONROEVILLE PA 15145
USA

Phone: 412 374 2101

Fac 412 374 2045

E-Mait rays@westinghouse.com

J. W. RIVERS

JASON ASSOCIATES CORP.

262 EASTGATE DR., SUITE 335 AIKEN SC
25803 USA

Phone: 803-648-6989

Fax: 803-65453-0499

E-Mail: jrivers@scescape.net

PO BOX 2008 OAK RIDGE TN 376318158
UsA

Phone: 423 574 3380

Fax 4235745118

E-Mait rosseeitm@omi.gov

A RYDL

NUCLEAR RESEARCH INSTITUTE REZ
25068 REZ NEAR PRAGUE REZ 25068
CZECH REPUBLIC

Phone: 420 2666172471

Fax 420 220941029

E-Mait: nyd@nnicz

C. 8. SCHLASEMAN

MPR ASSOCIATES, INC.

320 KING STREET ALEXANDRIA VA 22314
USA

Phone: 703 519 0200

Fac 703 519 0224

E-Ma cschiaseman@mpra.com

E. SCOTT DE MARTINVILLE

CEA

80, GAL LECLERC FONTENAY AUX ROSES
82265 FRANCE :

Phona: 33 1 46548202

Fax: 33 146543264

E-Mait:

B.P. SINGH

JUPITOR CORPORATION

2730 UNIVERSITY BLVD. W, STE 900
WHEATON MD 20902 USA

Phone: 301 846 8088

Fax 301 8466539

EMail. bhupinder.singh@hq.doe.gov

J. R. RASHID
ANATECH
5435 OBERLIN DRIVE SAN DIEGO CA

P. REGNIER
CEAMPSN/DES/SAMS/BASP

BP 6 FONTENAY-AUX-ROSES 82265
FRANCE

Phone: 014654 90 16

Fax: 0147461014

E-Mait

G. D. ROBISON

DUKE ENERGY CORP.

J&ssAs. CHURCH ST. CHARLOTTE NC 28202
Phone: 704 3582 8685

Fax 704 382 0368

E-Mail: gdrodiso@duke-energy.com

4. G. ROYEN

OECD NUCLEAR ENERGY AGENCY

LE SEINE-ST. GERMAIN-12 BLVD. DES ILES
ISSY-LES-MOULINEAUX F32130 FRANCE
Phone: 33 14524 1052

Fax: 33 1 4524 1129

E-Mail: jackques.royen@oecd.org

0. SANDERVAG

SWEDISH NUCLEAR POWER
INSPECTORATE
STOCKHOLM 10658 SWEDEN
Phone: 46 8 6988463

Fac 46 86619086

E-Mai: oddbjorn@ski.se

F. K SCHMITZ

INSTITUT OE PROTECTION ET DE SURETE
NUCLEAIRE

CEA CADARACHE ST PAUL LEZ DURANCE
13108 FRANCE

Phone: 33 4 4225 7035

Fax 33 442252971

E-Mail: franzschmiz@ipsn.fr

S. Y. SHIM

ATOMIC ENERGY CONTROL BOARD
280 SLATER ST. OTTAWA ONTARIO
K1P589 CANADA

Phone: 813 947 1443

Fax: 613 9952125

E-Mait: shim.s@atomcon.gc.ca

T. SIVERTSEN

OECD HALDEN REACTOR PROJECT
P.O. BOX 173, N-1751 HALDEN NORWAY
Phone: 47 65212200

Fax: 47 65212201

E-Mait:

N. K RAY
IDAHO NATIONAL ENG. & ENV. LAB
19901 GERMANTOWN ROAD
GERMANTOWN MD 20874 USA
Phone: 3016034126

Fax 301-503-9902

EMat ke@inelgov

L C. RICKARD
ASEA BROWN BOVERI ENGINEERING

200 DAY HILL RD. WINDSOR CT 05085 USA

H. S. ROSENBAUM
EPRI CONSULTANT
917 KENSINGTON DRIVE FREMONT CA

E-Mail: hermrosenb@aol.com

L P.RUIZ

COMISION NACIONAL DE SEGURIDAD
NUCLEAR

DR. BARRAGAN 779 COL. NARVARTE
MEXICO, D.F. 03020 MEXICO

Phone: 525 590 5054

Fex 525 590 7508

E-Mai: gsn1@servidor.uncm.mx

P. A, SCHEINERT

BETTIS ATOMIC POWER LABORATORY
PO BOX 79 WEST MIFFLIN PA 155210079
UsA

Phone: 412 476 5974
Fax: 412 476 8937
E-Mait:

M. SCHWARZ
INSTITUT DE PROTECTION ET DE SURETE

NUCLEAIRE

CENTRE D'ETUDES DE CADARACHE, BAT.
250 ST PAUL LEZ DURANCE 13108
FRANCE

Phone: 33 4 4225 7748

Fax: 33 442252971

F. A. SIMONEN

PACIFIC NORTHWEST NATIONAL
LABORATORY

P.0. BOX 999 RICHLAND WA 99352 USA

E-Mail: fa_simonen@pal.gov

W. H. SLAGLE

WESTINGHOUSE ELECTRIC

P.0. BOX 355 PITTSBURGH PA 15230 USA
Phone: 412 374 2088

Fax: 412374 2045

E-Mail: stagiewh@westinghouse.com



L SLEGERS

SIEMENS

POSTFACH 101063 OFFENBACH D63010
GERMANY

Phone:
Fax
E-Mai

C.L SMITH

INEEL

2525 FREEMONT IDAHO FALLS ID 83415
USA

Phons: 208 526 5804

Fax

E-Mait cis2gvinelgov

S. SPALY

FER-ZAGREB

PRISAVLIE 8 ZAGREB CROATIA
Phone: 385-16129904

Fax 385-16129890

E-Mait srjan.spali@fechr

R. G. STARCK

MPR ASSOCIATES, INC.

320 KING ST. ALEXANDRIA VA 22314 USA
Phone: 703 519 0200

Fax: 703 5190224

E-Mail:

Y. TAKAHASH!

TOKYQ ELECTRIC POWER CO.
1-3-1 UCHISAIWAI CHO CHIYODAKU
TOKYO 100-0011 JAPAN

Phone: 8134216 4951

Fac 81 33558 8571

E-Mai: to560565@pmail.tepco.co.jp

V. H. TESCHENDORFF
GESELLSCHAFT FUR ANLAGEN UND
REAKTORSICHERHEIT
FORSCHUNGSGELANDA GARCHING
085748 GERMANY

G. J. TOMAN

NUTHERM INTERNATIONAL, INC.

501 SO. 11 ST MT VERNON IL 62864 USA
Phone: 618 244 6000

Fax: 618244 6641

E-Mait maherm@midwest.net

A C. UPTON

UMDNJ-RWJ MEDICAL SCHOOL

170 FRELINGHUYSEN RD. PISCATAWAY
NJ 08854 USA

Phone: 732 445 0795

Fax 7324450959

E-Mait acupton@echsi.rutgers.edu

A SMIRNOV

RIAR

ULJANOVSK, DIMITROVGRAD RUSSIA
Phone: 7 84235 32350

Fax: 7 8423564163

E-Mait

G. P. SMITH

ABB COMBUSTION ENGINEERING
NUCLEAR POWER

2000 DAY HILL ROAD WINDSOR CT
06095-0500 USA

Phone: 860-687-3070

Fax: 860-687-8051

E-Mait:

K SPANG

INGEMANSSON TECHNOLOGY AB
SWEDEN

Phone: 48 31 774 7401

Fax: 4831 774 7474

E-Mal Kellspang@ingemanssen.se

J. STONE

MPR ASSOCIATES, INC.

320 KING ST. ALEXANDRIA VA 22314 USA
Phone:

Fax

E-Mail:

T. TAMINAMI

TOKYO ELECTRIC POWER CO.

1901 L ST, NW, STE 720 WASHINGTON DC
20036 USA

Phone: 202 457 0790

Fax 202 457 0810

E-Mail: taminami@tepco.com

H. 0. TEZEL

ATOMIC ENERGY CONTROL BOARD
280 SLATER STREET ONTARIO K1PS559
CANADA

Phone: 613 995 3898
Fax
E-Mai; tezel h@atomcon.gc.ca

R L. TREGONING

NAVAL SURACE WARFARE CENTER
9500 MACARTHUR BLVD. WEST
BETHESDA MD 20817 USA

Phane: 301-227-5145

Fax: 301-227-5548

E-Mait tregonin@metels.dtnavy.mil

R. A VALENTIN

ARGONNE NATIONAL LABORATORY
9700 S. CASS AVE., BLDG. 308 ARGONNE
IL 60439 USA

E-Mail: richv@ant.gov

Xiv

P. SO0

BROOKHAVEN NATIONAL LABORATORY
PO BOX 5000, BLDG. 130 UPTON NY
11973-5000 USA

Phone: 516 344 4054

Fax 516 344 5569

E-Mail: soo@bni.gov

N. N. SRINIVAS

DETROIT EDISON

2000 SECOND AVE, WSC H-60 DETROIT MI
48226 USA

Phone: 313 897 1198

Fax 313 897 1440

E-Mait srinivasn@dte.com

P. STOREY

HSE

ST. PETERS HOUSE BOOTLE LIVERPOOL
L203PT UK

Phone: 44 1519514172

Fax: 44 1519513542

E-Mait petor.storey@HSE.gov.uk

J. H. TAYLOR

BROOKHAVEN NATIONAL LABORATORY
PO BOX 5000, BLDG. 130 UPTON NY
11973-5000 USA

Phone: 516 344 7005

Fax 516 344 3957

E-Mail: jtaylor@bnl.gov

H. D. THORNBURG

CONSULTANT

901 S. WARFIELD DR. MT. AIRY MD 21771
USA

Phone: 301 831 7328

Fax: 301 8290874

E-Mai: matt@erocls.com

S. TSURUMAKI

NUCLEAR POWER ENGINEERING CORP.
SHUWA-KAMIYACHO BLDG., 2F 3-13, 4
CHOME MINATO-KU TOKYO JAPAN
Phone: 81 33434 4551

Fax: 8133434 9487

E-Mait:

K K VALTONEN

RADIATION & NUCLEAR SAFETY
AUTHORITY

PO B8OX 14 HELSINKI 00881 FINLAND
Phone: 358 9 759 88 331

Fax: 3589 759 88 382

E-Mail: keijo.vatonen@stuk fi




4. L VILLADONIGA
CONSEJO DE SEGURIDAD NUCLEAR
JUSTO DORADO, 11 MADRID 28040 SPAIN
Phone: 34 91 34650240

Fax 34 91 3460588

E-Mait: jit@csn.es

C. VITANZA

OECD HALDEN REACTOR PROJECT

OS ALLE 13, PO BOX 173 HALDEN 01751
NORWAY

Phone: 47 63212200

Fax 47 65212201

E-Mail: caro.vilanza@hep.no

L. WARNKEN
SIEMENS KWU NLE
PO BOX 2032 ERLANGEN BAYERN 81050

GERMANY

Phone: 499131183338

Fax: 4991 3118 6362

E-Mail: lweder.warmnken@orl11.siemens.de

L. E. WILLERTZ

PPEL, INC.

2 NO. NINTH ST., GENAG2 ALLENTOWN PA
18101 USA

Phone: 610774 7645

Fax 810774 7830

EMait lewilertz@papa.com

R. YANG

EPR}

3412 HILLVIEW AVE. PALO ALTO CA 84024
USA

Phone: 650 855 2481
Fax 650 855 1026
E-Mail: ryang@epricom

K K YOON

FRAMATOME TECHNOLOGIES

3315 OLD FOREST RD. LYNCHBURG VA
24506-0935 USA

Phone: 804 832 3280

Fax:

E-Mait

M. VILLARAN

BROOKHAVEN NATIONAL LABORATORY
PO BOX 5000, BLDG. 130 UPTON NY
11973-5000 USA

Phone: 516 344 3833

Fac 516 344 5569

E-Mait vilaran@bnl.gov

R. VON ROHR
INST, OF PROCESS ENGINEERING, ETH
ZURICH

SONNEGGSTRASSE 3, PO BOX ZURICH
CH 8032 SWITZERLAND

Phone: 4116322488

Fax: 4116321141

E-Mait: vonrohr@ivuk mavt ethz.ch

R A WEINER
KW CONSULTING, INC.
PO BOX 101567 PITTSBURGH PA 156237

. USA
Phone: 412 6357732

Fox 412687 3965
E-Mail: bob@kweonsulting.com

P.C. YEH

DEPT. OF NUCLEAR REG., ATOMIC
ENERGY COMM.

67 LANE 144, KEELUNG RD, SEC. 4 TAIPEI
TAIWAN 10660 REP. CHINA

Phone: 886 223634180

Fax: 886 223635377

E-Mail: pcyeh@aec.gov.iw

0. ZANOBETTI

UNIV. OF BOLOGNA

VIALE RISORGIMENTO 2 BOLOGNA 140136
ITALY

Phone: 39 051 6443471

Fax: 39 051 6443470

E-Mait: dino.zancbetii®mail.ing.unibo.it

G. L. VINE

EPRI

2000 L. ST. KW, SUTTE 805 WASHINGTON
OC 20035 USA

Phone: 202-293-8347
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ISSUES IN THE DESIGN OF HUMAN-SYSTEMS INTERFACES TO DIGITAL SYSTEMS

John O'Hara and William Stubler
Brookhaven Nationat Laboratory
Upton, New York

Joel Kramer
U.S. Nuclear Regulatory Commission
Washington, DC

The U.S. Nuclear Regulatory Commission’s (NRC) human factors engineering (HFE) design review
guidance is described in:

e NUREG-0800, Chapter 18 of the Standard Review Plan (NRC, 1996),

e NUREG-0711, Human Factors Engineering Program Review Model (O'Hara, Higgins, Stubler,
Goodman, Eckenrode, Bongarra, and Galletti, 1994), and

e NUREG-0700, Revision 1 Human-System Interface Desngn Review Guideline (O'Hara, Brown
Stubler, Wachtel, and Persensky, 1996).

While the NUREGs -0800 and -0711 mainly address the process aspects of HFE considerations,
NUREG-0700 addresses the detailed implementation of a human-system interface (HSI) design.

In the development of NUREG-0700, Rev 1, several topics were identified as "gaps” because there was
an insufficient technical basis upon which to develop guidance (O'Hara, 1994). One gap was hybrid
HSIs; i.e., HSIs that result from the combination of digital and tradition HSI technologies. New
demands may be imposed on personnel for the operation and maintenance of these systems. These
demands may result from many factors including: characteristics of the new technologies, characteristics
of the mixture of new and traditional technologies, the process by which the hybrid HSI is developed and
implemented, and the way in which personnel are prepared to use the hybrid HSI.

The NRC is currently sponsoring research to (1) better define the effects of hybrid HSIs on personnel
performance and plant safety; and (2) develop HFE guidance to support safety reviews in the event that a
review of plant modifications involving a safety-significant aspect of HSIs is necessary. This guidance
will be integrated into existing regulatory guidance documents and will be used to provide the NRC staff
with the technical basis to help ensure that the modifications or HSI designs do not compromise safety.

HSI technology changes and their potential effects on personnel performance were identified based upon
published literature, interviews with designers and subject matter experts, and plant visits (O'Hara,
Stubler, and Higgins, 1996). The topics were evaluated with respect to their potential safety significance
(Stubler, Higgins, and O’Hara, 1996). One topic found to be potentially significant to safety and selected
for the development of HFE guidance was Design Analysis, Evaluation, and Implementation of Hybrid
HSIs.



This topic addresses analyses and evaluations conducted during the design of upgrades and the way
upgrades are introduced into the HSI and incorporated into plant operating practices. Important
considerations included the effects upon personnel of temporary and changing HSI configurations, which
result from the installation of HSI upgrades. Additional considerations include training and personnel
acceptance of HSI changes. Thus, the topic addresses the life cycle of an HSI upgrade from initial
planning through design, evaluation, and installation.

With regard to its application to hybrid HSIs in the context of plant modifications, the existing guidance
is also limited in an additional way. While the guidance provides for tailoring of the review methods and
criteria to the unique circumstances of an individual review, no guidance is available to assist in the
identification of the process elements and criteria that are necessary. The extent of plant modifications
can range significantly, e.g., for a replacement "in-kind" of a single HSI component to an extensive
control room modification from analog to digital technology. Thus, when and where to apply that
guidance that is available needs to be addressed. :

The objective of the phase of the research that is reported in this paper was to develop human factors
review guidance addressing the process by which hybrid HSIs are developed, implemented, and
integrated into plant operations. To support this objective, several tasks were performed including:

¢ Development of a technical basis using human performance research and analyses that are relevant to

upgrades,

o Development of HFE review guidelines in a format that is consistent with existing NRC review
guidance, and

¢ Identification of remaining issues for which research results were insufficient to support the
development of NRC review guidance.

The status of each will be briefly addressed below (see Stubler, O'Hara, and Higgins, in preparation, for
additional detail).

Technical information related to system development and modification was reviewed in order to identify
the effects of upgrades on personnel performance. The technical information included basic HFE
literature, HFE literature pertaining to complex human-machine systems, and industry experience gained
from site visits, interviews, and literature. In addition to performance effects, the types of knowledge and
skills that are needed to adapted to an upgrade were identified.

This information was used to develop a characterization framework for describing key charactenistics of
hybrid HSIs that are important to HFE reviews. This information also served as the technical basis upon
which design review guidelines were developed. The NUREG-0700 guidance development
methodology was used to convert this technical basis into technically valid review guidance (O'Hara,
Brown, and Nasta, 1996).



The guidance addressed the design process and was organized according to the 10 review element of the
NUREG-0711:

HFE Program Management (Element 1)

Operating Experience Review (OER) (Element 2)

Functional Requirements Analysis And Allocation (Element 3)
Task Analysis (Element 4)

Staffing (Element 5)

Human Reliability Analysis (Element 6)

Human-System Interface Design (Element 7)

Procedure Development (Element §)

Training Program Development (Element 9)

Human Factors Verification And Validation (Element 10).

Within each element, the guidance was further organized into four categories. The first category
described the conditions under which the particular NUREG-0711 element is relevant to the review of
upgrades. The second category included guidance from the NUREG-0711 that was modified to focus on
characteristics and considerations that are relevant upgrades. The third category included guidance that
was specifically relevant to upgrades but did not currently appear in the NUREG-0711. The fourth
category included considerations that have potential applications beyond upgrades and are possible
additions to the more general guidance of the NUREG-0711.

In the course of the guidance development process, several human performance issues associated with
upgrades were identified that could not be addressed with the available technical basis. They represent
topics for which further research is necessary. These issues include:

“The role of HSI consistency as applied to traditional and digital HSIs

The effects of HSI design on crew coordination and cooperation

The role of training in HSI skills

The effects of the installation process for HSI upgrades upon personnel performance
Personnel acceptance of upgrades.

In conclusion, design review guidance addressing the design, evaluation, and implementation
considerations of HSI upgrades has been developed. This guidance complements the design review
guidance that was already developed in other phases of the project to address the characteristics
associated with specific technologies such as soft controls (Stubler and O'Hara, in preparation), advanced
information systems (O'Hara and Higgins, in preparation), computer-based procedures (O'Hara, Higgins,
and Stubler, in preparation), and digital system maintenance (Stubler and Higgins, in preparation).

All of the guidance was peer reviewed and revised accordingly. The guidance documents are expected
to be published in 1999.
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The Importance of Fault Detection Coverage in
Safety Critical Systems

Lori M. Kaufman e University of Virginia ¢ Charlottesville

Barry W. Johnson e University of Virginia e Charlottesville

Index Terms: Fault coverage, Coverage estimation, Fault modeling

Abstract: Fault coverage is an important parameter in measuring system dependability. It can be derived
via analytic models or statistical estimation. The analytical models represent the fault behavior and are
embedded within the overall system model, and generally solved using behavioral description. Statistical
estimators use data collected from physical models to derive coverage estimates. The estimates are derived
using variance reduction techniques that require a priori knowledge of the distribution of the system’s fanit
data. If the assumed distribution differs from the actual distribution for the fault data, then the accuracy of
the coverage estimate is questionable.

1. Introduction

The sensitivity of dependability metrics to slight variations in fault coverage is well documented
[6], [16), [19). Specifically, a small change in coverage can result in great variations in these metrics.
Therefore, it is imperative that an accurate estimate of fault coverage be made. It is the purpose of this
paper to survey the various methods that are currently used to model and to estimate fault coverage.

There are both mathematical and qualitative expressions for fault coverage. The mathematical
definition is that fault coverage, C, is the conditional probability that a system recovers given that a fault
has occurred [6]. It is written as :

C = P(fault processed correctly | fault existence) (1
Qualitatively, coverage is a measure of the system’s ability to detect, locate, contain and recover from the
presence of a fault. There are four primary types of fault coverage available: (1) fault detection coverage;
(2) fault location coverage; (3) fault containment coverage; and (4) fault recovery coverage. Thus, the term
fault processed correctly implies at least one of the four coverage types. A more detailed description of the
fault coverage types follows.

Fault detection coverage is the system’s ability to detect a fault. For example, a typical system
requirement is that a certain percentage of all faults must be detected. The fault detection coverage is then
a measure of the system’s ability to meet the desired fault detection requirement. Fault location coverage
measures a system’s ability to locate the cause of faults. A typical system requirement is that faults within
replaceable components must be located. Hence, fault location coverage is a measure of the success with
which such faults are located. Fault containment coverage measures a system’s ability to contain faults
within a predefined boundary. For example, if a fault in a sub-system is detected and located, then
preventing the effects of the fault from propagating in the system is a measure of fault containment
coverage. Finally, fault recovery coverage measures the system’s ability to automatically recover from
faults and to maintain the correct operation. If a system is required to possess a high fault recovery
coverage, then it must also possess high fault detection, fault location and fault containment coverages
The type of coverage required is highly application specific. For example, fail-safe systems require
specific knowledge of the fault detection coverage. Conversely, highly-reliable systems that use sparing
techniques [19] require knowledge of the fault recovery coverage. Regardless of the type of coverage
information that is required by a system, the methodology used to estimate the coverage parameter is the



same. Throughout the remainder of this paper, fault coverage is defined to mean any of the four fault
coverage categories that are required for a given application.

Fault coverage is examined in two distinct ways: (1) coverage modeling and (2) parameter
estimation. As its name implies, fault coverage modeling is a development of a model for the response of a
component to the occurrence of a fault. Parameter estimation is needed for values that are required by
coverage models. The parameters can be estimated by inserting faults into a given system prototype/model
and collecting the required data. There are three primary types of models used in examining coverage [7]:

(§)] axiomatic models: analytical models used to model structure and the dependability and/or
performance behavior of a system [3]. '

2 empirical models: statistical models used to model complex and detailed descriptions of a
system’s parameter(s) using data collected from physical models.

3) physical models: prototypes that actually implement the hardware and/or the software of an
actual system.

These models allow for different levels of abstraction to be identified during testing as shown in
Figure 1. The axiomatic models measure the dependability metrics. In these models, the behavior of a

Axiomatic Models

Dependability Metrics

Parameter Estimation
f T { T a

Analytical Expert Worst  Empirical Models Physical Models
Models Opinion Case | |
Statistical Prototype
% Analysis '
l ] Data

r
Traditional VRT

Figure 1. Coverage modeling hierarchy

faulty component is represented and fault coverage is a parameter. The parameter values used are
approximations derived from expert opinion, other high level analytical models or they are estimated using
empirical and physical models. An overview of axiomatic coverage models is presented in section 2. If
statistical estimation is employed, then empirical models derive parameter estimates, including fault
coverage. from data collected from physical models. The process used for parameter estimation is shown
in Figure 2. Such empirical approaches are discussed in section 3. The parameter values are obtained via
Sfault injection [3), [S], [15], [33] performed on physical models, which are discussed in Section 4.

2. Axiomatic Models of Fault Coverage

Axiomatic modeling of fault coverage is a behavioral representation of a system’s response to
faults. These models are embedded in the overall system model, and the actual number of coverage models
required is a function of the system under test. There have been numerous refinements to the axiomatic
fault coverage models and the various models that have been developed are presented in the following
sections. These models are categorized into two sections: error handling without time limitation and error
handling with time limitations.

2.1  Error Handling Without Time Limitations

The initial iteration of fault coverage models ignores any type of interference that could occur
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Figure 2. Parameter estimation hierarchy

during error handling, and typically consist of various forms of Markov and semi-Markov models. In these
models, it is assumed that the time spent in states handling enors is negligible with respect to the time
spent in states where errors are not present.

2.1.1 Permanent Effective Error Model [16]

The model, shown in Figure 3, depicts the effect of a fault and its resulting error. The fault

Detect Recover

Success

1-c,,

Figure 3. Permanent effective error model [16])

coverage for the system is given by
C = cgXcyXe (2)
where c,, is the error detection probability. c,; is the error locatxon probability, and c,, is the error recovery

probability. Since this model only handles permanent faults and ignores transient faults, it has very limited
applicability to real systems.

2.1.2 CAST Fault Coverage Model (8]

CAST, shown in Figure 4, combines transient fault restoration and permanent fault recovery.
Faults occur at a rate A + T, which is the sum of the permanent and the transient fault rates respectively.



Once a fault occurs, the detection state is entered with an error detection probability of c,4. If the errors are
not detected, then system failure occurs. However if the errors are detected, then transient recovery is
attempted. The transient recovery probability is 1 -/, where [ is the transient leakage. If the transient
recovery fails, then permanent recovery is attempted. In permanent recovery, the fault cause is located with
probability ¢4 and the system recovers with probability ¢, If permanent recovery is successful, then N-1
modules remain. If it is unsuccessful, then system failure occurs. The n subscript associated with all of the
system parameters simply denotes the number of active components.

A. + t l - Ced .
Detection |——9 Failure

1-1, Ced, 1- a,Csr,
Cpoq C
Transient Iy Permanent | /1 S7»
Recovery | »1 Recovery

Figure 4. CAST fault coverage model {16]

2.13 CARE II1 Fault Coverage Model [36]

The CARE III single-error model, shown in Figure 5, is a generalized fault model realizing
intermittent or permanent faults. In this model, state A represents the activation of an error. State B
represents the error latency, where o and By, are the transition rates between states A and B. State P

represents the effects of the error polluting the system and occurs from state A at rate p. State D represents
error detection, which can only occur if the error is active (state A) or it is polluting the system (state P).
The rate at which an active error is detected before it can become latent or pollute the system is A, and the
rate at which an error that is polluting the system becomes detected is ¢ ¢4 If the error that is polluting the

system is not detected, the error results in a failure, which is state F, at a rate of (1 - ¢, )e, from state P. The

probability of exit from state A to State D is given by

C = A + CedP = A+c,p 3)
A+p A+p A+p

In order to model permanent errors, og and B, must be set to zero, which is the rate at which an effective

error goes latent and vice versa; else, this model represents intermittent errors.

2.2  Error Handling With Time Limitations

In order for coverage models to be robust. consideration must be given to the lifetime of the fault
and/or error. If the transient lifetime is considered, which in reality is a major concem, the models
described in section 2.1 have very little applicability in developing accurate fault coverage estimation. The
following models consider transient lifetime.

2.2.1 ARIES Fault Coverage Model [25]

The ARIES model, shown in Figure 6, includes permanent, transient and intermittent faults. In this
model, there are three possible exits: (1) system crash; (2) normal processing; and (3) permanent fault




Figure 5. CARE III single-error_fault model [16]

Normal
Processing

Figure 6. ARIES fault model {16]

recovery. Obviously, the system crash exit occurs when the error introduced by a fault causes system
failure. The probability of a fault resulting in immediate system failure is 1 ~- ¢, " The fault recognition

and attempted recovery probability is ffr_ » where i denotes the recovery phase. The number of allowable
recovery phases is fixed. If during a given recovery phase the system fails, then the system crash exit is
taken with probability PF,. If during a recovery phase the system recovers from a transient error, then the
normal processing exit is taken with probability PR;. Finally, if all recovery phases are entered and
successful, then the permanent fault recovery exit is taken.



The ARIES fault coverage probability is

C = transient restoration probability + permanent error recovery
NP

= Y PR;+c, rupar X (Coverage of Permanent Recovery Procedure)

4

i=1
If the transient lifetime is long, then successful recovery may not have a fixed probability and the
expression for PR; must be modified.
If the transient lifetimes are exponentially distributed random variables (rv) and the duration of
each recovery phase is a constant, the expression for transient restoration becomes

PR; = Pr[Phase i entered] x Pr[Phase i successful]

X Pr{transient gone before phase i begins] 5)
= Cg XER, X (1 —exp(~(Ty+To+...+T;_)/D))

where the transient error lifetimes have a mean D with various durations. T;, and ER; is the probability of
an effective recovery procedure for phase i. This expression can be generalized for non-exponentially
distributed error lifetimes as

PR, = ¢, XERXFp(T\+Ty+...+T;_) ©6)

where Fp, represents the generalized distribution. If required, this type of generalization can be applied to
the recovery phase.

2.2.2 Modified CARE III Model [36]

In [36], a transient error model is discussed in which transient lifetimes are assumed to be
exponentially distributed. The duration of each recovery phase is assumed to be independent and
identically distributed (iid), which is more restrictive than the ARIES model. However, it allows a random
number of recovery phases, and like ARIES, it accommodates general distributions for the recovery phase.
The CARE III model has been further refined to include transient, intermittent or permanent faults (errors),
the effect of transient lifetimes and it can be solved for both the Markov and the semi-Markov case.

2.2.3 Extended Stochastic Petri Net (ESPN) Fault Coverage Model[16], [39]

The ESPN model combines both local and global timing. This model includes the limited recovery
time associated with real systems, and the ability to determine the effects of near-coincident errors [26] that
can occur during attempted recovery. The only near-coincident errors of interest are those whose
occurrence can interfere with the current recovery. It is conservatively assumed that the occurrence of a
near-coincident fault will result in system failure.

Since a stochastic Petri net is used, the various fault distributions can be generalized. If all faults
are exponentially distributed rv, then the Petri net can be converted to a Markov model and solved
accordingly. If the failure rates are not exponentially distributed, then in some cases the resulting model is
semi-Markov and in other cases simulation is required.

2.3  Limitations of Axiomatic Coverage Models

As the development of axiomatic coverage models evolved, their ability to accurately model
complex failure recovery mechanisms, such as the duration of an error with consideration given to its
lifetime, expanded. In all of these models, however, there is one common thread: the model transition
probabilities are unknowns. But these models are useful in determining which parameters are important, so
that those gathering data know what data to collect.

It 1s impossible to know without actually testing a system the values of the various transition
probabilities. In some circumstances, it may be impossible to ascertain the exact values. If feasible, a series
of fault injection experiments can be performed on a physical model to try to obtain estimates for some of
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these transition probabilities. Since testing the system for all possible faults is intractable, some type of
sampling of the complete fault set for a system is required. Unless some empirical analysis is performed,
such an estimation cannot be made. Expert opinion can be used to generate an abridged fault set, but it
impossible to demonstrate that such a fault set is complete to guarantee an accurate coverage estimate.
Similarly, expert opinion can be used to simply predict the various model recovery and failure rates and the
accuracy of such predictions is highly subjective. Additionally, each fault detection and recovery
mechanism that resides in the system can require its own fault coverage model. Hence, the size and the
complexity of a given axiomatic model increases relative to the size and the complexity of the system
under test. .

3. Empirical Models for Fauit Coverage Parameter Estimation

The use of empirical models for fault coverage estimation requires detailed statistical analysis that
must address four important questions [32]: :
¢ How can the fault coverage value be accurately estimated?
2) How can any error in the estimate be quantified?
(3) How are fault samples selected?
) How can accurate estimates for fault coverage be obtained in 2 reasonable time?

As previously discussed, empirical models are used to estimate parameters used by axiomatic
model. Empirical modeling relaxes many of the assumptions and restrictions, such as parameter
estimation, present in axiomatic models. Parameter estimation requires that the system fault space be
sampled in some random fashion to provide a representative sample of the entire fault set. Using the data
collected from this sampled set, statistical analysis is performed to analyze the accuracy of the resulting
estimated parameters. It is shown in (4] that this technique can be used for predicting the system’s expected
- fault coverage. There are numerous sampling strategies available, including techniques that attempt to
reduce the variance of the estimate. This type of sampling is referred to as a variance reduction technique
(VRY). -

The purpose of VRTs is to increase the accuracy of the parameter estimate so that the required
number of sample points can be further reduced. VRTs exploit some attribute of the system to increase the
accuracy of the parameter estimate(s). Importance sampling, multi-stage sampling, stratified sampling and
regression analysis are all examples of VRTs [9], [17]. ;

3.1  Fault Coverage [12], [31], [32], [34], [35], [41]
The mathematical model used to describe a fault processing event is
C = P(fault processed correctly|fault existence)
= Py x(¥ix)
- Py, y(xv y)
P x(x)

where X = faults existence, and Y = fault processed correctly . Since coverage is based upon a series
of fault occurrences, that is a fault existence and its subsequent correct -processing, the conditional
probability in (7) can be considered to represent a series of discrete events. Hence, the expected value of
the conditional probability for coverage can be modeled as

@)

E[Y[X=x]1= Y y -P(Y=y|X=x)
X, yEQ (8)
= 2 J”Pylx(}’lx)

X, yEQ
where Q is the system’s complete fault space. Typically, a fault processing event is considered as a
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Bernoulli rv defined as

1 V covered faults with probability Py x(¥1x)
= 9
Y {0 V uncovered faults with probability 1- Py x(¥ix) @

During testing, there is a possibility of no-reply, which is the inability to obtain measures from some
elements in a sample [9]. Such problems arise when certain faults remain hidden when introduced to a
system or it may be impossible to introduce a specific fault. In the preceding model, no-reply faults are not
included. To remove this source of possible statistical error, the indicator function given in (9) is redefined
as:

1 V  covered faults
¢(x;) =1 0 V uncovered faults (10)
d V no-reply

Yi

and the analysis either counts the faults as covered, uncovered or discards the experiment. Substituting the
expression for y found in (9) into (8) yields

ElY|X=x]= 3 ¥ -pyxOlx)
Xy€ Q (ll)
= Py x(rlx)
=C
Similarly, the variance of the conditional probability for coverage is

Var[Y|X= x]

2 2
E[Y’|X= x]- (E[Y|X= x]) 12)
C(1-0C)
Obviously, neither the pmf associated with a fault’s existence nor the joint pmf associated with a fault’s
existence and recovery is known a priori. As a result, a fault coverage experiment is necessary to
determine a coverage value.

Theoretically, coverage can be determined by injecting the entire sample of N faults, which are
assumed to be independent, from the fault space into a given system and calculating the ratio of properly
handled faults, d, against the number of injected faults; that is [15],

_d
=5 (13)

The expression 4, is analogous to that found in (9); that is, the number of properly handled faults in a fault
injection experiment can be modeled as a summation of a series of Bemnoulli trials. Hence,

N
d= Yy (14)
i=1
where y; is the Bernoulli rv as defined in (9) for the i fault injection experiment and (13) can be rewritten
as

N
1

. i=1
Since it is impractical to inject every fault into a system, an experiment must be developed to provide an
unbiased estimate of coverage by limiting the number of fault injection experiments.
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By limiting the number of fault injection experiments to n, the coverage point estimate is

-z 1
Cyo = = 3 i (16)
i=1
which is an unbiased estimator if the equally likely constraint is valid [17]. Assuming that a large sample
size exists, the central limit theorem (CLT) can be applied to approximate the estimator. Assuming that the
estimator is Gaussian, it can be shown that its variance is

Var{Cy,} =62 =% (17)
Cr, n
Since the fault coverage and the variance of y are unknown, the point estimate Cy, and the variance
estimate Gy, are used in (17) [36] to yield
C g -
~2 = GV - CYn(l -Cyn)
% = P (18)

Under these conditions, a two-sided 100y% confidence interval can be defined. The lower bound of the
confidence interval, which is the most conservative estimate of fault coverage, is of most interest and is

defined in [29] as
CA = C‘ - ——A2 & (1- & )
yl;,,,. 7 g“ 7)1’ : = o.‘z’ - Cu —yL_'r;—y._ (19)

where C, is the confidence coefficient for a Gaussian distribution.

This statistical approach is the basis for many empirical models, which are reviewed in
subsequent sections. In these models, VRTs are applied to provide variance reduction via various sampling
techniques.

3.2  Powell et al Empirical Models [31], [32]

Since exhaustive testing to determine coverage is seldom possible, fault coverage estimation is
performed on a representative sample of the entire fault space. There are two approaches for performing
this random sampling: sampling from the complete fault space, and sampling from subspace partitions/
classes of the complete fault list, which is commonly referred to as stratified sampling.

3.2.1 Non-partitioned Space Sampling

Representative sampling [24] consists of sampling with replacement from a group of n faults and
is applicable to non-partitioned sampling. Its unbiased coverage estimator and variance are

n
- 1 Py y(xp¥;)

&y=23 e (20)
i=1
Var{Cy} = = 3 yp-———i' rE )| _ 2 | Q@
’ " x € Q ' px(x‘-) 7

If the sample selection is chosen such that p x(x ) = pi y{X;» ¥;) . then the estimate for the mean found in

(20) is equivalent to the point estimate found in (16). Slmllarly, the variance for this estimate is gnven by
(17) and the lower side of the confidence interval is given by (19).
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3.2.2 Partitioned Space Sampling (Stratified Sampling)

Rather than sampling from the entire fault list, the sampling can occur from partitioned classes [9],
[17], [24]. By definition, the classes form M disjoint subsets such that

M
E=y Ej such that for every i,j, i#}j, E,ﬂEj =0 22)
j=1
where E is the entire fault list. The coverage factor as expressed in (8) can be rewritten as
M
C=3 X vy PyxOlx
j = lxxye Ej
M
= z ZE}"Py|xj(J'|xj)‘ij|x(xj|x)
j=l1xYyeE 23
y (23)
= 2 ij|x(lex) Z y 'Pylxj(}'lxj)
j=1 X,y € E;
M
= Z ij|x(lex)c(xj) where C(Xj) = E )"Pylxj()’lxj)
j=1 xy€E;

Using this partitioned sampling space, two different sampling techniques can be implemented: the naive
estimator and stratified sampling.

The naive estimator samples an equal number of faults from each class. For each sample, the
coverage estimate for each class i is

M
- 1 d
= = d = = 24
Cra=-%d;=* (24)
=1
The estimator’s variance is ‘
M
- 1 2
Var{Cna} = v, Y (c(Xj)—c (Xj)) (25)
j=1
If all fault occurrences are not equally probable, then this estimator is biased. It can be shown that
M
> - 1
E{ Cna} = C(Xj) = A—'f E c(Xj) (26)
i=1

hence this technique provides a naive estimator.
The covariance between the coverage, C , and the fault occurrence probability, py(X j) , for
)

each class is
M

1 - 1
Sep = 33 T X =206 (0 - 37) @n
ji=1
from which it can be proven that ,
c(X;) = C~MScp (28)
Depending on the sign of the covariance, the fault coverage estimator can be either pessimistic or
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optimistic. This result is proven with actual examples in {31], [32].
In stratified sampling [9),[17), [24), 2 number of samples, n;, for each class, Ej, is pre-selected and

a representative sample of size n; = n; is taken for each class. The coverage factor now applies to the class
rather that the complete sample space and is expressed as
d;

Cq, = - (29)
n;
The coverage and variance estimates are
- M
Csiz = Y pX,-[X(xiix) . E(X‘.) (30)
i=1 :
M -
Var{Csi;} = 2 Pxilx(xilx)va"{z‘(x,')} @a3n
i=1
Similarly. the variance of the class coverage estimator is given by
-~ 1 -~ ‘2
Var{e(Xp} = ——(EX) - (X)) (32)
$

From these variance expressions, it can be seen that the variance depends upon the class sample
size. To minimize the system coverage factor’s variance, Var{ é‘;zn} , each class’ sample size must be
defined as ‘ , »

n; = pxilx(xilx)n ' (33)
This type of sample size allocation is referred to as a stratified sample with representative allocation.
Using the expressions found in (33), (29) and (30), the system coverage estimator can be expressed as

Cor = ¢ ~ (4)
n

which is equivalent to that for the naive estimator. The variance, however, differs. If the expression #; is

substituted into (31) and (32), the resulting variance is

1 1 ¥

- 2
Var{Csir} = ;;C""; 2 pX,[X(xilx)C X;) (33)
i=1

Hence, the precision of representative stratification is not sensitive to the covariance between the coverage
and the fault/activity occurrence probability for each class. As a result, there is an appreciable gain in
precision for coverage estimation and this is substantiated with examples from [31], [32]. This gain in
precision is demonstrated via the improvement in the confidence interval obtained by using the variance
provided by (35) in (19). However, the fault/activity occurrence probability is an unknown, and as a result.
it is difficult for representative stratification to be used accurately.

-3.2.3 No-Reply Problem

To accommodate the no-reply problem, a posteriori stratification is introduced. This method uses
_ available system information in considering different stratification techniques. Since structural information
" is circuit dependent, the selected stratification technique is viable only for the circuit under test. Hence, this
methodology cannot be extended to a general application.

3.3 - Cukier et al Model [14]

The Cukier et al model is an extension of the work performed by Powell et al. In this work, fault
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coverage is modeled in terms of the uncovered faults. This non-coverage estimate, C, using representative
sampling is

(36)

where 4 are the number of uncovered faults and N is the number of fault injection experiments performed.
The expression for non-coverage shown in (36) is analogous to the expression for coverage showan in (13).
Similarly, the coverage expression for partitioned space sampling, which is shown in (23), can be
expressed in terms of non-coverage as

O P
ALY

M
C= E ij[x(lex)c(xj) 37
j=1
Two distinct approaches for non-coverage estimation can be made using either classical statistical methods .
or Bayesian techniques.

3.3.1 Classical Statistical Approach

The upper 100Y% confidence limit estimator for C is defined as

PIC=Cy(X)|C) = v (38)
In modeling non-coverage for an ultra-dependable system, it is shown in [30] that approximated
estimations using the classical statistical approach are not valid. Hence, approximations cannot be used
when developing non-coverage estimators based upon (38).
To allow for the mulitiple classes during the fault injection experiments and to minimize (37), the
upper 100Y% confidence limit estimator for C for M classes is given by the solution of

M X p ‘ .
Mmi-x [ l,)z‘f‘(l-zi)"‘“x‘ vie {1,...,M},c;e [0,1] (39)
X

i=1 x;=0N "¢

3.3.2 Bayesian Approach

In Bayesian theory, non-coverage, C, and the class non-coverages, C,, are considered as rv. The
upper 100y% confidence limit is defined by the distribution of the rv; that is

PICSCy(X)|X] = ¥ = x (40)

In order to obtain the confidence limit defined in (40), the posterior distribution of C is required. For
representative sampling, this posterior distribution is

folelx =x) (41)
and for stratified sampling, the posterior distribution of the non-coverage classes is simply
fz(cifX; = x) (42)

In order to solve for the posterior distribution, an appropriate choice of the prior distribution for the non-
coverage classes is required.

A beta prior distribution is used for two primary reasons: (1) the number of uncovered faults in
each partition is binomially distributed and a beta prior distribution ensures that the prior and the posterior
distributions are both from the same family; and (2) when the parameters of the beta distribution equal one,
the obtained distribution is uniform over the interval [0, 1], which means that all values of ‘E,- have the

same weight. The beta prior distributions for C; are
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L Ehmla gy
o= —Fwy

where B(I_c,-. 1;) is a beta function with parameters k; and I; [1].
Since the number of uncovered faults in each partition, X;, is binomially distributed, then

for 0<¢;<1,;>0,1,>0 43)

- n. »
Ix (x| Ci= ¢)= (x‘)cf"(l — g “@

i
and the posterior distribution for C; is [2] '
-‘.,- l(l - E‘_)I',-- I
B(k’ l, )

fz(@fXi= xp= (45)
where k;” = x; +k'andl’ = n;~x;+1,.

The posterior d:stnbuuon for Cis found by combining the posterior distributions of the various C;.

In [13], it is shown that an analytical expression for the posterior of Cis too complicated for more than
three classes. Thus, the posterior distribution for C can only be obtained using approximation. When a
distribution cannot be exactly calculated, it is possible to theoretically exhibit all of the properties of a
distribution in terms of its moments [37). Similarly, distributions that have a finite number of lower order
moments in common approximate each other [37). The calculation of moments can be achieved using
either the moment generating function [29], [37] or assuming independence among the classes. Once the
moments have been calculated, the posterior distribution can be determined from the Pearson distribution
system [21].

3.3.21 Calculation of Momen_ts

The moment generating function of C;, assuming s Beta distribution Bk, Ty, 0s
¢Ei = —F(kk +15) , ' (46)
where —F(k;;k; +1;';t) is the confluent hypergeometric function [48] and
' o z = =F(kk +1p;t) (CY))

- '- " 3 - 2 -
Since the moment generating function of a sum of rv is equivalent to the product of the moment generating

function of the various rv {20], then
M

i=1 )
which is derived based upon (23). The n' derivative of the moment generating function of C for t=0
defines the n* moment of C. Assuming that the powers of C; are independent, then simpler expressions for
the moments of C can be obtained. The r-th central moment of the beta distribution, B(k’;, I';) , using this
~ independence assumption is

. BRI KK +1)..(k;+r=1)

EUX-pyp) ] = BE, 1) ~ K+ DK T+ Dok + L+ 7=1) ®

3.3.2.2 . Pearson Distribution System [21] for Use as a Posterior Distribution
The Pearson distribution system is a family of seven distributions and are summarized in Table 1.

The seven distributions are represented in a planar plot of their skewness and kurtosis coefficients. From
this planar plot, the family to which a given data set belongs is determined. The Pearson distribution pdf,
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Table 1: Pearson Distribution System [21]

Typel beta distribution Type V inverse Gaussian distribution

Type II symmetrical form of the function || Type VI | cumulative Pareto distribution
defined in Type I representing income

TypeIll | gamma distribution Type VII | ; distribution

TypeIV | no common statistical distributions
are of this type; the values required
for the CDF are intractable

fix), satisfies a differential equation of the form

1df _ pa+x |
fdx ~ (50)

pby+pbyx+ pb2x2

The shape of the distribution is dependent on the values of the four parameters, which can be determined
by the first four moments of the distribution f{x). For a detailed summary of this relationship, the reader is
advised to see [1], [2], [13).{14], [211.[30], [37].

3.3.3 Comparison of Approaches

The classical statistical and the Bayesian approach are compared for two hypothetical systems,
system 1 and system 2 [14], using stratification and simple sampling. It is assumed that the prior
distribution for the Bayesian estimation is uniform; that is, the parameters of the beta distribution are equal
to one. Initially, the moments used for the Bayesian analysis are calculated using both moment generating
functions and the independence assumption.

The initial testing uses homogenous allocation, which requires sampling a predetermined number
from each class, and representative allocation, which requires sampling the same number of faults from
each class. During this testing the number of fault injection experiments that are performed is varied to
determine the validity of the Bayesian approach and to compare it to the classical statistical approach.

During testing, it is shown that only the moment generating function when used with
representative allocation produces valid results for system 1; that is, the posterior distribution is of Type I.
Both estimation methods are valid for system 2 when used with representative sampling. Hence, the
comparison is performed using the Bayesian method is derived via moment generating functions and using
representative sampling. When simple sampling is considered, the Bayesian estimations are more
conservative. Using stratification, it is shown that the Bayesian estimation is less conservative than the
classical statistical methods. However, this conservatism decreases as the number of fault injection
experiments increases.

3.4  Fault Expansion Model [34], [35]

Another method for sampling the complete fault space is fault expansion. In fault expansion, the
fault space is subdivided into mutually exclusive subsets defined as

where E; is the i-th equivalent fault set, x;; is the j-th element of the i-th fault set and |E] is the set
cardinality. All equivalent fault sets are disjoint and their union is the complete fault set.

The fault expansion process consists of randomly selecting a fault and determining the set of
equivalent faults. All members of E; are removed from the fault space and fault injection is performed
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using only one fault. The evaluation of the x;;. fault is described mathematically as

( 1 Vcovered faults 53
= 0(x..) =

& %ij OVuncovered faults . 2)
where z; is the i sample of the z rv which describes the result of the fault injection experiment for the
equivalent fault set £;. The expected value for coverage is - '

IE} |E

E{Z|X} = Z z- Pz|x(zlx) = Z Z ziijlX(zij,xi) =C (53)
x,z€ £’ i=lj=1
which is similar to (8). There have been two VRTs developed using fault expansion and they are the Wang
et al empirical model {41] and the Smith et al empirical model [35].

34.1 Wang et al Empirical Model [30]

If fault sampling occurs for the entire fault space, the total number of covered faults after m
injections is simply ,

m .
Cn = Z X; (54)

f=1 .
Using the binomial distribution for C,,,, the 100y% one-sided confidence interval [9], {38] for the coverage

estimate is
m

P(Cp2eyldc) = 3 (’J”)df’c (1-de )" = 1-y - (55)

J= S,,,
where 7 is the confidence coefficient and dc,. is the desired coverage value. It is very difficult to solve (55)
for dc, given an arbitrary value of m. ‘

For a system with coverage near one, a Poisson distribution is a good approximation to the
binomial distribution. In this case, it can be shown that dc,. is given by [38]

de 1.2

c = l—z_mxdeg;l-'f (56)

where  Xo,e_y Satisfies P(Y>Xg._) =1-Y and Y is chi-square distributed with
deg = 2(k-s,, + 1) degrees of freedom. In testing, it-is determined that for coverages approaching one,

the value of c,, is extremely close if not equal to m. To ensure that the lower limit for the confidence

interval is met or exceeded, the value of m must be extremely large. To reduce the required sample size and
to meet the lower confidence interval requirement, fault expansion [34], [35] is used

In sampling using fault expansion, there are two cases of interest: the infinite and the finite fault
population. For the infinite population, it is shown in [34] that the best estimate for fault coverage occurs
when all fault classes are of equal size. The resulting lower one-sided confidence interval for this coverage
estimate is identical to that found in (55). Since there is no appreciable variance reduction, fault expansion
is not recommended. However, fault expansion is very helpful for the finite population case.

Assuming that the fault population is finite the exact coverage factor is given by (13). Since it is
impractical to inject all N faults, the value for D must be estimated. It is proven that the one-sided
confidence interval for the lower limit on the estimate of D, that is D;, using the binomial distribution is

r{de +1) r(’g _fi+ 1)
r{dey-fi+ 1)(1‘-5 +1)
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where b is the equivalence class size, N is the finite fault population size, fi is the total number of
injections, dc; is the lower limit on coverage and v is the confidence coefficient.

From (57), it can be determined that dc; is a function of /N and fi. In analyzing this equation, it is
proven that the size of the population classes greatly affects the analysis. If the equivalence classes are
significantly large, the impact of fault expansion is maximized. This result implies that unlike in the
infinite population case, the size of the fault classes need not be equivalent; instead, it is desirable that the
equivalent fault classes for covered faults should be considerably larger than those for uncovered faults.

3.4.2 Smith et al Empirical Model [34], [35]

If all sample measurements are covered, then the variance found in (18) is zero. Hence, no
confidence interval can be calculated. To overcome this limitation, a more conservative variance estimate
is needed. By converting one covered fault injection experiment into an uncovered experiment, the
variance estimate is always non-zero and more conservative in nature; that is, the calculated variance will
exceed the actual value. This modified variance estimate of y is

-, n-1
oY, = (8)
n?
and the resulting confidence interval for the lower bound is
' -2
- Oy, n-1
Con, = 1=8p)f—7 = l-C,,,/ ~ (59)

where Cu is selected depending upon the desired confidence level. This lower bound is consistent with
other analyses of the all covered case [27].

The point estimate mean for C-, is
n

XaE
C, == — =23 4] 60)

<n n

Z’Ell i=1
i=1
where

m= Y |E] (61)

i=1 ‘
Assuming that the sample size is sufficiently large, then the CLT can be applied, and the resulting point ;

estimate for C;, is

C:, = Y zp; (62)

n
where p; = |E|/m, T Pi=1 ang p; is the probability that a fault lies in class i. The resulting

. . i=1
vanance 1s

n
&.%, = Z (Z,"C:,,)zpi (63)

.. . N . i=1 .
Similarly. the variance reduction is derived assuming there exists one uncovered fault set.
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Assuming that the first class E; is uncovered. the uncovered probability p, is

- _|E)|
Py = m (64)
and the point estimate as described in (62) becomes
n
C. =4 _m-|E)|
C=p+ X wpi = — (65)
i=2
and the variance becomes ‘
- E\|(m-|E.])
62 = LL'__?U_ (66)
m
By assuming that the covered and the uncovered probabilities are of the following form
1
Pe = o 2 IEi|
i € covered fauits
E. 67)
1 g < 5
pé-.m 2: IA - m
. i € uncovered faults
(66) can be rewritten as
- E-l(m-|E-])
52 - a5 (68)
m2

As long as IEZ'I < (um)/n, where d is the number of uncovered fault injection experiments, the variance is

reduced. If the average uncovered fault class size is smaller than the average set size, then fault expansion
provides variance reduction.

As is true for the random sampling case, a conservative estimation must be made for the all
covered case. It is again conservatively estimated that one of the covered fault injection experiments is
assumed to be uncovered to prevent a zero variance. To minimize the increase in variance, |E;| in (68) is set

equal to one. The resulting variance estimate is

62 =" dvll 5 2 l=n (69)

izl

The variance reduction ratio for C;, as it relates to the original Cy, point estimate is
|Em - B

m2

Q>
e

e -4 o

"ﬂ
]

?
ol
!

n n n n
yln- T m? Yy|n- X n

I=1 I=1 Al=1 =1

2
n
which is a2 measure of statistical improvement that results from utilizing fault expansion. For the all
covered case, the resulting variance reduction ratio is

A,g 2 : . R
T m=Dr n e Dand(n 1) )

V. = o = -
"TEE (i-Dmd m
Ve
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3.5 Constantinescu Empirical Model [12]

In this model, multi-stage. stratified and combined multi-stage/stratified random sampling [9] are
used. Multi-stage sampling allows the use of a multidimensional event space. The number of dimensions is
equivalent to the number of factors that affect coverage. This event space consists of the cross products of
all possible fauit locations, types, times of occurrence, durations and system workloads. Due to practical
considerations, a 3-D space is used consisting of the cross products of three 1-D subspaces. These
subspaces include fault location, fault occurrence times and system input values. The population is divided
into consecutive subunits, and random sampling is performed on these newly created subunits. The
coverage model found in (16) is re-written to accommodate a multi-dimensional sample space as

£l IE)

2o X Viyin i)

C=i,=l ih=1 (72)

n
IT[E]
i=1 .

Obviously, the number of fault locations is finite by nature. Faults can occur at any time, but time
can be subdivided into a finite number of small intervals. The input space, however, is not as easily
defined. As system complexity increases, the number of input values becomes extremely large. To
overcome this problem, stratification is used to manage the vast input space by subdividing it into smaller,
more manageable subspaces called strata. The sum of the strata equals the original population. Each
stratum is sampled s-independently. By combining both multi-stage and stratified sampling techniques, the
effectiveness of sampling increases [9], [40].

3.5.1 Multi-Stage Sampling for a 3-D Space
Multi-stage sampling requires random selection of members from the original population followed

by consecutive random sampling from the subunits. The three sampling stages for simulated fault injection
and for physical fault injection performed in 3-D space are found in Table 2. Regardless of the sampling

Table 2: Fault Injection Sampling Stages

Simulated Fault Injection Physical Fault Injection

Stage 1 Select several input values at random | Randomly select the locations for fault

from the 1-D input space injection for all previously selected inputs
and injection times

Stage 2 Select several fault injection times at | Select several input values at random
random from the 1-D fault occurrence | from the 1-D input space
time space for each input

Stage 3 Randomly select the locations for fault | Select several fault injection times at
injection for all previously selected inputs | random from the 1-D fault occurrence
and injection times time space for each input

order that is used, the formulae for coverage and general multi-stage sampling are applicable. Unbiased
estimates for the mean and variance [11] are
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k=1 ' ' i
IT [wd IT [wd {(a] = 1)
U I =1 -

where jwy| is the sample size and |E,] is the population size at stage k for n sampling stages. The confidence
level is as defined in (19) and the indicator function is modeled in terms of a multi-dimensional space.
Theorem proofs for these estimates can be found in [10].

3.5.2 Stratified Sampling

In many situations, the amount of system input data needed is too large to explicitly input all data
combinations. By using stratification to divide the input space into strata, the maximum number of possible
inputs is greatly reduced. Typically, the maximum number of inputs grouped in a stratum is determined by
the largest random number that can be practically generated, and by the type of inputs, binary or analog.
Fo; the 3-D event space for coverage, the original event space, E, is subdivided into several smaller
subspaces.

Assuming the point estimate is Gaussian, the unit population, E, be subdivided into m
sn;bpopulauons If independent random sampling is performed in every stratum, then the unbiased estimate
of the mean 1s

m
Csr= 3 fe(s1)Ci |
i=1 (75)
PE‘,(-W ) = EZ—TI
where ST stands for stratified. An unbiased variance estimate is
’ m
Var(Csp) = 3, pg (s1) - Var(Ci) | (76)

i=1
Theorem proofs for these estimates can be found in [10].

3.5.3 Combined Multi-Stage and Stratified Sampling
Coverage estimator equanons for combined multi-stage and stratified sampling are obtained from

the simpler expressions found in theorems 1-6 and corollary 1 in {12]. For example, the appropriate
sampling order for simulated fault injection is stratification followed by multi-stage sampling. The weight
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of stratum j is

n
I1 Esr,

fe(s0) = =l for i=1,2,..,n an

n

2 I Est,
j=li=1
The resulting confidence limits on the coverage can be found by substituting (76) using the stratum
weights derived in (77) into (19).

3.6 Limitations of Empirical Models for Coverage Estimation

Empirical models approach coverage estimation by implementing various VRTs. In the Powell et
al method, the variance reduction is achieved using stratified sampling and two-stage sampling. However,
the conditional probabilities that are required for this estimate need to be measured. These measurements
can be extremely difficult, if not impossible, and the problems associated with estimating these
probabilities are demonstrated by the wide range of coverage estimations shown in [31], {32]. In two-stage
sampling, the results demonstrated that better coverage estimation can be achieved than for stratified
sampling. However, for both of these methods, it is concluded that the coverage estimate is system
dependent.

In the Wang et al model, fault expansion is used to provide variance reduction. In this model it is
assumed that the binomial representation for coverage approximates a Poisson distribution, which is then
used to calculate a single sided confidence level. In the model presented by Smith et al, they applied the
CLT to determine the confidence interval associated with the coverage estimation, because it is assumed
that the sample size is sufficiently large (29]. Similarly in the Constantinescu method, his point estimates
for the various sampling techniques discussed assumes that the point estimates are Gaussian. As a result,
these assumptions limit the broad applicability of these methods. If the underlying distribution for the point
estimate is not Gaussian or Poisson, then none of these approximations are appropriate.

The coverage estimation model by Cukier et al is a refinement of the Powell et al model using
uncovered fault information to develop a Bayesian estimate. This model requires the conditional
probabilities from the Powell et al model, which are difficult if not impossible to measure, for calculating
both the moments and the Pearson parameters in the Bayesian approach. Additionally, it is assumed that
the prior distribution for the coverage estimate is beta with parameters one. If however the prior
distribution is not beta or the beta parameters differ, then the calculation of the posterior distribution is in
error. Finally, this model also shows some dependence on the system being modeled; that is, the ability to
derive a coverage estimate can be system dependent.

4. Physical Models

Physical models represent the actual system and involve the development of prototypes realized in
either software and/or hardware. Additionally, these models can be realized at multiple levels of
abstraction such as the transistor, gate, circuit or system level, allowing for hierarchical modeling. Ideally,
all parameters can be measured at the these various levels, but there is no accepted way to keep the faults
modeled consistently throughout the various levels of hierarchy. Nevertheless, the parameter estimates’
measure should be consistent and should improve as the level of modeling descends to the lowest level,
which is the transistor level.

The feasibility of constructing and testing hardware prototypes depends upon both the time
available and the cost of production. If only time is a concern, then a sample system can be constructed and
tested in a harsh (that is, failure rate accelerated) environment. If cost is a concern, then software based
prototypes can be built. The obvious problem here is the time required to simulate the models.

These software models can be tested just like an actual sample system using fault injection. For
both of these techniques, an unbiased subset of the overall fault space must be used for fault injection. As
discussed in section 2.3, the selection of a fault list subset that is of sufficient size to provide an accurate
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fault coverage estimate requires an empirical model. If this analysis is not performed, then the selection of
the list of faults to be tested is highly subjective and it may not provide a statistically meaningful result.

5. Conclusions

Fault coverage can be examined in two distinct ways: (1) fault coverage modeling and (2)
parameter estimation. Fault coverage modeling consists of creating an axiomatic model that represents
faulty component behavior within a given system. One drawback of this approach is that the size and the
complexity of a system model would dramatically increase because of the state space required to represent
all possible fault scenarios. Additionally, the parameters that these axiomatic models require, such as the
transition rates between the various states, are not known a priori. As a result, these values are
approximated from other analytical models or expert opinion, and the resulting fault coverage is simply an
approximation with undefined confidence intervals. To overcome these problems, empirical and physical
models are used. o

Empirical models are statistical models that use data collected from physical models. Using fault
injection- with physical models, data pertaining to the various dependability parameters, including fault
coverage, is collected and parameter estimation can be made from the empirical models. Dependability
testing must be incorporated during the design cycle, and via fault injection, the various dependability
parameters, including fault coverage, can be estimated for a given confidence interval from the empirical
models using VRTs.

Fault coverage estimation is typically achieved via point estimation and Bayesian techniques.
Point estimation, assuming that a large enough data set exists, can use the CLT, which implies a Gaussian
distribution, from which a two-sided confidence interval can be calculated. Special attention is given to the
lower bound because it is the most pessimistic estimate. Additionally, a coverage point estimate can be
obtained if coverage is assumed to be binomially distributed. This distribution can be estimated by a
Poisson distribution from which a single-sided confidence interval can be extracted. In all of these
methods, various sampling schemes are implemented to provide variance reduction for the coverage
estimates. :

The limitation of these approaches is that the empirical models base their parameter estimates
upon an a priori selection for the distribution of the point estimate, and in the case of Bayesian techniques,
the coverage estimate is based upon an a priori selection of the prior distribution. As discussed in section
3.6, this a priori selection of the various distributions limits the applicability of these existing empirical
models. Additionally, some of these models are system dependent, which further limits their applicability.
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ABSTRACT

There ware a vast number of products and
components being developed today that rely on
microprocessors and  software to deliver
JSunctionality and features as well as safety control
measures. These products and components need to
be designed, constructed and tested according to a
well-defined and practical set of safety
requirements. Specifically with regard to the safety-
reiated sofiware, UL published a newly revised
Second Edition of UL 1998 titled “Standard for
Safety for Software in Programmable Components,”
and the International Electrotechnical Commission
has deveioped IEC 61508, “'Functional safety:
safety-related systems.” We describe some of the
similarities and differences between these two safety
standards revealing where UL 1998 is particularly
well-suited for embedded safety-related software.

Introduction

Manufacturers are using more and more innovative
technologies to create components, products and
systems with enhanced capabilities and improved
performance. When these technologies involve
programmable or computerized components,
benefits such as reduced parts costs and the ability
to rapidly incorporate new features have been
realized. With the increased reliance on
microprocessors and software in safety-related
~ systems, it is imperative that the computerized-
components and subsystems be subject to a standard
set of safety requirements that are appropriate for
this kind of technology. This, of course,
immediately gives rise to several interesting
questions concerning similarities and differences
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between various standards and the assessment
practices. In this paper, we examine two particular
safety standards, namely UL’s “Standard for Safety
for Software in Programmable Components”
[UL1998] and the international standard entitled
“Functional safety of electrical, electronic
programmable electronic safety-related systems”
[IEC 61508], from a number of different
perspectives.

From a standards perspective we note some basic
similarities such as a shared set of safety objectives.
similar approaches to formulating consensus,
comparable language and composition/integration,
and many of the same technical references sources.
They are compatible in the sense that each standard
has a useful scope of application - albeit at different
ends of the system spectrum ~ and both standards
consclidate software with certain microelectronic
hardware requirements.

Organization

This paper is organized into two main parts: first,
we will briefly explain the structure and layout
scheme for both the international standards and the
UL standards, providing insights into how they are
developed and applied. In particular, we explain
how programmable electronic system safety issues
can be addressed both at the component “building-
block” level and from the perspective of
decomposing safety-related systems into constituent
subsystems and components. Next, we highlight a
few key software requirements in each standard,
exposing some of UL 1998’s most distinct and
unique requirements for embedded safety-related
software.



Comparing the Structure

The manner in which UL and 1EC standards are
organized, developed, and presented is indeed
different. Yet after more careful study, it is clear
that both strategies can be (and are) used to achieve
safety assessment at the “system level.” To
understand the motivation behind IEC 61508 and
how it works with the other IEC standards, we will
first take a quick look at the method used by the IEC
to organize and present its standards. In contrast, a
similar explanation of UL’s standards and how UL
1998 fits in to the overall standards medley will
follow this discussion.

1EC Standards Structure

Figure 1 illustrates how the IEC Standards are
organized into four basic facets: 1) General
Requirements, 2) Collateral Standards, 3) Particular
Standards, and 4) Performance Standards.

(———Colmml Standards ———|

General ] ESéste:n1 SEMG ] | Soaware]
Rqts. x1-
IEC x-1 f———/\

<,
%,
FEC *3-1 t&c x-2-1 %,
[ %,
\ 0,."

1EC x-2-2
IEC x-3-2

Figure 1: IEC Organization of Standards

L)

I Performance Standards;

General requirements are a collection of all of the
currently known requirements that broadly apply to
devices of a particular industry. So, for example,
IEC 601-1 contains the core set of general
requirements (“dash one™) for medical electrical
equipment (where “601” designates the medical
device industry). Collateral Standards partition the
various aspects of the system based on the
technology being used in the system. These include
the System, Software, Hardware, EMC, etc. The
requirements in a Collateral Standard are also
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general in nature and are separated out' so that
specialists having technology-specific expertise can
contribute their knowledge by way of participation
on relevant IEC technical committees. Particular
Standards contain device-specific requirements that
focus on a given kind of device. Some examples
include, light curtains, PLCs, and two-hand controls.
Particular Standards hold precedence over the
Collateral Standards as they may contain
requirements that amend, delete, or supercede the
general requirements. Performance Standards are
reserved for functional and performance
requirements including specific accuracy, efficiency
and precision requirements. To date, very few
Performance Standards have been written; instead,
technical committees have folded these
requirements into the Particular Standards.

The way the standards are organized allows both
standards writing bodies to maintain a clean
separation between the appropriate domain-specific
criteria for particular kinds of technologies and
devices used in a given system and the system itself
as a whole.

Dual-Use of IEC 61508

How then does IEC 61508 fit into the IEC scheme
for organizing standards? One way that IEC 61508
can be used as a “stand-alone” standard. This is
because the requirements contained in the standard
can be used directly as generic requirements (i.e.,
without attempts to guide the development of more
refined and application specific sector standards).
This role bears a strong and comparable relationship
to UL 1998’s role as a “Reference Standard.”
(Reference Standards are described in more detail in
the section entitled “Structure of UL Standards™).

The second way IEC 61508 can be used is as a basis

- for creating or generating other sector specific

standards (Figure 2). The first four parts of IEC
61508 have a special status in the IEC standards
classification system, known as |EC Basic Safety
Publications. Per IEC policy, this means “whenever
applicable [it is the responsibility of the technical

7
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committee] to make use of Basic Safety
Publications in the preparation of its own
publications.”

EC¢1508

Figure 2: Dual-Use of IEC 61508

One interesting exemption to IEC 61508’s Basic
Safety Publication status is the absolution of so-
called “low-complexity systems.” This term is
officially defined as an “E/E/PE [(Electrical/
Electronic/Programmable Electronic)] safety-related
system (see 3.2.6 and 3.4.1) in which:

(2) The failure modes of each individual component
are well-defined; and - '

(b) The behaviour of the system under fault
conditions can be completely determined.”

If taken literally — and depending on one’s definition
of “system” and “completely determined” -- only
the most trivial E/E/PE safety-related systems
would meet these criteria. Here, we use the IEC
61508 definition of system (Part 4, 3.3.1) which has
a broad scope, meaning an individual component, a
collection of interrelated/integrated components,
subsystems, systems as well as a system-of-

systems.

Fortunately, the IEC has stated that this base
definition of low complexity system is merely a
starting point and “that individual technical
committees may choose to select a different group
of criteria that would place 2 more practical balance
on the definition.. It is clear that adjustments to the

definition of low-complexity system in this
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direction would increase the number and type of
system that would be considered “low-complexity”
and thus tend to reduce the scope of applicability of
IEC 61508.

Although IEC 61508 is not yet officially published,
it is being used®> At the time of this writing, IEC
61508 Parts 2, 6, and 7 are Committee Drafts for
Vote (CDV) and Parts 1, 3, 4, and 5 are Final Draft
International Standards (FDIS).

We will return to IEC 61508 to examine more
closely the safety-related software requirements in
Part 3. For now at least, it should be clear that IEC
61508 is a general set of system safety requirements
that are intended to be applied to E/E/PE safety-
related systems and subsystems (i.e., including
E/E/PE safety-related subsystems that comprise the
E/E/PE safety-related system). Before IEC 61508
can be used, the application of the system must be
defined.  We note that since  system level
requirements form an intrinsic part of the standard,
IEC 61508 can be applied to very large and complex
systems. '

UL Standai'ds Structure

For many years, UL has developed safety standards
for a wide variety of products, devices, equipment,
and components. There are really only two main
types of UL Standards, namely, End-Product
Standards and Reference Standards (see Figure 3).

UL Standards typically only state essential
requirements and do not offer guidance.

The End-Product Standards are typically very
specific to a particular kind of device. For instance,
UL 372 is the standard for “Primary Controls in Gas
and Oil-Fired Appliances.” '~ However, in some
cases, UL standards are written for a broader scope
of application. These standards, which are also
considered End-Product Standards, tend to address

“categories” of equipment like UL 508, “Industrial
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Control Equipment,” and UL 1950, “Information
Technology Equipment.”
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Figure 3: UL Organization of Standard's

UL’s End-Product Standards are similar to the
1EC’s Particular Standards.

When requirements can be collected together in
documents to further support certain technology
areas pertinent to many “end-products” and the
assessment of products in “categories,” Reference
Standards are written. The two examples that we
will discuss ir this paper include UL 1998,
“Software in Programmable Components™ and UL
991, “Tests for Safety-Related Controls Employing
Solid State Devices.” Another important UL
Reference Standard is UL 746 (Plastics). Although
Reference Standards can be made to be self-
contained, UL 1998 is not considered a “stand-
alone” standard.

UL’s Reference Standards are similar to the
[EC’s Collateral Standards.

Similar to the IEC technical committees, UL
standards are developed using an open standards
development process that follows the American
National Standards Institute (ANSI) rules. UL
standards are written with input from a wide range
of experts; a large part of the representation comes
from manufacturers who produce products that will
be affected by the standard. Thus, standards
organizations develop consensus standards that take
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account of views and opinions from the general

public and “all interested parties.” (For more
information about UL’s Standards, see [Bushell]).

Singular Use of UL 1998

Like many other generic standards, which have

broad-based applicability, UL 1998 can be tailored -

for a particular product or category. For instance,

the typical UL framework of standards for a-

programmable electronic system would (minimally)

- incorporate the following:

1. End-Product Standard
2. UL 1998 (Safety-related software)
3. UL 991 (Safety-Related Hardware Reliability)

UL 991 is referenced by tﬁe End-Product Standard

to establish estimated reliability of hardware
components and to evaluate and test whether critical
components meet the End-Product requirements. A
failure modes and effects analysis (FMEA) is
conducted on microelectronic

faults can impact safety.

This is a simplified example to iliustrate how the

hardware to -
.determine the failure modes and how hardware

e s = =

basic product safety requirements are coupled with

the Reference Standards. The overall assessment |

will address software, microelectronic hardware
requirements in addition to the product
requirements. This compositional strategy also

serves as a natural basis for dividing-up the

supporting investigations within the Laboratories.

To summarize the UL approach, it starts with “end- :
products” or “categories” of products and contains |
detailed device-application specific requirements .
-that have been deemed most practical to reach an
acceptable level of safety. These product safety

standards are akin to some combination of IEC
Particular Standards (and in some cases, General
Requirements and Performance Standards). The
Reference Standards are most like the Collateral
Standards but as with many UL Standards, they only
contain requirements in mandatory language. With
respect to the (AEC scheme, UL
organization can be considered (technically

standards . |



speaking) on-par with and  sometimes

complimentary to 1EC standards.
IEC 61508 Organization

IEC 61508 has seven “parts,” the first four contain
generic  requirements  with  respect  to
electrical/electronic and programmable electronic
safety-related systems (E/E/PE SRSs). Table 1 lists
the Parts by name along with the number of pages to
give a sense of the relative size of each part.

Part | Subject Pages
1 General requirements 58 |
27 | E/E/PE safety-related sysiems 55
3 Software 44
4 Definitions and Abbreviations 25
5 SIL Determination Methods 26
6 Guidance in annlyving Pans 2 and 3 72
7 QOverview of techniques and measures 107

Table 1: Parts of IEC 61508

Tke first four parts of IEC 61508 are normative,
while the remaining parts are informative. This is
not to say that Parts 5, 6 and 7 are not important. In
fact, these parts of the standard give users extremely
valuable guidance on developing Safety Integrity
Levels (SILs), for recommending measures for
E/E/PE SRSs (i.e., hardware and software
measures), and for providing descriptions of various
methods and techniques.

If requirements are viewed as a list of
ingredients, then the informative parts
(guidelines) of IEC 61508 are like a recipe that
one may follow to show compliance. '

UL 1998 Organization

UL 1998, first published in 1994, is now in its
Second Edition and has been in use since 1995. It is
a compact set of normative requirements with
fifteen sections (or clauses). Appendix A contains a
table of example measures to address
microelectronic hardware failure modes along with
a worked example and a list of brief descriptions of
the measures. The appendix is normative if called

33

out as such by the End-Product Standard. Like
other software standards (including IEC 61508) it
features clauses covering definitions,
documentation, configuration management,
documentation control and general process
requirements. It places an emphasis on risk analysis
and documented traceability evidence to verify that
the identified risks have been addressed. UL 1998
carves out a distinctive -- yet practical — set of
assessable testing requirements.

Clause | Heading/Subject
- Forward

Preface

Scope

Definition of Terms

Risk Analysis

Process Definition

Tool Validation —
Software Design

Critical and Supervisory Sections of
Sofiware

Measures to Address Microelectronic
Hardware Failure Modes

CET - JEV IR ARV LN B B )

9 Product Interface

10 User Interface Design

11 Software Analysis and Testing

12 Documentation

13 Off-The-Shelf Sofiware

14 Software Changes and Document
Control

15 Identification

- Appendix A

Table 2: Inside UL 1998

As shown in Table 2, the Reference Standard has
been engineered to enable it to:

1. link-up with end-products (e.g. “Product
Interface™);

2. interface with human operators and maintenance
personnel (e.g. “User Interface™);

3. address failurc modes of the underlying
microelectronic hardware (e.g., “Measures to
Address Microelectronic Hardware Failure
Modes™);

4. address vendor-supplied software (e.g.. “Off-
The-Shelf Software,” and “Tool Qualification™).



Basis for Determining Measures

The use of an “index” to select among a group of
safety measures is well established in the standards
community. First, the index is qualitatively or
quantitatively  “calculated” in terms  of
risk/criticality and then it is used to resolve between
two or more substantially equivalent safety
measures. The end result is a determination of the
type and the extent of the safety measure(s) to be
applied.

Philosophically both standards leverage off of a
similar risk-based approach for arriving at an index.
IEC 61508 explicitly uses safety integrity levels
(SILs), while UL 1998 wuses a hazard-based
approach for determining acceptable measures.

SILs require that risk analysis-and reliability studies
be conducted at the system level and with a known
application. Without a defined application, the risks
associated with some products and components can
not be fully ascertained. Take for instance a
programmable logic controller (PLC). It is a
component that [EC 61508 regards as unevaluatable
until it is integrated into a system with a specific
application domain to give it context. This fact
restricts IEC 61508 to systems with defined
applications are known a priori.

UL 1998 uses a simpler notion of risk analysis and
“software class” to determine the acceptable
measures. The difference is that UL 1998 explicitly
calls for a risk analysis (UL 1998, Clause 3]) as
part of the requirements and marries together the
results of the risk analysis with the notion of
software class in order to arrive at suitable
protective measure

Application of Standard Safety Criteria

1EC 61508 is applied to an E/E/PE safety-related
system as well as any of the subordinate systems
that comprise the overall system. This is done in the
context of a defined application and by repeated
decoupling and decomposing the system into its
constituent parts, evaluating each subsystem in turn.
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In some ways, it is easiest to think of UL’s approach
as being the opposite. Manufacturers come to UL
for certification of their products and components,
and each submittal is individually assessed against
the relevant applicable standards. If the product or
component meets these requirements, it gets one of
UL’s marks. The UL system and the use of -
independent third-party testing laboratories has
traditionally been used by manufacturers that mass-
produce products.

But one manufacturer’s product is another
manufacturer’s (or system integrator’s) component.
So not only is “product” a relative term, but so are
“system” and “component” It really depends on
where you stand as to whether you can consider
these as distinct and unique terms or whether they
are just synonyms.

-Bottom-Up and Top Down

Though there are differences in these two standards,
both documents can mutually serve the
manufacturing community in providing a total -
system safety assessment.  With UL 1998,
manufacturers can gain confidence in engineering |
systems from certified programmable systems, -
products and components. Of course, software is
only one aspect of the overall UL assessment
process. In conjunction with the UL system,
manufacturers can use IEC 61508 once the system is
integrated and has a defined application. We are
fortunate to have this type of holistic synergism
emerge in the combined US and International
system safety standards.

Scope of Applicability

In the context of standards, there are at least two
aspects of scope that can be discussed: the first is
the scope of the requirements, i.e., the breadth and
depth of what the requirements address. This
element is covered in the next section dealing
specifically with the software content of the
standards. The second aspect of scope deals more

with the applicability of the standard. UL 1998
addresses embedded non-networked safety-related

software and contains a minimal number of



requirements that address microelectronic hardware.

The view taken by UL 1998 is that software is’

merely a component of the system. That is, the
requirements in UL 1998 are specifically focused on
software that is embedded in the particular product.
System considerations, such as how safety measures
are implemented in a composite system that
contains multiple subsystems, are dealt with in UL’s
end-product or category standards.

UL 1998 focuses solely on embedded safety-
related software.

IEC 61508 is a system standard that is used by other
standards (as a reference) or as a basis for
developing an industry-specific (sector) standard. It
contains  system, hardware and software
requirements in its Parts. By the scope statements
in IEC 61508 and with the current definition of
LCS, it can be applied to potentially any component,
product, subsystem, system or system of systems.

In prieciple, UL 1998 and [EC 61508 treat safety-
related software the same, namely they both include
software implementing safety functions as well as
any software that is used to develop the safety-
related system (see [61508-3, 1.1.b]). However, in
practical terms, the two standards differ slightly.
IEC 61508 renders all of its requirements on
supporting (e.g., vendor-supplied) software, whereas
UL 1998 contains special subclauses (see [UL1998,
5 and 13)) to address off-the-shelf software and too
qualification. : .

Comparing the Software Requirements

As previously mentioned, it is difficult to compare

— in a completely fair manner -- UL 1998 software
requirements to those in IEC 61508-3 alone’. This
is because Part 3 is used in conjunction with Parts 1
and 2 to mold together a consistent system safety

4
For exumple, given a peneral requirement from Part I readees will find exvmples of

adidrexsing the sume basic safety

akbitiwad regwirements tor claborutions of regui

wxsierurice theme in Purt 3. A Vart 3 cluboration is ximpiy a regui

that was oeiyinally

articrluied in Part 1, hut is wow ressured in Pars 3 1o wkiress a software nsomce.
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approach to requirements writing. We believe,
however, that given the coarse level of granularity
with which we attempt this comparison, that there is
little chance of misrepresenting any similarities or
differences that may or may not exist between these
two sets of software requirements.

Both standards contain requirements that address
various aspects of safety-related software including:
design, process, configuration management, change
control, testing, and documentation requirements.
We highlight a few of the more subtle differences
that we found in our study, but we are cautious in
drawing any hard conclusions about which set of
requirements is most effective in developing safety-
related software.

Software Life Cycle

IEC 61508 defines a software safety life cycle as an
integral part of the standard. Clause 7 and the
various subclauses form over fifty percent of Part 3
(twenty-four pages of the forty-four total). It
closely follows the classic “V-model” with design,
development and implementation phases being
mirrored by verification and validation phases.

UL 1998 approaches software development life
cycle requirements specification as set of eight high-
level criteria [1998, Subclauses 4.1-4.8]. In more
subtle ways, UL 1998 presents its topics grouped in
such a way as to suggest a progression from the
earliest phases of a software life cycle to the latest
stages. Refer to Table 2, which lists the contents of
UL 1998. The intent is to have a well-defined,
documented and repeatable process is in place. The
particular clauses in UL 1998 [UL, 4.1-4.8] are
derived from several sources including IEEE 1224-
1994, ISO/IEC 12207, and FDA Reviewer
Guidelines.

Partitioning

One way that UL 1998 emphasizes the need to
reduce complexity in embedded safety-related
software is by enforcing partitioning requirements.
Software partitioning is the separating of software-
related functions that address distinct concerns and
have distinct roles. Partitioning is crucial in



embedded systems since the safety-related code is
often co-resident with non-safety-related code. In
addition, during execution of the computer program,
memory locations, buffer caches and registers are
likely to store or temporarily hold critical data that
must not be corrupted. The partitioning of safety-
related software from all other non-safety-related
software is a principal concern in UL 1998. IEC
61508 has a somewhat different approach regarding
partitioning {IEC, 7.4.2.7-8], as there are no specific
testing or analysis requirements to see that the
partition is enforced. The relaxed IEC 61508
partitioning requirements makes sense because it is
not quite as narrowly scoped as UL 1998.

Configuration Management

IEC 61508 has seven subclauses ([IEC, 6.2.2, 6.2.3
(a-f)]) that address software configuration
management. It is curious that these clauses reside
in the normative portion of Part 3, yet they are
prefaced by the statement: “Software configuration
management should: ...” (Given that “should” is a
recognized term to indicate guidance, it is not clear
whether the CM requirements are mandatory or
not). IEC 61508 does state that CM controls be in
effect “throughout the software safety lifecycle.”

UL 1998 addresses CM and change management
controls in three clauses of the standard:
“Configuration Management Plan” [UL, 124.1,
12.4.2 (a-c)], “Sottware Changes and Document
Control” [UL, 14.1-14.5] and “Identification,” [UL,
15.1-15.4]. It does not specify the duration of CM
controls.

Although we have only covered a subset of the areas
that are addressed in UL 1998 and IEC 6508, it
should give the reader a better view of how the
safety-related software requirements are directly
compatible for a certain class of systems. UL 1998
is complimentary for components (UL 1998) and
large systems-of-systems (i.e., IEC 61508)
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Summary
Both sets of software safety requirements:

e Share similar objectives and many of the same
technical references sources

e Have many of the same  basic
intents/comparable notions of safety

» Leverage off of a similar risk-based approach to
choosing satisfactory safety measures

e Are developed by long-standing reputable
organizations with consensus an input from
multiple parties.

s Consolidate software with = certain
microelectronic hardware requirements

e Can be referenced by other standards; public
domain documents

The top two differences that we believe exist
between UL 1998 and IEC 61508 are:

1) the degree of specificity in requirements relating
to development life cycle in IEC 61508 versus
the process definition criteria stated in UL 1998.

the use of safety integrity levels in IEC 61508
versus risk assessment-based approach of UL
1998.
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Abstract

Formal methods for software specification, verification, and development
have for many years been a focal point of research at the OECD Halden
Reactor Project. A major accomplishment has been the establishment of a
complete methodology for the practical application of algebraic specifica-
tion in formal software development. The methodology is supported by the
HRP Prover, an automatic theorem prover developed at the Halden Project
to facilitate exploration of animation and theorem proving techniques in
formal software development. The paper presents results from a project in-
volving the use of this methodology in the development of a new version
of the HRP Prover. In spite of the large number of tools available that sup-
port formal methods, very few of these have been developed in accordance
to the same principles. The project has delivered a tool that facilitates for-
mal development of modular, well-structured programs by the use of au-
tomatic program generation from specification or design. As a
consequence, functional requirements can be realized directly, while im-
proving the traceability of requirements from the program code. This also
simplifies maintenance and further development, since new program code
can be constructed directly from changed or added requirements. The re-
ported results from the development project are of relevance to the formal
development of a wide range of language-oriented tools, involving aspects
like analysis, transformation, and code generation. In particular, the ap-
proach employed appears to facilitate combination of complementary
specification notations. This is exemplified in the paper by the integration
of Petri nets and algebraic specifications.

1 Introduction

The recent years have witnessed the replacement of many conventional electro-mechanical process control
systems with computer-based systems. This also includes the use of computers in safety-related tasks, e.g.
in nuclear power plants and traffic control. The motivation behind this shift towards the use of programma-
ble equipment is manifold. Important benefits are the possibilities for implementing more accurate trip cri-
teria, the improved means for automatic surveillance, as well as simplification of calibration and functional
testing during operation. There are however also more pragmatic concemns relating to decreasing availabil-
ity of equipment and spare parts for the conventional systems and of personnel with appropriate technolog-
ical expertise. Nevertheless, there has been a certain reluctance to the use of programmable equipment in

39



safety systems. One reason for this reluctance has been the complexity of safety assessment and licensing
of these systems, in particular of the embedded software.

Recently, the application of formal software development methods have been treated with increasing inter-
est within the nuclear society. Much discussion and, to a certain degree. controversy arose from the verifi-
cation and validation of the computer-based Darlington shutdown system [4]. Nevertheless, there is today
a growing consensus within the nuclear society that more practice on the use of formal methods is needed
in order to evaluate their applicability [25]. Several independent studies suggest that there is a need for a
systematic, rigorous effort in establishing design requirements to minimize errors in the final product (1].
Licensing authorities in general have a particular interest in representative applications of existing formal
methods to make decisions on whether the use of formal methods should be required, which formal methods
should be used, what is the appropriate way to use them, and what to require to be formally verified. Much
of this motivation comes from the limited value of traditional methods. Following [14], “traditional soft-
ware-development techniques usually do not provide the levels of dependability demanded by safety-criti-
cal systems, and the quality criteria are usually such that the amount of testing that is feasible cannot
demonstrate that the desired goals have been achieved”. As a matter of fact, there are several important as-
pects that make the application of software in safety-critical applications fundamentally different from their
application in other areas. Safety-critical applications must work when needed, and it is not appropriate to
wait for evaluation during use to bring the reliability up to an acceptable level. The realization of the poten-
tial benefits of computer-based control and safety systems for nuclear power plants therefore requires ver-
ifving the reliability of these systems. Traditionally this has been done by means of simulation of the
hardware design and exhaustive software testing. It appears however that the use of formal mathematics, in
some form, is necessary in order to achieve substantial improvements in the development of dependable
software.

The present paper focuses on the formal development of tools supporting formal methods. There is today a
wide variety of tools available that provides such support. Nevertheless, it is regrettable that very few re-
search and development activities have given serious attention to the formal development of these tools. It
is believed that the eventual maturity of formal methods will require a change in this attitade. That is, formal
methods should not only be used in the development of conventional software systems, they should also be
used in the development of formal methods support tools. This also has a practical aspect, since the devel-
opment of systems requiring a high level of safety would require development tools with very high reliabil-
ity. According to [6], the combined set of tools used in the development of safety system software shall
provide the same level of dependability as the level required from the target software.

Formal methods for software specification, verification, and development have for many years been a focal
point of research at the OECD Halden Reactor Project. A major accomplishment has been the establishment
of a complete methodology for the practical application of algebraic specification in formal software devel-
opment. The methodology is supported by the HRP Prover, an automatic theorem prover developed at the
Halden Project to facilitate exploration of animation and theorem proving techniques in formal software de-
velopment. The HRP Prover supports a methodology that allows for using the same language, tool and proof
techniques both in specification and design, even down to a “concrete” specification. In the specification
phase, the HRP Prover is used to verify and validate the specification, while in the design phase the same
tool is used to verify the correctness of the design steps. A few years ago, the applicability of the method-
ology was demonstrated in a case study on the development of a reactor safety system [21]. Since 1995, the
methodology has been used in the development of a new version of the tool. That is, the tool is developed
in accordance to the same principles as it is intended to support. The existence of the tool provides evidence
to the claim that the methodology based on algebraic specifications and the HRP Prover can be used effi-
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ciently in the development of programs of realistic size and complexity. To the knowledge of the author,
the new HRP Prover is the first tool of its kind that has been formally developed in accordance to the same
methodology as is supported by the tool. It appears to be unmatched from earlier developments of theorem
provers in its extensive use of algebraic specification.

The paper is organized as follows. Section 2 presents findings from the EvalFM project, where algebraic
specifications and the HRP Prover were used in a case study on the formal development of a reactor safety
system. Section 3 introduces the formal development of the HRP Prover, and presents some of the main
principles employed. Section 4 discusses central aspects of the specification of the HRP Prover. including
the specification language, the concept of abstract syntax, the various levels of theorem proving, and finally
transformation and code generation. Aspects related to implementation and maintenance of the generated
program are discussed in section 5. A useful new feature of the HRP Prover is the automatic transformation
between stare-based and transition-based specifications. Section 6 describes the two classes of specifica-
tions, their application in the combination of Petri nets and algebraic specifications, and finally their relative
merits in software specification and design. The issue of software quality is emphasized in section 7, where
the implications of the development process on various product quality aspects are discussed. Finally, sec-
tion 8 considers the transferability and general relevance of the approach employed in the formal develop-
ment of the HRP Prover.

2 A Case Study on Formal Develdpment

The objective of the EvalFM Project [21] was to evaluate the applicability of formal methods, and in partic-
ular the HRP Prover, in the development of a realistic, preferably a real, safety-critical system related to nu-
clear power plant operation. In co-operation with Sydkraft and ABB Atom in Sweden, a case example was
defined on basis of the computer-based power range monitoring (PRM) system installed at Barsebick NPP.
The case study did not address ABB’s implementation of the example system, but the development of a sim-
ilar system using formal methods. The formal specification was based on the original customer’s require-
ments document for the system, and was independent of ABB’s implementation. The purpose of the PRM
system that was of particular interest in this case study was the monitoring of the average power emission
of the core. When high power emission is monitored, the system must trip the high level alarms. Based on
the requirements document, the EvalFM project produced a formal algebraic specification of one out of four
similar subsystems of the PRM system, utilizing a general mathematical tool-kit defined for the method.
Finally, the subsystem was designed and implemented in a subset of Pascal. The case study also investigated
how the design could be varied to put stronger emphasis on efficiency. The resuits provides clear evidence
to the claim that formal methods can be utilized in the development of a real safety-critical system. At the

" same time, it was concluded that the potentials of formal methods would increase whenever the customer’s
requirements document allows a higher flexibility with respect to design and implementation. The develop-
ment method based on algebraic specification supported in a natural way the implementation of a program
that avoids potentially dangerous features of the Pascal language.

An important aspect of the specification process was the derivation of the abstract functionality from the
technical descriptions provided by the customer. This would however be necessary whether or not a formal
specification language was chosen, as the requirements document describes the desired system in a way
which apparently suggests a specific, analogue hardware implementation. There were however important
non-functional requirements for which the usefulness of algebraic specification, as well as of formal spec-
ification languages in general, is very limited. In the case study, this first of all related to the given require-
ments to technical performance and accuracies.
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The use of the HRP Prover formed an important part of the development of the case example. The tool sup-
ported the detection of syntactic errors in the specification. the execution of the specification as an early
prototype of the system, proof's of properties of the specification, and proofs of the correctness of the design
steps. All of these activities involve a large amount of symbolic manipulation. and the provision of a pow-
erful theorem prover is therefore essential for the success of the method. Nevertheless, the isolated use of a
theorem prover would probably not be sufficient in an industrial development project. Industrial use would
presumably require a smooth integration of the tool in an application-oriented environment which included
the theorem prover, relevant text editors, graphical user interfaces, transformation tools, etc. This is in
agreement with [6). which recommends that tools are incorporated into an integrated project support envi-
ronment to ensure proper control and consistency. It would also be essential to ensure that this environment
was sufficiently reliable.

The following findings in the EvalFM project were also given in [21]. Since the purpose of the project was
to evaluate established techniques, the reader should find many of them familiar. The findings are notewor-
thy first of all because of the particular character and importance of the application domain, i.e. the formal
development of reactor safety systems.

» Formal specification can be facilitated by the use of some library of pre-defined data type specifica-
tions.

* Algebraic specification can be used in the design as well as in the specification, and allows for imple-
mentations in a wide variety of programming languages.

* The potentials of formal methods are increased whenever the customer’s requirements allow for a
higher flexibility with respect to design and implementation.

» Formal software development supports the implementation of programs which avoid undesired features
of the chosen implementation language.

* There are important non-functional requirements for which algebraic specification provides little sup-
port, such as requirements to technical performance and accuracies.

*  Whenever the customer’s requirements are described in terms of an analogue implementation, certain
modifications are necessary in order to use the requirements as a basis for the development of a digital
system. The incompleteness or incorrectness of these modifications is the source of an important class
of specification errors.

« Execution of the specification is an effective means for detecting specification errors and can be pre-
formed incrementally during the production of the specification.

« Execution of the specification increases its comprehensibility, and thereby facilitates the communica-
tion between agents with widely varying technical background.

= Executable algebraic specifications appear to provide a sufficiently high abstraction level in most cases;
the major limitation to the abstraction typically relates to the concrete nature of the customer’s require-
ments.

» The assessment of an algebraic specification can be performed both by execution and by proving
expected properties.

* Efficient use of theorem proving in specification and design requires that the specification language is
supported by a powerful theorem prover. For safety-critical applications, parts of such a tool should
probably be developed using formal methods.

* Algebraic specification supports a gradual design of the specification towards an implementation, and
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provides a framework for proving the correctness of the design steps.

« Industrial use of algebraic specification, as well as of formal methods in general, would require the pro-
vision of a reliable integrated environment.

» A large part of the effort involved in a formal development project is invested in the production and
assessment of the specification. In most cases, only a minor part is invested in the actual implementa-
tion.

3  The Formal Development of a Theorem Prover

The EvalFM project gave a demonstration on the applicability of formal methods and the HRP Prover in
the development of safety critical software. The case study did however not give any clear indication as to
the possibility of using similar principles in the development of tools supporting such methods. This possi-
bility relates to several factors that motivated the formal development of a new version of the HRP Prover:

» Industrial use of formal methods, in particular in applications related to safety, requires highly reliable
support tools. Very few support tools have to any great extent been developed using formal methods.

» Software is increasingly used in [&C systems important to safety. The anticipated variety of software in
future systems requests a similar extension in the types of systems treated by formal methods.

e The formal development of the HRP Prover would be representative for the formal development of a
wide variety of language-oriented tools. It was therefore expected that the research results would pro-
vide general guidance to the application of formal methods.

e A significant part of the development would focus on transformation of specifications and code genera-
tion from specifications. The research results would specifically be applicable to the development of
automatic code generators for conventional programming languages.

» There is an increasing interest in applying formal methods also for systems not directly related to

- safety. A successful formal development of the HRP Prover would indicate that formal methods can be
invested in the development of relatively large programs without incurring excessive development
costs. :

The novelty of the approach is seen first of all from the fact that the methodology used in the development
of the tool is identical to the methodology supported by the tool. Furthermore, the HRP Prover is automat-
ically implemented from its specification, providing a tool in coherence with its specification. Due to the
non-trivial nature of the application, the development provides evidence that programs of realistic size and
complexity can be developed efficiently by the use of algebraic specifications and the HRP Prover.

3.1 Principles of the Development

In the following, we will briefly describe some of the basic principles employed in the formal development
of the HRP Prover. Note that the applicability of these principles is not restricted to this particular applica-
tion.

Formal specification of functionality: Basic to any formal development is the provision of a formal func-
tional specification. In the present case the specification covers functionality related to lexical and syntac-
tical analysis of aigebraic specifications, static semantics through type checking, dynamic semantics
through evaluation, automated theorem proving, specification transformation and code generation. All as-
pects of the core functionality were specified in algebraic specification and supported by the conventional
version of the HRP Prover.
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Automatic code generation: Since the definition of the specification language as well as the functionality of
the HRP Prover is given in the specified language, the specification of code generation could be utilized in
the automatic implementation of the overall specification into an executable Prolog program. This program
constitutes the major part of the new HRP Prover. Future extensions can be implemented in the same way,
as mere extensions to the existing tool.

Layered, incremental development: The formal development of the HRP Prover can be described in terms
of layers of functionality. By way of example, the code generation can be specifted on basis of an interme-
diate representation of the source language, independently of functionality related to automated theorem
proving. Correspondingly, automated theorem proving can be specified independently of the functionality
related to code generation, but may implemented by using a limited new version of the tool featuring this
functionality. In this way, the HRP Prover can be developed incrementally, where preliminary versions with
less functionality may be utilized in the development of their more complex successors.

Concepts from compiler development: The principles and techniques used in the development of compilers
permeate many areas of computer science and software engineering. This is also the case in the formal de-
velopment of the HRP Prover. Basically, a compiler reads a program written in the source language, and
translates this into an equivalent program in the rarger language. Of particular interest in our context is the
intermediate language in which the source specification can undergo analysis. A clear partitioning of a com-
piler into a front and back end also makes it easier to make several versions of the compiler running on a
variety of machines. Analogously, a similar partitioning of the HRP Prover makes it easier to define trans-
lations of algebraic specifications into different programming languages.

Abstract syntax trees: In the analysis of a program, it is common to represent the program in a tree structure,
in terms of so-called abstract svntax trees. This corresponds closely to the hierarchical structures defined
by the generator terms in algebraic specifications. Due to the inherent properties of the specification lan-
guage, algebraic specification provides the constructions needed for defining and performing the analysis
of the source specifications in an efficient and elegant way. The hierarchical representation of source spec-
ifications also facilitates the implementation of structure (context-sensitive) editors, pretty printers, speci-
fication transformation, code generation, etc. Especially important is the means this representation provides
for defining the analysis of the terms and formulas in the source language.

Metacircular evaluation: In the definition of programming languages, it is common to define a procedure
that, when applied to an expression of the language, performs the actions required to evaluate that expres-
sion. Such a procedure is called an evaluator. A popular approach is to use metacircularity, i.e. to write the
evaluator in the same language that it evaluates. This approach is followed in defining evaluation of expres-
sions in algebraic specification. This means that the design and implementation of the HRP Prover specifi-
cation can be undertaken using established techniques supported by the very same tool.

4  Specification Aspects

The major part of the activities involved in the formal development of the HRP Prover relates to the provi-
sion of a formal functional specification of the tool. The appropriateness of algebraic specifications in de-
scribing the functionality can be compared to the benefits of a problem-oriented language set against those
of a machine-oriented language. The functional specification consists of a hierarchical set of data type spec-
ifications and module specifications written in the algebraic specification language supported by the very
same tool. In general, the provision of a formal specification improves preciseness, because it disciplines
the specifier to state explicitly the information necessary to determine what is intended in a particular cir-




cumstance. Applied on the specification of the HRP Prover. this means that a sufficiently precise description
is given of the syntax and semantics of the specification language, the way theorems are proven, how exe-
cutable code are generated, etc. This description suffices as a basis for implementing these functional as-
pects of the tool, and it can also be used as a basis for ensuring that using the tool does not adversely affect
the production of software. In particular, a precise specification of how algebraic specifications are trans-
lated into Prolog makes it possnb)e to demonstrate that the use of a Prolog interpreter does not contribute to
the logic of the specifications in other ways than expected.

4.1 " The Specification Language

An essential part of the formal specification of the HRP Prover is a definition of the specification language
supported by the tool. It need to be emphasized that this definition is written in the very same language. This
specification language has through several years been supported by the conventional version HRP Prover,
and is essentially an algebraic specification language in the tradition of J.V. Guttag [8]. The specification
language can in many respects be compared to a high-level, strongly typed, programming language. The
language is intended for the specification of functional requirements, design, and architecture of conven-
tional software by means of abstract data types {2]. The modularity of the language also facilitates reuse of
(parts of) specifications. Reuse can be further facilitated by the establishment of libraries of generally useful
specifications. This is a well-established practice in object-oriented programming, where reusability of code
is facilitated by the techniques of inheritance and genericity. In a similar way, algebraic specifications can
be reused by using the techniques of parameterization and enrichment:

» Parameterization: A data type is made generic through the use of formal parameters. Instantiation cor-
responds to replacing the formal type parameters with actual types.

» Enrichment (extension): A new data type is introduced by extendmg a specification with new functions,
without modifying the original specification.

The specification language is restricted to first-order functions, i.e. a function may not take functions as ar-
guments or return a function as value. The concept of signature of a specification is adopted from universal
algebra, where it means a set of function symbols with arities (i.e. number of arguments). The axioms are
built as conditional equations, where all variables are first-order universally quantified over their respective
-types (as given by the declarations). While the definitions in a specification are restricted to conditional
equations, the constraints have a more general axiomatic form.

We will conclude these remarks on the specification language by briefly touching upon some of its limita-
tions:

» As usual within algebraic frameworks, the specification of infinite values such as streams is not sup-
ported. Streams refer to fiows of data, usually through a channel, between a sender and a receiver.

» The specification language can not express pollution (introducing new values for a given type) or col-
lapsion (equating values which were previously distinct) in the sense of OBJ2 [7]. OBJ2 supports the
generalisation of standard many-sorted algebra to so-called order-sorted algebra, which is motivated by
the treatment of partial functlons Order-sorted algebras are not supported by the specification language
of the HRP Prover.

« The notion of subsorts is not supported directly, and has to be modelled by the use of embedding (or
projection) functions. These functions reflect embedding in the strict mathematical sense by converting
an element of some sort into an element of another sort of which the first sort is a subsort.
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4.2 Abstract Syntax

The abstract syntax of a specification captures the essential structure of the specification but suppresses its
concrete representation. The abstract syntax is given in the form of an abstract svntax tree. This represen-

tation facilitates the definition of a semantics for the specification language, as well as the specification of
functionality related to prototyping, transformation, etc. The abstract syntax tree differs from a parse tree

by representing some syntactic features (parentheses, commas, periods, etc.) only implicitly by means of its

structure. In the specification of the HRP Prover, the parser is specified with a function that takes as input

the sequence of tokens output from the lexical analyser and produces an abstract syntax tree represented by

an element of a type SPEC. The grammar is unambiguous in the sense of equivalence between the possible

abstract syntax tree representations for any given input sentence. In our case, the grammatical phrases are

terms of data types written in algebraic specification. The approach followed is so-called predicrive recur-

sive-descent parsing, which is based on recursion without backtracking.

Most of the specification of the parsing (also known as svntax analysis or hierarchical analvsis) consists of
functions that transform input sequences of tokens into abstract syntax trees. By way of example, the ab-
stract syntax tree of a definition is specified with the data type DEFINITION. The overall specification of
the parser is given by the specifications of a large, hierarchical set of data types, see Figure 1. The figure
illustrates the hierarchical relationship between the data types, where e.g. the data type SEMANTIC_PART
depends on the data type DEFINITION, but not the other way around. In a similar way, the data type DEF-
INITION depends on the data types DEFTERM and FUNCTOR, etc. For simplicity of presentation, the tri-
angles denote subtrees of data types.

SPEC

| T
S}NTACTIC_PART A SEMANTIC_PART
DECLARATION SUBTRACTIONS DEFINITION
4 \FUNCTOR
A A DEFTERM
/N |
TO'KEN TE'RM A
CHAR P

Figure 1. The hierarchical relationships between the data types.

The syntax is described by a grammar, and is therefore not sufficient for characterizing the class of accept-
able specifications. An important task in semantic analysis is to collect type information and check the
source specification for errors related to types. This process, called rype checking, reveals errors related to
the use of arguments having types different from those specified for a function. The type checking of a spec-
ification is carried out on basis of the abstract syntax tree constructed in the syntax analysis. Semantics in
the full sense is in this context the meaning of a term in the specification, and is described by means of term
rewriting.
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4.3 Levels of Theorem Proving

The formal development of the HRP Prover involves the establishment of a uniform approach to term eval-
uation and theorem proving in the context of algebraic specifications. The approach involves several levels
of proof, see Figure 2.

/ inductive theorem proving . \

( complete evaluation _ Y

)

_\

Figure 2. Four levels of theorem proving.

At the first, uppermost level, a theorem (or a set of theorems) is dynamically refined into several simpler
theorems in accordance with an induction principle. For each of these simpler theorems, a complete set of
cases are generated at the second level. These cases correspond to all logical combinations of assumptions
dynamically asserted during the proof. Each of these combinations constitutes an environment in which the
theorem is proven. This utilizes basic term rewriting, lemmas proven previously, and user-defined con-
straints. The approach can be used in systematically proving a large number of interdependent theorems.
We will in the following look into these levels in some more detail.

The uppermost level of theorem proving is based on the author’s algorithm for generating an exhaustive
induction principle during the proof of 2 conjunction of theorems. The generation of induction principle re-
flects the use of mulriple induction, which can be defined recursively as either simple induction, or muitiple
induction within a simple induction. Note that multiple induction may involve induction variables of differ-
ent types.

Each induction variable gives rise to refinement of a theorem into several cases. In proving each of these
cases, another level of cases is introduced at the second level by the dynamic assertion of assumptions made
during the proof. Complete evaluation for all logical combinations of assumptions is based on a second al-
gorithm invented by the author. This algorithm is based on making assumptions about the truth-value of
undefined conditions encountered in the evaluation of a term or in the proof of a theorem. By dynamically
extending and reducing a set of numbers corresponding to the rows in a truth table, a complete proof or eval-
uation is generated.

The refinement of theorems provides environments in which equality is evaluated. The criteria determining
semantic equality of two terms is obviously an important consideration in proving equational theorems.
Note that these criteria need not be complete in order to ensure sound proofs. What we are aiming for is an
adequate set of criteria that can be specified in a transparent way and implemented with sufficiently efficient
algorithms. At the fourth, and lowest level, terms are evaluated by means of term rewriting. Since terms are
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represented by a directed graph, the technique known as graph reduction is applied to reduce the complexity
of rewriting a term. This is done by replacing subtrees (representing subterms) by the expansion of the term
they represent.

Whether or not theorem proving is supported by mechanized means, the use of lemmas remain a basic in-
gredient in the process. It has beeni demonstrated earlier how the HRP Prover supports a systematic search
for lemmas providing a complete proof of the original conjecture [20]. The new HRP Prover also supports
constraints. which are closely related to lemmas. Constraints and lemrmas assume the same form, and are
utilized by the theorem prover in the same way. An important difference related to pragmatics is that con-
straints represent axioms of the specifications, and are therefore not proven per se. Instead, the use of con-
straints put specific obligations on the proof of consistency of the specifications.

4.4 Transformation and Code Generation

Part of the formal specification of the HRP Prover covers automatic translation of algebraic specifications
into the programming language Prolog. Since Prolog can be viewed as a descriptive as well as a prescriptive
language, it suits well for many applications where formal relationships and objects play a central role. Pro-
log is particularly relevant for implementation of algebraic specifications because of the natural relationship
that exists between definitions in algebraic specification and clauses in Prolog. The chosen implementation
language is therefore highly problem-oriented in this case.

The approach chosen to translate specifications is quite similar to the compilational, innermost method of
M_.H. Van Emden and K. Yukawa [5], but extends this approach at several points to cope with the full spec-
ification language. The approach is called compilational, because terms and equations are compiled to a rep-
resentation in some model. This model is the subset of first-order predicate logic representable as Horn
clauses in Prolog. The approach requires that the functions of a data type are separated in the usual way into
constructors and defined functions. The constructor terms are those constructed by composition of variables
and generators. For each defined function, i.e. the outermost function on the left hand side of an equational
definition, and the defined functions occurring on the right hand side, a corresponding Prolog predicate with
the arity increased by one is introduced. Since the arguments of the left hand side are either constructor
terms or variables, these will not be translated, and the arguments of the corresponding predicates can be
“copied” from the specification. The remaining argument at the last position in the predicate will be a var-
iable unified with a term representing the value of the function. An advantage with this approach is that no
unification process is needed other than the one provided by Prolog. The approach makes it possible to suc-
cessfully execute algebraic specifications, and to use induction to prove properties of specifications.

The specification of code generation into the programming language Prolog provides in effect an operation-
al semantics of the specification language. This translation is generally applicable to all algebraic specifi-
cations in the defined Janguage, and is not limited to the implementation of the HRP Prover. In fact, the
translation specified at one stage of the development project was used in the new HRP Prover to implement
a command providing automatic generation of stand-alone Prolog code from a given specification. This
could then be utilized in the further development of the tool. '

In relation to transformation tools, an important analysis task is to identify the nature of the faults these tools
can introduce into the target software, together with their consequences [6]. When it comes to the transfor-
mation of algebraic specifications into Prolog, it can be demonstrated that .the use of a Prolog interpreter
does not contribute to the logic of the specifications in other ways than expected. Since the new HRP Prover
is implemented using this transformation, such contributions could have influenced the behaviour of the tool
in non-obvious ways. In fact, only a very small part of Prolog is used in implementing algebraic specifica-

4 ——



tions. The Prolog interpreter is in this context mainly used as a term rewriting machine for ground terms in
algebraic specifications. This is also reflected in the implementation of the new HRP Prover, where this is
ensured by means of an interface between user input and execution of rules resulting from specifications. It
is of course possible to execute these rules with open terms as well, but this is not necessary in the execution
of the HRP Prover.

When applying transformation tools in the development of safety system software, accepting their output
without further review would require special justification. One approach to validate the output is to use re-
verse engineering tools, with the aim of translating the code into a form suitable for comparison with the
specifications. This would be possible with the transformation from algebraic specifications into Prolog,
since the generated Prolog code in principle can be transformed back to a specification that is equivalent to
the original one. This is a feature that will be considered in future extensions of the new HRP Prover. It
should however be emphasised that these resuits are not automatically transferrable to code generation into
other implementation languages. :

5  Implementation and Maintenance

From a perspective of implementation size, the formal development of the HRP Prover is a relatively large
application of formal methods. The basic functionality of the new HRP Prover is implemented by a Prolog
program consisting of more than 1800 clauses and 14000 lines of code. More than 90% of the overall code
(not counting some trivial explanatory output routines) has been formally specified in algebraic specifica-
tion and automatically generated into Prolog. The remaining <10% of the code facilitates user interaction
and file 1/0, and was programmed directly in Prolog. The size of the program is expected to increase signif-
icantly as a result of future extensions. These extensions can be specified and implemented in 2 modular
way using the same methodology. The issue of modular software design is important since it provides an
approach to minimise the risk of design faults and to facilitate independent verifications. The use of alge-
braic specifications is particularly strong when it comes to recommended practices like hierarchical modu-
larization, encapsulation and information hiding [6). '

We will in this section focus on some implementation and maintenance aspects related to the approach fol-
lowed in the formal development of the HRP Prover.

Lavered implementation: As was indicated in section 4, the overall specification of the HRP Prover is or-
ganized in terms of a hierarchical set of data type (and module) specifications. This reflects the general strat-
egy to the specification of the HRP Prover, viz. in terms of layers of functionality. Code generation into
Prolog maintains these layers by confining its scope to a given data type or module specification, independ-
ently of other specifications or code. In spite of the apparently “flat” structure of a Prolog program, the code
generated from the specification can easily be organized in terms of readily identifiable blocks of a program,
maybe on separate files. In general, this means that extensions to a generated Prolog program can in every
respect be implemented as mere extensions of the existing tool.

Realization of functional requirements: Automatic code generation from specifications ensures that func-
tional requirements are realized directly, without the need for manual work in refining or implementing the
specifications followed by discarding of proof obligations related to these steps. This simplifies the imple-
mentation, verification, assessment, and maintenance of a program. It is still possible to carry out design
steps by refining specified data structures and operations, with the aim of providing e.g. a more efficient
implementation.

Traceability of functional requirements: For many activities involving the implementation of a program, the
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traceability of functional requirements is of vital importance. Verification and assessment of a program is
greatly facilitated if the relationship between requirements and the various code segments is well document-
ed. In a similar way, but with a somewhat different perspective. maintenance and possible further develop-
ment of the program need to consider the same relationship in order to understand how software changes
affect the correctness with respect to the specified functionality. In particular. it is essential in software
maintenance that changes to the code does not incur unintentional changes to the functionality. If the code
is generated directly from the functional requirements or otherwise has a well documented relationship to
these, the resulting traceability of requirements facilitates a more dependable approach to software mainte-
nance. Instead of changing code directly, the changes are made to the related requirements, which in tum
are realized in new code.

In conventional practice, the specification of a software system is typically not complete before the final
implementation is running. The reason is that the developers knowingly provide an implementation that
redefine the specification itself [24]. Modifications to the specification also often arise after the system has
been put into use. The actual usage of the system often reveals weaknesses that were not envisaged in the
specification phase. It must however be stressed that in the development of safety systems, much effort is
invested on achieving a correct specification in the first stage, and that relatively few modifications of the
specifications are made during the development. The high safety and reliability requirements to these sys-
tems also imply that rigid restrictions are put on the possibilities to modify existing implementations. As a
consequence, unexpected modifications are usually implemented in accordance to a formalized procedure.

6 State-based and Transition-based Specifications

An important feature of the new HRP Prover concemns two related classes of algebraic specifications that
capture the concept of state. The state-based specifications model the state explicitly, while the transition-
based specifications model the state implicitly by constructing a traditional generator basis. It can be dem-
onstrated that specifications in each of these classes can be transformed into specifications in the other class,
while preserving the proven properties of the specifications. As a practical consequence, the specifier can
readily re-organize his specification so that it conforms to the most efficient or familiar approach, or to what
appears to provide the best starting point for designing and implementing the specified system.

Each of the two different classes of specifications involves a particular strategy to the specification of states
and transitions, see Table 1:

Table 1:
States and transitions in algebraic specifications
state-based specification transition-based specification
generators one record of state variables intial states, transitions (many)
functions initial states, transitions (many) | state variables (many)

In state-based specifications, the state space of a system is specified as a tuple of values, while the transitions
are specified by defining functions giving new state values. In transition-based specifications, the transitions
are represented by the generator symbols of a specification, and the generator terms are interpreted as “his-
tories” of the real system. A state variable can then be specified as a function taking such a generator term
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as argument and returning the value of the state variable as the system has engaged in the transitions repre-
sented by the generator term (in the given sequence). Verifying invariants for the transition-based specifi-
cation is done by traditional generator induction, but that in effect gives the same inductional schemes as
are used for the state-based specification. In both cases induction is done on what represents the transitions
in the real system. The underlying theory clarifies when and how 2 notion of equivalence between these two
types of specifications makes it possible to freely choose between two different approaches to specification
and verification, while preserving the set of proven properties of the specifications.

In the specification of the HRP Prover, the notions of state-based and transition-based specifications are
made precise by the definition of predicates checking whether the given data type specification belongs to
the appropriate class. Furthermore, separate functions have been defined that transforms a given data type
specification in one of these classes into the corresponding specification in the other class. These predicates
and functions form the basis for the implementation of the corresponding commands in the new HRP Prov-
er.

6.1 . Applicability for Petri Nets

The concepts of state-based and transition-based specifications have been applied in the establishment of a
uniform approach to the translation of a wide variety of auronomous and non-autonomous Petri nets into
algebraic specification. The importance of Petri nets in this context first of all relates to their usefulness as
an intermediate language between a wide variety of graphical descriptions on one hand, and textual formal
specifications on the other. Furthermore, the importance of Petri nets in the nuclear sector is well document-
ed through applications such as fault diagnosis [11] and fault detection [17] [18] in nuclear reactors, fault
tolerance in nuclear reactor protection systems [3], and modelling of work flow in nuclear waste manage-
ment {15). A characteristic of Petri nets [16] [19] is that they are at the same time state and action oriented,
in the sense that both the states and the actions are explicitly described. According to [12], most system de-
scription languages describe either the states or the actions - but not both. Using Petri nets, the reader may
easily change the point of focus in the course of analysing the net. A similar change of focus is feasible in
algebraic specification through the transformation between state-based and transition-based specifications.

The approach involves translating Petri nets optionally into state-based or transition-based algebraic speci-
fications, and using automatic transformation between these two classes in order to utilize their relative mer-
its. The translation makes it possible to analyse the nets with techniques established for algebraic
specification, including the use of the HRP Prover, see Figure 3.

Transformation

Translation Analysis [ V&V

Implementation

Figure 3. Translating Petri nets into algebraic specifications.
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Furthermore, the nets can be manipulated indirectly through transformation of the resulting specifications.
In this way, Petri nets and algebraic specifications can be integrated to form a common specification docu-
ment to be used as a basis for the software development. The approach has been generalised to many dif-
ferent kinds of Petri nets including

e Autonomous nets: Condition/Event systems, Place/Transition nets, Coloured Petri nets.
* Autonomous nets with increased descriptive power: Inhibitor arc Petri nets, Priority Petri nets.

* Non-autonomous nets: Synchronized Petri nets, Timed Petri nets (weak and strong time semantics),
Mixed synchronized and timed Petri nets, Interpreted Petri nets.

The choice of state-based or transition-based specification relates to pragmatic concerns about the relative
merits of the two classes of algebraic specifications, both in general and with respect to the translation and
extension of Petri nets. When it comes to non-autonomous nets, the introduction of synchronization favours
the state-based specification, since new external events can then be included successively by introducing
new functions. On the other hand, the introduction of timed places favours the transition-based specifica-
tion, since timing constraints can then be added or modified successively by introducing or modifying sep-
arately defined functions. Also the introduction of data processing favours the transition-based
specification, since data variables can then be added or modified by introducing or modifying separately
defined functions.

Some of the most important findings from the research activities on Petri nets and algebraic specifications
can be summarised as follows.

» The algebraic specification resulting from the translation can be used to prove general invaniants by
means of induction on the transitions.

» The algebraic specification of a Petri net can be gradually extended to incorporate new functioning
rules. -

* The basic approach to the translation of Petri nets into algebraic specifications can be generalised to a
wide variety of Petni nets.

* Automatic transformation between state-based and transition-based specifications gives a flexible and
efficient approach to the combination of Petri nets and algebraic specifications.

The work on Petri nets and algebraic specification represents a promising approach to the integration of
specifications written in different languages. The approach appears to be applicable to a wide variety of
graphical and textual specification languages. Furthermore, the transformation between state-based and
transition-based specifications can be utilized in the combination of specifications written in different tex-
tual languages, such as Z notation [23] and Larch Shared Language [9]. On the basis of these observations,
it is expected that the approach will prove useful in future work on combination of specification techniques.

6.2 Relative Merits of State-based and Transition-based Specifications

We have already seen that there are good reasons for insisting on the need for both state-based and transi-
tion-based algebraic specifications. Many of the differences between a state-based and a corresponding
transition-based specification emerges when extending, combining, transforming or refining specifications,
or when using tool support. Some of these activities may in practice demand one particular of the two spec-
ifications, and consequently a need to transform specifications to suit these needs. The need to transform
specifications arise in particular when combining a state-based and a transition-based specifications. The
style of the combined specification is determined by the desired focus in each concrete case, but the com-
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bination will anyhow involve a transformation of one of the specifications.

We will in this subsection briefly summarize some of the differences between the state-based and the tran-
sition-based style of specification. The choice of specification style will for a particular case typically re-
quire a consideration of several of these. Furthermore, the relative merits represented by these differences
might be weighted differently from case to case.

Information contents: An important difference between a state-based and a corresponding transition-based
specification relates to the information represented in the generator terms. In a state-based specification, a
generator term represents the “current value” of each state variable, but it is in general not possible to relate
the current state to previous states. In comparison, a generator term in a transition-based specification pro-
vides an explicit representation of the history of the system. That is, the generator term gives the sequence
of transitions in which the system has engaged, and thus represents the information needed to distinguish
between the different paths leading up to a particular state.

Specification process: A state-based specification models the state of a system explicitly, while only an im-
plicit model is provided by the transition-based specification. From this fact, it should not surprise that the
process involved in producing the specifications encourage quite different strategies. Concretely, the model
provided by a state-based specification is explicit in the sense that the values of the state variable are given
by a single generator term, without the need for further rewriting. This is not the case with the transition-
based specification, where the value of a state variable can be found only by evaluating the corresponding
function in the generator term representing the history of the system. This explains the difference in per-
spective between the specifications. Since in a transition-based specification pairs of state variables and
transitions are covered by separate equations, the specifier may concentrate on smaller parts of the system
and its specification in the specification process. Consequently, the transition-based approach facilitates a
process where the specification of each state variable is done separately from the specification of the other
state variables. The mental load in the process is therefore reduced in comparison to the process involved
in producing a corresponding state-based specification.

Specification maintenance: One difference of great pragmatic importance relates to the maintenance of
specifications. A choice between the state-based or the transition-based specification style may profit from
a consideration of what types of modifications are envisaged. By way of illustration, the state-based style
may be the most convenient if addition of operations is more likely than addition of state variables. A pos-
sible approach is to transform between the two styles of specification as the need arises. With the new HRP
Prover, this transformation can be done automatically.

Comprehensibility: Evidently, comprehensibility of specifications is largely a matter of individual judge-
ment. Nevertheless, there are certain aspects of state-based and transition-based specifications that favour
one style over the other in this respect. There is also a clear relationship between manual inspection of the
specification and animation through execution of the specification: '

*» Inspection: Since the state-based specification *“collects” the values of all the state variables into.a sin-
gle generator term, it is easier to see how an operation modifies the system as a whole than with its tran-
sition-based counterpart. This perspective is virtually lost in the transition-based specification, where
only one state variable is considered in each equation. This is not necessarily problematic if the inspec-
tion mainly focuses on pairs of operations and state variables. In this case, the transition-based specifi-
cation may even be favourable.

* Animation: The animation of the state-based specification shows how an operation modifies the system
as a whole, by giving the new value of each state variable. This is usually the preferred “mode” of ani-
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mation. compared to the transition-based approach where the value of each state variable must be found
separately. The transition-based approach may be preferable if the state variables of interest constitute
only a small fraction of the total amount of state variables. .

Compactness: Since all the state variables are explicitly represented by a single term, a state-based specifi-
cation is usually more compact than its transition-based counterpart. With n states and m transitions (in-
cluding initialisations), the specification of the relationship between the states and the transitions is in the
standard case given by m equations in a state-based specification. In the corresponding transition-based
specification, the same relationship is given by n X m equations. It is clear that, as the number of states and/
or transitions increases, the difference in compactness between a state-based and a transition-based specifi-
cation becomes startlingly more apparent.

Utilization in other methods: Tools support comprises an important consideration in relation to the transla-
tion of state-based and transition-based algebraic specifications into other languages. Since not all tools are
supporting both a state-based and a transition-based style of specification, it is important to be able to
change between the two types of specifications. When considering various specification languages, we find
that one or the other of the two styles of specifications is closer to the “normal practice” adopted when writ-
ing specifications in these languages. By way of example, schemas in the Z notation (23] as well as com-
posite objects in VDM specifications [13] adopt the state-based style. while specifications in the Larch
Shared Language [9] follows the traditional algebraic approach underlying the transition-based style. Since
a state-based specification can be transformed into a transition-based specification, and vice versa, these
transformations are useful in transforming certain specifications in one language into specifications in an-
other. This is clearly beneficial to software development projects involving the use of a combination of
specification languages.

7 Implications on Software Quality

As is discussed in [22), there are in general two principal ways of ensuring software quality - one in terms
of process, and another in terms of product. In a process-oriented approach, quality is seen as an outcome
of a good software development process. In a product-oriented approach, quality is assessed or ensured by
directly evaluating a given piece of software. Intuitively, it is easy to see that neither the process-oriented
nor the product-oriented approach is fully satisfactory. By way of illustration, the process-oriented ap-

proach may fail due to over-emphasis on traditional quality assurance activities on the cost of adequate test-

ing and verification. On the other hand, the product-oriented approach may fail due to insufficient
consideration of how the testing and verification can be facilitated by controlling the software development
process. These pitfalls immediately suggest that an optimal approach requires a combination of the process-
oriented and the product-oriented approach.

In general, formal software development integrates process/product quality by making the evolving soft-
ware an integral part of the process. It is therefore to be expected that the use of formal methods influences
software product quality in very specific ways. There is however a need for empirical results on this influ-
ence, which suggests that much effort should be invested into utilizing experiences from applications. It is
not necessarily problematic that these applications are strictly limited in terms of the method used and how
it is used. On the contrary, it appears that measures on the influence of formal methods need to be rather
detailed in order to be really useful in safety assessment.

The development of the new HRP Prover provides insight into how the method influences product quality.
In the following, we will summarize some of the findings by suggesting how the six main quality charac-
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teristics of ISO 9126 [10] are influenced. This should not be confused with giving an evaluation of the meth-
od. The purpose is to identify principles behind the method that call for further work on establishing
adequate measures on their actual influence.

Functionality

By functionality, we mean the existence of certain functions and their properties. The functions are those
that satisfy stated or implied needs.

» Due to the general concepts of data types and parameterization, the specification language facilitates
the construction of a hierarchical well-structured specification. By means of automatic code generation,
a corresponding structure is achieved in the implementation while reflecting the specified requirements.
As a consequence, requirements can more easily be traced back from code, which greatly improves the
efficiency of software maintenance. Improved traceability of requirements also reduces the risk of unin-
tentional changes in functionality during this phase of the software life-cycle.

» Executability of specifications improves the possibility to demonstrate the specified functionality
before further development is initiated. By means of automatic code generation, an executable specifi-
cation can be implemented directly into code exhibiting the same functionality. In this way, questions
about the coherence of implementation with respect to a specification to a large extent reduce to a ques-
tion about the correctness of the code generation algorithm.

Reliability

The reliability of a software system refers to the attributes that bear on its capability to maintain its level of
performance under stated conditions for a stated period of time. While specification of these attributes is not
part of the method, the level of and confidence in reliability is clearly influenced by several factors of the
development process.

« The use of a formal specification language makes it possible to analyse the specification with respect to
desired properties, such as safety invariants. In the reported approach, this analysis is carried out in
terms of animation (execution of the specification without the need to generate a prototype) and theo-
rem proving. The analysis is supported by the use of the HRP Prover.

¢ Whether or not automatic code generation is employed, the design can be directed towards so-called
safe subsets of programming languages. In the EvalFM project (see section 2), the specification of a
reactor safety system was designed into a safe subset of Pascal.

» Automatic code generation from the specification i lmproves the confidence in the ability of the code to
correctly refiect the functional requirements.

e Modularity and parameterization facilitates re-use of specifications and code for which the functionality
is well known and the reliability has been demonstrated in other systems.
Usabiliry

By usability, we mean attributes that bear on the effort needed for use by a given set of users. It is important
that the perspective of the potential users is taken into consideration in individual assessment of the software
specification. :

» Adequate abstraction level in the specification facilitates the formulation of user requirements.

e Modular, hierarchical specifications facilitate layered specification and implementation of adaptions or
extensions. of relevance to the customer or to specific user groups.
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Efficiency

The efficiency of a software system relates to the relationship between the level of performance of the soft-
ware and the amount of resources used, under stated conditions.

» Efficiency of the implementation can be treated as a separate concern in the design of the system.

Maintainability

The maintainability of a software system refers to the effort needed to make specified modifications. We
have already seen that there is a clear relationship between maintainability and the well-structuredness and
modularity of the specification and the software.

» User requirements can be easily traced back from the given pieces of code.
* New or modified code can be generated directly from the specification of new or changed requirements.

* Identification and implementation of necessary modifications and extensions of the program code is
facilitated by a layered, modular implementation reflecting the structure and requirements of the speci-
fication.

Portability
Finally, attributes related to portability have a bearing on the ability of the software to be transferred from
one environment to another.

* The use of parameterized data types and modular specifications facilitates reuse of specifications and
code in new environments.

~» The hierarchical structure of the specification facilitates extensions and adaptions of the program.

Evidently, the influence of the use of formal methods on software product quality will depend on the choice
of methods and on the way these methods are used. In the reported project, several of the findings above
relate to the particular specification method used, in this case algebraic specifications, and the use of e.g.

automatic code generation. For other methods or ways of using these, the influences on software product
quality will of course vary.

8 Transferability of Results

It is widely accepted that successful use of formal methods requires the availability of reliable support tools.
Of this reason, the formal development of a theorem prover is an important undertaking, regardless of the
possible benefits findings from the development project may bring to other contexts. Such a restricted view
would however fail to recognize the overall aim of the formal development of the HRP Prover, where the
transferability of the various techniques and concepts are considered as being of special importance. In par-
ticular, the development aims at demonstrating

* the practical use and general relevance of the algebraic specifications in the development of language-
oriented tools;

* the impact of formal specification and code generation on various aspects of product quality;
» general principles that can be transferred to other specification languages;
» strategies to combining specification languages.

Since the functionality of the HRP Prover is based on manipulation and analysis of texts in a formal lan-
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guage, the specification of the tool involves many concepts and techniques applicable to other language-
oriented tools. While many of these concepts and techniques are related to compiler technology, the use of
algebraic specifications provides additional advantages related to representation, analysis, transformation,
and code generation.

Representation: Basic to these advantages of the approach is the flexibility and naturalness by which ab-
stract syntax is represented in the specification language. Abstract syntax trees correspond closely to the
hierarchical structures defined by the generator terms in algebraic specifications. In the formal development
of the HRP Prover, the represented texts are algebraic specifications that are translated into a subset of Pro-
log. The same approach is of course applicable to other source and target languages. By way of example,
the theory developed for the translation of Petri nets into algebraic specifications can be used as a basis for
extending the HRP Prover with functionality for automating this translation.

Analysis: The hierarchical structure of the abstract syntax trees relates directly to the fact that a single
ground algebraic term is sufficient for representing a text in the specified language. This means that analysis
can be specified in terms of functions or predicates that take such terms as arguments, where detailed anal-
ysis may be distributed to more specialized functions or predicates covering only parts of the abstract syn-
tax. The same general approach is applicable to a many different kinds of analysis, like type correctness of
a strongly typed language (static semantics), execution of computer programs (dynamic semantics), char-
acterization of texts in a formal language (e.g. state-based or transition-based specifications), pattern recog-
nition, satisfaction of constraints defining language subsets, etc.

Transformation: The abstract syntax tree representation also simplifies the specification of how texts can
be transformed or otherwise manipulated. Examples are refinement techniques, translation of texts between
different languages (e.g. translation from Petri nets to algebraic specifications, and from algebraic specifi-
cations to Prolog), transformation between different classes of texts within a language (e.g. between state-
based and transition-based algebraic specifications), text editing, formatting, and printing, program trans-
formation, etc.

Code generation: Finally, the abstract syntax tree representation benefits the specification of code genera-
tion as a special case of transformation. In the formal specification of the HRP Prover, this is illustrated by
the translation from the abstract syntax tree representation of algebraic specifications into that of Prolog,
followed by the “coding” into concrete Prolog programs.

9 Conclusions

A concrete goal of the formal development of the HRP Prover has been to deliver a new version of the tool,
developed in accordance to the methodology supported by the same tool. At a more general level, the de-
velopment aims at demonstrating the practical use and general relevance of algebraic specifications in the
development of language-oriented tools, the impact of formal specification and code generation on various
aspects of product quality, general formal development principles that can be transferred to other specifica-
tion languages, and strategies to combining specification languages.

The formal development of the HRP Prover has delivered a tool that facilitates formal development of mod-
ular, well-structured programs by the use of automatic program generation from specification or design. As
a consequence, functional requirements can be realized directly, while improving the traceability of require-
ments from the program code. This also simplifies maintenance and further development, since new pro-
gram code can be constructed directly from changed or added requirements. The existence of the tool
provides evidence to the claim that the methodology based on algebraic specifications and the HRP Prover
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can be used efficiently in the development of programs of realistic size and complexity.

The new HRP Prover appears to be the first tool of its kind that has been formally developed in accordance
to the same methodology as is supported by the tool. It also appears to be unmatched from earlier develop-
ments of theorem provers in its extensive use of algebraic specification. The reported results from the de-
velopment project are of relevance to the formal development of a wide range of language-oriented tools,
involving aspects like analysis, transformation, and code generation. In particular, the approach employed
facilitates combination of complementary specification notations. '

The core functionality of the new HRP Prover centres around a uniform approach to evaluation and theorem
proving in algebraic specifications. An example of a useful extension of the functionality relates to auto-
matic transformation between so-called stare-based and transition-based algebraic specifications. It has
been demonstrated how the transformation of specifications between the two classes makes it possible to
combine specifications written in different styles. The importance of this novel feature of the new HRP
Prover was identified in relation to the work on Petri nets and algebraic specifications. This research activity
was initiated in a co-operative project between ENEA and the Halden Project on the combination of graph-
ical and textual notations in formal specification. The overall aim of this project was to contribute to a clar-
ification of the relationship between graphical descriptions and formal specifications, and to provide
guidelines for how they can be combined in order to utilize the strengths of each approach. The research
activities have continued with the specific aim of generalizing an approach to the translation of Petri nets
into algebraic specifications. Petri nets represent in this context an intermediate language between graphical
descriptions and algebraic specifications.

The concepts of state-based and transition-based specifications have been applied in the establishment of a
uniform approach to the translation of a wide variety of autonomous and non-autonomous Petri nets into
algebraic specification. The approach involves translating Petri nets optionally into state-based or transi-
tion-based algebraic specifications, and using automatic transformation between these two classes in order
to utilize their relative merits. The translation makes it possible to analyse the nets with techniques estab-
lished for algebraic specification, including the use of the HRP Prover. Furthermore, the nets can be manip-
ulated indirectly through transformation of the resulting specifications. In this way, Petri nets and algebraic
specifications can be integrated to form a common specification document to be used as a basis for the soft-
ware development.

In order to facilitate more wide-spread use of the new HRP Prover, further work will concentrate on support,
maintenance, and dissemination activities. This includes regular software maintenance of the new HRP
Prover with its various extensions and support tools, application in software development projects, and
based on these experiences, continuous improvement of the instruction material to the tutorial programme.
Further work will also concentrate on the development of a suite of tools facilitating the integrated use of
Petri nets and algebraic specifications in formal software development. The development of these tools will
be carried in accordance to the formal method supported by the HRP Prover, and will be fully integrated as
extensions to this tool.
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REEVALUATION OF REGULATORY GUIDANCE ON
MODAL RESPONSE COMBINATION METHODS FOR
SEISMIC RESPONSE SPECTRUM ANALYSIS
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Upton, New York 11973
and
W.E. Norris
U.S. Nuclear Regulatory Commission

ABSTRACT

Regulatory Guide 1.92 “Combining Modal Responses and Spatial Components in Seismic
Response Analysis” was last revised in 1976. The purpose of this project was to re-evaluate the
current regulatory guidance for combining modal responses in response spectrum analysis,
evaluate recent technical developments, and recommend revisions to the regulatory guidance. In
addition, Standard Review Plan (SRP) Section 3.7.2, “Seismic System Analysis,” was also
reviewed to identify related sections which may need to be revised. The objectives were
addressed through an evaluation of past studies, supplemented by analysis of a piping system
model previously utilized in NUREG/CR-5627, “Alternate Modal Combination Methods in
Response Spectrum Analysis”.

The project evaluated (1) methods for separation of the in-phase and out-of-phase modal

response components; (2) methods for combination of the out-of-phase modal response
components; (3) the contribution of “missing mass”; and (4) combination of the three elements of
response to produce the total response. Numerical results from response spectrum analysis were
compared to corresponding time history analysis results to assess the accuracy of the various
combination methods tested.

The methods selected for evaluation were those which have been subjected to the greatest level
of prior review and assessment. For separation of in-phase from out-of-phase modal response
components, the methods proposed by Lindley-Yow, Hadjian and Gupta were evaluated. For
combination of the out-of-phase modal response components, the Square Root of the Sum of the
Squares (SRSS), NRC Grouping, NRC Ten Percent, NRC-Double Sum Combination (DSC),
Rosenblueth’s DSC, and Der Kiureghian’s Complete Quadratic Combination (CQC) methods
were evaluated. For treatment of the “missing mass” contribution, the method of Kennedy was
evaluated. Response spectrum analyses were conducted by combining elements of the above
methods to construct complete response spectrum analysis solutions.

Based on the qualitative evaluation and the numerical results generated in this project, it was
concluded that Rosenblueth’s DSC and Der Kiureghian’s CQC methods for combining out-of-
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phase modal response components, coupled with the Lindley-Yow or Gupta method for
separation of in-phase from out-of-phase modal response components, and inclusion of
Kennedy’s missing mass contribution to account for modes with frequencies above the Zero
Period Acceleration (ZPA) frequency of the response spectrum constitute the best methodologies
currently available for response spectrum analysis.

The NRC Grouping, Ten Percent and DSC methods for combining out-of-phase modal response
components produced more conservative but less accurate results; removal of these methods
from the Regulatory Guide should be considered, because absolute summation of closely spaced
modal responses has no documented technical basis. SRSS remains applicable in the absence of
closely spaced nodes.

Separation of modal responses into in-phase and out-of-phase components for modes with
frequencies below the ZPA frequency of the response spectrum produced more accurate results
than commonly applied past methods, in which all modes below the ZPA frequency were
considered to be out-of-phase. It is important to note that at low frequency (< the frequency of
the peak spectral acceleration), modal responses should be treated as out-of-phase. A limitation
of the Lindley-Yow formulation is that low frequency modal responses are separated into out-of-
phase and in-phase components; consequently, when significant low frequency modal responses
exist, the Lindley-Yow formulation must be appropriately modified. The Gupta formulation
correctly assumes low frequency modes are out-of-phase. This project did not evaluate mode
response combination methods applied to systems with significant low frequency response.

The present paper describes the qualitative evaluation of modal response combination methods.
The numerical results, detailed conclusions, and specific recommendations for revision of
regulatory guidance are documented in a NUREG/CR, scheduled for publication in Spring 1999.

1 INTRODUCTION

General Design Criterion 2, “Design Basis for Protection Against Natural Phenomena” of
Appendix A, “General Criteria for Nuclear Power Plants, to 10CFR Part 50, “Licensing of
Production and Utilization Facilities” spec1ﬁes a requirement that nuclear power plant structures,
systems, and components which are important to safety be designed to withstand the effects of
earthquakes, without loss of capability to perform their safety functions. In addition, Paragraph
(a)(1) of Section VI of Appendix A to 10CFR Part 100, “Reactor Site Criteria” identifies the use
of a suitable dynamic analys:s as one method of ensuring that structures, systems, and
components can withstand seismic loads.

The United States Nuclear Regulatory Commission (NRC) issues Regulatory Guides (RG) which
describe methods acceptable to the NRC staff for satisfying regulations. One such guide is RG
1.92, “Combining Modal Responses and Spatial Components in Seismic Response Analysis,”
(Reference 1). This guide was last revised in 1976, prior to a number of significant technical
developments for combining modal responses.
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The 1989 revision to Standard Review Plan (SRP) Section 3.7.2, “Seismic System Analysis,”
(Reference 2) recognized a number of recent technical developments by reference, and stated that
their application to nuclear power plant seismic analysis is subject to review on a case-by-case
basis. Also incorporated into SRP Section 3.7.2 as Appendix A was a procedure to address high
frequency mode effects, developed by Kennedy (Reference 3).

The objective of this project was to evaluate these recent developments for modal response
combination, through a literature review and analytical effort, and to provide recommendations
for revision of RG 1.92 and SRP Section 3.7.2 which reflect the current state of technology for
combining modal responses in seismic response spectrum analysis..

The design of structures, systems, and components for seismic loads is complicated by the
uncertainty about the future seismic event. For seismic analysis where an accurate record of the
seismic input exists, time history analysis is the best approach to mathematical prediction of
seismic structural response. In the seismic design process, two primary approaches are available
to account for the uncertainty in the seismic ground motion: perform a number of time history
analyses utilizing an appropriate set of acceleration records or perform response spectrum
analysis utilizing a bounding peak acceleration vs. frequency spectrum. Either approach,
properly implemented, should provide a conservative basis for seismic design.

A significant feature of response spectrum analysis is that only the maximum dynamic response
is predicted. In time history analysis, the response vs. time is predicted. The mathematical
simplicity of response spectrum analysis is achieved by calculating the independent peak modal
responses and then applying a rule for combining these, in order to predict the peak dynamic
response. The input response spectrum defines the acceleration to be applied to each natural
mode of vibration of the structure, depending on its modal frequency. However, the spectrum
provides no information about the time phasing of excitation of these modes.

It is evident that the modal response combination method used to predict the peak dynamic
response is a critical element of the response spectrum analysis method. Many researchers have
studied this specifically for seismic analysis, and a number of increasingly sophisticated methods
have been developed. In 1984, Kennedy (Reference 3) reviewed alternate methods for modal
response combination for the NRC and provided recommendations for revision to regulatory
guidance. Gupta (Reference 4, Chapter 3) provides an excellent review of these developments
up to the late 1980's, including his own modal response combination method. No significant
technical developments emerged in the 1990's. - '

This present investigation does not address the issue of seismic design methodology - time
history analysis vs. response spectrum analysis. It is focused on comparison and evaluation of
different modal response combination methods for use in response spectrum analysis. Because
the objective of response spectrum analysis is to predict, with reasonable accuracy, the peak
dynamic response to a time varying acceleration input, comparison to time history solutions is
the primary method employed to evaluate the applicability and limitations of the various modal
response combination methods.
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The initial phase of this program focused on review of the technical literature and selection of
candidate modal response combination methods for more detailed evaluation. Acceptable
methods in RG 1.92 were also included to provide a comparison to more recent technical
developments. References 3 and 4 provided an excellent starting point. In addition, prior
numerical studies conducted by Brookhaven National Laboratory (References $, 6, 7) on
response spectrum analysis of piping systems provided a quantitative database for alternate
modal response combination methods. Industry standards such as ASCE Standard 4 (References
8, 9) were also reviewed. The work of Maison et al (Reference 10) provided a numerical study
of different modal response combination methods applied to a building structure. A significant
body of additional reference material was included in the literature review.

The methods selected for evaluation were those which have been subjected to the greatest level
of prior review and assessment. The evaluation addressed (1) methods for combination of the
out-of-phase modal response components; (2) methods for separation of the in-phase and out-of-
phase modal response components; (3) the contribution of high frequency modal responses; and
(4) combination of the three elements of response to produce the total response. The term “in-
phase” denotes response that is in-phase with the time varying acceleration input; the term “out-
of-phase” denotes response that is out-of-phase with the time varying acceleration input. Gupta
(Reference 4) refers to these as the “rigid” or “pseudo-static” response and the “damped
periodic” response, respectively.

It is important to note that individual modal responses which are each “out-of-phase” with
respect to the time varying acceleration input may be nearly in-phase with each other. This is
commonly referred to as the “closely spaced modes” issue, because modes close in frequency are
considered most likely to respond nearly in-phase when excited by the same time varying
acceleration input. This is addressed by methods for combination of the “out-of-phase” modal

responses.

Modes with frequencies higher than the frequency (f5;,) at which the spectral acceleration returns
to the Zero Period Acceleration (ZPA) respond pseudo-statically, in-phase with the time varying
acceleration input and, therefore, in-phase with each other. The contribution of these modes to
the total response is most accurately and efficiently treated by static analysis of the “missing
mass” (i.e., system mass not participating in the modes with frequencies below f;,,) multiplied
by the ZPA. Modes with frequencies in the amplified region of the response spectrum (f' < f75,)
generally have two components of response: an out-of-phase component and an in-phase
component. The in-phase modal response components and the missing mass contribution are
combined algebraically, to produce the total in-phase response component.

For combination of the out-of-phase modal response components, Square Root of the Sum of the
Squares (SRSS), NRC Grouping, NRC Ten Percent, NRC-DSC, Rosenblueth’s DSC (Reference
11), and Der Kiureghian’s CQC (Reference 12) methods were evaluated. For separation of in-
phase from out-of-phase modal response components, the methods proposed by Lindley and Yow
(Reference 13), Hadjian (Reference 14), and Gupta (Reference 4) were evaluated. For treatment
of the missing mass contribution, the method of Kennedy (Reference 3) was evaluated.
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2 DESCRIPTION OF MODAL RESPONSE COMBINATION
METHODS | '

To lay the groundwork for the ensuing discussions of modal response combination methods, it is
necessary to define the different regions of a typical seismic response spectrum and key
frequencies which divide these regions. The major application of seismic response spectrum
analysis is for systems and components attached to building structures.

A building-filtered in-structure response spectrum depicting spectral acceleration vs. frequency is
the typical form of seismic input for such analyses. This type of spectrum usually exhibits a
sharp peak at the fundamental frequency of the building/soil dynamic system. A typical,
idealized in-structure response spectrum is shown below; the spectral regions and key
frequencies are indicated.

low-frequency €— , €— mid-frequency —» —> high-frequency

(Predominately out-of- (Transition from out-of- (In-phase, pseudo-
phase response) phase to in-phase static response)
response)

Spectral Acceleration Sa (g)

1 ZPA \
[ 4
Jer ‘ Jo Jfea frequency (Hz)
S = frequency at which the peak spectral acceleration is reached; typically the
fundamental frequency of the building/soil system
Joon = frequency at which the spectral acceleration returns to the zero period acceleration
(ZPA)
S = frequency above which the SDOF modal responses are in-phase with the time

varying acceleration input used to generate the spectrum

The high frequency region of the spectrum (> f;;,) is characterized by no amplification of the
peak acceleration of the input time history. A SDOF oscillator having a frequency > f;,, is
accelerated in-phase and with the same acceleration magnitude as the applied acceleration, at
each instant in time. A system or component with fundamental frequency > f;,, is correctly
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analyzed as a static problem subject to a loading equal to mass times ZPA. The system or
component is said to respond “pseudo-statically.” This concept can be extended to the high
frequency (> f;p,) modal responses of multi-modal systems or components. The mass not
participating in the amplified modal responses (i.e., “missing mass™) multiplied by the ZPA is
applied in a static analysis, to obtain the response contribution from all modes with frequencies >

Jzoa-

In the low-frequency region of the spectrum (< f;;) the modal responses of SDOF oscillators are
not in-phase with the applied acceleration time history, and generally are not in-phase with each
other. These are designated “out-of-phase” modal responses. Since a response spectrum
provides only peak acceleration vs. frequency, with no phasing information, the out-of-phase
peak modal responses for a multi-modal structural system requires a rule or methodology for
combination. Based on the assumption that the peak modal responses are randomly phased, the
square root of the sum of the squares (SRSS) method was developed and adopted. Modifications
to SRSS were subsequently developed, in order to account for potential phase correlation when
modal frequencies are numerically close (i.e., “closely spaced modes™).

In the mid-frequency region (fs; to f7p,), it has been postulated that the peak SDOF oscillator
modal responses consist of two distinct and separable elements. The first element is the out-of-
phase response component and the second element is the in-phase response component. It is
further postulated that there is a continuous transition from out-of-phase response to in-phase
response. If fi; <fp, can be defined, then the mid-frequency region can be further divided into

two sub-regions: fip <f<fp and fip < £ < fopa-

It is noted that past practice in the nuclear power industry has been to assume that individual
modal responses in the mid-frequency region (fs, <f< f;p,) are out-of-phase, and that the
combination methods applicable to the low-frequency region are also applicable to the mid-
frequency region.

Three elements are needed to define a suitable methodology for the mid-frequency region:

1) A definition for f;.

2) A method for separating the in-phase and out-of-phase components of individual
peak modal responses.

3) A phase relationship for combining the total out-of-phase response component
with the total in-phase response component.

Methods for modal response combination will be described in the following sections:

Section 2.1 - Combination of Out-of-Phase Modal Response Components

Section 2.2 - Separation of Out-of-Phase and In-Phase Response Components in Mid-
Frequency Region

Section 2.3 - Contribution of High-Frequency Modes

Section 2.4 - Complete Solution for Response Spectrum Analysis
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Terms used in the following sections are:

Sa, = Spectral Acceleration for mode i

R, = Response of modei

a; = In-phase response ratio for mode i

Rr;, = In-phase response component for mode i

Rp, = Out-of-phase response component for mode i

Rr = Total in-phase response component from all modes

Rp = Total out-of-phase response component from all modes

Rt = Total combined response from all modes

Cyi = Modal response correlation coefficient between modes j and k.

2.1 Combination of Out-of-Phase Modal Responses Components

In generalized form, all of the out-of-phase modal response combination methods can be
represented by a single equation:

n n Tl

,-)';1 k).:l C, Rp, Rp, (Eqn.2-1)

it

Rp

The coefficients C;, can be uniquely defined for each method.
2.1.1 Square Root of the Sum of the Squares (SRSS)
At the foundation of all methods for combining uncorrelated modal responses is SRSS. All of

the methods for combination of the out-of-phase response components are equivalent to SRSS if
there are no “closely spaced” modes.

In the case of SRSS,
Cy = 10 for j=k
(Eqn.2-2)
Cp = 00forj=k '
SRSS Combination reduces to:
. » n 'A
Rp = [ Y. Rp} (Eqn.2 - 3)
i=1
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2.1.2 NRC Grouping Method

The NRC Grouping Method (Reference 1) is the most commonly applied method of accounting
for closely spaced modes in the nuclear power industry. The system modal responses are
grouped and summed absolutely before performing SRSS combination of the groups. To
illustrate the method, consider a system with 10 modes Rp, through Rp,, and associated
frequencies f, through f;, with the following distribution:

£ > 1.1
A < 1.1£4
f > 1.1£4
£ < 1.1 £
Lo > L1/
o > L1£
So o < L1f

The modal responses are grouped such that the lowest and highest frequency modes in a group
are within 10% and no mode is in more than one group. Using the distribution above, the
following groups are created:

GR, = Rp,

GR, = |Rp,| + [Rp;| + |Rp,|

GR; = |Rps| + |Rps]

GR, = Rp,

GR; = |Rpg| + |Rpy| + |Rpyq)
n Y2

Rp =|). GR/} (Eqn.2-4)
i=1

In this illustration, n= 5.

The major criticism of the NRC Grouping Method is the use of absolute summation within each
group. If modal responses are assumed to be correlated because they have closely spaced
frequencies, then summation should be algebraic within each group. The bias toward
conservatism in the NRC Grouping Method is somewhat contradictory to the basic premise for
grouping.

Definition of C;, for the NRC Grouping Method is somewhat cumbersome:

C.=10 forj=k

G =00 for j= k, not in same group (Eqn. 2 -5)
G\, =10 for j= k, in the same group, Rp; and Rp, have same sign

Cy =-10 for j= k, in the same group, Rp; and Rp, have opposite sign
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In implementing the NRC Grouping Method, the approach presented in the illustration is more

straightforward.

2.1.3 NRC Ten Percent Method

The NRC Ten Percent Method (Reference 1) is a generally more conservative variation of the
NRC Grouping Method. Closely spaced modes are defined as modes with frequencies within
10% of each other and absolute summation of the closely spaced modal responses is specified.
The difference is that modal responses are not grouped.

In terms of the coefficients, C;, , the NRC Ten Percent Method can be defined as follows:

C.

]
Cix
C

£13

Cjk

1.0
0.0

1.0

-1.0

for j=k

for j+ k, and £ and f, separated by > 10% of the

lower frequency

for j* k, and £ and £, separated by < 10% ofthe (Eqn.2 - 6)
lower frequency; Rp; and Rp; same sign

forj = k, £, and f; separated by < 10% of the

lower frequency; Rp, and Rp, opposite sign

The definition of C;, is analogous to that for the NRC Grouping Method, except that grouping is

not performed.

As an illustration of the difference between these two methods, assume three modal responses
Rp,, Rp,, Rp; with frequencies f;, f; , /; and a frequency distribution defined as follows:

£ s L1f
L1 ,< f; < 111
By the NRC Grouping Method,
2 .\ %
Rp = {El GRf)
where
Gr, = |Rp,| + |Rp,|
Gr, = Rp;
or

3 l Yo
Rp = ( Y. Rp’+2|Rp, * szl)

i=1
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By the NRC Ten Percent Method,

¥

3
Rp = | Y. Rp} +2|Rp, = Rp,| + 2|Rp, *Rp,|
i=1

The NRC Ten Percent Method has an additional contribution to Rp because ,<1.1 £, . The
NRC Ten percent Method will always produce results > NRC Grouping Method.

2.1.4 NRC Double Sum Combination (NRC-DSC)

The NRC-DSC Method (Reference 1) is an adaptation of Rosenblueth’s method, described in
Section 2.1.5. The coefficients C; are defined by Equation 2-7. A conservative modification,
consistent with the NRC Grouping and Ten Percent methods, is that the product C;, Rp; Rp, is
always taken as positive. In Rosenblueth’s method, the product may be either positive or
negative, depending on the signs of Rp; and Rp,. Consequently, NRC-DSC will always produce
results > Rosenblueth’s method.

2.1.5 Rosenblueth’s Double Sum Combination (DSC)

Rosenblueth (Reference 11) provided the first significant mathematical approach to evaluation of
modal correlation for seismic response spectrum analysis. It is based on the application of
random vibration theory, utilizing a finite duration of white noise to represent seismic loading. A
formula for calculation of the coefficients C;; as a function of the modal circular frequencies (w;,
®,), modal damping ratios (B;, B,), and the time duration of strong earthquake motion (t,) was
derived. Using the form of the equation from Reference 1,

|
i, 1 I
Cp = —— i&
1+ ’—mj—-"&— - i
B;@; + By, |
(Eqn.2-7)
' 2%
where o, = co”{l-B()]
C 2
By = By + o
D ()

Numerical values of C;, were tabulated for the DSC Method as a function of frequency,
frequency ratio, and strong motion duration time for constant modal damping of 1%, 2%, 5% and
10%. The effect of tj, is most significant at 1% damping and low frequency. For 5% and 10%
damping, t, = 10 sec. and 1000 sec. produced similar values for C;, regardless of frequency. The
most significant result is that C, is highly dependent on the damping ratio. For 2%, 5% and 10%
damping, C;, = 0.2, 0.5 and 0.8 respectively, at a frequency ratio of 0.9 (modal frequencies within
10%). In comparison, the definition of closely-spaced modes used in the NRC Grouping and Ten
Percent Methods are not damping-dependent.
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2.1.6 Der Kiureghian’s Complete Quadratic Combination (CQC)

Der Kiureghian (Reference 12) presents a methodology similar to Rosenblueth’s Double Sum
Combination (Reference 11) for evaluation of modal correlation for seismic response spectrum
analysis. It is also based on application of random vibration theory, but utilizes an infinite
duration of white noise to represent seismic loading. A formula for calculation of the
coefficients C; as a function of modal circular frequencies and modal damping ratios was
derived:

8 (BjBkmjmk)% * (Bjmj +Boy) * ;0

(@] - 0p)? +4BBoo (@ + o) + 4] + e o

Cy =

(Eqn.2-8)

While the form of Equation 2-8 differs significantly from Equation 2-7, the two equations
produce equivalent results if t, is assumed very large in Equation 2-7.

2.1.7 ASCE Standard 4 Recommended Methods

For combination of out-of-phase modal response components, ASCE Standard 4 (Reference 8)
specifies the DSC Method (Equation 3200-16). The NRC methods and CQC are also recognized
in the commentary.

Draft ASCE Standard 4 (Reference 9) specifies a modified DSC Method (Equation 3200-19) or
the CQC Method (Equation 3200-22) as an alternative. The commentary to the Draft ASCE
Standard (Reference 9) indicates that Equation 3200-19 produces correlation coefficients “which
are practically the same” as Equation 3200-22. Although not indicated, the modified DSC
Method presented in Equation 3200-19 was developed by Gupta (Reference 4).

2.2 Separation of Modal Responses into Qut-of-Phase Components and In-
Phase Components

Three methods have received considerable prior review and evaluation: Lindley-Yow (Reference
13), Hadjian (Reference 14), and Gupta (Reference 4). It should be noted that the mathematical
statement of each method is not restricted to the mid-frequency range (f; <f < fzp,) Of the
response spectrum. However, as discussed at the beginning of this chapter, it is in the mid-
frequency range that the separation of individual peak modal responses into out-of-phase and in-
phase modal response components is applicable. For f < f;;, modal responses should be
considered out-of-phase and combined by the methods presented in Section 2.1. Forf > f75,,
modal responses are in-phase and are most accurately accounted for by the method of Kennedy
(Reference 3). :

The similarities and differences, as well as the limifations, of the three methods are described in
the following sections.
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2.2.1 Lindley-Yow Method

Mathematically, the Lindley-Yow method (Reference 13) is defined by the following equations:

a, = ZPA/Sa, 0<a=<10 (Eqn.2-9)
Rr, =R, * q (Eqn. 2 - 10)
Rp, = R, » 1/1 - o (Eqn. 2 -11)
Rr = ) Rr, (Eqn. 2 - 12)
i=1

1 n n %

Rp = E. LEI C;. Rp; Rp, (Eqn. 2 -13)
] = k=

Rt = yRr? + Rp? (Eqn.2-14)

where the C;,’s are determined by the selected method for combining the out-of-phase modal
response components described in Section 2.1.

From these mathematical relationships, the following characteristics of the Lindley-Yow method
are observed:

e o;> L.0asf, > frp, (Sa;=ZPA). Consequently, fip = f2p, in the Lindley-Yow method.

e The in-phase component of modal response for every mode has an associated
acceleration equal to the ZPA.

»  The out-of-phase component of an individual peak modal response has an associated
modified spectral acceleration given by

Sa, = (sa? - zPa2)" (Eqn. 2 - 15)

» R, =(Rp?+ Rr})* which infers that the in-phase and out-of-phase response
components of an individual peak modal response are uncorrelated and, therefore,
combine by SRSS.

»  All in-phase modal response components (Rr;) are summed algebraically to obtain Rr.

»  All-out-of-phase modal response components (Rp;) are combined by a suitable method
(as described in Section 2.1) to obtain Rp.

+  The total response, Rt, is obtained by SRSS combination of Rr and Rp; i.e., Rr and Rp
are uncorrelated.

e g, attains its minimum value at £, = f;;, but increases for £, < f;, until it attains a value of
1.0 when Sa, = ZPA in the low frequency region of the spectrum. Values of ;> 1.0
have no meaning because (1 - a)* becomes imaginary.
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An obvious limitation of the Lindley-Yow method is in the low frequency range (f < f;p) of the
response spectrum. There is no physical basis for assuming that low frequency modal responses
become increasingly in-phase with the input acceleration time-history, which is an outcome if the
Lindley-Yow method is applied to low frequency modal responses. Modal responses in the low
frequency range are generally out-of-phase with the input acceleration time history. Therefore,
the Lindley-Yow method is applicable to structural systems which do not have significant modal
responses with f; < f,. Lindley and Yow (Reference 13) do not address this limitation. For the
sample problems presented in Reference 13, the lowest system frequency is greater than £, of the
applied response spectrum. Therefore, the results reported in Reference 13 are not affected by
this limitation. Circumventing this limitation in the Lindley-Yow method is straightforward:
apply it only to those modes with f; > f; and set a; = 0 for £, < f;,.

For a structural system with fundamental frequency > £, the Lindley-Yow method lends itself to a
relatively straightforward physical interpretation. In the limit, if all modes are retained in the
solution, the total mass participation is unity. Applying the Lindley-Yow method is equivalent to
performing a static analysis of the system loaded by total mass times the ZPA, and performing the
response spectrum analysis for amplified modes f <f;,, using modified spectral accelerations, Sa,

given by Equation 2-15. The total dynamic response is then obtained by SRSS combination.

The Lindley-Yow method automatically provides for algebraic combination of modal responses
above f,, since, o; = 1.0; Rp; = 0 and Rr; = R;,. However, to completely account for the modal
response above f;p,, all system modes of vibration need to be included in the analysis. This
contribution is most accurately and efficiently calculated by use of the missing mass method -
discussed in Section 2.3. Therefore, while in theory the Lindley-Yow method includes the in-
phase contribution from modes above fz;,, its practical application is for modal responses below
Jzpas coupled with the missing mass method for modal contributions above f;,,. It is noted that
the Lindley-Yow/missing mass approach will produce identical results for any modal analysis

cutoff frequency > fop,.

2.2.2 Hadjian Method

The Hadjian Method (Reference 14) is similar in formulation to the Lindley-Yow method, with
two notable differences:

« Equation 2-11 is replaced by
RPi=Ri*(1‘°~i) (Eqn. 2 - 16)

« Equation 2-14 is replaced by
Rt =|Rp| +|Rr| (Eqn.2 -17)

¢  The modified spectral acceleration is given by

Sa, = Sa, - ZPA (Eqn. 2 - 18)
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The Hadjian method has the same limitation as the Lindley-Yow method in the low frequency
range, because the definition of ¢, is identical. However, the Hadjian Method possesses internal
contradictions with respect to the assumed phase relationships between in-phase and out-of-
phase response components. Combining Equations 2-10 and 2-16 yields

R, = Rp; + Ry, (Eqn.2 - 19)

This implies that the in-phase and out-of-phase response components for each mode are in-phase
with each other. However, all Rr;’s are in-phase and summed algebraically, per Eqn. 2-12, to
obtain Rr. Therefore, it would follow that all Rp,’s are also in-phase and should be summed
algebraically to obtain Rp. This contradicts Equation 2-13, in which the Rp;’s are assumed to be
predominantly out-of-phase. Kennedy (Reference 3) previously identified this contradiction. On
this basis, the Hadjian method is not recommended and was not included in subsequent
numerical studies.

2.2.3 Gupta Method

The Gupta Method (Reference 4) is identical in form to the Lindley-Yow method. The one very
significant difference is the definition of ;. Equations 2-10 through 2-14 remain the same. In
the Gupta method, g, is an explicit function of frequency. The original basis for definition of a; is
semi-empirical, derived from numerical studies using actual ground motion records. A best fit
equation, which defines o, as a continuous function of frequency, was developed from the results
of the numerical studies.

Two spectrum-dependent frequencies (f;, f;) are first defined as follows:

Sa__,
i = — (Eqn. 2-20)

) 2n Svmax

where Sa_, and Sv,,, are the maximum spectral acceleration and velocity, respectively.

f=(f+ 2004 )13 (Eqn. 2-21)

Gupta’s definition of g, is given by: A
o, = 0 for f, < f,

ﬂn(fi/fl)
0 = — -7
' ﬂn(j;/f,)

o, = 1.0 for £, > £,

forf, < f, < f; (Eqn. 2-22)
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For a sharply peaked, in-structure response spectrum,

fi=rfe
because Sv,,, =Max (Sa;,/ ®©) = Sa,,,, / 0
Substitution into Equation 2-20 yields
Qsp
h==5o =t

The corresponding definition of f; yields

fi=(fep+2 ) /3

For a sharply peaked, in-structure response spectrum, the Gupta method has the following
characteristics:

*  Forf<fe 0;=0.
Consequently, all modal responses with f, < f;; are treated as out-of-phase. The
limitation in the Lindley-Yow definition of o, for £, < f;, does not apply to Gupta’s
method.

¢ FOI'f; Sf; .<-fZPA: o= 1-0
Consequently, all modal responses with f; > f; are treated as in-phase. This infers that
Jip =/, in the Gupta method.

¢  Only modal responses with f; < f; <f; are separated into out-of-phase and in-phase
response components.

The potential limitations of the Gupta method lie in the semi-empirical basis for definition of a;
as a function of £. The range of applicability is difficult to assess without a comprehensive
numerical study using ground and in-structure acceleration records. In Reference 4, Gupta
indicates that a; can be numerically evaluated if the time history used to generate the response
spectrum is known. It is implied without stating that numerical evaluation of ¢; is more accurate
than the semi-empirical definition of a; given by Equation 2-22.

The overall structure of the Gupta method is superior to the Lindley-Yow method because there
is no limitation for modal responses with f; < f,. In addition, any value of fip < fm can be
accommodated by setting £; = f;p, in lieu of Equation 2-21.

For initial numerical studies, the Lindley-Yow method was selected to evaluate the importance of

separating modal responses into out-of-phase and in-phase response components. For follow-up
numerical studies, the Gupta method was selected in order to evaluate the influence of f;, on the
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response spectrum solution. This was accomplished by selecting three (3) different numerical
values for £,.

2.2.4 ASCE Standard 4 Recommended Methods

For separation of in-phase and out-of-phase response components, ASCE Standard 4 (Reference
8) recognizes the Lindley-Yow, Hadjian, and Gupta Methods in the commentary.

. Draft ASCE Standard 4 (Reference 9) specifies separation of the in-phase and out-of-phase
response components consistent with Gupta’s methed (Eqgns. 3200-18, 3200-20, and 3200-21)
except that £, = £, (defined as the “cutoff frequency or ZPA frequency”) is substituted for Eqn. 2-
21. The frequency f; is not clearly defined, but is < f;;,. The Lindley-Yow and Hadjian methods
are recognized in the commentary to Reference 9.

2.3 Contribution of High Frequency Modes
2.3.1 Missing Mass Method

The “Missing Mass” Method is a convenient, computationally efficient and accurate method to
(1) account for the contribution of all modes with frequencies above the frequency (f;;,) at which
the response spectrum returns to the Zero Period Acceleration (ZPA) and (2) account for the
contribution to support reactions of mass which is apportioned to system support points. It
constitutes the total effect of all system mass which does not participate in (i.e., “missing” from)
the modes with frequencies below f;,,. The system response to the missing mass is calculated by
performing a static analysis for applied loads equal to the missing mass multiplied by the
spectrum ZPA. This method is mathematically rigorous and is considered the only acceptable
method to account for high frequency modal contributions (f 2 f;;,) and mass apportioned to
system support points.

Kennedy (Reference 3) documented this method and recommended that it be included in
Regulatory Guidance. The 1989 revision to the SRP Section 3.7.2, “Seismic System Analysis,”
(Reference 2) incorporated Kennedy’s recommendation as Appendix A. The mathematical
details are presented in both References 2 and 3, and are not repeated here. However, the
guideline provided in References 2 and 3, that the missing mass contribution needs to be
considered only if the fraction of missing mass at any degree of freedom exceeds 0.1, should be
eliminated. This guideline does not consider the total mass which is missing, which in the limit
could be 10%. In a static analysis this represents a 10% reduction in the applied load. The
missing mass contribution should be calculated in all response spectrum analyses, because its
potential effect on support reactions is difficult to judge based on the fraction of missing mass.
This calculation has been automated in a number of piping analysis codes and does not represent
a significant computational effort.

The missing mass contribution to the response spectrum analysis solution represents response

which is completely in-phase with the time varying acceleration input and can be scaled to the
instantaneous acceleration to obtain its contribution at any specific point in time. This
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characteristic is not important in response spectrum analysis because only peak response is
predicted. In this case, the ZPA is used to generate the missing mass loading. However, the
importance of the missing mass contribution is not limited to response spectrum analysis only.
Mode superposition time history analysis is most accurately and efficiently performed by a
procedure similar to that employed in response spectrum analysis (Reference 4). Only modes
which vibrate at frequencies below f;;, need to be included in the transient mode superposition
solution. The missing mass contribution, scaled to the instantaneous acceleration, is then
algebraically summed with the transient solution at the corresponding time to obtain the total
solution. This method is more rigorous and accurate than including additional modes in the
transient mode superposition solution. Even if additional modes are included, it is still necessary
to calculate the missing mass for the excluded, higher frequency modes and system support
points. This was quantitatively demonstrated in a separate numerical study.

Use of the Missing Mass method for calculating the contribution of high frequency modes is
recommended in Draft ASCE Standard 4 (Reference 9) for both response spectrum analysis
(Eqn. 3200-8) and mode superposition time history analysis (Eqn. 3200-5). In Reference 9, this
is referred to as the “residual rigid response due to the missing mass.”

2.3.2 Static ZPA Method

The Lindley-Yow Method (Reference 13) defines the acceleration of the in-phase response
component of all modes to be the ZPA of the response spectrum. As discussed in Section 2.2.1,
the algebraical summation of the in-phase response components for all modes (Rr) is equivalent
to the static response for a load equal to the total mass times ZPA. When using the Lindley-Yow
method, an alternate approach to including the contribution of high frequency (f> f;;, ) modes is
to calculate Rr directly by the Static ZPA method. This eliminates the need for calculation of the
missing mass, since it is automatically included in the static analysis of total mass times ZPA.
The out-of-phase response component (Rp) is calculated in accordance with the Lindley-Yow
method. A

A significant result was obtained during the course of this investigation which led to a
supplementary study of differences in mass distribution between a dynamic analysis model and a
static analysis model. In the approach defined in Section 2.2.1, the dynamic mass distribution is
used in constructing the total in-phase response, Rr. In the Static ZPA method, the static mass
distribution is used to develop Rr. The out-of-phase response, Rp, is based on the dynamic
model mass distribution in both cases. During numerical studies of a piping model, using a BNL
version of SAP V adapted for piping analysis, correlation between Lindley-Yow plus Missing
Mass and the Static ZPA approach could not be achieved. Further investigation identified the
source of the discrepancy to be different treatments of the piping system mass. In the dynamic
analysis, the distributed mass of the pipe is replaced by discrete masses at the nodes of the model.
In the static analysis, the mass remains distributed along the pipe elements. When the dynamic
mass distribution is used in the Static ZPA method, the discrepancy disappears and excellent
correlation is achieved. This issue was further evaluated; guidelines for ensuring that the model
refinement is sufficient to accurately represent the distributed mass were developed.

77



2.4 Complete Solution for Response Spectrum Analysis

For the numerical studies conducted as part of this project, three approaches were defined for
constructing the complete response spectrum analysis solution. For simplicity, these have been
designated Method 1, Method 2, and Method 3, and are defined below. The coefficients C;, are
defined by one of the out-of-phase combination methods (Section 2.1.1 through 2.1.6). In the
numerical studies, all six methods were tested in conjunction with Methods 1, 2, and 3. '

. 241 Method 1

Method 1 represents the common method applied to response spectrum analysis since the 1980's.

Amplified modal responses (f < f;;,) are combined by SRSS with a correction for closely spaced
modes. The contribution of unamplified modal responses (f> f;;,) is calculated by the missing
mass method of Section 2.3.1. These two components are then combined by SRSS to produce
the total solution. Mathematically, this is represented by

Y%
n n
Rp = |} ) Cijij]
j=1 k=1
n = no. of modes below f;,, (Eqn. 2-23)
Rr = Fgﬂissingmass

Rt = yRp? +Rr?

2.4.2 Method 2

Method 2 introduces the concept of in-phase and out-of-phase modal response components for
the amplified modes (f < f;p,). Mathematically, the complete solution is represented by

;= Ryx(1 “J‘iz)y2

R;* o

g &

Y

n n
Rp = L ; Cy Rp, Rp,
ok (Eqn. 2-24)

n = no. of modes below f,,,
n
Rr = 12;1: Rri +Rmissingmass

Rt = yRp? +Rr?
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The method recommended in Draft ASCE Standard 4 (Reference 9) for obtaining the complete
response spectrum analysis solution (Eqns. 3200-17 and 3200-18) is essentially equivalent to
Method 2. '

Method 2 is equally applicable to both the Lindley-Yow (Section 2.2.1) and the Gupta (Section
2.2.3) methods. Only the definition of o, changes. For the initial numerical study, the Lindiey-
Yow method was selected for implementation. For the follow-up numerical study, the Gupta
method was implemented.

2.4.3 Method 3

Method 3 is a variation of Method 2, which utilizes the Static ZPA Method of Section 2.3.2 to
calculate Rr. Mathematically, the complete solution is represented by

Rp; = R, *(1-o))*

Rp = [i Zn: Ci. Rp; Rpkr

j=1 k=i

(Eqn. 2-25)

n = no. of modes below £,

Rr = Ry zpa

Rt = {Rp? +Rr?

Method 3 is only compatible with the Lindley-Yow method. o, must be defined by Equation 2-9.

3 SUMMARY OF RESULTS

The qualitative evaluation of modal response combination methods provided the foundation for
the subsequent numerical studies, which quantitatively evaluated the strengths and weaknesses of
the combination methods by comparison to time history analysis results. Together, the
qualitative and quantitative evaluations provided the basis for technical conclusions and
recommendations for revision of regulatory guidance. Complete documentation of this project
will be published as a NUREG/CR in Spring 1999. ' ‘
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Post Test Analysis of a PCCV Model
Subjected to Bgyond-Design-Basis Earthquake Simulations

R. J. James, Y. R. Rashid I.L.Cherry N. Chokshi
ANATECH Corp. Sandia National Laboratory USNRC
ABSTRACT

A scaled model Prestressed Concrete Containment Vessel (PCCV) was tested up to ultimate
failure under simulated earthquake loadings at the Nuclear Power Engineering Corporation's
(NUPEC) Tadotsu Engineering Laboratory in Japan. The mixed-scale model was first
subjected to a series of design-level earthquakes, and then the magnitudes of the earthquakes
were increased in several stages until the cylinder walls catastrophically failed in shear. Under
sponsorship from the U.S. Nuclear Regulatory Commission (USNRC), state-of-the-art,
nonlinear dynamic finite element analyses were completed for the PCCV structure. Both pre-
and post-test analyses were performed. This paper summarizes post-test analyses that
correspond to the larger-than-design-basis seismic tests. Under these "severe™ conditions, the
concrete cracks, spalls, and crushes while the reinforcing bars and liner under go extensive
plastic deformation during the repeated dynamic load cycling. The analytical results are
compared to the measured structural response of the scaled-model structure. The USNRC's
principal objective of this work has been to evaluate how well state-of-the-art analyses can
predict the structural response and eventual failure of a prestressed concrete structure under
seismic loadings that are considerably larger than the structure was designed for.

1. INTRODUCTION

The seismic behavior of a prestressed concrete containment vessel (PCCV) is the object of experimental
and analytical investigations in a collaborative program between the United States Nuclear Regulatory.
Commission (NRC) and the Nuclear Power Engineering Corporation (NUPEC) of Japan.

NUPEC's primary objective is to demonstrate the capability of the PCCV to withstand the design basis
earthquake with significant safety margins against major daxhage or failure. The test structure is a mixed-
scale PCCV model, subjected to seismic simulation tests using the high perforance shaking table at the
Tadotsu Engineering Laboratory [1]. Acceleration time histories were developed to be representative of
typical design level earthquakes, and then scaled to excite a response in the model that will be similar to
that in the actual structure. The test program included design-basis and failure-level earthquakes; one of
the design basis tests also included intemal pressurization to simulate a loss-of-coolant-accident (LOCA).
The margin of safeiy was determined by subjecting the model to progressively larger seismic motions
until structural failure occurred. The fundamental frequencies of the test model, which give a measure of
the damage sustained by the model, were determined after each test.

g1



NRC's objective is to evaluate the capabilities of the state-of-the-art concrete structural analysis methods
for predicting the dynamic behavior of concrete containments subjected to design-level and failure-level
earthquakes, and to identify areas of needed improvements. A large amount of structural response data
was obtained for the PCCV scale model subjected to design-basis, as well as beyond-design-basis,
earthquakes. This included earthquake motions, which excited a structural response, in the linear range
and progressively stronger motions where significant structural damage began to accumulate up to major
structural damage and final failure. Test data was obtained for horizontal-only earthquake input, vertical-
only input, simultaneous horizontal and vertical, and simultaneous horizontal and vertical combined with
design pressure. Post-test finite element analyses were performed that corresponded to several of these
tests, and the calculated responses were very similar to the measured results.

. The analytical program included two series of analyses: pre-test predictions and post-test verification
analyses. The pre-test analyses used target input acceleration time histories and were reported on in the

1997 Water Reactor Safety Meeting [2]. The post-test calculations used measured acceleration time
histories and are described in this paper.

2. PCCV TEST MODEL

The PCCV test model, as developed by NUPEC, used mixed scaling for practical considerations: overall
geometry was scaled at 1:10, while the concrete wall thickness was scaled at 1:8; the steel liner and "T"
anchorage system were scaled at 1:4; and the dome portion of an actual PCCV structure was replaced
with a thick flat concrete cap. Weights were attached to the top slab to match the response of the model
to that of a prototype structure for shear stress in the wall at the wall-basemat juncture. The test model
has a cylindrical barrel with an ID of 4.3 m, a wall thickness of .163 m, and a height of 3.43 m. It is cast
on a 9-m square by 1-m thick basemat that is rigidly and securely bolted to the shake table. The top cap is
1-m thick with weights bolted on the top and bottom surfaces and around the outer edge. The cylindrical
portion has a 0.600-m diameter equipment hatch (EH) penetration, four main steam lines (MS) and four
feedwater (FW) penetrations, and an airlock (AL) penetration. The hoop tendons are anchored at two
longitudinal buttresses that are 180° apart. The direction of horizontal shaking is along the diametric line
intersecting the two buttresses. The basemat and supporting frames weigh about 260 metric tons, the

cylindrical portion weighs 63 metric tons, and the ﬁpper section with the added mass weighs 474 metric
tons.
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3. COMPUTATION AND MATERIAL MODELS

The calculations are performed with the ANACAP-U concrete material model {3] coupled to the
ABAQUS general purpose finite element program [4]. In order to simulate damage accumulation in the
test series, the nonlinear dynamic analyses were ~performéd in the same sequence as the tests. Figures 1
through 6 illustrate the finite element model used for these calculations. Only a ring section of the
basemat around the wall junction was modeled, as shown in Figure 1, with input acceleration time-
histories prescribed for all the nodes on the external surfaces of the basemat ring. The portions of the
basemat that are rigidly bolted to the shake table are not modeled. The basemat ring is modeled to
approximate the area from the wall junction to the first set of bolts that secure the basemat.

In order to reduce the size of the grid, the geometry of the test specimen was assumed to be symmetric
about a vertical plane through the two buttresses, and the half containing the equipment hatch was used.
The hatch is a large penetration with a thickened section of the PCCV wall and has a thicker liner and
additional reinforcement. The concrete finite element grid was developed to provide computational
economy while adequately capturing the critical response of interest. The final model, which is shown in
Figure 1, has 12,000 degrees of freedom. The PCCV liner, shown in Figure 2, is modeled as membrane
(plane-stress) elements fully bonded to the concrete, and are thus strain-compatible with the concrete. All
tendons and reinforcement are explicitly modeled, as shown in Figures 3 through 6. The hoop tendons
are prestressed to apply about 1138 psi (80 kg/cm?) compression to the concrete, and the axial tendons are
prestressed to apply about 1067 psi (75 kg/cm?) compression to the concrete including gravity.

Plasticity relations for the liner, reinforcing bars, and prestressing tendons are included in the material
model. The model assumes that the top section and all attached masses of the test specimen remain
elastic, and no cracking 6: compressive yielding of the concrete in this top section is considered in the
calculation. The attached masses are modeled with lead material encased in steel shells (as constructed)
to capture the distribution of inertial loads and any rocking that may develop. Figure 2 shows the steel
cases for the attached weights and the steel plates embedded in the top section.

The material model used for the concrete in the PCCV wall and basemat is the ANATECH concrete
material model, known as ANACAP-U [3]. The material properties used for the concrete are as follows:

Modulus ~ 3.4E6 psi (2.39ES kg/cm?)
Poisson’s Ratio 0.19

Compressive Strength 5633 psi (396 kg/cm?)
Fracture Strain : 158.7E-6

Weight Density 150 Ib/fi3 (0.0024 kg/cm?)
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Based on Raphael's formula [S], f{ =17 f;%> (in units of psi), the material is assumed to have a tensile
strength of 540 psi (38 kg/cm?). Under uniaxial compression, the model assumes that the material will
reach its compressive strength at 3000E-6 strain and begins to soften under additional load. Figure 7
illustrates the uniaxial compressive stress-strain relationship and the shear retention model used for the

PCCYV concrete and shows the hysteretic and shear degradation behavior that is typical of concrete under
high cyclic compression and shear loading.

4. POST-TEST ANALYSIS RESULTS

Comparison of the actual input acceleration records with the target accelerations used for the pre-test
analyses revealed major differences between the two inputs for the beyond-design-basis and failure-level
motions. Table 1 shows the maximum for the two sets of input accelerations. Furthermore, the basemat
acceleration records, which form the input to the analysis, show significant rocking, as shown in the table.
This vertical motion was totally missing from the target accelerations used in the pre-test analysis. As
already mentioned, the post-test analyses described in this paper use the measured input accelerations, and
space does not permit comparison with the pre-tests analyses. For the same reason, detailed description

of the post-test analyses cannot be given, and only representative results are provided.

Table 1. Target vs. Actual Basemat Acceleration for the Analyzed Tests

Horizontal Acceleration (g) Vertical Acceleration (g2)
Post-Tests Analyzed Target Measured Target Uniform Rocking
SI1(H+V) 0.28 0.30 0.13 0.18 0.20
S2(H+V) 0.43 0.44 0.21 0.30 0.30
S2(H+V)+LOCA 0.28 0.29 0.13 0.22 0.22
2.0S2(H) 0.86 1.46 - 1.17 1.51
3.0S2(H) 1.29 2.72 - 2.10 2.57
3.3S2(H) low freq. 142 2.56 - 133 1.78
5.0S2(H) 2.15 3.53 - 1.82 2.37

4.1 Design Level Analyses

The sequence of tests chosen for the post-test calculations is SI(H+V), S2(H+V), and S1(H+V)+LOCA,
where H and V stand for horizontal and vertical, respectively. The internal pressure used in the analysis
for the loss of coolant accident (LOCA) is 56.9 psi (4kg/cm?). The loading for the analysis sequence was
determined from the recorded accelerometer data from the top surface of the basemat. Figure 8 illustrates
the input accelerations for the S1(H+V)+LOCA, and Figure 9 illustrates the cracking patterns for the

same event. The calculated crack widths are of the order of 0.14 mm. The calculation predicts vertical
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cracks near a buttress with small crack widths of about .01 mm. This type of cracking is also observed in
the test. The cracking observed in the test near the top section does not develop in the calculations.

The global response of the PCCV model is illustrated in Figures 10 and 11, which show the horizontal
displacement and acceleration of the top mass respectively. It is apparent that, for these design level
calculations, the analytical simulation is under-predicting the-responsc. This is attributed to the damping
used in the analyses. After these calculations were performed, the test data was analyzed by NUPEC to
determine the level of damping exhibited in the test. This evaluation indicated the overall damping to be
about 1% initially and increased to about 1.5% during the design level tests. It continues to increase to
about 3.5% as further cracking developed in the failure level series of tests. Thus, the 3% uniform

damping used in the calculation was too high for the design level tests, which contributed to the under-
prediction of the response.

4.2 Failure Level Analyses

For the PCCV failure level testing, the test plan called for determining the seismic margin by subjecting
the model to increasing multiplies on the S2(H) level magnitudes until structural failure occurred. For
these tests, only the horizontal input motion was planned. However, increasing the horizontal amplitude
caused substantial vertical feedback and rocking of the PCCV test model, resulting in rather substantial
vertical acceleration input on the basemat, as summarized in Table 1. _

Good agreements were obtained in general, but the best agreement was obtained for the 3.3S2(H) test.
The results for this test are illustrated in Figures 12 through 18, which depict the horizontal and vertical
displacements and accelerations for the top mass. The excellent agreement obtained for this test is

attributed in part to the fact that the 3% damping used in the analysis is consistent with the level of
damage in the structure. '

The PCCV failed during the 5.0S2(H) test, as can be seen from Figures 16 and 17. The test model began
to fail around 4.9 seconds at the edge of the equipment hatch at cylinder mid-height, followed
immediately by failure in the wall near the top section at the wall thickness transition. A band of the
concrete at the top rubblized and fell out over the next 0.8 seconds, resulting in settlement of the top
séction with buckling and tearing of the liner. There is also somé spalling damage around the buttresses
at the basemat juncture. Figure 18 illustrates the areas of damage in the test model after failure during the
5.0S2(H) test. The calculated résponse for this test simulation agrees reasonably well up to the point of
failure. Beyond that, the physical loss of material prevented further correlation.
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4.3 Failure Criterion

By examining the state of the solution around the time of failure, the conditions leading to shear failure
can be identified in the calculations. From this evaluation it is proposed that shear strains of 0.5% or
higher acting over at least 80% of any cross section is a state of impending structural failure. Figure 19
illustrates the shear strain contours at the time of failure in the test with the minimum range set at 0.5%.
The large band of shear strain greater than or equal to 0.5% at mid-height extending across the section is
evident. This hypothesis was checked and confirmed with similar calculations for the shear wall tests in
Ref. 6, and Figure 20 shows the calculated shear strains in the NUPEC shear wall at the time of failure.
The calculations would predict failure at the correct time and at approximately the correct locations in the
shear wall test when the calculated shear strains reached at least 0.5% across a section of the wall. This

failure measure with an appropriate uncertainty band is proposed as a general failure criterion for shear
structures subjected to severe seismic events.

4.4 Summary of Results

Table 2 summarizes the fundamental frequency shift in the post-test calculations as damage accumulates.
Table 3 summarizes the peak horizontal accelerations and displacements of the top mass in the post-test
calculations relative to the test data. Figure 21 shows the comparison of calculated peak horizontal
response and test data graphically. For the design level tests, the post-test calculations under-predict the
response due to the high value of damping (3%) used in the analysis throughout. An evaluation of test
data indicates that damping in the test specimen varied from 1% initially, increasing to 1.5% during the
design level tests, to 3.5% for the failure level tests. The agreement in the failure level post-test

calculations is quite good compared to the test data. The overall behavior and peak response agree well
with the test.

Table 2. Summary of Fundamental Frequency Shift in Post-Test Models

Test Data Post-Test Model
% Reduction % Reduction
Post-Test Models Hz from Initial Hz from Initial

S1(H+V) 10.3 - 113 -
S2(H+V) 10.3 4.6 113 0.0
S2(H+V}+LOCA 99 83 11.3 0.0
2.0S2(H) 9.0 16.7 - -
3.082(H) 3.8 18.5 9.1 19.5
3.3S2(H) low freq. 84 222 8.8 221
5.0S2(H) ~7.0 35.2 7.0 33.1
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Currently, no reliable shear failure criterion exists for seismic-resistant structures. Such a shear failure

criterion was developed in the course of this investigation, as described earlier, by examining the analy-
tical and experimental results.

Table 3. Summary of Post-Test Horizontal Response of Top Mass

Test Data Post-Test Model
Post-Test Models Acc. () Disp. (mm) Acc. (g) Disp. (mm)

S1(H+V) 1.19 2.78 1.02 2.16
S2(H+V) 1.57 394 131 2.87
S2(H+V)+LOCA 1.03 ‘ 2.73 0.82 1.80
2.0S2(H) 2.70 12.62 - -
-3.0S82(H) 3.37 19.60 3.67 18.00
3.3S2(H) low freq. 3.07 18.32 324 14.90
S.0S2(H)* 3.34 25.56 3.57 24.00

*NUPEC reports peak acceleration of 3120 gal and peak displacement of 26 mm.
The numbers reported here are taken from response records.

5. CONCLUSIONS AND LESSONS LEARNED

The response of the structure in the range of design level earthquakes was not sensitive to the small
differences between the target input accelerations and the actual as-measured accelerations; both pre-test
and post-test analyses gave comparable results that agreed reasonably well with the measured data.
However, for larger input motions, particularly horizontal-only motions where the vertical motion of the
basemat was not controlled, greater differences occurred between the pre-test and post-test results. In
fact, it was necessary to perform the post-test analyses for horizontal-only tests, with both input
accelerations, horizontal and vertical, as measured by the accelerometers mounted on the basemat. This is
because a sirongcr-than?expected feedback vertical component occurred in the horizontal-only motion,
which was not subject to control in the test. Some analytical difficulties in proceSSing the basemat
acceleration data for input to the analysis model needed modeling resolutions.

The concrete modeling software used to perform the analysis contained two options for shear resistance: a
nominal resistance model based on material-property laboratory tests, and a reduced-resistance model.
The latter model is intended for structures with pre-existing damage, a condition that was judged to exist
in the test because of the progressively introduced damage in each test, and not every test was analyzed.
Both models, however, under-estimated the shear resiétance of the structure at the higher load levels, with
the latter (reduced-resistance) model showing significant under-prediction. This led to one of the more
important findings of the test program, namely, that prestressed concrete containments are robust in

87



resisting shear even with significant prior damage. Using these findings, 2 modification of the standard
shear model was introduced by adjusting the shear modulus dependence on the crack-opening strain to
provide higher shear resistance for narrow cracks. This is the only modification that was introduced in
the concrete material model for the post-test analyses. This modification affects the higher-level seismic

motions more than lower-level motions where differences between target and actual accelerations had the
greater effect on the results.

The second significant finding from this analytical program is the effect of damping on the response. The
post-test analyses used a uniform damping value of 3%; however, a close examination of the data and
analysis results indicated that the damping, which is a manifestation of damage, is time dependent. The
a-priori selection of a single value for an event, which is the current practice, can either underestimate or
over-estimate the response. This effect was illustrated by repeating the analysis for one of the time
histories in the test series, where a damping value ranging from 1% to 5% is applied locally at the cracked
integration points by invoking a crack consistent damping model which represents damping as function of
the crack status. The resulting agreement between the analysis and the test was excellent. Unfortunately,
however, time and budget constraints did not allow the repetition of the calculations using this time-
dependent and damage-dependent representation of damping.

Finally, the testing program provided an opportunity to develop a shear-failure measure for concrete
structures subjected to severe seismic motions. Analytical interpretations of the test results indicate that
impending shear failure of the structure would occur at a shear ‘strain value of 0.5% (with a suitable
uncertainty band) averaged over the entire cross-section of the structure. This value was also confirmed
by an analysis of a seismic test of a shear wall that was previously conducted by NUPEC at Tadotsu.
This is proposed as a preliminary shear failure criterion pending further verification using additional tests
and analyses. This being a structural measure rather than a material property measure, it can only be
applied through the post-processing of the analysis results. Further work is needed to adapt the 0.5%

structural measure to a concrete material model criteria that would analytically trigger the structural
failure.

In summary, the agreement between the calculated time histories and the measured data records is
generally good, with instances of poor agreement for some of the gauges and excellent agreement for
others. Much better agreement occurs for global measures of response rather than response that is
directly affected by local concrete conditions. Very good agreement was obtained for the test with three
times the design basis earthquake. This gave an indication that the 3% damping was perhaps a good
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value for the damage level in that test. The force-displacement curve for the test series which is a plot of
the peak resistance force (mass times acceleration) vs. the maximum horizontal displacement for the tests
show very good agreement between analysis and test throughout the test series, with the analytical curve
lying consistently above the experimental curve. The higher resistance behavior predicted by the analysis
is in part due to the fact that not all of the tests were analyzed, which resulted in lower damage
accumulation in the analysis than actually experienced by the structure. The level of agreement between
test and analysis achieved in this program is sufficient indication that existing analysis capabilities, with
the level of modeling sophistication used in the present analysis, can be relied upon to predict the
behavior of concrete containment structures.
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Figure 19. Shear Strains in PCCV Wall at Failure for 5.052(H) Test
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ABSTRACT

Two static, pneumatic overpressurization tests of scale models of nuclear containment structures at
ambient temperature are being conducted by Sandia National Laboratories for the Nuclear Power
Engineering Corporation of Japan and the U. S. Nuclear Regulatory Commission. The joint research
program consists of testing two models: a steel containment vessel (SCV) model and a prestressed
concrete containment vessel (PCCV) model.

This paper summarizes the conduct of test of the SCV model, which is a mixed-scaled model (1:10 in
geometry and 1:4 in thickness) of an Improved Boiling Water Reactor (BWR) Mark II containment, and
posttest activities. A concentric steel shell, identified as the contact structure, was installed over the SCV
model prior to the test to represent some of the structural characteristics of the reactor shield building in
the actual plant. The SCV model and the contact structure were instrumented with strain gages and
displacement transducers prior to the overpressurization test, which was conducted on December 11-12,
1996 at Sandia National Laboratories. The test was terminated when a large tear developed adjacent to
the equipment hatch reinforcement plate and pressure could not be maintained in the model.

The test data are compared with the pretest analytical predictions by the sponsoring organizations and
others who participated in a blind pretest prediction effort. Posttest analysis efforts focused on resolving
inconsistencies between the predicted and measured free-field strains and local strain concentrations near
the equipment hatch. Posttest metallurgical evaluations on specimens removed from the SCV model
were also performed and the results are discussed. '

INTRODUCTION

The Nuclear Power Engineering Corporation (NUPEC) of Japan and the U. S. Nuclear Regulatory
Commission (NRC) are co-sponsoring a Cooperative Containment Research Program at Sandia National
Laboratories. The purpose of the program is to investigate the response of representative models of

V This work is jointly sponsored by the Nuclear Power Engineering Corporation and the US Nuclear Regulatory Commission. The work of the
Nuclear Power Engineering Corporation is performed under the auspices of the Ministry of International Trade and Industry, Jopan. Sandia
National Laboratories is operoted for the US Depariment of Energy under Contract Number DE-AC04-94AL85000.
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nuclear containment structures to pressure loading beyond the design basis accident and to compare
analytical predictions with measured behavior. This is accomplished by conducting static, pneumatic
overpressurization tests of scale models at ambient temperature. This paper describes the conduct and

results of the high pressure test of the SCV model.
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Figure 1. Elevation view of the SCV/CS assembly
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MODEL DESCRIPTION

The SCV model is representative of the steel containment vessel of Improved Mark 1I Boiling Water
‘Reactor plants in Japan. The geometric scale is 1:10. Since it was desired to use the same materials for
the fabrication of the model as are used in the construction of the actual plants, the scale on the wall
thickness was set at 1:4. The portion of the model above the material change interface which is slightly
below the equipment hatch centerline (see Fig. 1) was fabricated of SGV480, 2 mild steel, while the
lower portion of the model and the equipment hatch reinforcement plate were fabricated of high strength
SPV490 steel. The equipment hatch cover and top head were non-functional in the model and were
welded shut. Whereas the design pressure of the prototype containment is 0.31 MPa (45 psig), the scaled
design pressure, Pgs, for this mixed scale model is 0.78 MPa (113 psig).

The mode) was fabricated at the Hitachi Works in Japan and shipped to Sandia National Laboratories in
the United States for instrumentation and testing. After delivery to Sandia, a 38 mm thick steel (ASTM
SAS516 Grade 70) contact structure (CS) was installed over the SCV model prior to testing to represent
some features of the reactor shield building in the actual plant. A nominal gap of 18 mm was maintained
between the SCV model and the CS. A schematic of the SCV/CS assembly is shown in Fig. 1.
Instrumentation of the model consisted of over 800 channels of data, including strain gages, displacement
transducers, temperature and pressure sensors, acoustic emission device as well as video monitoring.

TEST OBJECTIVES
The objectives of the SCV model test are:

1. to provide experimental data for checking the capabilities of analytical methods to simulate the
pressure response of a steel containment well into the inelastic range and after making contact
with the CS,

2. to investigate the failure mode(s) of the SCV model, and

3. to provide experimental data useful for the evaluation of actual steel containment structures.

PRETEST ANALYSIS

Pretest finite element analyses were performed to predict the behavior of the model, guide the placement
of instrumentation, and identify and evaluate failure modes. Details of the pretest analysis are provided

in a NUREG report (Porter, et al., 1996). In addition to predicting the global response of the model, these
analyses, based on the design configuration, predicted high strains in the shell surrounding the equipment
hatch reinforcement plate, with the highest strains in the lower strength SGV480 shell. Generalized
contact between the SCV model and the CS was predicted to occur around 4.2 MPa (600 psig). The
pretest analysis predicted that the most likely failure mode was a local ductile failure at a locally thinned
area (detected in a pretest inspection) in the SPV490 shell adjacent to the equipment hatch at a pressure of
4.5 MPa (650 psig). These predictions were qualified by uncertainties about the as-built configuration of
the model. :

In additioﬁ to the pretest analysis performed by Sandia, several organizations participated in a blind,

pretest prediction exercise, euphemistically referred to as a ‘Round Robin’ analysis. Each participant was
provided with the design and as-built information about the SCV model and the CS and was asked to
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predict the response (strains or displacements) of the model at 43 locations as well as predicting the most
likely failure mode, location and pressure. These results were compiled and published prior to the high
pressure test (Luk, et al., 1996). A number of the participants met to discuss the pretest analysis results in
October 1996. In general, there was a fair agreement between the independent calculations; however,
there was some disagreement in the interpretation of the analysis results relative to predicting the model
failure.

These pretest analyses will be discussed in more detail in conjunction with the description of the test
results.

HIGH PRESSURE TEST

The high pressure test of the SCV model was conducted on December 11-12, 1996, at Sandia National
Laboratories. The conduct of the test is described in a SMiRT paper and a NUREG report (Luk, et al.,
1997, Luk, et 2., 1998). Briefly, after approximately sixteen and a half hours of continuous, monotonic
pressurization using nitrogen gas, the test was terminated when a tear developed near the equipment hatch
reinforcement plate at a pressure of 4.66 MPa (676 psig) or roughly six times the design pressure. Rapid
venting of the model was observed and the pressurization system, operating at capacity (1300 scfm), was
unable to maintain pressure in the model. '

Posttest visual inspection of the interior of the model revealed a large tear, approximately 190 mm long,
adjacent to the weld seam at the edge of the equipment hatch reinforcement plate (Fig. 2). The tear
appears to have initiated at a point roughly 30 mm below the material change interface (around 8 o’clock
when viewed from the inside) in the higher strength SPV490 shell, and propagated in both directions
along the weld seam before it stopped. Interestingly, while the right hand side of the equipment hatch
(from inside view of the model) did not tear, significant necking was observed at a location symmetric
with the tear (Fig. 3).
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Figure 3. Interior elevation of the equipment hatch
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In addition, a small meridional tear, approximately 85 mm long, was found in a vertical weld (at an
azimuth angle of 2010) undemeath a semi-circular weld relief opening at the middle stiffening ring
(elevation of 2100 mm above the ring support girder) (Fig. 4). It appears that this small tear might have
occurred first but did not grow and the pressurization system was able to compensate for any leakage
through this tear. This tear also had a counterpart at a similar, diametrically opposed detail. While no
tear developed at this location, necking in the weld was observed.

Above Below

i m e e

Figure 4. Posttest view of tear at middle stiffening ring
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After the initial inspection of the interior of the model, the contact structure was removed to allow
inspection of the exterior of the model. In addition to the observations noted above, visual inspection
revealed evidence of the pattern of contact between the model and the CS in the form of crushed
instrumentation lead wires and transfer of mill markings from the interior of the CS. In addition,
concentrated crack patterns in the paint indicated that global strains in the higher strength SPV490 shell
were concentrated at the vertical weld seams (Fig. 5). ,
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Figure 5. Exterior posttest view of vertical weld seam in lower conical shell section (SPV490)

TEST RESULTS AND COMPARISON WITH PRETEST PREDICTIONS

More than 97% of the instruments survived the high pressure test. The failed gages, which consisted
primarily of those on the exterior of the model, were damaged when the model made contact with the CS.
The raw strain data was corrected to compensate for temperature variations and cross-axis strains and the
displacement data was corrected to account for any movement of the center support column to which the
displacement transducers were anchored. The complete data record is included in the SCV Test Report
(Luk, et al., 1998). A brief summary of the test data follows.

Local Response Adjacent to the Equipment Hatch

An extensive array of single element, strip and rosette strain gages was installed around the equipment
hatch to capture the local strain distribution. Figure 3 shows the locations of a few selected strain gages
around the equipment hatch viewed from the inside of the model. A strip gage (STG-I-EQH-16b)
installed adjacent to the upper end of the large tear registered 2 maximum hoop strain of 4.2 % and the
two rosette gages (RSG-I-EQH-12a and -82) above it had recorded maximum hoop strains of 3.7 % and
2.8 %, respectively. The rosette gage (RSG-I-EQH-22a) slightly below the lower end of the tear recorded
a maximum hoop strain of 1.3 %. However, the highest hoop strain reading of 8.7 % was recorded by a
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strip gage (STG-1-EQH-37a) at 3 o’clock, just above the material change interface. Figure 6 shows the
strain data recorded by these gages around the equipment hatch.

While the pretest calculations predicted failure in the vicinity of the equipment hatch at pressure levels
very close to the actual failure pressure, a detailed comparison of the calculated and measured strains
highlights some areas of discrepancy. First, the highest measured strains occurred in the higher strength
SPV490 shell, below the material change interface, rather than in the weaker SGV480 shell as predicted
by the analyses on the design configuration of the model. Second, the near-field measured strains around
the equipment hatch were almost double those predicted by the analysis. Finally, the locally thinned area,
which was the predicted failure location in the pretest analysis, appeared to have little effect on the model
response in the vicinity of the equipment hatch.
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8.00% *}
—e—RSG-I-EQH-122
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d —.—-STGI-EQH‘37I
3 ~3¢~RSG--EQH-22a
F 5.00% -
T :
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w
3.00% [
2.00%
1.00%

Figure 6. Hoop strains around equipment hatch

Global Response

The global response of the SCV model was monitored using free-field strain gages and an array of
internal displacement transducers that measured the strains and displacements at several elevations along
4 cardinal azimuths (0°, 90°, 130°, and 270°).

Maximum free-field hoop strains ranging from 1.7 to 2.0 % were measured at 4.5 MPa (560 psig) at the

upper conical shell section (Fig. 7). The hoop strains calculated from the displacement measurements
(Ar/r) were consistent with the strain gage measurements at these locations.
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Figure 7. Hoop strains @ upper conical shell section (UCS), EL 2536 mm

Figure 8 shows the spatial variation of displacements at the cardinal azimuths at 4.5 MPa. The
displacement profiles were completed by interpolating the data recorded by the transducers at various
elevations. It should be noted that the displacement pattern is fairly axisymmetric with the exception of
90°, the azimuth where the equipment hatch is located. The displacements at this azimuth in the lower
conical shell section, below the material change interface, were much larger than those at the free-field
azimuths (0°, 180°, and 270°). This is of particular interest in light of the fact that this area was actually
displaced inward during fabrication of the model and this was also the area where the large tear occurred.

Figure 9 shows the spatial variation of displacements as a function of pressure at a representative free-
field azimuth (270°). This figure indicates a disproportional increase in radial displacement of the model
between 3 and 4 MPa, suggesting that the global yielding of the model might occur somewhere in this
pressure interval. Observable slow-down in radial growth of the model occurred beyond 4 MPa when the
model made local contact with the CS.

Additional displacement plots at the middle and upper conical shell sections as a function of pressure are
shown in Figs. 10 and 11, respectively. The manner in which the plots in these two figures and Fig. 7
started to curve upward at about 2.5 MPa suggests that the onset of yielding of the mode! might have
occurred as early as 2.5 MPa. Additionally, it can be inferred from these figures that generalized contact
between the model and the CS began at pressures between 4.0 to 4.5 MPa.

Figures 7, 10, and 11 also compare the pretest analysis predictions for global strains and displacements
with the test results. The most significant observation from this comparison is that the pretest
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calculations significantly overpredicted the pressure at which the global yielding occurred and continued
to underpredict deformations and strains after yielding up to model failure. This comparison result is
troubling and unexpected.' Good agreement between the global response calculations and the test results
was expected, based on past experiences, when uniaxial tensile test data for the actual materials used in
the fabrication of the model were used to define the material properties for analytical model.

In attempting to understand the source of this disagreement, a comparison between the analytical resuits
of several Round Robin participants and the test data was made (Fig. 12). This figure illustrates the effect
of using the lower bound, average and actual results of uniaxial tensile test data to define the material
properties for the model. From this comparison, it appears that the use of the lower bound material data
gave the best agreement with the test resuits. There may be a variety of comn’buting factors to the
discrepancy between the analytical and test results; however, this comparison highlights the sensitivity of
the analytical results to relatively small variations in the material models.

One other observation from this comparison is that it appears that the effective gap was larger than the
nominal gap of 18 mm used in the pretest analysis. No attempt was made to characterize the as-built gap
in the pretest analysis, even though this dimension varied from 13 to 24 mm after the installation of the
contact structure was complete.
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Figure 12. Hoop strains @ upper conical shell section (UCS), EL 2536 mm
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Acoustic Emission Data

In addition to the strain gages and displacement transducers, twenty-four acoustic emission sensors
(eighteen interior and six exterior) were installed on the model. Posttest analysis of the data collected by
these sensors indicated two regions with high acoustic emissions during the test. One region located just
below the equipment hatch began generating significant acoustic activity at approximately 4.25 MPa.
The close proximity of this region to the equipment hatch suggests that significant material distress,
leading to the large tear might have begun at this pressure. Another region had a significant increase in
acoustic emissions beginning at 3.75 MPa, however, this region is not very close to the small tear, and

" therefore it is not clear whether the initiation of the small tear is related to this pressure.

POSTTEST INSPECTION AND EVALUATION

In addition to the posttest visual inspection described above, a detailed metallographic evaluation of the
SCV model was conducted to characterize the local failure mechanisms and provide some insight into
both the global and local responses of the model. The detailed evaluation and analysis are described in a
SAND report (Van Den Avyle, et al., 1998).

Briefly, sections were removed from the model surrounding the tears and areas of necking or other
obvious structural distress. Fractographic inspection of the failure surfaces indicated that the tearing
mechanism was ductile and did not display any evidence of flaws or other defects that might have acted
to initiate failure. It was therefore concluded that the model failure occurred as a result of strains
exceeding the limits of the material and it should be possible to characterize failure based on the material
properties of the steels.

Smaller samples were machined from the sections removed from the model and the polished cross-
sections normal to the model surface were examined using a scanning electron microscope to characterize
the grain structure. Hardness tests were also performed on these polished samples to look for variations
in material properties. A cross-sectional view through the major tear at the equipment hatch is shown in
Fig. 13.

Figure 13. Cross-section through large tear @ equipment hatch
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The results of these inspections revealed changes in the grain structure of the SPV490 steel in the heat
affected zone (HAZ) surrounding the reinforcement plate weld and a significant reduction in the hardness
of the HAZ and adjacent parent material. Based on the well-established relationships between hardness
and tensile strength, these results indicate a significant reduction in tensile strength along with a
corresponding, though less well defined, reduction in the yield strength of the material. These results
suggest that this localized microstructural alteration and reduced hardness and strength in the HAZ of the
SPV490 alloy plate may be one of the possible causes for the observed strain patterns around the
equipment hatch and in the weld seams of the SPV490 shell.

POSTTEST ANALYSIS

Considering the SCV model test data, the posttest visual and metallographic evaluations of the SCV
model, and the pretest analysis results, the posttest analysis effort was focused to address the observed
behavior of the model and the inconsistencies between the pretest analysis results and the test data. The
results of the posttest analysis are summarized in the following subsections.

Material Modeling

In an effort to address the discrepancy between the pretest analysis results and the test data of the onset of
yielding in the free-field of the model, the pretest material models for the two steels were critically
evaluated. As can be seen in Fig. 14, the pretest material model for SGV480 steel, based on a hardening
curve-fitting scheme with an inverse hyperbolic sine curve, provided a very good representation of the
measured tensile coupon test data in the high strain regions (over 20 %), but did not closely simulate the
material behavior at strain levels below 5 %. For the posttest analysis, a much simpler approach was used
to model the material behavior of these steels. The lower envelope of the plots of true stress versus true
strain from the tensile coupon tests was used to model the plastic behavior of the materials, and the elastic
portion of the stress-strain curve assumed a handbook value for the Young’s modulus.
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Figure 14. The pretest material model and the tensile coupon test data for 8.5 mm SGV430 steel
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The posttest metallurgical evaluation results indicate that the large tear occurred inside the HAZ of
SPV490 steel shell whose material strength was significantly reduced. A material model with reduced
strength for SPV490 HAZ is thus needed to provide 2 better simulation of the strain distribution around
the large tear. An approximate hardness number for the pretest SPV490 HAZ was obtained from the
available hardness measurements on the posttest HAZ and base metal, and on the virgin plate material.
The tensile strength of SPV490 HAZ was then estimated using the well-established relationships between
hardness and tensile strength. It was further assumed that the plastic behavior of this material, including
yielding, experienced the same ratio of reduction as the tensile strength. The reduced strength curve for
the SPV490 HAZ material is plotted in Fig. 15 and was used in the posttest analysis of the local area
around the large tear.
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Figure 15. Stress-strain curves for the 9 mm SPV490 steel
Global Analysis Results

A global 3D finite element model with revised material models for the two steels was used to analyze the
global response of the SCV model. A nominal gap size of 22 mm was used in the posttest analysis
instead of the pretest gap size of 18 mm to provide a better representation of the as-built gap dimension
between the SCV model and the CS.

Figure 16 shows the hoop strains as a function of model elevations at the free-field azimuth of 270° at 4.5
MPa. The posttest analysis results provided a better correlation with the measured strains than the pretest
predictions. The free-field response of the SCV model (at Round Robin standard output location # 24)
together with the pretest prediction and the posttest analysis results are plotted in Fig. 17. The effect of
using the revised material models and the increased gap size was demonstrated by that the strain results
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of the posttest analysis merged with the measured strains at a strain of about 1.7 %. However, the
discrepancy in simulating the onset of yielding of the model still exists.
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Local Analysis Results Around the Equipment Hatch

The local 3D equipment hatch model was re-analyzed by assigning the elements highlighted in black in
Fig. 18 with the reduced strength material model for the SPV490 HAZ. The large tear is located inside
this highlighted strip of elements. The posttest analysis results, shown in Fig. 19, indicate that the highest
strains appear around the large tear in the SPV490 HAZ steel shell.

Figure 18. Local 3D equipment hatch model with SPV490 HAZ elements highlighted in black
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Small Tear Analysis

The small tear occurred inside the weld relief opening at the middle stiffening ring (Fig. 4). The area
around this tear was simulated in a local finite element model. The vertical weld seam was not modeled,
and therefore there was no hardened or thickened area at the vertical centerline inside the opening. A
contour plot of the equivalent plastic strains on the interior surface of the SCV model, generated by this
local model, is shown in Fig. 20. The peak strains are concentrated in two areas on either side of the
vertical centerline of the opening where the vertical weld seam would be located. The area of high strains
coincides well with the location of the small tear. » '
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Figure 20. Contours of equivalent plastic strains on the interior surface of the SCV model adjacent
to the weld relief opening at the middle stiffening ring at a pressure of 4.7 MPa

CONCLUSION

The high pressure test of the SCV model conducted at Sandia National Laboratories on December 11-12,
1996, was considered a success with regard to the specified test objectives:

1. The test provided experimental data for checking the capabilities of analytical methods well into
the inelastic range of the model. While it appears that some generalized contact was occurring at
the time of the failure, it is not clear that the data is adequate to confirm the validity of contact
algorithms in the analysis codes.

2. The test confirmed the critical nature of discontinuities, such as penetrations, as potential failure

mechanisms. The test also identified the potential significance of local changes in material
properties due to welding and local fabrication details on potential failure modes. The measured
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global strains at failure of 2 % are also consistent with previous tests of steel containment vessel
models (Horschel, et al., 1993). '

3. The test and analytical results should provide useful information for the evaluation of
prototypical containment structures and focus attention on critical details and analysis
methodologies.
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~ NEW SEISMIC DESIGN SPECTRA FOR NUCLEAR POWER PLANTS

Robin K. McGuire', Walter J. Silva?, and Roger Keaneally®
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ABSTRACT -

Under a US Nuclear Regulatory Commission-sponsored project
recommendations for seismic design ground motions for nuclear facilities are
being developed. These recommendations will take several forms. Spectral
shapes will be developed empirically and angmented as necessary by
analytical models. AMernative methods of scaling the recommended shapes
will be included which use a procedure that integrates over fragility curves
to obtain approximately consistent risk at all sites. Site-specific soil effects
will be taken into account by recommending site-specific analyses that can
be used to modify rock hazard curves at a site. Also, a database of strong
motion records will be archived for the project, along with recommendations
on the development of artificial motions. Th:swdlmdthcgenemnonof
motions for detailed soil- and structural-response studies.

INTRODUCTION

bl%ﬁhNudmRegﬂatayCms&m(NRQanmdedmmgxﬂanaswupdamﬂmmm
in decisions regarding nuclear power plant siting, including geologic, seismic, and earthquake engineering
considerations for future applications; USNRC (1996). As a follow-on to the revised siting regulations, it is
necessary to develop state-of-the-art recommendations on the design ground motions commensurate with
seismological knowledge and engineering needs. The current design spectra in Regulatory Guide 1.60 (USNRC
1973) were based on limited, principally western United States earthquake strong-motion records, available
at that time. Since 1996 the NRC has finded a project to develop up-to-date seismic design spectra for the US.
The work combines empirical and analytical approaches, supplementing data where they are sparse using
theoretical methods to develop the recommended spectra for a range of earthquake magnitudes and distances.
Soil conditions necessarily involve site-specific parameters, and we demonstrate and recommend procedures
to account for local soil effects on earthquake motions. A Review Panel consisting of Carl Stepp (Chair),
David Boore, Allin Comell, I.M. Idriss, and Robert P. Kennedy review the work and offer guidance on
procedures. The prime contractor is Risk Engineering, Inc., with Pacific Engincering and Analysis developing
databases, spectral shapes, site response procedures, and spectral matching criteria. This paper reviews the
scope of the work, indicates the direction that recommendations are taking, and presents preliminary results.
Final results will be available in the project report.
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SPECTRAL SHAPES

Databases for the western US are available in the form of strong motion accelerograms for moment
magnitudes M in the range 5.0 to 7.6 and source-to-site distances R of 1 to 200 km. Rock conditions in
California are generally soft, with near-surface shear wave velocities of 200-450 m/s (700-1500 ft/sec).

The databases of strong motion records and empirical attenuation relations form the basis for
recommended spectral shapes on rock for defined M and R bins, augmented as necessary by analytically
derived shapes. In the application of these spectral shapes for design, the M-R combination is defined by the
dominant earthquake as determined from a probabilistic seismic hazard analysis (PSHA). Examples of
procedures for defining the dominant earthquake are described in McGuire (1995) and USNRC (1997).

A summary of rock and soil records from the western US is shown in Table 1, in terms of M and R
bins. Also shown are preliminary summary statistics for mean peak ground acceleration (PGA), mean peak
ground velocity (PGV), and mean peak ground displacement (PGD). This summary indicates the usual trends
in strong motion data, i.e. that data are abundant for moderate magnitudes at moderate source-to-site distances,
but are sparse for large magnitudes and short distances and small magnitudes at long distances. The former
category is more troublesome from a design perspective and requires modeling for confirmation.

Central and eastern US (CEUS) strong motion records are sparse. Thus it is necessary to augment
the CEUS empirical motions with analytically derived spectral shapes. This analysis uses a point- and finite-
source representation of the earthquake rupture, attenuates both body and surface waves, accounts for near-
surface attenuation of high frequencies, and assumes that ground motion is a band-limited, white noise process.
Cahbmﬁmofﬁemoddwﬂawﬂabkmdswnﬁm&emdulymgasmpﬁomandpmdum
of the model parameters. One outstanding issue, however, is whether the seismic energy at the source has a
“single~comner”™ or “double-corner” spectrum; this is the focus of independent research, and the current project
will include each model as an alternative. RockeondxﬂonsmtthEUSaregenmllyhard,wﬂhnwr-smﬁee
shear wave velocities generally exceeding 3000 m/s (10000 ft/sec).

Figure 1 indicates the difference in spectral shapes between the single- and double-comer models, for
both the WUS and CEUS. The shapes are presented as ratios of spectral acceleration divided by PGA. CEUS
shapes typically have more high-frequency content but lower SA at intermediate periods, when normalized by
PGA. The double-comer model has the largest influence for CEUS spectral shapes at periods longer than 0.5s.
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TABLE 1
Characteristics of WUS Records in M-R Bins (Preliminary)
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CHOICE OF SPECTRAL LEVEL

In addition to the spectral shape, the overall level of the spectrum must be specified. This choice may
be made from a PSHA by defining a target annual frequency of exceedence for the spectrum. Alternatively
the level could be defined using an acceptable annual frequency of failure P at the component level and
convoluting the seismic hazard results with component fragility curves to relate component performance to
seismic hazard. The failure frequency P, can be represented as:

- . dP
Pg = fH(a)-kada )
0

where H(a) is the hazard curve and Py, is the probability of failure (the “fragility™) given ground motion
amplitude “a”, which captures both response and capacity uncertainties.

thmmﬁsﬁcmnnpﬁmsmﬂz&amof&ehamrdmwemdtbeﬁagﬂityéuwghkmsabh
to derive a simple expression for P;. First we assume that the hazard curve H(a) is linear on log-log scale, i.c.

H@) = ka™ @

where a is spectral acceleration level, k is a constant, and Ky is the slope of the hazard curve in log-log space.
_ Actnal hazard curves tend to get steeper at higher amplitudes, but over the important range of amplitudes for
Py calculations they can be approximated as linear on log-log scale.

Second we assume that component fragilities are lognormally distributed. This means that

P, =f 1 exp{ (ln}'z“B;E;)z} dy 3

where Iny = InCAP,, the median component capacity, and P is the logarithmic standard deviation of
capacity. ' ' '

Substituting equations (2) and (3) into (1) gives

130



_ T
Po= | kar L exp{ (oy - 1ny) }da @

ay2np 2

Transforming the ixuegmﬁonvar@ableatovaﬁablex=lnagim

= k - ' —@
Pe P f exp{ Kﬂx} exp{ 2 }dx o)
Tke integrand above is in the form

exp{cx} Z(x) . ©

where ¢ is a constant and Z(x} is the normal density function. The definite integral equation (5) can be solved
by expansion or by published methods of integrating functions of normal probability distribution (¢.g. Owen,
1980), yielding

Pr = AP, ™" exp(Z(K4BF) ™

This form, designated the “risk equation,” was first derived by G. Toro and published in Sewell et al.

(1991, 1996). Expressing the hazard H; at a ground motion level a* corresponding to a safe-shutdown ground
motion (SSGM), using equation (2) gives:

H, = k(@)™ ®)
Solving for k and substituting into equation (7) gives:

Pr= H (@) CAPS™ exp{ K,BY) ®
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WemmwdﬁiveapmbabﬂityxaﬁoR,asﬂxeprobabﬂityH,ﬂ:ata‘willbeexéwded,dividedbythe
probability of failure Py :

R, = H/P, (10)

This ratio is usually much greater than unity because Py is much less than the hazard at 2*. R, can
be expressed as:

R, = ( C‘:P”) N oxp{-2 %87} an

Instead of using the median capacity CAPx, to designate capacity, we can use the “high confidence of
low probability of failure™ value, or HCLPF, where for a lognormal distribution the two are related by

HCLPF = CAP,, exp{-x,B} 2)

where x, is the mmber of standard deviates corresponding to the frequency of failure at the HCLPF, which is
2.326 for 1% frequency of failure. Also, we can express the required HCLPF in terms of a* times a factor of
Safetypn:

HCLPF = SSGM -F, a3)

Solving these last two equations for CAPy, and SSGM, and substituting into equation (11) gives:

K, 1
R, = Fz" expx,K;B - 2(K,BP} a9

This gives a simple means to calculate Pg , given that the hazard associated with the SSGM is known.
The probability ratio R, depends on the factor of safety Fy , the hazard curve slope Ky , and p of the fragility
function; for the HCLPF defined at the 1% frequency of failure point, x, = 2.326 as explained above.

. Equation (14) also gives an easy way to compute the effect of hazard curve slope and fragility f on
Py for a specified hazard corresponding to a selected UHS. Stated another way, if we pick a UHS at each site
with the same annual probability- of exceedence, and define the HCLPF in terms of equation (13), equation (14)
allows us to examine the risk consistency across sites for different hazard curve slopes Ky and fragility
uncertainties 3. The use of equation (14) in this way is demonstrated below.
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A couple of points about the distributions of H(a*) and Py are important. H(a*) is uncertain becanse
of Iack of knowledge in the earth sciences about earthquake sources, ground motions, etc. This uncertainty has
been quantified by EPRI and LLNL at EUS plant sites and by utilities at several WUS plant sites. If we use
the mean of this distribution we will achieve a mean Pg for any set of design rules. The mean has the advantage
that we can compute (and control) the mean Py for multiple plants. That is, we have 7 plants and a total
acceptable probability of component failure at these plants, we can achieve that by specifying a mean Py at
cach plant. The disadvantage is that the mean is sensitive to low probability, high consequence assumptions
in the seismic hazard analysis and is not as stable (from study to study) as the median.

If we use the median H(a*) we will achieve an approximate median P; . The median has the advantage
that it is more stable than the mean, but a target mean or median Py over 7 plants cannot readily be translated
to a required median Py ateach plant. So use of the median H(a*) leads to ill-constrained limits on Py over
multiple plants. For this reason the use of the mean H(a) curve is recommended.

AﬁnalpomtlstlntR, can be controlied by “deterministic acceptance criteria” associated with design
codes and guides, and by a “scale factor” that moves the capacity up or down as a function of the hazard curve
slope Ky , the desired Py, or the desired R, for a given H(a). This scale factor is conveniently thought of as
a scaling of the UHS to specify an SSGM spectrum. The total factor of safety Fy , is then « times SF, where
« is the conservatism achieved by design procedures (e.g. 1.67 on the HCLPF) and SF is the scale factor. The
SSGM is then the UHS scaled by SF. kt is appropriate to define SF to scale the UHS to account for the site-
specific (and natural period-specific) slope of the bazard curve. R.P. Kennedy (personal communication, 1997)
has suggested the following scale factor:

SF = max{0.7,0.354;7} as)

where 4, = [log K,;]™. Thus A; increases as the hazard curves become more shallow, so SF increases,
i.c. the design values become higher for shallow hazard curves. With this definition, the SSGM can be
thought of as:

SSGM = UHS x SF 16)

i.e., the SSGM is the UHS “corrected” for the slope of the hazard curve. For Ag = 2.40 (which
corresponds to slope Ky =2.63), SF = 1, i.c. the SSGM equals the UHS.

Another way to look at the design is through the total factor of safety Fp (see equation (15)). If
the amount of conservatism in design codes and guides (sometimes referred to as the “deterministic
acceptance criterion™) is 1.67, then the total factor of safety F; is:

F, = 1.67SF , a”n
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The advantage of using a slope-dependent scale factor SF as defined in equation (15) is demonstrated in the
next section.

RESULTS FOR EXAMPLE SITES

To test several methods for risk-consistent spectra, we examined eleven sites and three ground
motion measures at each site, shown in Table 2:

o TABLE 2
Sites and Ground Motion Measures Used for Testing Procedures

No,  Site Measure No, Site Measure

1 Arkansasplant ~ PGA 17 Shearon Harris SV1Hz

2 Arkansas plant SV 1Hz 18  Shearon Harris SV1I0Hz

3 Arkansas plant SV I0oHz 19  Susquehanna PGA

4 Browns Ferry PGA 20  Susquehanma SV1Hz

5 Browns Ferry SV1Hz 21  Susquchamna SVIOHz

6 Browns Ferry SVI10Hz 22 Vogtle PGA

7 Davis Besse PGA 23 Vogtle SViHz

3 Davis Besse SV1Hz 24 Vogtle SVI0Hz

9 Davis Besse SV 10 Hz 25 Zion PGA

10 Maine Yankee PGA 26 Zion SV1Hz

11 Maine Yankee SV1Hz 27 Zion SV 10 Hz

12 Maine Yankee SV10Hz 28  California PGA

13 Seabrook PGA : 29  California SV1Hz

14 Seabrook SV1Hz 30 California SV1I0Hz

15 Seabrook SV 10Hz 31  Washington PGA

16 Shearon Harris PGA 32  Washington SV1Hz
33  Washington SV10Hz

For the first 27 sets of results we used the LLNL hazard curves calculated for the USNRC (Sobel,
1994). For the “California” site, we calculated hazard at a site located near Santa Maria, California
(120.5° W, 35.0° N), which has high frequencies dominated by nearby faults and long periods dominated
by the more distant San Andreas fault. (A repeat of the 1857 earthquake dominates the long period hazard
at this site.) For ground motion estimation the attenuation equation of Abrahamson and Silva (1995) was
selected.

The last site examined was in Washington, located at 121°W and 46°N. This is in south-central
Washington and also has high frequencies dominated by local earthquakes and low frequencies dominated
by a large earthquake. In this case a large subduction zone earthquake controls the long-period hazard.
We model this event using the assumptions of the US Geological Survey for the national seismic hazard
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maps. That is, an earthquake of M~9 occurs in the subduction zone with rate 1/500 per year (credibility
1/3), or earthquakes of M=8 to 9 occur with rate 1/110 per year (credibility 2/3). For both the California
and Washington sites we model local earthquakes with the US Geological Survey gridded seismicity, as
well as local faults for the California site.

Calculations were made of the probability ratio R, for the 33 site-parameter combinations listed
above. This is an appropriate parameter to use because, if we start with the same hazard level H(a*) at all
sites and all natural periods, andacbwveaconsxstcntk,mﬂzwrproccdurc,wemﬂachzmamszstent
probability of failure P . .

Figure 2 shows R, values for the 33 site-parameter combinations, calculated using the mean
hazard curve for each site. For this plot R, was calculated from equation (eq. 14) using the derivation from
the risk equation. The top plot in Figure 2 shows R, when the SSGM is taken to be equal to the UHS at
the natural period of the parameter; the bottom plot shows R, when the SSGM = UHS x SF, as in equation
(16). The scale factor SF really helps the consistency across sites and across parameters; results without
SF vary from about 6 to 48 (a factor of 8), but with SF they vary from about 18 to 45 (a factor of 2.5).
This remaining factor of 2.5 is the effect of B. It would be inappropriate to define the SSGM on the basis

of component response, since that would require multiple design spectra for a single facility.
PROCEDURES FOR SOIL SITES

Results presented above assume that facility design is for a rock site. If soil conditions exist at a
site, modifications will be necessary to derive the appropriate design level. Several options are being
considered; these follow ideas expressed by Cornell (1996) and Cornell and Bazzurro (personal
communication, 1997).

Option 1: Direct approach.

'l'hisapproachmodelssoﬂmponsedirecﬂyasaﬁincﬁonofMandR(thrwghasﬁespeciﬁc
attenuation relation), to calculate soil hazard curves Hy(a) as

H(a) = f P [A>a[M,R]fy pdmdr (18)

This has the advantage of directness and consistency with the derivation of rock hazard curves.
The disadvantages, however, make this approach unworkable for most sites. First, the seismic hazard
analysis cannot be conducted prior to obtaining detailed soil-specific information (shear wave velocities,
modulus and damping curves) for each location where facilities are to be designed at the site. This
procedure couples the design criteria process with the collection of site-specific information, and
preliminary designs based on approximate amplification factors would be awkward. Second, if preliminary
site information were obtained and later refined, the entire scismic hazard analysis must be repeated and
documented to incorporate the new information. Finally, this option has not been used in the past, at least
for site-specific soil properties, and implementing it would require addressing issues of consistency and
accuracy in representing soil response with a generic attenuation equation form. These disadvantages are
not insurmountable, but they imply that a different approach would be more efficient.
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Option 2: Simple scale factor

In this approach, the hazard curve H(a) for rock is represented as spectral acceleration ag(h) and is
simply scaled up (or down) at each frequency by a soil-dependent shape:

a, () = a (h) Saz./) 19)

whaeS(a&f):sammsm!efactorthaxdzpmdsonaxandﬁequencyfand:sdevclopdthroughsxte
specific response analyses. S(aR,j) can accommeodate variabilities in site amplification caused by
uncertainties in soil properties, for example. This approach has the advantage of simoplicity, but the
disadvantage of inaccuracy. S(a, /) is a function not only of ag and fbut also of M (but probably not of
distance R), because soil amplification depends on characteristics of the ground motion such as duration
and frequency content (not just at frequency 7). The dominant contribution by M changes as a function of
ay, level, source contribution to hazard, and other factors.

Option 3: More detailed scale factor.

The third option is to develop a more detailed scale factor that accounts for additional features of
ground shaking, but allows the simplicity of using hazard curves developed on rock:

Pl4,>a} = [[.ﬂ,(amM’--') P[S>-:!;‘-|a,LﬁM,...]ahtda,... 20)

where f, (aR,M ..) is the rock hazard curve in density form, and the integral is over all factors M...
that are used to develop the scale factor. The hazard results £, (aR,M ..)can be obtained from a
s&ndadsasmchamdmﬂymswhmmd&hawbemd&ggregatedhy&eMbuﬂombymmmg
distance, etc.

The advantage of equation 20 is that additional uncertainties, most imporggntly on soil
characteristics and their effects on amplification, can be incorporated into P[S>—|a,,f,M,...].

al‘

The project is currently examining alternative definitions of scale factors under this option and
their accuracies by comparing with Option 1 (the direct approach) for several sites and sets of s¢il
properties. Recommendations will be made based on the most workable option that can be implemented to
give accurate estimates of soil hazard.
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CONCLUSIONS

To calibrate design spectral shapes, strong motion records are available for the WUS over a range
of magnitudes and distances. There are still comparatively few records for large magnitudes and short
source-to-site distances, however. For the CEUS, all magnitudes and distances lack sufficient empirical
strong motion data, and these records will be generated with ground motion models calibrated to replicate
available ground motion characteristics at smaller magnitudes and longer distances.

An outstanding issue is the use of the single-comer or double~corner model of the scismic source
spectrum. Results will be presented in this project for both models, anticipating that several years will be
required to achieve resolution of this issue.

A method bas been developed and tested to determine the amplitude of ground motion for design,
as well as the shape. Results using test sites in the CEUS and on the west coast, and using typical
component fragility characteristics, indicate that the annual frequency of component failure is about 15 to
45 times less than the annual frequency of exceedence of the design spectrum, using realistic design
procedures. This means that, for example if the median frequency of exceedence of a site’s design
spectrum is 1x10*, the median component frequency of failure is about 3x10°. The ultimate choice of a
recommended spectral level must be made with a combination of analysis to determine acceptable faiture

frequencies, calibration to accepted existing design procedures, and judgment.

Recommending spectral shapes for soil sites requires additional procedures. One straightforward
method is to conduct the PSHA with site-specific soil attenuation equations, to obtain seismic hazard
curves and uniform hazard spectra (UHS) for the soil surface. However, as recommended in NRC (1997),
it is often more practical to conduct the PSHA for rock outcrop conditions and later translate these to soil
surface motions, because various facilities may be located on different soils, or detailed site-specific data
may not be available early in the project. In this case a site’s rock UHS at a target annual frequency of
exceedence can be translated to a soil UHS at the same or similar frequency of exceedence, accounting for
uncertainties in the soil properties. Procedures to accomplish this will be demonstrated in the project.

In addition to recommended spectral shapes, the project will archive a database of strong motion
records for the recommended M and R bins, for both rock and soil conditions. These will be empirical
records for bins where data are abundant, augmented by artificial motions derived to have the correct
frequency content for bins where data are sparse or non-existent.

A final set of recommendations concerns criteria to match artificial motions to recommended
spectral shapes and levels. Such motions might be used for input to detailed dynamic analyses of building
respanse, for example. The recommended procedures for developing artificial motions concentrate on
maichmgmponscspecualamphmd%atmﬂnpleﬁequcnm&anddampmgs and put less emphasis on
matching power spectral density functions.

This NRC-sponsored project will offer a number of recommendations on choosing spectral shapes,
selecting design levels, and generating time histories of motion for the design of nuclear facilities. The
objective is to achieve consistent design levels across the country for a range of seismic environments and
site conditions. Procedures developed in this project to define ground motion for a risk-consistent,
performance-based design are an integral part of the recommendations. A second objective is to make the
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procedures easy-to-understand and technically justified, so that they will be readily accepted. Thereisa
need to strike a balance between the engineering conservatism required to achieve the safe design,
seismological knowledge, and preservation of important earthquake ground motion characteristics, such
that realistic responses are considered. The results from this research will also provide tools for the seismic
design of non-reactor facilities and will influence the design of non-miclear facilities.
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Abstract

Steel containments and liners in nuclear power plants (NPPs) may be exposed to aggressive
service and environmental effects over a 40-year service life, and may be subject to corrosion,
elevated temperature creep, low-cycle fatigue, and load-induced inelastic deformation. While
corrosion is reasonably well-understood, the same cannot be said about the mechanisms
underlying the other three processes. The initial stages of these processes often occur without
perceptible manifestation, so that a significant fraction of the service life or margin of safety may
already be exhausted before damage detection. Many methods for modeling structural
deterioration require a measurable flaw to be applicable, and most are empirical or semi-empirical
in nature. Finally, structural damage growth is an intrinsically random process. This paper
explores the use of continuum damage mechanics (CDM) as a tool for evaluating damage
accumulation in steel pressure boundary structures. CDM is particularly well-suited for analyzing
damage that occurs over an extended period of time without visible manifestation. The governing
damage growth laws are derived from the fundamental principles of thermodynamics and
mechanics and are significantly less empirical in nature. This approach extends naturally into the
stochastic domain, and can be integrated with time-dependent reliability assessments. The
estimated conditional failure rates for structural components increase in a nonlinear fashion with
time. Neglecting this nonlinear behavior may lead to an erroneous appraisal of time-dependent

margins of safety.

1. INTRODUCTION

Steel containments and liners in nuclear power plants (NPPs) may be exposed to aggressive service and
environmental effects over their service lives. Among the mechanisms having the potential to cause such
steel pressure boundary structures to deteriorate in service are corrosion, elevated temperature creep, low-
cycle fatigue, and load-induced inelastic deformation. While corrosion is reasonably well-understood, the
same cannot be said about the underlying mechanisms giving rise to creep. fatigue, or inelastic
deformation damage. Moreover, the initial stages of such damage often occur without perceptible
manifestation. By the time that damage reaches a detectable stage, a significant fraction of the remaining
service life or residual strength (or margin of safety) may already have been exhausted. Condition
assessment of a containment metallic pressure boundary should provide quantitative evidence that
structural performance will continue to meet or exceed a minimum standard of acceptability in the
foreseeable future. Quantitative evaluation of the effects of damage accumulation on time-dependent
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structural behavior is difficult. Many methods for modeling structural deterioration require a measurable
flaw to be applicable. Most are empirical or semi-empirical in nature, and rely heavily on experimental
data,. When such data are limited or unavailable, extrapolation to service conditions for service life
prediction is difficult. Finally, structural damage growth is an intrinsically random process; yet, most
available approaches to random damage growth tackle the problem by simply “randomizing™ the
corresponding deterministic models, instead of investigating the actual sources of the randomness.

Time-dependent structural reliability analysis provides the framework for integrating information on
material and structural degradation and damage accumulation, service and environmental factors and
nondestructive evaluation technology. Research in progress, supported by Oak Ridge National
Laboratory and the US Nuclear Regulatory Commission, is aimed at: identifying mathematical models to
evaluate structural degradation and damage accumulation; recommending statistically-based sampling
plans for nondestructive evaluation; and assessing the probability that structural capacity will not degrade
to an unacceptable level during a future service period (Naus, et al, 1996; Ellingwood, et al, 1996; Oland
and Naus, 1998).

A recent phase of this research has explored the use of the relatively new field of continuum damage
mechanics (CDM) as a tool for evaluating damage accumulation in steel pressure boundary structures
(Bhattacharya and Ellingwood, 1993c). CDM deals with the aggregate effects of micro-structural defects,
expressed in terms of quantities that are observable at the structural level, e.g., changes in the elastic
modulus or stiffness. It is particularly well-suited for analyzing damage that may occur over an extended
period of time without visible manifestation. CDM can also address some of the fundamental aspects of
random structural damage growth. CDM has the potential to reduce the level of empiricism assoclated
with other approaches to modeling structural damage accumulation.

1.1 Basic Definitions in CDM

In continuum damage mechanics (CDM), damage is defined as the effective density of
defects/discontinuities on a cross-section in a given orientation (Lemaitre, 1985). Damage is generally a
tensor due to its directional nature (Krajcinovic, 1984); however, it is common to model damage as
isotropic, under the assumption that the effective fractional loss of area is the same regardless of the
orientation of the cross-section. Damage is considered to be isotropic in this paper and is described by a
scalar, D, taking values between 0 and 1. The constitutive law for a damaged material can be derived
from the concept of effective stress and the principle of strain equivalence (Lemaitre, 1985; Kachanov,
1986; Chaboche, 1988). The effective stress is defined as

s

F=—2_
1-D

)
where o is the nominal stress. The strain equivalence principle asserts that the strain response of an
undamaged body under the effective stress is the same as that of a comparable damaged body under the
nominal stress. Applying this to uniaxial elastic deformation, the damage variable may be related to the
fractional loss in stiffness:

~

E
=1-= 2
DlE @)
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where E is the elastic modulus of the damaged material, and E is the elastic modulus of a comparable
undamaged material. Eq (2) allows measuring the extent of damage in a structural component by one of
several conventional non-destructive methods, including direct tension tests, ultrasonic pulse velocity,
measurement of electrical resistivity, etc (Lemaitre, 1992).

1.2 Critical Damage

Damage accumulation is a thermodynamically irreversible (i.e., dissipative) process, and the damage

variable should be a non-decreasing function of time (assuming no corrective intervention). Failure occurs

when D reaches the critical damage, D.. In CDM, “failure” is not necessarily fracture, but is the condition

when the essential assumption that damage arises out of a volume-wide degradation of the microstructure .
ceases to be applicable. At this point, the damage-causing process becomes localized and produces a

dominant defect. Subsequent damage analysis then can be performed by other methods e.g., fracture

mechanics.

This concept of failure allows D, to have values less than unity, unlike many phenomenological models
(like Miner’s rule in fatigue) in which cumulative damage is postulated as equal to 1 at failure. D, is
- postulated as a fundamental material property (e.g., Chow and Wei, 1991) that may be dependent on
temperature but is otherwise independent of the loading history. Hence D, determined from one
experiment (e.g., a simple tension test) for a particular material at a given temperature can be used to
predict failure in a2 more complex loading situation (e.g., in high cycle fatigue). Experimentally
determined values of D, range anywhere between 0.15 and 0.85 for many metals (e.g., Lemaxtre 1992).
In a stochastic analysis, D, should generally be treated as a random variable.

2, THERMODYNAMIC BASIS OF RANDOM DAMAGE ACCUMULATION

For a deformable body R (defined by the closed boundary &R) in diathermal contact with a heat reservoir
at constant temperature 8, subject to pre-localization damage-causing processes, the Helmholtz free
energy, ¥(6, €, D), is a function of the temperature, the symmetric strain tensor ¢&; = Y4(u;+u;,) in which «;
is displacement, and the damage variable. The rapid and continuous transitions and interactions in the
microstates of the system R (Callen, 1985; Ostoja-Starzewski, 1989), and the spatial inhomogeneity at the
local scale (even in 2 nominally homogeneous material), suggest that the Helmholtz free energy should be
described as a stochastic process (Bhattacharya and Ellingwood, 1998a):

W(0)= [ - Kp)dt - [Tar+ [Bar | ‘ 3)

where W is the work done on R, K is its kinetic energy, and I is the dissipation rate. The superscript dot
represents time-derivative. B(?) is a stochastic process representing the random fluctuation in the free
energy, and B(¢) is its derivative in the mean-square sense. Spatial fluctuations in the free energy at a

given instant are neglected as they are assumed small in 2 nominally homogeneous material undergoing
isotropic damage accumulation prior to localization.

Let us assume that the initial state (at time %) is one of thermodynamic equilibrium, and damage
accumulation, though irreversible, occurs sufficiently close to equilibrium in the pre-localization stage.
Under these assumptions, the first variation in ¥(7), which is generally non-zero for a system yet to
achieve equilibrium, may be assumed to vanish:
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where
R )
IL=W-K, -—§&
2 E 26 -

The validity of Eq (4) is confirmed subsequently with experimental data.

Applying an appropriate set of variations, &u,, to the velocity field consistent with the boundary
conditions the second integral, &%, can be written as:

512 = J.(F.i toy, - pa; You,dV + I(T, -o’ﬁ"jWidr’ (6)
Rn xR

where F; and T; (#=1,2,3) are, respectively, the body forces (on R) and surface forces (on the free surface
dRy); a; and u; are, respectively, the acceleration and the velocity; p is the mass density; and the
symmetric stress tensor o, = oy/ 0¢;, where y is the Helmholtz free energy per unit volume. Both

integrands in Eq (6) are equal to zero as they constitute equilibrium equations of a damaged body
(Krajcinovic and Sumarac, 1987). Thus the second term in Eq (4) vanishes. Hence, the first term in Eq
(4) must also vanish. It can then be shown that

F-WoD';);—pa;<0 on R

: 7
T,+y,D'yn,=0 on R, M

This set of coupled partial differential equations may be difficult to solve for a body subjected to
multiaxial straining. However, under uniaxial straining, a single stochastic differential equation can be
derived which is amenable to closed-form solutions for different modes of damage accumulation. Since
material properties and random damage growth data are available mainly for uniaxial loading conditions,
this SDE is useful for testing the validity of the approach for modeling random structural damage
accumulation.

3. ISOTROPIC RANDOM DAMAGE GROWTH
Under uniaxial loading, the second part of Eqs (7) reduces to

a,+y/,,%§+s,,=0 3)

where o, is the far-field stress (generally random) acting normal to the surface. The term s, has
dimensions of energy per unit volume per unit strain (or units of stress), and can be interpreted as a
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random fluctuation imposed on the nominal stress field existing within the deformable body. Suppose
that (i) s, is a zero-mean process that assumes positive and negative values with equal probability, (ii) the
mean-square fluctuation is independent of strain (or time), and (ii:) the rate of fluctuation in s, can be
described as extremely rapid in comparison with the maeroscopxc rate of change in damage These are
satisfied if s; is described by the Langevin equation,

ds,
—r =G, +Je,(e) | ©)

where &(g}is a2 Gaussian white noise indexed with strain so that &&)=dW(e)/ds where W(¢) is the standard
Wiener process; and ¢,, ¢; are positive constants. Since the scale of fluctuations in s, are short compared
to the scale of the index parameter (time or strain intervals of engineering interest), we can write the
following stochastic differential equation (SDE) for damage growth (Gardiner, 1985):

L ‘/—/ N/ g() (10)

Alternately, random damage growth may be indexed with time, rather than with strain, if the strain rate is

known
7 X0/ / N2 %t 5 (11)
WD

where &(7) is a Gaussian white noise indexed with time, and ¢;, ¢4 are positive constants defining 2
Langevin equation similar to Eq (9). The initial damage, Dy, to be used as the initial condition in Egs (10)
or (11) is, in general, 2 random variable that takes into account the effects of residual stresses, surface
roughness, loading histories etc.

It should be noted that the above formulation of damage growth admits negative damage increments. The
probability of such negative damage increment over a given time (or strain) interval depends on the length
of the interval, and on the relative magnitude of the drift and diffusion terms. Local and transient
retardation in damage might actually occur at the microscale. Nevertheless, the increment of damage
should for all practical purposes be non-negative over a finite interval of time and space, in the absence of
repair or autogenous healing. This property should be verified in every situation where the model is

applied.
For uniaxial monotonic loading, the free energy per unit volume is, ‘
= Ia de~y (12)

where v denotes the energy of formation of discontinuities per unit volume due to damage growth.
Assuming that (i) the discontinuities are microscopic spheres of different sizes which do not interact with
each other, (ii) the force-displacement relation is linear at the microscale, and (iii) stress amplification
effects can be neglected, y can be estimated as (Bhattacharya and Ellingwood, 1998c):
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3
=3 ¢ D (13)

where o is the true failure stress. The first teﬁn in Eq (12) can be evaluated from the constitutive relation
(between the effective stress and strain or strain rate) relevant for the given loading situation.
4. TIME-DEPENDENT RELIABILITY

In this section, the CDM-based stochastic damage growth law derived above is applied to random ductile,
fatigue and creep damages, and time-dependent reliability is analyzed in each case.

4.1 Ductile Deformation

The relation between effective stress and total strain under uniaxial monotonic loading may be defined by
the Ramberg-Osgood law, ¢ =&/ E +(&/ K)" , which decomposes the total strain, €, into its elastic

(e.) and plastic (g,) components, with parameters E= the elastic modulus, X and M = the hardening

modulus and exponent, respectively. It is assumed that the exponent M is unaffected by damage. The
damaged moduli are E= E(1-D), K=K (1-D) fore, 2 &, where 5 is the threshold plastic strain
for damage initiation (Lemaitre, 1985). The SDE of random ductile damage growth then becomes:

&, (1-D(s,)) g 4 (Jez 1e,)/ K

dD(g,) =
) g, "M Ia+1/MY+C T MM I+ /MY +C

dw(s,) (14)

where C=[(3/4)7/K) -&""™)/(1+1/M). Eq (14) contains two simplifications: (i) de/de, = 1, which is
true for all € of interest in ductile deformation damage, and (ii) X/(2E) ~ 0, which is valid for most
engineering alloys. Eq (14) is of the form of a time-dependent Ornstein-Uhlenbeck process, and since the
diffusion term is independent of D, its Ito and Stratonovich solutions are identical (Gardiner, 1985);

(3/4Xo, /K) (e, 1) K

D(e,)=1-Q-D *
( p) (l O)epld-llu /(l+l/M)+C 8Pl¢|/" /(l+l/M)+C

We,)-we)]  as)

where Dy=D(g,) is the initial damage.
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Parameter Nominal Mean C.0.V. | Distribution
E 74.5 Gpa - -

K 630 MPa 680 MPa 0 20 Normal

M 5.5 55 0.20 Normal

o 435MPa2 ' | 435MPa 0.20 Normal

€ 0.016 0.016 1.0 Lognormal
Dy 0 q1- - - Deterministic
Nedle, 20 MPa - - Deterministic
D, 0.23 0.23 0.10 Normal

Table 1: Material properties for 2024-T3 Aluminum

The random ductile deformation model is validated in Figure 1 with experimental results from Woo and
Li (1993) and Lemaitre (1985) for ductile damage growth in 2024-T3 Aluminum. Damage growth data
from Lemaitre (1985) however, does not contzin any statistical description. The nominal values and
statistical properties of the variables are listed in Table 1 (for sources, see Bhattacharya and Ellingwood,
1998a). The material properties, In(g), o5 XK and M are considered random with moderate stochastic
dependence among them (the off-diagonal terms of the correlation matrix are all taken to be 0.5). The
means of the random variables are assumed equal to their nominal values. The initial damage is assumed
zero since the experiments were carried out on undamaged specimens. The noise intensity
Vey/e=20MPa, which is related to the ratio of the variance and the correlation length of the fluctuating
quantity s;, was selected to model the overall magnitude of the observed standard deviation of damage
(Woo and Li, 1993). The predicted mean and standard deviation functions of damage in Figure 1 are
obtained numerically from Eq (15). The sensitivity to correlation among the random variables and to the
noise intensity have been investigated in Bhattacharya and Ellingwood (1998b).
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Figure 1 : Random ductile deformation damage

Failure occurs when damage reaches the critical value D.. If the damage growth rate is almost always
positive, the sample paths of D(g) which cross D, from below for the first time may be expected to exist
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above that barrier after a finite interval of strain. In such cases, the cumulative failure probability (CFP)
can be simplified as the complement of the CDF of the damage function evaluated at the critical damage:

F, (8)=1-P[D(s")<D,;Ve'e[0,6]]~1-PD(e)< D, ] (16)
where & denotes the random failure strain.

Figure 2 illustrates the limit state probability for 2024-T3 Aluminum, in which D, is treated as a random
variable (Table 1). Parameters In(g), o; X and M are considered random as before (Table 1), with
correlation coefficient 0.5 between each pair. The noise intensity, Vep/c; = 20MPa. The sample functions
of D(¢) are obtained numerically from Eq (14) using an interval size 4¢=0.01. None of these randomly
selected sample function returns to the safe region once it has exited that region, reinforcing the notion of
non-negative damage growth. The relation between D and & in Eq (16) is not explicit, and the CDF of &
is obtained pumericaily. The mean and standard deviation of & are computed to be, respectively, 0.247
and 0.052, comparable to generally observed values for engineering metals (e.g., Davis, 1993).
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Figure 2: Failure probability and sample paths of random ductile damage

4.2 Fatigue

The total fatigue life, Nr, of a structural member generally consists of two phases: a crack initiation phase

_of duration N}, followed by crack propagation phase of duration Np, such that, Ny, = N; + Np. Depending
on past and future loading conditions, the initiation life can be a significant portion of the total fatigue
life of a virgin material.

Fatigue damage growth occurs incrementally as a result of load cycling. The damage at the end of cycle i
acts as the initial damage for the increment in cycle i+1: ’
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'Dl+| =DI+AD.'» AD, 20, i=l,.u,Nlb'~l (17)

We assume that the unloading portion of a hysteresis loop and compressive stresses do not contribute to
damage growth so that damage grows only during loading above the endurance limit, S, in the positive
stress region. Crack initiation occurs when damage exceeds the critical damage:

D, _, <D,

1

Applying Eq (10) to fatigue damage growth in cycle i,

dD -3=+—‘%/—°'-§(s), 0. 28,620
D

@) Ve |
0 ,otherwise

(19)

with the initial condition D =D;,.

The constitutive model for fatigue damage is defined by the cyclic Ramberg-Osgood law with parameters
E,K'and M, which must be obtained from a stabilized cyclic stress-strain curve (Dowling, 1993). The
SDE can be solved for fatigue damage growth similarly as in ductile damage, and damage at the end of
cycle i is: .

D, =1-a,(&Q(1~D,.,)+b(&;QDAW, (20)

where a; and b, are cycle dependent functions involving strain limits, and AW is the Wiener increment in
cycle i. The recursive nature of the above equation makes it possible to express damage, D, at the end of
n cycles in terms of the initial damage, Dy, and r independent increments of the standard Wiener process:

D, =1-a-D)[[&+CY W] 1e, @)

il ind j=

In some situations it may be more convenient to express damage as a function of time, rather than number
of cycles. In this case the functional form of n(f) (including its stochastic characteristics) must be
incorporated in Eq (21). Assuming that the damage growth process described by Eq (19) is almost always
positive, the cumulative probability of failure is the complement of the CDF of D,,

P[N, <n)=~ P[D, > D,] : (22)
from which the probability distribution of N; may be obtained if the statistics of D, and D, are known.
No published data on random fatigue damage growth (during the pre-initiation sfage) oriented toward
CDM analysis could be located. Limited data are available on random crack initiation life which allow

partial validation of the present model. Predictions of crack initiation in Type A 106-B carbon steel
subjected to fully-reversed strain controlled cycling at 288°C in air are compared with experimental
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results in Figure 3. The nominal material properties (from Chopra et al 1995) are E=196.5GPa,
K'=1994MPa, M*=7.74, g=539MPa, =301 MPa, and S.=310MPa. The value of the noise parameter,
Nca/ci=1000 MPa, is derived from Keisler et al (1994) to match the standard deviation observed in fatigue
tests. The initial damage is treated as zero (deterministic), and the nominal value of D, is taken as 0.25,
which is comparable to the values reported for other carbon steels in Lemaitre (1992). Parameters E, X,
M, o;r,' S. and D, are considered random and statistically independent of each other. The mean values of
these six random variables are assumed equal to their respective nominal values. The first five random
variables are assumed lognormal and D, is assumed normal. All six are assumed to have a c.o.v.
(coefTicient of variation) of 10%. The nominal strain ratio is R =1 (fully reversed cycling), and the
ordinate of Figure 3 represents the nominal values of the strain amplitudes, 4g2. The strain amplitudes
are considered statistically independent and identically distributed lognormal random variables, each
having c.0.v. 10%. The predicted mean initiation time, 1N;), along with the bound of one standard
deviation above mean, (AN}) + o(N)), compares well with the (i) estimated N; from Majumdar et al (1993)
which corresponds to the formation of 2 0.18mm crack, (ii) the cycles to failure, Nr from Majumdar et al
(1993), and (iii) Nas, from Chopra et al (1995) and Chopra (1996) which correspond to a 25% drop in the
peak stress and a 3mm crack.
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Figure 3 : Random fatigue damage growth in A106 Gr B steel at 283C in air

4.3 Creep
The equivalence principle [cf Eqs (1)and (2)] applied to creep strain rate, £, as given by the Bailey-
Norton law under uniaxial loading (Dowling, 1993), gives:

&, =Agc"t? (23)

where & is the effective applied stress. Under constant stress creep, € =&, , and yp can be simplified as

¥p = «(3/4)o, where oy is the true failure stress at the operating temperature. The stochastic differential
equation of isotropic creep damage growth thus becomes,
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A, B

dD(p) = dr + L __dw(t ‘ 24
a-oo “*apar Y @9
where,
é-1
Al =i A¢t a:"
3 o ;
, (25)
‘-
B, =iA¢{ ' ol Jc_':
3 o, o

“To the knowledge of the authors, Eq (24) does not have a closed-form solution in the Ito sense. But a
closed-form solution is possible in the Stratonovich sense, under the condition #=1 (steady state creep):

D(t) =]- {(] - Do)"“l - Al (m + l)t}l/(l-bln) '[l _ BI (m + I)W(t) ]”U*ﬂ)

(1= D)™ — dy(m + 1)t @)

where the initial time #%=0. The initial damage, D,, accounts for the ductile damage caused when the
component is loaded to o, at the beginning of the process, in addition to any damage existing prior to the
commencement of creep straining. Eq (26) has the same form as the deterministic solution for steady
state creep (Bhattacharya and Ellingwood, 1999), with an additional term (in square brackets) containing
noise.

Creep damage has an accelerated growth rate with respect to time (e.g., Kachanov, 1986) in the pre-
localization stage. Damage, however, is bounded in the range [0,D.] by definition, and D, < 1 from
physical considerations. Sample functions of IXr) are absorbed by the boundary D = 1. The cumulative
distribution function (CDF) of D(z), is therefore a mixed distribution in [0,1]. Assuming that creep
damage growth rate is almost always positive, the cumulative failure probability in the interval [0,f] is,

F,, @) =1-PD(x)<D, ;Vre[0,]~1-PD(t)<D,] 27N

where Ty is the random time to failure.

No published CDM-based studies {(e.g., by measuring the reduced stiffness) of stochastic creep damage
growth could be located. Therefore, in validating the proposed random creep damage growth model, only
the statistics of the predicted failure time are compared with available experimental results. The material
chosen is type 316 stainless steel stressed to 199MPa at 593°C (1100°F). The nominal creep law and
tensile parameters for type 316 stainless steel at 593°C are listed in Table 2 (Davis, 1994; Garofalo et al,
1961). Parameters D), A4, m, D, are considered as random and mutually statistically independent. As
before, the mean value of a parameter is taken equal to its nominal value. The nominal value of D, is
computed from Eq (15) with deterministic E, X, gz M, zero prior damage and zero noise.
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Figure 4 shows the predicted mean and standard deviation of damage and the failure probability as
functions of time, under the Stratonovich interpretation [Eq (26)]. The mean and c.o.v. of the failure time
are 924 hr and 43% respectively. These values may be compared with the scatter observed by Garofalo et
al (1961) in the times (hours) to (i) the onset of tertiary creep (mean=1233, c.0.v.=0.28, min=960,
max=1950) and (ii) rupture (mean=1749, c.0.v.=0.21, min=1267, max=2437); under the same conditions
of temperature and stress. Comparison between Ito and Stratonovich solutions were performed in
Bhattacharya and Ellingwood (19983a).

Parameter A m é testo | of E K M | Dy D, Yedes
MPa, MPa |MPa | GPa | MPa MPa
hr ~hr

Nominal 2.322°x 69211 199- | 443.7 | 151.6 | 492.7 | 4.22 | 0.0108 | 0.20* | 300*
10 315

C.0V.* 0.20 0.01 |- - - - - - 0.10 0.10 |-

Distribution* { LN N det | det det det det det |N N det

Table 2: Creep and tensile properties of type 316 stainless steel at 593°C
(*=assumed, LN=lognormal, N=normal, det=deterministic)
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Figure 4 : Creep damage growth statistics in type 316 stainless steel
[ Holt), op(t)y ———— Falt), —————- deterministic D(t) ]

The creep damage accumulation model and time-dependent reliability analysis are illustrated with an
application to an aging and corroding cylindrical steel pressure boundary subject to a sequence of severe
operating events involving pressure and temperature. This pressure boundary is assumed to be designed
by ASME requirements. Table 3 summarizes the parameters used in the illustration.
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The number of pressure/temperature occurrences, M(f), is modeled as the sum of two independent Poisson
point processes, N(ty=Ny(?) + N(f), where (i) N(?) is a pure “chance” phenomenon like human error, with
constant mean rate Ay, and (ii) N«(¢), with mean rate A,(?), represents an “aging” phenomena that might
cause safety systems to malfunction. A,(f) is given by A4(f) = (/u)(#/x)*", in which u, « are parameters,
consistent with the common assumption that failure times are described by a Weibull distribution. Values
of o greater than 1 represent a realistic “aging” process.

Variable Nominal (design) value Statistical properties (mean, ¢.0.v.)
Original thickness, b, | 1.375 in (34.9 mm) deterministic

Peak pressure, Pp, 60 psig (0.42MPag) Type I max (0.8 Py.»,20%)

Peak temperature, 6, 390°F (199°C) . Type I max (177°C,30%)

Significant duration, 4 | 20 min Lognormal (1000s,60%)

Yield stress, F, 38 ksi (262 Mpa) Lognormal (1.10F,,,7%)

Table 3 : Original (uncorroded) dimensions, load and strength statistics

During a serious operating event, it is assumed that the temperature and pressure rise in a very short time
to their peak values, P and 6, respectively, and remain constant at the peak values for a duration of 4r.
Creep damage is idealized to occur over At at constant temperature &, under the action of the constant
load P,. The action of the load appears in the form of the membrane stress, which is aggravated by
corrosion loss. Statistical dependence may exist between P,, and 6, during the operating event.

The random penetration, Z(f), of uniform corrosion is modeled by,
Z)=C@-TH" 12T, (28)

in which C = random rate parameter, M= random time-order parameter, and 7; = random initiation period.
The corrosion degradation process is assumed to occur slowly enough that the time-dependent resistance
variables can be treated as constants during the duration of pressurization (Ellingwood.and Mori, 1993).

Suppose that » events of duration 4; occur at random instants of time, #; (i = 1,2 ..., n). The accumulated
creep damage, D,, is given by (Bhattacharya and Ellingwood, 1998c):

(A-D,y"™ =A=Dy)y™ -3 Ao &, - 3 BoTW(AL) e

im} inl

where the coefficients 4; and B; depend on the temperature,&,;; membrane stress,o;, depends on the
pressure, P,;, and the remaining shell thickness, &, - Z(#)). Figure 5 shows several sample functions of
creep damage, providing a schematic representation of creep damage accumulation during a series of
severe operating events. The creep parameters are (in ksi, hr): 4=1.0x10"°, m=5, ¢=1 and e /c;=10.
The corrosion parameters are: M ~ Normal(0.7, 20%), T; ~ Lognormal(10 yr, 30%) and C ~ Lognormal
(230um, 30%). The load process is given by Ay = 0.1/yr, a = 3 and u = 25 yr, and is assumed to
approximate a severe operating event history. A correlation coefficient of 0.6 has been assumed between
P, and §,. Removing the conditioning on » results in an unconditional estimate of creep damage
accumulation as a function of time.
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Figure 5 : Schematic of creep damage accumulation in presence of aging and corrosion

4.4 Corrosion

It has been shown in Bhattacharya and Ellingwood (1998c) that in the presence of corrosion, the failure
probability due to creep damage accumulation is at least an order of magnitude lower than the probability
of failure due to excessive inelastic deformation. The treatment of corrosion above was accomplished by
an empirical rate equation not connected with CDM. It is theoretically possible to cast corrosion damage
caused by oxidation, carbonation etc in a CDM format, as mentioned by Cauvin and Testa (1999) in the
context of fourth order damage tensors. The assumption of isotropic damage no longer holds when
corrosion is the major cause of damage, since corrosion is a surface phenomenon. The effective stress is
enhanced in the presence of corrosion, and the free energy needs to be suitably modified to account for
the relevant chemical reaction.

5. CONCLUDING REMARKS

Time-dependent reliability analyses have been performed for steel elements and steel pressure boundary
components subjected to corrosion, ductile damage from sustained load, elevated temperature creep, and
low-cycle fatigue (Bhattacharya and Ellingwood, 1998c). The CDM approach was validated for limit
states involving ductile damage, creep and low-cycle fatigue. It was found that corrosion has the most
significant impact on time-dependent reliability of steel components, the other mechanisms having a more
localized effect. The estimated conditional failure rates for structural components increase in a nonlinear
fashion with time. Neglecting this nonlinear behavior may lead to an erroneous appraisal of time-
dependent margins of safety.
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Abstract

The nuclear power industry is concerned with corrosive thinning of containment unit
sections embedded in concrete. This study investigated the feasibility of detecting these
thickness degradations using ultrasonic imaging. A commercial ultrasonic system was
used to carry out several full-scale, controlled, laboratory experiments. Measurements of
0.5MHz shear wave levels propagated in one inch thick steel plate embedded in concrete
showed 1.6dB of signal loss for each centimeter of two way travel in the steel plate
(compared to previous numerical predictions of 3-4dB). Negligible losses were
measured in plates with a decoupling treatment applied between the steel and concrete.
Scattered signals from straight slots of different size and shape were investigated. The
return from a 4mm deep rectangular slot exhibited levels 24dB down relative to incidence
and 4-6 dB higher than those obtained from both “v" shaped and rounded slots of
similar depth. The system displayed an input/output dynamic range of 125dB and
measurement variability less thanl-2dB. Based on these results, a 4mm deep, rounded
degradation embedded in 30cm of concrete has expected returns of -76 to -78dB relative
1o the input and should therefore be detectable. (Work is supported by the Oak Ridge
National Laboratory and the Nuclear Regulatory Commission.) '

1.0 lntrpduction

The Nuclear Regulatory Commission has a program in conjunction with Oak Ridge
National Laboratories, to investigate structural monitoring of aging nuclear containment
units. Engineering Technology Center was commissioned as a subcontractor to
investigate the feasibility of employing ultrasonic imaging technologies to the problem of
detecting corrosive degradations in embedded or inaccessible regions of containment
units. The work was sponsored in two phases. The first phase addressed basic feasibility
issues using numerical models. The second phase, which is the focus of this report,
utilized experimental means to continue the feasibility study as well as verify the phase
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one findings.
1.1 Statement of Problem and Solution Approach

An area of concem in the nuclear power industry is the structural integrity of
aging and inaccessible containment unit sections that are embedded in concrete. One of
the fears is that over time, water intrusion causes corrosive thinning and pitting in
inaccessible areas of the pressure vessel and may go undetected (see Figure 1). Other
than expensive and potentially dangerous concrete chipping techniques, there is no
procedure currently in place for detecting degradations in these regions.

containment unit

area of interest detai 1" thick
(see detail) 1 reactor corrosive thinning : steel plating
air :
? 3
concrete . - W

Figure 1 - Overview of problem.

The overall objective of this research project has been to study the feasibility of
employing altemate ultrasonic imaging technologies for the detection and localization of
degradations in embedded regions. The focus has been on studying high frequency 0.5
MHz - 2.5 MHz) structural waves propagated laterally from accessible regions of a free-
standing steel pressure vessel (as opposed to a steel lined, concrete vessel) to
degradations below the air-concrete interface. The reflected returns from these structural
waves can be processed to generate an image of the degradation.

The basic approach differs from a conventional ultrasonic thickness (UT) or
"through thickness" test. During a through thickness test, a transducer is placed in direct
contact with a test structure (see Figure 2) and pulse-like waves are injected normal to the
test structure's surface. The time delay between sending and receiving a pulse, combined
with an assumed knowledge of the test material's compressional sound speed provide
means for estimating the material's local thickness. This technique is used in many
industrial applications and has attained a relatively high level of refinement. However, at
a minimum, the area to be tested must be accessible, which is clearly not the case for the
problem at hand.
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Figure 2 - Procedure used .in conventional UT test.

The proposed alternate technique, known as an Angle Beam Inspection, instead
uses a plastic wedge to couple the transducer to a test structure (see Figure 3). The
transducer generates compressional waves in the wedge that are refracted, primarily as
shear waves, in the test structure. These refracted waves then "skip” laterally away from
the source through the structure. The technique is often used to inspect welded joints and
to determine the presence of cracks or other structural flaws. The incident waves for this
type of test are not typically required to propagate over considerable distances or to
propagate in constrained regzons of the test structure, which they wnll be required to do in
order to demonstrate success in the proposed test scenarios.

Source
Transducer coupling
wedge

Figure 3 - Procedure used in Angle Beam Inspections.

The feasibility of employing the technique under the proposed scenario therefore
centers on determining if a measurable and decipherable signal is returned from the
corrosion area. This study addresses the physics side of the problem by investigating the
energy lost from the interrogating signals into the surrounding concrete, as well as
characterizing corrosive type degradations as acoustic scatterers. Also of primary
importance is the practical issue of determining the performance limits exhibited by a
commercially available Angle Beam Inspection System. The ability to discern and
extract reflector characteristics using acoustic signals that include information about both
the corrosive damage and the propagation path is an important, but at this point,
secondary concem. ’
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1.2 Review of Previous Work

The present work builds on a previous theoretical feasibility study which utilized
a widely accepted elastic layered media numerical computer code (OASES) to model the
angle beam inspection scenario. Detailed analyses and conclusions can be found in
Reference 1. The major conclusions derived from the numerical study include the
following:

o The embedding concrete introduces 3-4 dB of signal loss for each centimeter of
two-way travel in embedded plates. The “non-spreading” propagation losses in
the free-standing steel portions are negligible.

¢ Notch degradations 4mm in depth across the plating thickness display reflection
coefficients (ratio of reflected to incident wave amplitude including removal of
geometric spreading losses) of roughly -23dB at 0.5 MHz.

e Variation in backscatter is weakly dependent on degradation depth (so long as the
interrogating wavelength is greater than twice the degradation depth), frequency
and wedge angle.

* The technique does not appear to be applicable to steel lined, concrete vessels due
to an immense loss of energy into the concrete shell.

The study encouragingly showed that with sufficient, albeit demanding, input/output
measurement system dynamic range, the anticipated return levels from a representative
degradation located in an embedded region of a steel pressure vessel should be detectable.

1.3 Objectives for Present Work

In an effort to not only provide a basis for improving the numerical models, but
also to continue the feasibility study in a more practical forum, a series of controlled
laboratory experiments were designed and comprise the majority of the efforts contained
in this report. This work represents the second phase of the project.

The project’s objectives can be broken down into two main areas. The first area
concerns characterizing the overall performance limits of a commercially available
ultrasonic measurement system. These characterizations will include:

e Determining the system's input/output dynamic range

¢ Determining measurement stability and repeatability

® Determining the source quality

e Determining the noise environment.
The system's dynamic range will dictate the amount of loss that can be incurred in a given
scenario. In an effort to estimate the total loss that will be induced on an incident signal,
several building blocks that can be used as components of total loss will be quantified
experimentally. The following mechanisms were assumed to play the most prominent
roles in contributing to the total signal loss:

e Transmission past the degradation

»> Degradation shape effects

7> Degradation depth effects

Geometric spreading

Additional propagation losses (e.g. waveguide surface interactions)
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o Losses to embedding concrete.
Quantifying these mechanisms comprised the second major series of tests. The resultant
information provides a means for determining the types of scenarios in which the
technique will demonstrate success.

1.4 Organization of Report

This section of the paper has detailed the problem at hand as well as the basic
approach to solving the problem. This section also reviewed the previous work's major
conclusions and outlined this phase’s objectives in determining the feasibility of applying
ultrasonic imaging to the problem of embedded corrosion detection. The Phase I results
play a role in defining the focus of the Phase II study in that only free-standing steel
containment units are studied. Section 2 lays out the background information needed to
offer explanations for the experimental results. Section 3 details the experimental results,
presenting first a series of experiments meant to study the performance and operability of
an Angle Beam Inspection system and then a series of tests designed to quantify the
individual signal loss components outlined in Section 1.3. Section 4 summarizes the
conclusions obtained from the experimental work and how they affect the technique’s
feasibility. Finally, Section 5 presents procedural recommendations for implementing the
technique and the remaining issues that must be addressed before the technique can be
put into practice. The remaining issues primarily focus on experiments that should be
carried out to aid in deriving detection, localization, and degradation characterization
algorithms.

2.0 Background
2.1.1 Review of Basic Physics - Directivity of Transducer

Before detailing the experimental test procedures, it is useful to first review the
basic physics involved with ultrasonic testing. An ultrasonic transducer is comprised of a
metallic external housing which contains a piezo-ceramic disk backed by a high-density
material. The piezo element deforms as a voltage is applied across opposite faces. As the
piezo element is set into motion, a protective face plate attached to one side of the piezo
element, is driven and ideally acts as a rigid piston radiator of sound waves into the
medium to which it is coupled. The variation of sound wave amplitude as a function of
radiating angle is known as the farfield directivity pattern of the source. For a rigid
circular piston radiator, the farfield directivity pattern of injected sound waves into a
shear free media (the directivity pattern set up in a solid is considerably more complex,
but the basic concept holds) is governed by the following equation (Ref. 2):

J [27(a/ A)sinb]

DO == @l Dsind

Here, Ais the acoustic wavelength (1 =c¢/ f, where c is the speed of propagation and fis
frequency) propagation, a is the radiator diameter, and J,(x) is a Bessel Function of the
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first kind, having order 1 and argument x. Figure 4 shows a plot of the farfield sound

wave directivity pattemn set up by a one-inch diameter radiator vibrating at 0.5 MHz and

1.0MHz (note that the directivity pattern is axisymmetric due to the symmetry of the

radiating surface). Several features of the radiators’ directivity patterns are to be noted:

o The directivity pattern takes the form of a main "lobe", centered on the surface
normal, and several lower level secondary lobes away from the surface normal
direction.

* A radiator of fixed diameter displays a more focused field when vibrating at higher
frequencies.

e The half power beam width is defined as the angle at which a radiator’s directivity
factor is -3dB relative to the on-axis (0°) value and is typically used to represent the
radiator’s spreading angle.
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Figure 4 - Directivity factor for a rigid disc radiating in fluid. The black curve
represents the relative magnitude radiated as a function of angle (measured from
the radiator's surface normal) for a 1" disk vibrating at 0.SMHz and the gray curve
a 1"disk vibrating at 1.0MHz.

Close to the transducer, there exists a "nearfield" acoustic response which is
considerably more complex than the farfield response and cannot be expressed in such
compact form. For relatively low frequency ultrasonic transducers (such as the ones used
in the following experiments), the nearfield exists within a one to two inch radius from
the transducer. Because the wedges used in the experiments are not sufficiently large to
contain the entire nearfield response, the complexity in fully modeling the ultrasonic
signals that are injected into a test structure is compounded. For the current study, the
farfield approximation of the beam pattern was used. The success of the overall
technique is contingent upon a thorough knowledge of the spatial and temporal character
of the incident sound waves. Such knowledge is required to properly decipher the
returned signals. Consequently, one important recommendation for future work is that
the injected source directivity be studied in considerably more detail.

2.1.2 Review of Basic Physics - Transmission through an Interface: Snell's Law

When waves traveling in one medium encounter an interface with a second
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medium of different acoustic impedance (z,. = oc, where p is the medium's density,

and c is the medium's sound speed, see Figure 5) the wave is partially reflected and
partially transmitted. The transmitted wave propagation direction is skewed according to
Snell's law:

sing, siné,

Cl c2 7

where & and &, are noted in Figure 5, and ¢, and ¢, are the wave propagation speed in
media 1 and 2, respectively.

In solids, internal waves can be propagated as shear and compressional
deformations. Additionally, waves of one type can be converted to another when an
impedance discontinuity is encountered. Note that Snell’s Law can be rearranged to
solve for the refracted transmission angle, &,

é, =sin™'((c, /¢,)siné,)

and that for certain material sound speed combinations and certain incident angles 4,
there is no obtainable solution. For example, compressional waves cannot be excited in
steel (c.=5500m/s) when compressional waves travelling in Lucite (a material typically
used in UT coupling wedges, c.=2680m/s) are incident at angles greater than 27 degrees.
For reference, the shear wave speed in steel is around 3300m/s.

For normal incidence, the ratio of transmitted to incident wave amplitude is
governed by the following equation (Ref. 3):

m_ 2z,
lI] - Z,+2

As one would expect, when z,=z, all of the wave energy is transmitted. When z,>> z,,
the transmitted amplitude is negligible, so virtually all of the wave energy is reflected.
Waves travelling from the source wedge (for Lucite, z,. = 3.16x10° Kg/m?s) to a steel (z,,
= 45.4x10° Kg/m’s) test structure are therefore mainly transmitted. Those waves that do
get reflected set up a reverberant field inside the wedge, which dies out somewhat
quickly, but can still pose problems in detecting small flaws near the source. Waves
travelling in steel that encounter an air interface are virtually totally reflected.
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Figure S - Wave reflection and transmission at an acoustic impedance interface.

These phenomena are also helpful in describing the structural wave coupling
between the steel plate and the embedding concrete. Shear waves in steel have an
acoustic impedance five times that of concrete. One can therefore anticipate fairly
significant losses from shear waves in steel to compressional waves in embedding
concrete. However, these losses are strongly dependent on the interfacial coupling
conditions, which are not well known. The transmission equations assume continuity of
displacement and stress across the impedance discontinuity, a condition that is not
necessarily achieved at the concrete-steel interface. Without an adhesive-like bond, there
is minimal interfacial coupling. For this reason, a fluid couplant is used between the
transducer-wedge interface and the wedge-plate interface.

2.1.3 Review of Basic Physics - Wave Propagation and Scatter

When a wave is injected into a layered media, e.g. a plate, and the incident
wavelength is significantly smaller then the plate thickness, it can be modeled as a
propagating ray (see Figure 6). The ray "skips" laterally down the waveguide, bouncing
off of the layer's top and bottom surfaces. Locally, where a bounce occurs, the surface
displacement is high, giving rise to discrete "hot spots” along the surfaces of the layer.
The distance between adjacent hot spots is termed the "skip length” and can be calculated
using this simple formula:

L

wp = 27 tané
where T is the material thickness. Because the wave injected has angular spread, and the
wave is free to spread side to side in the layer (or out of Figure 6's page, as seen in Figure
7) there is a geometric spreading loss. The geometric loss in a two dimensional
waveguide (such as a semi-infinite plate) is proportional to the inverse of the square root
of the distance traveled, and is termed cylindrical spreading.
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Figure 6 - Basic guided wave propagation in a thick layer

Impedance discontinuities, or degradations of characteristic dimension less than
one half of the interrogating wavelength, are inefficient acoustic scatterers. The criteria
for detection is that the structural wavelength be small (and the frequency high) compared
with the characteristic depth of the degradation. However, the inherent damping loss
associated with wave propagation in any media is proportional to frequency, as shorter
wavelength signals must endure more cycles to interrogate a fixed distance and therefore
suffer a greater loss. Thus for maximum wave penetration in an elastic media, the lowest
possible frequency should be selected. Clearly a compromise is required that addresses
these two bounding conditions when small degradations are to be detected at considerable
distances. ‘

2.2 Discussion of Equipment

Several manufacturers of ultrasonic transducers and peripheral equipment were
solicited for information on their products. A completely integrated laboratory testing
package (pulser-receiver electronics, acquisition software and hardware, transducers and
wedges) manufactured by Matec Instruments, Inc. (of Northborough, Massachusetts) was
selected for use in the experiments.

The testing equipment is comprised of a pulser/receiver card, a high frequency
analog-to-digital acquisition board (both of which are attached to a standard PC ISA bus),
controlling software, piezo element contact transducers, coupling wedges and industrial
grade ultrasonic gel couplant. The transducers have a one inch diameter circular radiating
face, are tuned to 0.5MHz, and have an estimated half angle beam width of just over six
degrees. )

Wedges are specified by the refracted shear wave angle (measured from the
surface normal) introduced into a steel test structure. All of the wedge angles that were
used (45°, 60°, and 70°) are past the compressional wave critical angle for steel, meaning
that compressional waves will not be excited in the steel plate. It should again be
emphasized that the transducer does not generate a planar incident field, so that energy is
injected in all directions. Therefore, it is more accurate to say the main lobe of the
incident sound field does not excite compressional waves in a steel test structure, but that
the sidelobes below the main lobe may indeed excite compressional waves.

The equipment can be utilized in either through transmission mode, where

separate transducers act as source and receiver, or pulse-echo mode, in which a single
transducer injects a wave and then passively listens for a retun (these modes of operation
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are known to the acoustics community as bistatic and monostatic respectively). When
-operated in through transmission mode, the source and receiver transducers are attached
to coupling wedges of the same angle.

The input voltage waveform is a toneburst, with the signal length, level (in
percent of maximum) and center frequency specified by the user. The signal length used
in all of the experiments was 4 microseconds, and the frequency 0.5MHz. The maximum
input voltage that the pulser can generate is 300v. Because the transducers are
uncalibrated, it is relationship between input voltage and mechanical force is unknown. It
is important to note that several more expensive pulser/receiver cards that can generate
inputs of 1000v are commercially available. The acquisition board range is +/- 0.5 volts.

Therefore the maximum measurable signal is -6dB referencing 1volt and the minimum is
around -130dB, with the minimum set by the system's dynamic range, which will be
shown to be 125dB.

2.3 Discussion of Test Platforms

The test platforms to be used are 1.0"x36.0"x8.0" (thickness, length, width) mild
steel plates. The thickness corresponds to that used in nuclear containment units. The
width is such that no side interactions will take place when waves are directed down the
length of the test platform and the width-centered source and receiver are not more than
70.0" apart (see Figure 7). The means that waves can be propagated down and back the
nearly the entire length of the plate before side interactions are part of the measured
return. Thus, for tests where propagation distances are less than 70 inches, the plate
width is rendered effectively infinite. ‘

source receiver
8”
h 70.0”” allowable -
Figure 7 - Reqdired plate width for the elimination of side interactions as competing .
signals.

In the following experimental procedures, all measured "degradations” are
actually uniform cross sectional slots cut across the plates' width. Transducers were
typically oriented perpendicular to the slots and because side interactions are intentionally
avoided, the degradations are rendered effectively two-dimensional. The effect of a
curved edge (i.e., not straight slots) on reflected returns is also an important
recommended study for future research.
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3.0 Experimental Procedures and Results
3.1.1 System Performance and Operability - Performance Check

As a first step in verifying the operability of the equipment, a conventional
ultrasonic thickness test was performed. Figure 8 shows a sketch of the experiment and
the measured return. A transducer was placed in direct contact (i.e., no coupling wedge)
with the longest edge of 2 8" x 1" x 38" steel plate, with the idea of injecting
compressional waves injected across the plate's width. When operating in a monostatic
configuration, the transducer acts as a receiver while it acts as a source, meaning that the
input, free-vibration nngdown of the piezo element, and wedge reverberant field are all
measured. This is shown as the clipped portion of the signal before 40 microseconds
(receiver gain was set to record the reflected signal from the plate's opposite edge, which
clearly displayed significantly lower levels than those signals listed above). The first
retuns after the source has died down are from the direct path to the opposite edge of the
plate and they occur at 75 microseconds. When half of this delay (time of flight for one
way travel) is multiplied by the assumed compressional wavespeed in steel (0.55 cm per
microsecond) the 8-inch width is estimated to be 8.12 inches. Although the transducer
used was not designed for this type of a test, the results point to a properly operating
system.

transducer
N
= :
M%M%!WMM‘MW
«— T
8” time (microseconds)

Figure 8 - Simulated UT test, setup and measured return.

3.1.2 System Performance and Operability - Dynamic Range

The system's input/output dynamic range was experimentally obtained by
measuring the maximum signal that the system can inject and the minimum signal that
the system can read. Two transducers (both attached to 45 degree coupling wedges) were
placed adjacent to one another on a one-inch thick steel plate. With the receiver gain set
to the allowed minimum (0 dB) and the input level set to the allowed maximum (100%),
the signal transmitted from one transducer to the other was monitored. The receiver
position was slowly varied away from the source until the received signal obtained its
first maximum (i.e., the receiver fell on the first "hot spot"). This was assumed to be the
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maximum signal level that could be injected. The source was then removed from the
plate, the receiver gain maximized (70 dB), and one hundred averages of the no source
signal assembled and averaged (to suppress uncorrelated sensor noise). This averaged
signal was assumed to represent the minimum measurable signal.

Figure 9 shows the results. Plotted are the power spectral densities of the
maximum and minimum signals. At 0.5MHz, where the source signal is concentrated, a
125dB difference can be seen. This difference represents the system's input/output
dynamic range.

System Dynamic Range

60 -~ — —_— . ——
Y

40t 12548

20 max bistatic signal

min no source bistatic signal

80 WM#WWWWWWWWMW

-100, 0.5 1 1.5 2 25 3 35

Frequency (MHz)

Figure 9 - Results for system dynamic range.

3.1.3 System Performance and Operability - Measurement Repeatability

In order to attribute differences in measured signals to physical effects,
measurement repeatability was quantified. These tests were performed on vertically
oriented plates to incorporate the problems associated with fixing the transducers in this
orientation. The tests involved measuring the transmitted signal from one transducer to
another for several different relative separation distances. Transmitted signals were
recorded over a three-day period on 3 plates, for a total ensemble of nine measured
signals at each separation distance. Of those nine signals, the ratios of the maximum to
minimum received signal levels are plotted in Figure 10 for 5 different source/receiver
separation distances. The plot shows a maximum variability of 2dB, thus allowing
measured differences greater than 2dB to be attributable to effects outside of pure chance.
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Figure 10 - Maximum variation in transmitted signal levels for various source-
receiver separation distances.

3.2 Source and Waveguide Characterizations

In order to accurately image the location and shape of a degradation, the distortion
caused by waveguide propagation of unfocused incident waves must be considered. For
these purposes, numerical modeling will serve as an invaluable tool. However, the
assumptions that must be made by those models will be critical. Therefore, as a basis for
refining the numerical modeling assumptions, the waveguide effects on signal
propagation were addressed in a series of tests.

Using one transducer as a source and a second as a roving receiver (with both
transducers fixed to a 45° coupling wedge), a bistatic array was simulated. By doing so,
the incident wave interactions with the plate's edges could effectively be monitored as it
propagated down the plate. Fig 11 illustrates the experimental setup.

Source Receiving
Transducer

Transducer

38.0

Figuré 11 - Test setup for mo‘nitorin'g forward travelling waves in a free plate.

Figure 12 shows a plot of the measured signal for the forward propagating wave.
The bottom axis represents time and the left-hand axis represents receiver distance from
the source. Image brightness is proportional to the envelope of the received signal level.
Note that the received signal takes longer to reach positions that are located further from
the source.
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Figure 12 - Combined envelopes of received signals at several locations relative to a
fixed source (forward travelling waves).

Several features of this plot can be brought to point:

» "Hot spots", seen as bright features, correspond to structural wave interactions
with the measured surface. These features appear with regular spatial periodicity
corresponding to the skip length of a 45-degree incident signal.

o The magnitudes of the hot spots diminish as the receiver is moved further from
the source. The rate at which they diminish was verified to fit cylindrical
spreading predictions, implying that the edge reflections are "specular”, like a
pool ball bouncing of the edge of a pool table. Moreover, because there is no
strong evidence of scattering to non-specular waves due to surface interactions, it
can be concluded that the measurement noise floor due to surface imperfections
will be low.

e A straight line can be fitted through the centers of the slashes, the slope of which
corresponds to the global speed at which the energy travels down the plate. This
global velocity is given by:

vglobal = vshmr cos(ainddcnr)

This expression provides a convenient verification of the injected incident angle.
3.2.1 Assessment of Signal Loss Components - Degradation Shape

Figure 13 shows a schematic sketch of the test setup used to study the returned
signal levels from degradations of various shapes. As noted previously, these
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Figure 13 - Test setup for degradation shape study.

degradations are actually straight slots cut across the plates’ 8 inch width. All of the
degradations in this test were 4mm (0.158in) deep and 10mm (0.394in) in width.
Monostatic returns were measured at several source locations relative to the slots' leading
edges. Figure 14 shows a sample return signal. The reflected signal "level" is defined as
the maximum value in the signal packet that is assumed, by simple time gating

procedures, to have emanated from the slot.
0.03

reflection from slot

o
8

reflection from back ed

0.01

0.00

monostatic received signal (volts)

0 200 400 600 800 1000
time (microseconds)

Figure 14 - Sample reflected return from rectangular slot (used to define "signal
level™)

- Figure 15 shows the differences in reflected signal at several source locations
relative to the slot. For the 45° wedge, the returns from the rectangular slot are, averaged
over source location, around 1dB higher than those from the rounded slot and 4dB higher
than those from the "v" shaped slot (see Figure 15a). For the 70° wedge, the differences
are 5 and 9dB and are shown in Figure 15b.

These results include the effects of geometric spreading, which are greater for the
70° wedge than for the 45° wedge because the path to and from the slot is longer for the
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Figure 15 - Results from degradation shape study.

deeper angle. Additionally, the waveguide tends to compound the complexity of the
reflected signal, because the incident field actually approaches the slot from a wide array
of angles, and all reflected waves with any propagation component back in the direction
of the source is measured as a reflected signal. A more thorough analysis of the measured
differences would incorporate advanced acoustic scattering theories that are beyond the
scope of this study.

Figure 16a shows examples the time windowed returns reflected from the three
different slots. A comparison of these returns reveals that the arrival times of the
reflected signals are very nearly equal. Figure 16b shows the ratio of spectral magnitudes
for the rounded to the rectangular slot retumns. It is in the frequency domain that the
majority of scatterer characterization schemes will be implemented. Such
characterization would require significant differences in the returns from different shape
degradations. Although no attempt is being made here to perform frequency domain
analysis, it appears as though there are significant differences not only in the level of the
reflected signal, but also in the frequency character of the reflected signals.
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Figure 16 - Differences in reflected signal character for different degradation
shapes. 16a shows windowed selections of the return signals reflected from the three
different slots. 16b shows the ratio of spectral levels for the windowed return from
the rectangular slot to the rounded slot.
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Degradation depth was studied using the same methodology used to study
degradation shape. Fig. 17 shows a sketch of the slots that were used in this test. All
slots were rectangular in shape and 10mm in width. The slot depths were 4, 8 and 12mm.
Reflected signal levels were determined in the same manner used in the shape study.

o 0 oyl S o s e e
D e R P T, S s B

~ (8mm)

Figure 17 - Test setup for degradation depth study.

Figure 18a shows the differences in reflected signal at several source locations
relative to the slot for both a 45° and 70° wedge pair. For the 45°set, the returns from the
4mm deep slot are, averaged over source location, around 3dB lower than those from the
8mm deep slot and about 6dB lower than those from the 12mm deep slot. This trend is as
expected as deeper slots project a greater area of acoustic impedance.

Figure 18b shows the reflected signal levels from the three different slots using a
70° wedge set. The resultant trend for this case is not as expected. For some source -
receiver separation distances the reflected returns from the shallowest slot are actually
greater than those from the deepest slot. The trend was qualitatively observed over a
broad range of separation distances, eliminating skipping effects as a possible
explanation. The explanation for these unexpected results may, again, only be realized
after incorporating advanced scattering theories.
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Figure 18 - Results from degradation depth study.
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3.2.2 - Assessment of Signal Loss Components - Concrete Effects

The final bank of tests involved measuring the effects that concrete has on waves
travelling in an embedded plate. Figure 19 shows a photograph of a wooden test base
that was built to allow the midsection of three plates to be embedded in a concrete bath.
The signal transmitted from one end of the plate to the other was measured before and
after filling the molds with concrete. To determine the effect that bond quality has on
induced losses, one of the plates was wrapped with a single layer of 4mil plastic sheet.
The other two plates were tested under identical untreated conditions in order to quantify,
albeit sparsely, the concrete effect’s repeatability. These plates are referred to either as
"coated”, i.e., wrapped with a plastic sheet, or untreated, i.e., no plastic sheet.

Figure 19 - Test base for concrete effects test.

Figure 20 shows a simplified schematic of the test setup for a single plate. The
source transducer location was varied from 2.5 inches to 4.5 inches in 0.5-inch steps in
order to

receiver

L_‘ concrete l ._]

€
s

source l steel plate

15:0 10.25

e
-

380

Figure 20 - Test setup for concrete effects test. All units are in inches.

sufficiently sample one half of a skip length for the 70 degree wedge. The wave
propagated through the embedding region was monitored by a fixed position receiving
transducer. The received signal level is, as before, defined as the maximum value in the
incident signal packet reached by the receiver.

Figure 21a shows the signal level received for three free standing (i.e., no
embedding concrete) plates, for several source locations. As expected, there is only
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minimal variation from plate to plate and the plastic wrap has no noticeable effect. Also
note that the received levels are about 100dB above the measurable floor, with all losses
being attributable to geometric spreading. Figure 21b shows the received levels after
embedding the midsections of the plates in concrete. The two uncoated plates display a
significant loss in signal level (30dB, or 1.6dB per centimeter of two-way travel) while
the coated plate level remains relatively high, incurring virtually no losses. Note that the
results for the untreated plates are very similar, with the differences being attributable to a
combination of measurement variation and concrete bond variation. Upon removing the
plates from the test base, the concrete surrounding the wrapped plate adhered well enough
to support its own weight. Thus, it appears as though the micro-character of the concrete-
to-steel bond plays a critical role in determining the proportion of energy lost from waves
travelling in the steel.
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Figure 21 - Transmitted signal level for three plates (one coated, two uncoated) free-
standing (21a) and partially embedded in concrete (21b)

Figure 22 shows the results for the transmitted signal levels through the coated
plate partially embedded in wet and cured concrete. Note that the transmitted levels are
3-4dB lower for the wet concrete case.
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Figure 22 - Transmitted signal levels for the coated plate partially embedded in wet
and cured concrete.

Figure 23 shows the received signal levels using different wedges tested on a
single untreated plate after it was embedded in concrete. The 70-degree wedge shows
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transmitted signal levels that are roughly 4-5 dB higher than those received using the 45-
degree wedge. Assuming that both wedges couple equally well to the test structure, this
result is to be expected because the incident wave injected by the 70-degree wedge
experiences fewer interactions with the concrete-steel interface due to the longer skip
distances.
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Figure 23 - Transmitted signal levels for embedded plate using different wedge
angles.

3.4 Practical Detection Issues - Masking Signals

The objectives of these experiments were to determine the system loss
components in order to provide a total loss estimate and verify that the total loss does not
exceed the system's dynamic range. However, these procedures do not address the
problem of competing signals. To gain a feel for the measurement floor that is dictated
by the presence of competing signals, the signals reflected from a rectangular slot (4mm
deep) located five inches below the air-concrete interface were measured (see Figure 24).

The results were compared to those obtained with no concrete present. This test
represents a scenario that one might encounter in the field and thus is an important gauge
for the technique's feasibility.
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Figure 24 - Test setup for simulated field scenario.

Figure 25 shows the return from the slot after concrete has been poured. The
signal level in the reflected signal "packet” is down about 20dB (linear factor of 10)
relative to the reflected return from the slot without concrete present. The retumm from the
slot is still evident, but the competing return signals (occurring between 50 and 130
microseconds) that would normally be considered secondary, are now only 6-10dB down
(linear factor of about 2-3) from the peak in the reflected packet emanating from the slot.
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Figure 25 - Reflected signal from an embedded rectangular slot.

It is interesting to note that the reflected signal builds somewhat sharply at around
60 microseconds. This time delay corresponds very nearly to the time it would
theoretically take a compressional wave propagating directly down the plate's axis to and
from the slot's leading edge. Thus, it appears as though an incident side lobe has coupled
to a2 compressional wave in the steel. Therefore, these signals could be considered a
localizing aid as opposed to competitors. Consequently, no quantitative conclusions can
be drawn from this experiment concerning the relative levels of competing signals. The
important point is that if 2 competing signal can be identified, then it can in all likelihood
be removed from the return signal during post-processing. Implementing advanced signal
processing algorithms to exploit and/or discriminate phenomena of this type is an
important recommendation for future work.
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4.0 Conclusions

Corrosive thinning and pitting of the pressure vessel walls in embedded regions of
steel nuclear containment units currently cannot be detected without employing
expensive, dangerous and potentially inconclusive concrete chipping methods. It has
been proposed that high frequency acoustic imaging may serve as an alternate solution to
detecting these degradations.

A numerical study has already been carried out to address preliminary feasibility
issues. As a basis for improving these numerical models, and also to continue the study
in a more practical setting, a series of controlled laboratory experiments were executed.
The experiments were designed to assess the performance of a commercially available
fully integrated angle beam inspection system, and to further investigate the underlying
physics that govern the use of angle beam inspections. To pursue these goals, an angle
beam inspection system was obtained from Matec Instruments, Inc.

The experimental results are as follows:

e The measurement system displayed an input/output dynamic range of 125dB.
Therefore, in the absence of competing signals, 105dB of losses can be incurred
while still maintaining a 20dB signal-to-noise ratio. The system tested is of
moderate quality, and the dynamic range could in theory be increased by as much as
35dB by selecting a more powerful pulser and a higher precision acquisition board.
The system displayed measurement variations on the order of 1-2dB, which implies
that characterization of degradation dimensions will be subject to a 25% margin of
error and that measured differences greater than 2dB can be attributed to physical
effects. The source was verified to inject waves at refracted angles very near those
specified by the manufacturer.

* The mild steel plates that were used in the experiments propagated signals as if they
were effectively free of surface imperfections. Under similar conditions, the surface
generated noise floor and the false-positive alarms expected from surface flaws
should be minimal.

» The reflection coefficient from a 4mm deep, 10mm wide two-dimensional
degradation, measured using a 45-degree wedge, was shown to be about -24dB at 0.5
MHz. With the same wedge, rounded and “v” shaped degradations of similar depth
and width showed returns on average 1dB and 4dB, respectively, lower than those
returned from the 4mm deep rectangular degradation. For the same wedge, returns
from a 8mm deep rectangular degradation showed returns 3dB higher than those
from the 4mm deep degradation and a 12mm deep slot showed returns 6dB higher.
Using a 70-degree wedge, rounded and “v” shaped degradations of similar depth and
width showed returns on average 5dB and 9dB respectively, lower than those
returned from the rectangular degradation. The relation between reflected signal
level and degradation depth using the 70-degree wedge is unclear. These results
provide a preliminary basis for estimating reflected signal levels from a vast array of
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two-dimensional degradations.

e When plates are embedded in concrete, an additional 1.6dB of signal loss is incurred
for each centimeter of two-way travel using 45-degree wedges, and 1.4dB using 70-
degree wedges. Plates that have a plastic wrap between themselves and the
embedding concrete show virtually no additional losses compared with free plate
signal losses. Therefore, in regions where corrosion is suspected, it is likely that the
concrete-to-steel bond is compromised, and the effect of the concrete may be
minimal. However, the presence of water in the concrete may significantly increase
the signal loss that is induced.

¢ The results from the signal loss components experiments can be combined to provide
a basis for estimating the total loss induced on an incident signal for many scenarios.
For example, 2 4mm deep rounded degradation, located 30cm below the air/concrete
interface should display reflected signals 76-78dB down from the incident signals
measured at the drive point. This does not include geometric spreading, which will
add an additional 7dB of loss (based on 4dB of spreading loss at 16cm, as noted from
Figure 15a, which shows return levels of around -35dB for the rounded degradation
at a distance of 6.5 inches or 16cm, 25dB of which are due to the reflective character
of the degradation and based on a maximum of —6dB). In the absence of competing
signals, a degradation of this type should be detectable because roughly 40dB of
signal-to-noise ratio remains (based on the system's input/output dynamic range).

¢ Rectangular degradations 4mm in depth located S inches below the air/concrete
interface can be detected without addition signal post-processing. The competing
signal environment, which tends to mask returns from actual degradations, can be
accounted for using basic wave propagation analyses. Techniques to either utilize or
discriminate against these secondary mechanisms must be implemented for the
technique to demonstrate success in more challenging scenarios.

5.0 Recommendations

The results from this project can be used to determine, on a preliminary basis, the
feasibility of employing ultrasonic imaging in a vast array of degradation scenarios. It
appears as though moderately sized corrosive degradations (4mm and greater depth with
fairly abrupt edges) can be detected to distances of around 30cm below the air-concrete
interface. However, the study does not address several factors that could stand in the way
of eventually employing the technique.

Recommendations for future work fall into two main categories: continuation of
the feasibility study and the development of more sophisticated detection, localization
and degradation characterization solutions.

Additional feasibility issues include:
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¢ Three-dimensional effects, such as plate curvature, degradation curvature and the
mixing of return signals from several closely spaced degradations.

o Effects of structural discontinuities in the pressure vessel, such as periodically located
concrete anchors.

¢ Studying in significantly more detail the actual shapes that corrosion typically takes
on.

¢ Studying the bond quality between concrete and steel in areas of corrosion.

. In order to develop more sophisticated imaging algorithms, the effective spatial
and temporal filters that an incident and reflected signal pass through must be well
known. Therefore, a thorough study of the acoustic properties of transducers and wedges
must be carried out. In addition, the ability to remove propagation path information from
the reflected signal must studied. This will be difficult in embedded scenarios without
knowing the concrete-steel bond quality, which was shown to play a major role in
determining total induced loss. Once both of those studies are successfully completed, it
will then be possible to carry out a study on implementing inverse scattering techniques
for the purpose of characterizing degradation dimensions.

Several procedural recommendations can be made based on the practical
knowledge gained in this study:

o The transducers used act as relatively narrowband mechanical filters (in relation to
conventional, highly damped transducers) and are tuned to 0.5 MHz nominally.
Frequency concentrated tone burst waveforms were used to minimize the energy lost
outside of the effective transducer filter and therefore to maximize the injected power.
In retrospect, the added problems of a relatively lightly damped piezo crystal (which
had a significant ringdown period) and a relatively long input signal (required for
frequency focusing) do not justify their selection over a highly damped crystal excited
with short pulses.

e [t is imperative that gel couplant completely fills the space between the transducer-

wedge interface and the wedge-test structure interface. This becomes increasingly
difficult when wedges are coupled to vertical structures.
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ABSTRACT

The OECD Halden Reactor Project is an intemational network dedicated to enhanced safety and
reliability of nuclear power plants. The Project operates under the auspices of the OECD Nuclear Energy
Agency and aims at addressing and resolving issues relevant to safety as they emerge in the nuclear
community. This paper gives a concise presentation of the Project goals and of its techmical
infrastructure. The paper contains also a brief overview of results from the ongoing programme and of
the main issues contemplated for the next three-year programme period (year 2000 - 2002).
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1. INTRODUCTION

Safe and reliable operation of nuclear power plants benefit from R&D advances and related technical
solutions. The OECD Halden Reactor Project is a leader in these advances with programmes devised to
provide answers in a direct and effective manner. The Project’s strong international profile and solid
technical basis represent an asset for the nuclear community at a tme in which maintaining centres of
expertise at accessible cost becomes increasingly important.

The Halden Project is a joint undertaking of national organisations in 20 countries sponsoring a jointdy
financed programme under the auspices of the OECD - Nuclear Energy Agency. The programme is to
generate key information for safety and licensing assessments and aim at providing:

o Basic data on how the fuel performs in commercial reactors, both at normal operation and transient
conditions, with emphasis on extended fuel utilisation.

+ Knowledge of plant materials behaviour under the combined deteriorating effects of water chemistry
and puclear environment.

e Advances in computerised surveillance systems, human factors and man-machine interaction in
support of upgraded control rooms.

OECD MALDEN REACTOR PROJECT
PARTICIPATING COUNTRIES

Fig. 1. The Halden Project is an international network with 20 member
countries. The participants represent a complete cross section of the nuclear
communiry, including regulatory bodies, vendors, utilities and R&D centres.
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In addition to the joint programme work, a2 number of organisations in the participating countries execute
their own development work in collaboration with the Project. These bilateral arrangements constitute an
important complement to the joint programme and normally address issues of commercial interest to a
. participant organisation or group of organisations.

The programme results are systematically reported in Halden Work Reports and in Enlarged meetings
organised by the Project. Participants’ bilateral activities are also presented at these meetings. Special
workshops with participation of experts are frequently arranged for in-depth assessments of specific
issues, especially when new programme issues are to be established.

The joint programme is renewed every third year. The programme renewal involves extensive reviews
and discussions with Project participants on priorities, programime issues to be addressed and technical
means to achieve the programme objectives. The large circle of participants. with the consequent cost-
sharing among many parties, has enabled to utilise the overall infrastructure to the maximum possible
extent. The Halden Project is committed to continue this endeavour by responding efficiently to technical
requirements emerging in the puclear community, by maintaining its facilities in good order and by
continuing to adhere to a highly competitive cost structure. Norway, host country, has always been
strongly supportive of the Halden Project and is expected to do so in the future. The Norwegian
contribution covers 30% of the joint programme funding.

2. FUEL AND MATERIALS PROGRAMME

2.1 Key Facilities

The main tool for the fuel and material work is the Halden Boiling Water Reactor (HBWR), with its
range of experimental capabilities. The license for the reactor is to be renewed in 1999. and as on
previous occasions, the Norwegian Institute for Energy Technology, which operates the Halden Project
facilities, bas applied for 2 renewal for a period of ten years. The license application is based on an
extensive review of the Safety Report for the HBWR, particularly regarding the conditions of the vessel.
Data so far show that fluence-induced damage progresses at 2 Iow rate and that current criteria resultin a
vessel projected lifetime well beyond year 2020.

Substantial development has taken place at Helden, aimed at providing a flexible facility where a variety
of experimental needs can be accommodated. When specific coolant conditions are required, such as for
cladding and structural materials stdies, water loops are available. The loops can be operated in
different thermal-hydraulic and water chemistry conditions, covering a range of BWR and PWR
requirements.

The distinctive speciality of the HBWR fuel and material experiments resides in the ability to perform
high quality in-reactor measurements, which provide unique and well characterised data during
operation; that is, while mechanisms are acting. The Project experimental programmes are centred
around this capability and make use of it to the maximum possible extent.

This capability has in recent years been extended such that commercial fuels can be efficiently tested at
Halden. Fuel rods extracted from commercial reactors can be segmented and re-fabricated into rodlets

suitable to further specialised testing at Halden. For this purpose the fuel segments are also retrofitted
with the instruments required for the tests.

Similarly, structural materials extracted from LWR cores can be machined, fatigue pre-cracked if
necessary and suitably instrumented for the Irradiation Assisted Stress Corrosion Cracking (IASCC).

185



Fig. 2. Cross secrion of the Halden reactor core. This core configuration refers to
February 1998, with torally 31 1est rigs and 68 driver fuel assemblies. About half of
the test rigs are operated in LWR loops.

This technique is important in that it provide very representative materials already irradiated to doses
typical of “aged” plants.

The experimental work is supported by the hot cells for re-fabrication and post-irradiation examinations,
by workshops, electronics and chemistry laboratories and by a computerised Data Bank.

22 Ongoing Programme (Time Period 1997 - 1999)

The joint programme work in the fuel and material area focuses on the following main points:

o Characterisation of UQ, fuel properties at high burn-up, typically up to 60 MWd/kg. The fuel thermal
conductivity degradation is assessed by means of direct on-line fuel temperature measurements. The
threshold for fission gas release and the fuel swelling are addressed in dedicated instrumented tests.
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These investigation make use of both test fuel and commercial fuel rods. Four test rigs are dedicated
to this objective.

Extension of the fuel data base to include
gadolinia fue]l and MOX fuel. Substantial
effort has been made to acquire repre-
sentative fuels and produce new test rigs,

especially for MOX characterisation. Both Condenser Secuion
test fuel and commercial fuel are used in Qutlet Th pl
these tests. Two rigs are dedicated to e 'n -
gadolinia fuel and three to MOX fuel ir- | o Channel
radiations. The rods are instrumented. It gymm&ﬁbﬂs%

i ——— Cladding Thermocouple

should also be noted that one test rig is
dedicated to the characterisation of com-
mercial VVER fuel

Consequences of power and coolant trans-
ients to the fuel integrity. Power ramps (one i

Neutron Detector {Co)
b Cladding Thermocouples
1 _— Cladding Thermocouple

Neutron Detectors (Va)
test rig, reloaded) and short term dryout i
tests (one test rig, reloaded) have been car- !
ried out on pre-irradiated commercial fuel. Inlet Thermocoup)

Inlet Water Tube.(H,0)

The dryout tests have resulted in cladding
temperatures ranging from ~500 to ~1000°C
for ~30 to 50 seconds. These tests are now
completed. Preparation of 2 new test series
addressing LOCA transients and the mecha- ;
nistic understanding of RIA transients are ' ;
underway. ' i

-T'_ Moderator (D,0)
1

In-core Cable
Connectors

-+
4

Consequence of increasing rod pressure at ,

high burn-up. This study involves two rigs, ~ Fig-3. Test rig for determining the consequence of short
one for cladding creep-out measurements in term dryout. Three pre-irradiated, commercial fuel rod-
swess reversal conditions, the other for lezs, after service ina BW.R, were re-fabricated, instru-
determining the pressure limit for cladding m‘fia’dw‘dm this rig. Ead' 5 'fbcml which
| .. . contained one fuel rod, could be individually operated
lift-off onset. Re-fabrication, instrumented 5, /o4, ced coolant flow conditions, producing dryout in
commercial fuel rodlets are used for these the upper portion of the fuel rod.

tests. :

Corrosion of hydriding of modern cladding alloys at high burn-up. This test has started recently and
.aims at comparing the corrosion behaviour of a variety of alloys up to S0 MWd/kg. Another test rig
has been used to determine mechanisms leading to secondary failures following (fuel and) cladding
ID oxidation and hydriding. '

Irradiation assisted crack growth (JASCC) of as-fabricated sensitised and pre-irradiated stainless steel
materials in normal BWR water chemistry and in hydrogen water chemistry. The crack growth is
“monitored on-line by means of in-reactor potential drop measurements. Pre-irradiated material is
retrieved from commercial reactors, and then machined and instrumented at Halden. Two test rigs
have been used in the ongoing programme period, a third rig is under preparation.
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» Initiation of IASCC in sensitised stainless steel, 50
aiming at determining the onset of IASCC as
function of stress and fast neuwon fluence. One
rig is being used for this investigation.

A PWR commercial fuel

40 - 50 MwdAg

» Effect of alloy composition and fast neutron
fluence on the susceptibility to IASCC. This test
is carried out in collaboration with the USNRC/-
ANL and involves one irradiation rig. The speci-
mens have been fabricated and are PIE-tested at
ANL.

23 Boundary Conditions and Needs

In many countries utilities are faced with intense
competition due to deregulation and in order to
compete effectively, they are looking to improve
operational economics and flexibility. At the same
time, regulatory authorities have to verify that this is
done without detriments to reactor safety.

10 <
Onset of clad
Tift-off

Fuel temperature increase per 1000 fph, °C/1000h
S

Licensees are implementing or considering extended -
bum-up, longer fuel cycles, power upratings and H
load follow as means to reduce operational and fuel 1
cycle costs. This exposes the fuel to increasing

challenges, which has prompted the vendors to

propose new fuel designs and new materials. There Fig. 4. Result of a test conducted on PWR fuel to de-
is also a strong push to use mixed oxide fuels in termine the pressure limit before onset of cladding
pOWer reactors. lift-off. It was shown that the fuel could withstand
Regulatory bodies are faced with the need for quali-  surey withom s e apinag T
fied models and codes for safety case assessments in

a variety of operational conditions, for many different types of fuel designs and at extended burn-up.

This necessitates new and improved data on fuel properties and fuel behaviour under various normal,

abnormal, and accident conditions.

At the same time, operational experience demonstrates that unforeseen anomalies can develop as
demands on performance become more stringent. Localised corrosion and defected fuel degradation are
potential utlity concerns. Control rod sticking and anomalous axial power offsets have recently posed
limitations on plant capacity factors and caused regulatory concern. Regulators will have to assess the
consequences of these anomalies and determine effective surveillance practices, whilst the industry has
to find valid technical remedies. Halden experiments can be of great value for addressing and resolving
these issues and those likely to emerge in the future.

Rod overpressure

As the age of power plants increases, safety authorities will need materials property data relevant to in-
reactor components at high iradiation doses, as they will form the basis for plant lifedme assessments.
Utilities are introducing operational changes that can enhance the reliability of plant structural
components - e.g., water chemistry modifications - and are adopting advanced materials where this can
be done. Pressure vessel annealing is a possible option for mitigating the effects of radiation embrittle-
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ment. Practical verifications and data will be needed to support lifetime predictions of existing and
replacement materials as well as to validate measures intended for lifetime extensions.

2.4 Aims of the Programme for the Time Period Between Year 2000 and 2002

The experiments contemplated here aims at determining potential burn-up limiting phenomena. More
emphasis will be placed on fuel swelling and pellet-cladding interaction. Tests will also address the gas
mobility in high burn-up fuel rods, since this is believed to impact the response to LOCA (as ballooning
- is sustained by gas flow along the rod) and also to RIA. It is foreseen that cladding corrosion and
hydriding will be more extensively addressed, since the status of the cladding at normal conditions may
greatly affect the response in safety transients. The data will be used by Project participants as reference
for the fuel codes assessments.

The proposed programme for the time period between year 2000 and 2002 focuses on the following
main issues:

- Fuel high burn-up capabilities in normal operating conditions. aiming at providing fuel property data
needed for design and licensing in the burn-up range 50 to 80 MWd/kg. In selected tests the burn-up
will be pushed up to 100 MWd/kg. Both test fuel and re-fabricated commercial fuels will be used in
the proposed investigations. ’

- Fuel high burn-up capabilities in safety transients, aiming at providing experimental complements to
investigations conducted elsewhere on loss of coolant and reactivity transients. The LOCA tests are
intended to address high burn-up, integral rod behaviour during transients and to complement separate
effects investigation conducted, for instance, at Argonne National laboratory. The RIA investigation
will instead focus on supporting the mechanistic understanding of the RIA transient, in particular the
role of fuel swelling and fission gas release. Further tests on short-term dryout and new tests on
power-coolant flow oscillations are also considered. The latter are intended to respond to regulatory
priorities on Anticipated Transients Without Scram, where needs have been set forth for verification
of the enthalpy criterion at high burn-up.

- Fuel performance anomalies, eiming at determining the cause for fuel anomalies to occur during
service, as well as at identifying realistic design or operational remedies. These investigations are to
be conducted in synergy with bilateral activities. The items under discussion include

- Crud deposition as affected by water chemistry and heat rating.
- Axial offset anomalies caused by local boron accumulation on the surface of PWR fuel rods.

- Degradation of failed fuel resulting in large exposure of the fuel to the coolant and consequent
increase of radiation level in the coolant.

- Control rod sticking as result of axial growth of guide tubes during service.

It must again be clarified that the joint programme cannot address all these issues and that the Halden
Project work scope must be put in the context of what is being done in other programmes.

- Plan lifetime assessments, aiming at generating validated darta on stress corrosion cracking of reactor
materials at representative stress conditions and radiation/water chemistry environment. The work
initiated in previous programme periods on irradiation assisted stress corrosion cracking will be
extended to include highly irradiated materials. The programme is intended to clarify the extent to
which remedies introduced to alleviate the stress comosion of in-reactor components remain
applicable to components which have been in service for a long time. One focus will be on
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representative BWR materials which have been retrieved from commercial reactors and on the use of
these materials for in-core measurements of crack growth rates at given stress intensities. A second
focus will be on stress corrosion studies under PWR conditions, as it is anticipated that cracking of in-
reactor materials in PWRs may also become an issue of concern.

The embrittlement of reactor pressure vessel materials due to neutron irradiation is an important issue
as nuclear plants age and is also addressed in the programme proposal. The Project intends to support
collaborative programmes with participants in this area as needs arises, notably by utilising the
Halden reactor as a course of neutrons under a wide variety of temperature and flux and fluence
conditions.

3.  MAN-MACHINE INTERACTION PROGRAMME

3.1 Key Facilities

The Virtual Reality (VR) centre cumrently established at Halden is a complement to HAMMLAB,
providing the basis for new developments in control room design and engineering, particularly for control
room upgrades. Applications are also envisaged in decommissioning, particularly in refation to design of
special decommissioning tools, operational procedures, and training with maintenance procedures.

Fig. 5. Layout of a control room produced for a utility using the Halden Virtual
Realizy facility. This was part of the design for the modernisation of the control
room in a nuclear power plant in Europe. The Halden VR facility is presently
used mainly in control room engineering - in conjunction with the Halden
human factor expertise. Expected applications include computer-based training
and decommissioning.
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The simulator-based Halden Man-Machine Laboratory (HAMMLAB) is the main vehicle for the human-
machine systems research at the Project. A programme for expanding and upgrading the HAMMLAB is
being undertaken to enable the facility to meet future requirements for human factors and control room
research. One goal is to establish a flexible infrastructure in terms of hardware and software tools,
including powerful, modern full-scope simulators for PWR, BWR and VVER systems. Thus, the
simulators will be able to reproduced relevant power plant systems during normal, disturbed, and
accident conditions. The built-in functionality of the HAMMIAB 2000 will facilitate the transfer of new
results to commercial power plants.

The activities in the HAMMILAB and in the VR ceuntre rely on the availability of simulators and of
computerised operator support systems. Such tools should continuously be updated and utilised in control
room applications by Project participants.

32 Ongoing Programme (Time Period 1997 - 1999)

¢ A series of pilot studies have been performed to find a reliable and valid methodology to investigate
human error in a control room setting. These pilot studies investigated diagnostic strategies and styles
that had been observed in earlier single operator and team based studies.

¢ One of the issues addressed by the first main kuman error experiment is the question of detection and
recovery of erroneous actions in the situation where they actually take place. Since detection clearly is
a prerequisite for recovery, the experiment considered how well people are able to detect the
erroneous actions they make and how the level of detection depends on the circumstances or
conditions, such as interface, team, workload, etc. The other main purpose was to develop a method
for predicting performance failures, specifically the error modes that can be expected for a specific
task. :

¢ Systematic experiments in HAMMLAB put special demands on operator performance measurements.
Performance scores have to be comparable across scenarios and sensitive to a wide range of operator
competence levels. The measure should be reliable and robust. should account for team performance
as well as single operator performance, and be efficient in use. It is furthermore desirable that the
measure complies with established norms for human performance measurement regarding reliability,
validity, sensitivity, non-intrusiveness, etc. The Project has therefore developed a method based on the
prescription of optimal solutions to scenarios, based ‘on discussion with process experts. For each
scenario, the expert solutions are represented hierarchically in a diagrammatic form. Operator
activities are classified and weighted according to their importance. During the experiment, the
process expert registers operator activities in real time, concurrent with operator performance. After
the study 2 performance index is calculated estimating the discrepancy between the expert analysis
and operator solutions to the scenarios. In 1997 the Project analysed data collected during earlier
alarm and human error experiments. The results show a good consistency among the activity types
defined by the system, and a2 moderate relationship with plant performance.

¢ A method for analysing plart performance measures has been developed and applied to data collected
from crews participating in experiments. The performance of the crew is compared to an optimal
control model developed for the scenario and afterwards 2 data analysis technique is applied. The
applicability of PPAS is promising, and it might be an important additioral measure based on real
plant measures to evaluate the quality of the crew performance.

¢ Project staff has designed a so-called integrated large overview display with the idea to support rapid
assessment of the plant status and dynamics by a representation of the whole process. The display is
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Fig. 6. Results from performance tests with the signal validation toolbox PEANQ. The data
were supplied by EDF/CEA, France. The system was able 10 track immediately a sensor
failure, and, based on earlier “learning”, reconstruct a best estimate value for the signal.
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Fig. 7. Experiments in HAMMLAB put special demands on operator performance measurements.
The Project has developed a method based on the prescription of optimal solutions to scenarios,
based on discussion with process experts. For each scenario, the expert solutions are represented
hierarchically in a diagrammatic form. Operator activities are classified and weighted according to
their importance. During the experiment, the process expert registers operator activities in real
time, concurrent with operator performance. After the study, a performance index is calculated.
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shared by the control room staff and is a strong support for co-ordination. The layout and content of
the display are context dependant to match the changing operators’ needs and tasks. Centred around
mimic diagrams, it combines different graphical features to support an efficient control of the
complex process. Configurable elements and an original alarmn presentation suppon clear and rapid
identification of disturbances.

¢ The surveillance and control task of any industrial plant is based on readings of a set of sensors. It is
essential that the output from these sensors are reliable since they provide the only objective
information a2bout the state of the process. The signal validarion task confirms whether sensors are
functioning properly.- A method for transient and steady state on-line signal validation has been
developed at the Project using antificial neural nets and fuzzy logic pattern recognition. The method
has been successfully tested on simulated scenarios covering the whole range of PWR operational
conditions. Data was provided by EDF, France. The neuro-fuzzy model has been implemented in a
client/server software system under Windows NT. The system is called PEANO.

¢ Following the principles behind formal software development, the Halden Project has developed a
methodology based on algebraic specification and 2 proof tool, the HRP Prover. One of the virtues of
this methodology is that the same language, tool and proof techniques can be used both in
specification and design, even down to a2 “concrete” specification which can be automatically
translated into code. In the specification phase, the theorem prover is used to verify and validate the
specification, while in the design phase the same too] is used to verify the comrectness of the design
steps.

¢ Testing 2 program means to execute it with selected test data to demonstrate that it performs its task
correctly. Ideally the test data should be selected so that all potentially residual faults should be
revealed. The Halden Project have performed several investigations of testing methodologies. An
ongoing activity at HRP on testing is an experimental evaluation of a method, the so-called PIE
(Propagation, Infection, Execution) method.

33 Futore Work, Boundary Conditions and Needs

Maintenance and operating costs comprise a major portion of total cost and plant operators will be
searching for means to enhance the plant availability through efficient control and surveillance systems.
Currently, most plants operate with instrumentation and contro! systems for which industry support - and
sometimes spare parts - are lacking or diminishing. The modernisation of existing control rooms will be a
priority issue for the nuclear industry in the years to come. This will involve increased use of automation,
compact operator workstations, databases, integration methods and digital display systems. Such
programmes increase the need to develop guidelines and methods to facilitate the analogue-digital system
transition. ‘

Regulatory authorities are faced with the challenge of advanced information technology both in the
control room and in the plant process and safety systems. The ability to analyse and anticipate the
consequences of changes in operational practice or in the human-machine balance will reman an
important focus of the human factors research. Compilation and anpalyses of international operational
experience performed elsewhere can be a very valuable basis for understanding why errors are made, and
for identifying both common elements and cultural and national differences. The need of proven methods
for deriving validated conclusions from operational experience and HAMMLAB work should also be
addressed. The experience from work with non-nuclear industries can be very beneficial for nuclear
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control room applications, considering that other industries are often more advanced in the use of specific
technologies.

3.4 Aims of the MMI Programme for the Time Period Between Year 2000 and 2002

Advanced computer-based human system interface technologies are being introduced into existing
nuclear power plants to replace the existing interfaces. These developments can have significant
implications on plant safety in that they will affect the overall function of the personne] in the system: the
amount, type and presentation of information; the ways in which personnel interact with the system; and
the requirements imposed upon personnel to understand and supervise an increasingly complex system.

The programme for 2000 - 2002 is intended to address the above issues by means of extensive
experimental work in the human factors, control room design and computer-based support system areas.
The work will be based on experiments carried out in the upgraded Halden Man-Machine Laboratory
facility (HAMMLAB) which will become an even stronger nucleus of the research programme. the
proposal is to a great extent based upon input from the Project’s participants and contzains four main areas
of activity: :

- Experimental Programme and Operation of HAMMLAB. The use of the laboratory will increase in
terms of type and size of experiments, extended operational regimes and more realistic work
settings. Installations of several advanced operator support systems on the new simulators are
proposed to demonstrate the benefits of such systems in an integrated control room environment. An
ambitious experimental programme is planned that will take extensive use for the HAMMLAB
facility. The programme will address a wide range of issues including control room layout,
interaction modes, information presentation and display design, levels of automation, human error
and collaborative work.

--  Man-Machine Interaction work aimed to extend the knowledge about the characteristics of human
performance in process control environments and to demonstrate how this can be used in the
specification and design of solutions to specific problems. The proposed programme addresses
hybrid and advanced control rooms, contemporary apd future man-machine interaction, interface
design, individual and collaborative work, human error, function allocation and automation, and
further method development.

- Plant Performance Monitoring and Optimisation, exploring and demonstrating system solutions that
have potentials for improving plant performance and optimising plant operation as well as
improving operational safety. The proposed activities comprise development of new and more
robust support systems. Also, it is proposed to investigate how new technology as e.g. Virtual
Reality can be used in operation and maintenance training. '

- System Safety and Reliability, investigating the benefit of formal software development methods for
computer systems with high reliability requirements. The integration of computer systems in plants
makes it necessary to evaluate these in the total safaty assessment context. It is proposed to study the
incorporation of different evaluation methods for safety assessment of programmable plant control
and supervision systems.
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ABSTRACT

The fuels testing programme conducted in the Halden reactor (HBWR) is aimed at providing data for a mechanistic
understanding of phenomena which may affect fuel performance and safety parameters. It is based on more than thirty
years of experience and the development of reliable in-core instrumentation, versatile irradiation rigs and loop systems
for the simulation of light water reactor conditions.

The fuels performance studies focus on implications of high burnup. The instrumentation typically allows to assess
thermal property changes as function of burnup, fission gas release as influenced by power level and operation mode,
fuel swelling, and pellet-clad interaction. Relevant burnup levels (> S0 MWd/kgU) are provided through long term
irradiation in the HBWR and through utilisation of re-instrumented fuel segments originating from commercial light
water reactors. While UO; fuels still represent the majority of the test materials, other variants such as mixed oxide
and Gd-bearing fuel receive increasing attention.

The thermal behaviour of urania fuel as function of burnup has been investigated with a number of experiments which
constitute a data base for the assessment of UO, conductivity degradation. The derived modification of UO, thermal
conductivity is suitable for the explanation of temperatures measured in re-instrumented BWR fuel segments which
have been further irradiated in the Halden reactor.

Various aspects of fission gas release are investigated with 2 number of experiments. The paper provides an example
of release behaviour during normal operation as function of burnup and grain size. Regulations usually require that rod
overpressure due to fission gas release does not lead to increased fuel temperatures due to clad lift-off and opening of
the fuel-clad gap. The Halden Project is therefore conducting experiments to assess the cladding creep behaviour at
different stress levels and to establish the overpressure below which the combination of fuel swelling and cladding
creep does not cause increasing fuel temperatures.

Pellet-clad mechanical interaction (PCMI) is manifested with clad elongation measurements, and data originating from
re-instrumented high burnup fuel are shown. The measurements provide information on the strain during a power
increase. the relaxation behaviour, and the extent of a possible ratcheting effect during consecutive start-ups.

Further investigations as indicated above are planned in the current and next programme period from 2000 to 2002. It
is foreseen to study the behaviour of mixed oxide fuel, Gd-bearing fuel and other variants developed in conjunction
with burnup extension programmes. To this end, fuel segments irradiated in light water reactors and having reached
high exposure have been procured. Some of them will undergo a burnup extension in the HBWR to reach burnups not
yet achieved in LWRs, while others will be re-instrumented and tested for a shorter duration only. Plans are also being
developed for testing high burnup fuel in power oscillation and LOCA conditions.
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1. INTRODUCTION

Investigations of fuel performance in steady state and transient operation conditions have constituted a
major part of the experimental work carried out in the Heavy Boiling Water Reactor (HBWR) at Halden
since its start-up in 1959. The in-core studies were supported by the development and perfection of
instrumentation and experimental rig and loop systems where reactor fuels and materials can be tested under
PWR and BWR conditions!!}. Fundamental knowledge and contributions to the understanding of LWR fuel
behaviour in different situations could thus be provided in support of a safe and economic nuclear power
generation.

Fuels testing at the Halden Reactor Project has for a number of years focused on implications of extended
burnup operation schemes aimed at an improved fuel cycle economy. The experimental programmes are
therefore set up to identify long term property changes with an impact on performance and safety. While
PIE ascertains the state existing at the end of irradiation, in-core instrumentation provides a full description
of performance history, cross correlation between performance parameters, on-line monitoring of the status
of the test, and a direct comparison of different fuels and materials. Trends developing over several years,
slow changes occurring on a scale of days or weeks, and transients from seconds to some hours can be
monitored. The data generated in the fuels testing programmes originate from in-pile sensors which allow
to assess:

«  fuel centre temperature and thus thermal property changes as function of burmup;
+ fission gas release as function of power, operational mode and burnup;

* fuel swelling as affected by solid and gaseous fission products;

»  pellet - cladding interaction manifested by axial and diametral deformations.

The irradiation of instrumented fuel rods is carried out in specialised rigs according to test objectives, e.g.
long term base iradiation, diameter measurements or ramps and overpower testing. In addition to fuel
instrumentation, some rods in experimental rigs have gas lines attached to their end plugs. This allows the
exchange of fuel rod fill gas during operation and makes it possible to determine gas transport properties as
well as the gap thermal resistance and its influence on fuel temperatures. It is also possible to analyse swept
out fission products for assessment of structural changes and fission gas release. This is an important
experimental technique for the high bumup programmes currently being executed and defined for the period
2000 - 2002.

The examples of experimental work and results selected for this paper relate to high burnup fuel
performance with respect to thermal behaviour, fission gas release, PCMI and cladding creep. They can be
used for fuel behaviour model development and verification as well as in safety analyses.
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2. SELECTED RESULTS FROM THE FUELS TESTING PROGRAMME

The examples discussed in the following sections represent only a fraction of the data base on fuel behaviour
from zero to >90 MWd/kg burnup. While urania still represents the dominant fuel type, variants such as
fuels with additives, Gd-baring fuel and mixed oxide fuel receive increasing attention. It is therefore the aim
to gradually build up a data base similar to the one existing for standard urania fuel.

2.1 Degradation of UQO, thermal conductivity
and thermal behaviour of high burnup fuel

A good knowledge of the fuel temperature is fundamental for fuel behaviour modelling since most
properties and phenomena are temperature dependent. An accurate description of the temperature
distribution in a fuel rod is therefore required before other effects can be quantitatively defined.

For high burnup fuel, several effects with an influence on thermal performance have been identified and
made the subject of experimental work. One of the most important phenomena in this regard is the
degradation of UO, thermal conductivity. Others are the changes induced by the formation of a porous rim
and gap conductance as influenced by gap closure and fission gas release. These questions are addressed in
the Halden Project experimental programme in separate effects as well as integral behaviour studies
involving fuel with burnup from 50 to >90 MWd/kgUO,.

Conductivity degradation has been manifested both with simulated!?) and in-reactor burnup®®! and is now
generally accepted as an important phenomenon to be considered in modelling of high bumup fuel
behaviour. The Halden Project’s fuel testing programme contains a number of experiments where
temperature measurements allow the conductivity degradation to be inferred. The evaluation of temperature
changes with burnup has resulted in a modification of the MATPRO™! formulation for U0, conductivity:

A= 1 —~ +0.0132 . 0001887
0.1148 +0.0035 - B+2.475- 10~ - (1-0.00333- B) - T

with temperature T in °C, burnup B in MWd/kg/UO, and conductivity A in W/mK for fuel of 95% t.d.

The modified formula is derived from in-pile data and therefore, in addition to the influence of fission
products entrained in the fuel matrix, accounts for all other irradiation dependent effects which may have
an influence on conductivity, i.e. microcracking, Frenkel defects and the formation of small fission gas
bubbles.

Application to re-instrumented commercial fuel with high burnup

Fuel retrieved from LWRs or other types of reactors can be fitted with instrumentation, e.g. fuel centreline
thermocouple, pressure’transducer and cladding elongation detector. The re-instrumentation technique is
well developed and has been applied to numerous fuel segments related to bilateral and HRP joint
programme fuels testing. Relevant data from typical fuels with high bumup can thus be obtained without
several years of waiting time normally required for burnup accumulation.

BWR fuel with a burnup of §9 MWd/kgUO, has been re-instrumented and then irradiated in the Halden
reactor with the objective to study the thermal, fission gas release, and PCMI performance. PIE of sibling
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fuel showed that a rim structure and a bonding layer had formed. The temperature data therefore reflect the
combined influences of high burnup effects mentioned above: conductivity degradation, the thermal
resistance of the porous rim with a maximum burnup of about 150 MWd/kgU, the gap between pellet and
cladding, and eventually also fission gas release. The start-up temperature data are shown in Fig. 1 together
with a code prediction assuming:

a) conductivity degradation according to the
model given above,

b) periphery-peaked power and burnup distri-
bution according to the TUBRNP
modell’),

¢) porosity distribution with a maximum at
the periphery and decreasing to densified
fabrication porosity for local bumup < 70
MWd/kgU (developed rim structure),

Fuel centre tlemperature (°C)

b, el I e A

. 5 10 153 2 2 »
d) gap closure at the power achieved at the Linear heat rate (kW/m)
end of BWR irradiation (12 kW/m). Fig.! Temperatures measured in high burnup fuel and comparison with

. . . icti 7 del nductivi i
With these assumptions, a very satisfactory code prediction using the model for conductivity degradation

agreement between measured and calculated fuel temperatures can be obtained, confirming the validity of
the conductivity degradation model for commercial fuel.

Fission gas release during steady state operation eventually led

—+— - toa 50% He / 50% FG mixture of gases in the fuel rod. However,

1200+ Fission gas release + this had little influence on gap conductance and fuel tempera-
during steady state . -

:I/ tures as is evident from the data shown in Fig. 2. The up-ramp

1000+ 4 (before FGR) and the down-ramp (after FGR) are virtually iden-
o~ tical and it can be concluded that the gap conductance of fuel
8 8001 | with high bumup is quite independent of the gas composition
g 0 ( due to the tightly closed gap at power. This observation is con-
g firmed by several other HBWR experiments where the fill gas
8 600+ T can be exchanged in-pile through gas lines. An underestimation
2 of gap conductance at high burnup will lead to overprediction of
% 400 + fuel temperatures (stored energy) and fission gas release and
3 may thus severely impact safety assessments.
2 200- - )
2.2 Fission gas release
0 5 ¥ o 50 %o The release of fission gas from UO, fuel continues to be a

LHR, corr. (kW/m) subject of considerable interest. At high burnup, the release may

lead to rod overpressure and become a life-limiting factor. The

Fig. 2 Fuel temperature during a sequence of influence on fuel temperatures and stored energy via gap

power increase, sieady power with fission gas  conductance has direct consequences for the assessment of core
reliability and safety during normal operation and transients.
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Fission gas release from fuels with different grain size

In order to decrease fission gas release, fuels with large grains are being developed by vendors and tested
in the Halden reactor. Also the joint programme addresses the mitigating effect of grain size on fission gas
release with several experiments. For the one described below, fuel rods pre-irradiated in the HBWR were
re-instrumented with pressure transducers with the initial objective to investigate the influence of power
cycling operation on fission gas release. After establishing that power cycling did not cause enhanced
fission gas release at the associated burnup level (30 - 40 MWd/kgUQ,), the irradiation continued normally
to 2 burnup > 80 MWd/kgUO,.

The two rods DH and DK differ with respect to grain size (6 and 17 pm) and gap size (200 and 360 pm).
Calculating fission gas release from the change in rod pressure showed that the characteristics of release
were different in the two rods. Whereas the release from rod DH with the small gap and small grain fuel
increased rather gradually with time, that in rod DK showed a greater sensitivity to irradiation conditions.

In particular, it showed a rapid release of fission gas during the initial rise to power. '

The in-pile data have been analysed using a simple 50 et
fission gas release model based on single gas atom 2 ;g :

diffusion with re-solution from grain boundaries. The 3 20 !

predictions were benchmarked against the Halden 'g' ‘ , —
empirical FGR threshold and compare very _ 4 bt St
favourably with the data as can be seen from Figs. 3 £ 122 @C0msimnpemmmennenens
and 4. ) § &
The conclusion reached from this experiment and & @

code comparison is that the characteristics of the gw

fission gas release observed do reflect the differences A

in rod design, namely, enhanced temperatures brought 0 10 20 30 40 5 6 70 8
about by the large as fabricated gap and large grain Rod Average Bum-up (MWGHGUO,)

size in rod DK compared with slightly lower Fig. 3 Predicted and measured fission gas release (rod DH)
temperatures and smaller grain size in rod DH. Of the

50 ety s
two parameters studied in this experiment, the largest gg t
effect on FGR was induced by the difference in fuel- 5 m_wqmwmw.
to-clad gap. 12‘ | LA LUt 5 1
The further irradiation is of interest in light of plans to z‘c o © O Eutimated FOR fom proetre meassements K
possibly achieve bumups of 100 MWd/kgU in $ % Predicted FGR ‘ o }
commercial power reactors for even better fuel § ;

utilisation and waste reduction. The experiment has g 2

the potential to reach such a burmup level and to §

provide valuable lead data both from the in-core &

measurements and PIE. S T v TR I I TR

Rod Average Burn-up (MWd/kgUO,)

Fig. 4 Predicied and measured fission gas release (rod DK)
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2.3 Pellet - clad mechanical interaction

Standard fuel designs employ a gap between pellet and cladding of about 2% of the pellet diameter. The gap
closes gradually due to fuel swelling and cladding creep-down with the potential of increasing pellet-clad
mechanical interaction (PCMI) with increasing exposure. This may pose restrictions on reactor operation
with respect to rate and amount of power increases.

PCMI can be measured in-pile in two ways: with a diameter gauge moving along the length of a rod, and
with a cladding elongation detector. The latter can also be fitted to pre-irradiated segments from commercial
power reactor fuel rods. Cladding elongation data can be evaluated with respect to:

» onset of PCMI and amount of interaction;

* relaxation behaviour at constant power;

*  permanent elongation due to overstraining (plastic flow), creep and growth;
» ratcheting interaction in conjunction with cyclic power changes.

The data of the following example are obtained from two 433 mm long re-instrumented PWR fuel rods with
a final burnup of 37.5 MWd/kg UO, (42.5 MWd/kgU)®. The rods, which differ with respect to fuel grain
size (rod 1: 8.5 um, rod 2: 22 um), have also been used for fission gas release studies not reported here. Fig.
5 depicts the cladding elongation during periods of steady state operation (normalised to a constant power
of 35 kW/m) for the entire time of irradiation. Several of the effects mentioned above can be identified:
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Fig. 5 Cladding elongation at steady state power of 35 kW/m for a PWR fuel rod with medium burnup
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Ratcheting: The elongation peaks (especially visible for burnups > 33.5 MWd/kg UO,) are associated with
shut-down/start-up sequences. They indicate ratcheting, i.e. interaction onset during start-up occurs at
somewhat lower power than the release of interaction (loss of pellet-clad contact) during the preceding
power decrease. It appears that the small-grain fuel exhibits more ratcheting than the large-grain fuel.

Relaxation: The additional stress caused by racheting is relaxed bylfuel creep within a few days. This is also
the case for the first start-up. '

Permanent elongation: The general trend of the elongation vs. bumﬁp data indicates irradiation induced
growth of the cladding. There are no obvious signs of plastic strain induced by the ratcheting elongation
peaks.

From the example above, it should be clear that cladding elongation data contain a wealth of information.
Gap closure, fuel-clad compliance and amount of PCMI are obvious subjects of analyses and data
interpretations. A number of other effects and properties have been evaluated ovér the years by means of
cladding elongation:

¢ thermal energy stored in 2 fuel rod; | _

» thermal conductivity of the zirconium oxide layer on the waterside surface of a fuel rod;

¢ swelling of high burnup fuel with bonding between fuel and cladding |

e loss of contact between fuel and cladding due to rod overpressure and creep-out (noise analysis);
« relative difference of creep properties of UO, and MOX fﬁel.

Only few fuel modelling codes try to include pellet-cfad interaction in a non-simplistic way, and the
difficulties of modelling axial PCMI are recognised. But even without detailed model interpretation,
cladding elongation data can and should be valued for providing insight into various aspects of fuel
behaviour. '

2.4 Cladding creep reversal and rod overpressure

Fission gas release at high burnup may result in the rod pressure exceeding the coolant pressure. A creep-
out of the cladding may then open the fuel-cladding gap and lead to increasing fuel temperatures and further,
increased fission gas release. In order to assess the consequences to fuel integrity, the creep characteristics
of cladding material must be known.

Cladding creep data at high fluence in the presence of neutron flux were produced in the Halden reactor
under representative LWR conditions in a diameter measurement rig. A gas line connected to the cladding
tube enabled to change the rod inner pressure. In this way, several stress reversals were produced, and the
cladding creep was measured in-pile by a diameter gauge with 2 relative precision of +2 um. Unlike PIE
which only provides a single point, the results obtained show in a unique manner the development from
primary to secondary creep.

The reaction of pre-irradiated BWR cladding material (fluence 6x10?! n/em?, E > 1 MeV) to stress reversals
is shown in Fig. 6. The rod diameter changed in a stepwise manner whenever the applied stress was
changed. Fig. 6 also shows that immediately following each stress change, although sometimes difficult to
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detect, primary creep occurred. These data have provided insight in the reaction of cladding material to
changing stress conditions and the relation of primary and secondary creep to stress change and stress
levell). They are used by Halden Project participants for modelling the creep-out behaviour at high burnup
as consequence of rod overpressure. A question posed before conducting the test was whether primary creep
would recur with every stress change. This was answered in a direct manner and the result has a bearing on
the modelling of cladding failure induced by power changes.
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Fig. 6 Creep response of cladding tube subjected 10 compressive and 1ensile stress.
The recurrence of primary creep can be noted.

A complementary test, in which a pre-irradiated PWR rod equipped with a fuel centreline thermocouple is
subjected to rod overpressure, was executed with the aim to determine the pressure beyond which the fuel
temperature will increase due to clad creep-out. The fuel (burnup 55 MWd/kg) was re-instrumented with a
fuel thermocouple and a cladding elongation detector. The rod overpressure was controlled with a high
pressure gas supply system connected to the fuel rod with a gas line. This feature also allowed the exchange
of fill gas (He<>Ar) during operation, hydraulic diameter measurements, and fission gas release analysis
by means of gamma spectroscopy. The latter was also used to assess the contribution of fissions from the
remaining U-235 and the Pu generated via conversion of U-238[7). The best agreement between the release-
to-birth ratio of the Kr and Xe isotopes was obtained when the U/Pu composition as measured by PIE of
sibling fuel was assumed for the fission yield. Unique temperature data in response to different levels of rod
overpressure have been obtained, and it was found that overpressure >130 bar was required to produce
increasing fuel temperatures as a result of clad lift-off and gap opening.
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3.

FUTURE ACTIVITIES RELATED TO FUEL PERFORMANCE INVESTIGATIONS

The demand for an economic and flexible, yet safe operation of nuclear power plants continues to pose
considerable challenges. The continuation of the Halden Reactor Project experimental programme in the
years 1999 - 2002 therfore focuses on the following issues related to fuel performance:

Fuel high burnup capabilities in normal operating conditions, aiming at providing fuel property data
needed for design and licensing in the burmmup range 60 - 100 MWd/kg. Both test fuel and re-
fabricated commercial fuels will be used, including Gd bearing and MOX fuels.

Fuel high burnup capabili