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ABSTRACT

DECOVALEX (acronym for the DEvelopment of COupled models and their VALidation against
Experiments in nuclear waste isolation) is an international cooperative project to support the
development of mathematical models for coupled processes in the geosphere and their
applications and validation against experiments in the field of nuclear waste isolation. The
drift-scale heater test at the Exploratory Studies Facility at Yucca Mountain, Nevada, is
designated for study in Task 2 of Phase 3 of the DECOVALEX project (DECOVALEX 111).
A U.S. Nuclear Regulatory Commission (NRC) and Center for Nuclear Waste Regulatory
Analyses team is involved in the Subtasks 2A and 2C modeling activities. Subtask 2A focuses
on performing thermal-hydrological modeling analyses of the drift-scale heater test to predict the
temperature and saturation distribution in the rock during the heating phase of the test. The
outcome of this predictive analysis forms the basis for comparison with measured temperatures
and saturations to validate the models used to represent thermal-hydrological processes. The
two- and three-dimensional thermal-hydrological analyses of the drift-scale heater test for
Subtask 2A were completed, and the reports were submitted to NRC and the DECOVALEX
Secretariat. Subtask 2C focuses on modeling thermally induced rock-mass deformation and the
thermal-mechanical effect on rock-mass permeability at various times of the heating phase of
the test using the measured temperature distribution provided by the Task 2 technical
monitoring research team. The predicted and measured displacements and permeability
changes and variations are compared to assess the thermal-mechanical models. Subtask 2C
was designed originally to include three stages (i) blind prediction, (ii) calibration of the models
using measured data, and (iii) final modeling. Because of schedule limitations of the research
teams involved, only the first stage was performed.

A report documenting the thermal-mechanical analyses using measured temperature data was
submitted to NRC in September 2002. Since then, the Task 2 technical monitoring research
team has provided revised temperature data for the final thermal-mechanical analyses for
Subtask 2C. This report documents the final analyses conducted for Subtask 2C modeling
activities using the revised temperature data to predict (i) the temperature-induced
mechanical deformation surrounding the heated drift and (ii) the thermal-mechanical effects on
rock-mass permeability.

The thermal-mechanical modeling was conducted using a continuum approach. The finite
difference computer program, Fast Lagrangian Analysis Continua (FLAC) Version 4.0, was used
for this analysis. Thermal-mechanical modeling was conducted for the entire modeling domain
using rock-mass properties. Sensitivity analyses also were conducted to examine the potential
effects of (i) variations of rock-mass quality, (ii) use of rock-mass failure criteria, and
(iii) treatments of thermal expansion coefficient on rock responses, including deformation and
permeability. Three types of rock-mass qualities, two types of rock-mass failure criteria, and
two types of thermal expansion coefficient treatments were used in this study.

Irrespective of the rock-mass properties used, failure criteria used, or treatment of the thermal
expansion coefficient, the highest magnitudes of the major (maximum) principal stresses
estimated during the duration of heating were located in the rock mass at the crown and floor of
the heated drift. The second highest major principal stress zones coincided with the wing
heater locations at both sides of the heated drift. And, the highest magnitudes of the estimated
minor (minimum) principal stresses were also in the wing heater locations for all cases studied.
The principal stress contours for all cases using the ubiquitous fracture failure criterion showed
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a profile pattern that was distorted compared with the cases using the Mohr-Coulomb failure
criterion. The difference was obvious because weakness planes were present in a preferential
direction for the cases using the ubiquitous fracture failure criterion. Slip along the weakness
planes tended to modify the stress field in the surrounding area.

During the heating process, yield zones mainly in the Upper and Lower Litho-Stratigraphic Units
developed for all models when the Mohr-Coulomb failure criterion was used. The size and time
of development of the yield zones were dependent on rock-mass properties used and treatment
of thermal expansion coefficient.

For most models analyzed, the displacements estimated for specific anchors at four
multiple-position extensometers appeared to be small compared with the measured
displacements. All models predicted an extension in the rock mass between two neighboring
anchors of a multiple-position extensometer earlier in the heating process. The measurements,
however, indicated compressions of rock mass between anchors. Furthermore, the
measurements showed signs of local fracture slips. This particular phenomenon could not be
modeled using the continuum approach.

A continuum model, incorporating a relation between fracture normal stress and fracture
aperture, was developed to investigate thermal-mechanical effects on rock-mass permeability.
The continuum analyses reasonably modeled the trending of permeability responses to the
heating process but they did not estimate the permeability reduction observed in the measured
data. Furthermore, the model failed to predict permeability recovery at some pressure
sensor locations.

The numerical results suggested a permeability reduction (below the permeability before the
heating started) for both subvertical and subhorizontal fracture sets in the near field, including
the heated drift and the wing heater locations. The permeabilities in this region continued to
decrease as heating proceeded and the size of the region increased. The largest reduction was
associated with the rock mass located around the top and bottom of the heated drift for
subvertical fractures while in the areas where the wing heaters were located.

Two regions existed above and below the reduced permeability zone for the subvertical
fractures experiencing an increase in permeability (greater than reference permeability). The
larger increases in permeability were found in areas immediately above and below the reduction
zone in the Middle Nonlithophysal Unit. Similarly, there were two regions at both sides of the
heated drift where permeability for subhorizontal fractures was increased. The magnitude of
increase in permeabilities in these regions became larger as heating proceeded, as did the
sizes of the regions.
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1 INTRODUCTION

1.1 Background

DECOVALEX (acronym for the DEvelopment of COupled models and their VALidation against
Experiments in nuclear waste isolation) is an international cooperative project to support the
development of mathematical models for coupled processes in the geosphere and their
applications and validation against experiments in the field of nuclear waste isolation. The
DECOVALEX project has been designed to increase understanding of coupled
thermal-hydrological-mechanical processes as they affect rock-mass responses and
radionuclide release and transport from a repository to the biosphere and also to assess how
these processes can be described by mathematical models. The DECOVALEX project also
attempts to identify contributions of these coupled processes to the overall performance
assessment in both the near and far fields. DECOVALEX includes three phases.
DECOVALEX I began in 1991 and was completed in 1995. In this phase, the activities focused
on modeling laboratory experiments and benchmark problems. The U.S. Nuclear Regulatory
Commission (NRC) was one of the funding members as well as an active participant of
DECOVALEX I. The Center for Nuclear Waste Regulatory Analyses (CNWRA) assisted NRC in
performing the analyses. DECOVALEX II started in 1995 and concluded in 1999. This phase
focused on using the modeling experience gained during the first phase to simulate experiments
conducted in the field. Attention was also given to relating the effects of the
thermal-hydrological-mechanical processes to the performance of nuclear waste isolation
facility. NRC and CNWRA did not participate in this second phase of the project.
DECOVALEX l1l, the current phase, began in 1999 and includes four tasks:

* Task 1 involves modeling the in-situ, full-scale engineered barriers experiment.

* Task 2 involves modeling the thermal-hydrological-mechanical-chemical behavior of the
drift-scale heater test at Yucca Mountain, Nevada.

* Task 3 includes three benchmark problems. The first problem presents the implication
of thermal-hydrological-mechanical coupling on the near-field performance of a nuclear
waste repository. The second problem investigates the effects of upscaling thermal-
hydrological-mechanical processes on performance assessment results. The third
problem studies the effects of glaciation on rock-mass behavior surrounding a nuclear
waste repository.

* Task 4 addresses inclusion of thermal-hydrological- mechanical-chemical processes in
performance assessment.

NRC, with the assistance of CNWRA, is actively participating in the DECOVALEX IlIl project.
Task 2 is the focus of the NRC involvement because this task is most relevant to the high-level
waste program in the United States. The drift-scale heater test of Task 2 has been conducted
by the U.S. Department of Energy in the Exploratory Studies Facility at Yucca Mountain,
Nevada. This task includes four subtasks.

* Subtask 2A focuses on performing thermal-hydrological modeling analyses of the
drift-scale heater test to predict the temperature and saturation distribution in the rock
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during the heating phase of the test. The outcome of this predictive analysis forms the
basis for comparison with measured temperatures and saturations to validate the
models used to represent thermal-hydrological processes.

Subtask 2B is related to modeling thermally induced rock-mass deformation and the
thermal-mechanical effect on rock-mass permeability at various times during the heating
phase of the test using the temperature distribution obtained from Subtask 2A. The
predicted and measured displacements and permeability changes and variations are
compared to validate the thermal-mechanical models. The specific locations required
by Task 2 for displacement and permeability estimations are discussed in detail
in Section 3.

* Subtask 2C involves the same thermal-mechanical modeling activities as those in
Subtask 2B. Subtask 2C, however, uses the measured temperatures, provided by the
Task 2 technical monitoring research team, for analyses instead of the predicted ones
from Subtask 2A.

* Subtask 2D includes modeling of thermal-hydrological-chemical processes associated
with the drift-scale heater test.

The NRC and CNWRA modeling effort for Task 2 focuses on Subtasks 2A and 2C. The
two-and three-dimensional thermal-hydrological analyses of the drift-scale heater test for
Subtask 2A used the computer code MULTIFLO (Lichtner, et al., 2000). Both two- and
three-dimensional thermal-hydrological analyses have been completed. A report documenting
the two-dimensional thermal-hydrological analyses results for Subtask 2A was submitted to
NRC and the DECOVALEX project Secretariat in May 2001 (Green, et al., 2001). A similar
report documenting the three-dimensional thermal-hydrological analyses results for Subtask 2A
was submitted to NRC and the DECOVALEX project Secretariat in October 2002
(Green, et al., 2002).

Thermal-mechanical analyses for Subtask 2C have been conducted using the finite difference
code FLAC. These analyses used the measured temperatures provided by the Task 2 technical
monitoring research team. Subtask 2C was designed originally to include three stages (i) blind
prediction, (ii) calibration of the models using measured data, and (iii) final modeling. Because
of schedule limitations of the research teams involved, only the first stage was performed. A
report documenting the thermal-mechanical analyses results was submitted to NRC in
September 2002 (Hsiung and Chowdhury, 2002). Since then, the Task 2 technical monitoring
research team has provided revised temperature distribution data for final thermal-mechanical
analyses for Subtask 2C.

1.2 Objective and Scope

This study conducted thermal-mechanical analyses of the drift-scale heater test using the
revised temperature distribution data provided by the Task 2 technical monitoring research
team. Compared with earlier thermal-mechanical analyses (Hsiung and Chowdhury, 2002),
these analyses focus on investigating the effects of (i) rock-mass quality, (ii) different rock-mass
failure criteria, and (iii) thermal expansion coefficient on thermally induced deformation and
thermal-mechanical effects on rock-mass permeability. The analyses also introduced a
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continuum representation of the deformation-permeability conceptual model for assessing the
thermal-mechanical effects on permeability.

This report presents the thermal-mechanical analyses results for Subtask 2C modeling using
the finite difference computer code FLAC Version 4.0. Specific topics addressed in this report
are (i) technical approach, (ii) thermal-mechanical models used in the analysis, and
(iii) modeling results and their comparison with the measured data.
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2 TECHNICAL APPROACH AND THEORETICAL BACKGROUND

Two fundamentally different approaches are available for numerically modeling the behavior of
rock mass. The first modeling approach, often called the continuum approach, assumes that a
rock mass behaves as a continuous material. In this modeling approach, the presence of
discontinuities may be accounted for by making various assumptions. It is a common
understanding that discontinuities in rock media make the rock softer and weaker. A softer rock
tends to deform more than a stiffer one at the same loading condition and can be reflected by
systematically adjusting rock stiffness parameters. A weaker rock can be modeled by reducing
the rock strength parameters. The finite element and finite difference techniques are well suited
for modeling this type of material. The second approach for modeling rock mass is to include
discontinuities explicitly into the model by assuming appropriate material and strength
properties to them. This approach is referred to as the discontinuum approach. Discrete
element and discontinuous deformation analysis methods are among the techniques currently
available and used for direct modeling of discontinuities in the numerical analysis.

In the modeling effort for Subtask 2C, to analyze the thermal-mechanical behavior of the rock
mass surrounding the drift-scale heater test, both discontinuum and continuum approaches may
be used. However, modeling using the discontinuum approach requires knowledge of fracture
information at the site. This information is not directly accessible to the research team and may
require consideration amount of effort to make this information usable. Consequently, it was
decided to use continuum approach for Subtask 2C. FLAC Version 4.0 was used to conduct
the continuum analysis. FLAC is a two-dimensional explicit finite difference program used to
solve a wide range of complex problems in mechanics. This computer program simulates the
behavior of structures of soil, rock, or other materials that may undergo plastic flow when their
yield limits are reached.

FLAC is controlled by the CNWRA software quality assurance procedure (Technical Operating
Procedure-018, Development and Control of Scientific and Engineering Software). The
theoretical background of the FLAC computer code and the conceptual model used to describe
fracture-aperture changes as a result of rock-mass deformations using a continuum approach
are discussed in the following sections. The theoretical background of the FLAC computer code
was taken from the FLAC user's manual (Itasca Consulting Group, Inc., 2000).

2.1 Field Equations

FLAC uses a time-marching method to solve a set of algebraic equations of motion and
constitutive relations. In a continuous solid body, the equation of motion can be generalized
from Newton's law of motion for a mass and spring system as follows

P ' = j +Pg, (2-1)
to dxj

where p is the mass density, t is time, di are components of velocity vector, x; are components
of coordinate vector, ci are components of stress tensor, g, are components of body force, and
indices i and j are components in a Cartesian coordinate system.

2-1
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Subjected to the equation of motion in Eq. (2-1), the associated strain rate may be derived from
the velocity gradient using the following equation

e6 = 2 LtX + a j (2-2)

where e. are strain-rate components. With the strain-rate known, the constitutive relation that
describes the stress-strain relationship of a deformable body for an isotropic elastic material can
be represented by

Aoi = {8#{K - 2 G6]kk + 2G6edAt (2-3)

where 4j is the Kr6necker delta, At is the timestep, and K and G are bulk and shear modulus.

In FLAC, the large-strain condition can be accounted for, if the option is selected, by adding the
rotation-induced stress component expressed in the following term to the stress components
in Eq. (2-3)

CO&ikjkI 0ik Okj (2-4)

where

At Ed do 1(2-5)

2.2 Formulation of Thermally Induced Stresses

FLAC has a thermal option that allows simulation of transient heat conduction and calculation of
thermally induced displacements and stresses in materials. This thermal option requires a
prescribed heat-generating source function as input. The heat source input along with the
thermal conductivity and specific heat of the material are used to compute temperature
changes. The calculated temperature changes are then used for determining stresses
and displacements.

Because the thermal-mechanical modeling activities involved in Subtask 2C require use of
measured temperatures directly, the thermal option in FLAC was not needed for this analysis.
Consequently, subroutines were prepared to read in temperature change data input in both
temporal and spatial domains and to calculate the thermally induced stress changes using the
FLAC built-in programming language FISH (short for FLACish). The change in state of
stresses, as a result of temperature change, generates an out-of-balance force for the system
modeled. A mechanical cycling procedure in FLAC was invoked until a steady-state solution
(i.e., the unbalanced force was smaller than a predetermined limit) was reached.
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The stress and temperature relationship used in the user-defined subroutine (FISH
function) followed

Au = -E 3 KaAT (2-6)

where a is thermal expansion coefficient, and AT is temperature change. Equation (2-6) is for a
plane strain condition.

2.3 Continuum Model of Deformation-Permeability Relationship

As indicated in Section 1, one of the objectives of this study is to estimate the
thermal-mechanical effects on rock-mass permeability. Permeability is a measure of the ability
of a material to transmit fluid under a hydraulic gradient. Permeability is the most important rock
parameter pertinent to fluid flow; it is an intrinsic property of rock and relates to the presence of
interconnected voids (pores) and fractures. In general, permeability of a rock mass can be
divided into two parts, matrix and fracture.

In deformable fractured rocks, changes in matrix permeabilities are likely to be small.
Furthermore, for the fractured rocks of interest in this study, matrix permeabilities are more than
four orders of magnitude smaller than the fracture permeabilities (CRWMS M&O, 2001).
Consequently, the contribution of the rock-matrix-deformation-induced matrix-permeability
change to the overall permeability of a fractured-rock mass is likely small. With this
understanding, only the effects of mechanically induced fracture deformation on the rock-mass
permeability are considered in the deformation-permeability model developed in the
following sections.

The ability of a fractured rock mass to transport fluid is controlled by, among other things, the
geometry of the fracture system and the magnitude and orientation of the in-situ stress field
(Raven and Gale, 1985). The existing stress field may be modified by, for example,
underground excavations, geological processes, and, in the cases of geological disposal of
high-level wastes, stress changes due to thermal-decay of the disposed high-level wastes.
Such perturbations on the existing stress field may change the normal and shear stresses
acting across fracture planes of the fracture sets in the rock mass, which, in turn, affect the
permeabilities related to these fracture sets. In general, mechanically induced change in
fracture permeability comes from two sources: change in fracture normal stress and fracture
dilation due to fracture shear or tensile failure. The first case causes a change in fracture
aperture that is reversible, while the second case is assumed to change fracture
aperture permanently.

In a continuum approach, direct representation of fracture permeability is not possible. A
mathematical derivation of fractured-rock-mass permeability for this study, based on several
assumptions, is presented in the following sections. This representation takes advantage of the
knowledge of the relationship between fracture normal stress and deformation and potential
rock-mass plastic deformation.
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2.3.1 Effect of Fracture Normal Stress

The change in fracture aperture because of the change in fracture normal stress before tensile
failure may be estimated by a fracture normal closure model proposed by Barton and Bandis
(1982). This model describes the relationship of fracture normal stress, ca, and the associated
fracture closure, un, using the following equation.

an = un (2-7)

where a and c are constants and the compressive can is assumed to be positive in value. An
example of this relationship is shown as the curve in Figure 2-1. Essentially, this curve
indicates that a fracture can be compressed more at a relatively smaller normal stress level.
The fracture becomes more difficult to compress as the normal stress increases and there
appears to exist a maximum fracture deformation level beyond which the fracture can no longer
be compressed. This maximum deformation level (Un max) is called maximum possible closure.

Assuming that fracture tensile strength exists, some amount of fracture tensile normal stress
(negative in value) is possible. Equation (2-7) is not adequate to account for a possible tensile
normal stress condition. To address this problem, Eq. (2-7) needs to be extended by including
appropriate fracture tensile strength. In this study, cr, is made to represent the term an + Or,
where at is the fracture tensile strength or the assumed tensile strength of the rock mass.
Fracture dilation due to tension occurs when an is greater than the fracture tensile strength, at.

Equation (2-7) can be expressed as fracture closure, un, as follows

Un acun (2-8)
Co-a +1

The constants a and c can be estimated based on laboratory tests or field measurements
(preferred). In this study, neither laboratory tests nor field measurements were available to
empirically determine the constants a and c. Consequently, the numerical values of these two
constants had to be estimated.

Bandis, et al. (1983) suggest the constant a in Eqs. (2-7) and (2-8) can be approximated from
the initial stiffness, Kns, of the fracture

a= (2-9)
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and the maximum possible closure of the fracture, un max, may be defined as

Un max
_ a

C
(2-10)

Laboratory experiments suggested the compressibility of fracture decreases as applied normal
stress increases. A fracture can no longer be compressed when a limiting aperture or after the
maximum possible closure is reached (Witherspoon, et al., 1980; Bandis, et al., 1983; Barton,
et al., 1985; Schrauf and Evans, 1986; Hsiung, et al., 1994). This limiting aperture is believed to
be fracture roughness and fracture wall-strength dependent. The limiting aperture is called
residual fracture aperture, bins (Figure 2-1). This residual fracture aperture is assumed to be
small and can be neglected. With this assumption, unmax can be related to the fracture aperture
bo at which time the fracture normal stress, aid, is 0 (as shown in Figure 2-1) or - a, for this study.

bo - Unmax
a
C

(2-11)
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Figure 2-1. Fracture normal stress and displacement curve
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With the relationship in Eq. (2-1 1) established, the reference fracture aperture, b, for the
reference fracture permeability and porosity at the reference fracture normal stress, nr,, can be
determined using the following equation

br = bo - Unr (2-12)

where Unr is the fracture closure at an. By incorporating Eqs. (2-8) and (2-1 1), Eq. (2-12) can be
rewritten as

br = a ao nr a (2-13)
C Cumr +1 C(Cunr +1)(-3

Equation (2-13) may be manipulated to

2 a
UYnrC + C-- = O (2-14)

br

This quadratic equation can then be used to determine constant c.

-1±+ 1+ 4Unra

__ _ _ __ _ _br (2-15)
C=

2 Unr

Although c can be determined using Eq. (2-15), the reference fracture aperture, b, is still a
difficult quantity to obtain. It is, therefore, necessary to replace the reference fracture aperture,
br, with some known measurements. It should be noted that the fracture aperture, b, of a
fracture set can be related to its corresponding fracture porosity, of, and the fracture density, fd,

for any fracture normal stress, an, using the following equation (cf. Snow, 1968)

b =- Of(2-16)
fd

and the fracture-set permeability, k,, for a set of fractures can be characterized by b and fd using
the following equation (Elsworth, 1989; Elsworth and Mase, 1993; Ofoegbu, 2000)

kf = fd (2-17)
1 2
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Replacing fd in Eq. (2-16) with that in Eq. (2-17), b can be expressed in terms of kf and of

b= l 2 kf (2-18)
Of

For a predetermined reference fracture normal stress level, the corresponding reference
fracture aperture, b, then becomes

br = fr (2-19)

where kf, and qOfr are the reference fracture permeability and porosity of a fracture set.

Replacing br in Eq. (2-15) with that in Eq. (2-19), c can now be estimated with known variables

(2-20)

2 anr

With constants a and c known, fracture aperture, b, at any given fracture normal stress level can
be determined.

2.3.2 Fracture Dilation of Fractured Rocks

The change in fracture permeability because of plastic deformation of a fracture set may be
estimated by assuming that

AtOp = eftp + efsp tan V/f (2-21)

where AqtfP is the change in fracture porosity, e,,p is the plastic strain caused by tensile failure of

the fracture set, etsp is the plastic shear strain of the fracture set, and yIf is the dilation angle of

the fracture set.

In this study, both the Mohr-Coulomb failure criterion and the ubiquitous fracture failure criterion
were used to evaluate the mechanical effect on rock-mass permeability. For the cases using

the Mohr-Coulomb failure criterion, e,,P, efp, and y/f were replaced by those of the rock mass,

while, for the cases using the ubiquitous fracture failure criterion, etP, efsp, and lV/f were those of

the fracture set.
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2.3.3 Continuum Representation for Mechanical Effect on Fractured Rock
Permeability

Knowing the fracture normal stress, a, and fracture plastic strains, eflp and efsp, the effective
fracture aperture, at that fracture normal stress level, is the sum of the reversible aperture as a
function of fracture normal stress and the fracture plastic deformation and can be determined by

b = bo - un + Abp (2-22)

where Abp is the aperture change because of the fracture plastic deformation and can be
written as

Abp AC OfP(2-23)

Variables in right-hand side of Eq. (2-22) can be replaced by those shown in Eqs. (2-8), (2-11),
and (2-23) to obtain the following equation

b = a _ + p a -A (2-24)
C Crn + 1 fd C(c* n + 1) fd

Using Eq. (2-20), Eq. (2-24) can be rewritten as

b = a eftp + efsp tan Vf (2-25)
c(ccr" + 1) fd

By normalizing Eq. (2-17) with the reference fracture permeability, kf,, and applying Eq. (2-25), a
general mathematical form representing the mechanical effect on fracture permeability can
be obtained

kf = =1[ a 1 ej (2-26)

kfr f br3 c(cun + 1) b, fdbr
d 12

Notice that fdb, is equal to tfr [Eq. (2-16)] and b, can be expressed as shown in Eq. (2-19);

consequently, Eq. (2-26) can be rewritten as

kf = kf a f + eftp + efSp tan of (2-27)
f' c(cu, + 1) ii2k^, Of,
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3 MODEL DESCRIPTION AND DATA INPUT

3.1 Drift-Scale Heater Test

3.1.1 General Description

The drift-scale heater test facility is located in the Topopah Spring Middle Nonlithophysal zone
(CRWMS M&O, 1997a). The Topopah Spring Middle Nonlithophysal zone is approximately
30-40 m [98.4-131.2 ft] thick at the location of the drift-scale test area. This zone is overlain by
the Topopah Spring Upper Lithophysal and underlain by the Topopah Spring Lower Lithophysal
zones. Figure 3-1 shows a generalized stratigraphic column including expanded lithologic
information from ground surface to below Calico Hills formation for the proposed repository.'
Note that, for organizational convenience of this report, all figures presented in Sections 3 and 4
are placed at the end of the respective sections.

The drift-scale heater test block was characterized prior to the onset of heating. The
characterization included geologic mapping, local geology, rock-mass classification, and some
geotechnical data. Figure 3-2 shows a plan-view schematic of the drift-scale heater test region
and associated access. The heater drift was approximately 5 m [16.4 ft] in diameter and
47.5 m [155.8 ft] long and was closed at the east end by a thermal bulkhead (east is the right of
the figure).

The drift diameter gradually increased from 5 m [16.4 ft] to 5.6 m [18.4 ft], starting 36 m
[118.1 ft] from the thermal bulkhead and continuing for 2 m [6.6 ft]. From this location on, the
heated drift was lined with a cast-in-place concrete. A concrete invert was poured along the
entire floor of the heated drift. Eight 20-mm [0.79-in] thermal expansion joints were cast into the
invert at a nominal spacing of 6 m [19.7 ft].

Thermal sources for the heated drift consisted of 9 canister heaters, placed end to end on the
concrete inverts of the heated drift, and 50 wing heaters (25 on either side) placed in horizontal
boreholes drilled into the sidewalls of the heated drift approximately 0.25 m [0.8 ft] below the
springline. These two types of electric heaters had an initial, combined power output of
approximately 200 kW [268.1 hp]. Locations of the wing heaters around the heated drift can be
found in Civilian Radioactive Waste Management System Management and Operating
Contractor (CRWMS M&O, 1997b). The wing heaters were spaced 1.83 m [6 ft] apart. Each
wing heater {10 m [32.81 ft] long) had two segments with a larger power output from the outer
segment {85.8 kW [115 hp] versus 57.2 kW [76.7 hp]}. The inner wing heater segment was
separated from the heater drift by 1.5 m [4.9 ft].

Temperatures were measured at approximately 2,662 locations for the drift-scale heater test.
Instruments to investigate various aspects of the thermal-mechanical-hydrological-chemical
coupling phenomena were installed in more than 140 boreholes around the heated drift.

This information is provided by the technical monitor research team for Task 2 of the DECOVALEX III project.
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3.1.2 Specific Requirements on Numerical Predictions

In the study reported herein, numerical analyses are made on (i) rock-mass displacements at
locations that coincide with the anchors of four multiple-position extensometers located at the
cross section approximately 21 m [68.9 ft] from the thermal bulkhead and (ii) permeability
variations at locations that coincide with the locations of the pressure sensors for hydrologic
boreholes, two at the cross section approximately 10 m [32.1 ft] and the other at the cross
section approximately 30 m [98.4 ft] from the thermal bulkhead.

Figures 3-3 and 3-4 illustrate the relative locations of hydrologic boreholes and multiple-position
extensometers of interest to the heated drift. Also shown in the figures are locations of pressure
sensors and anchors in each of the boreholes. The data for anchor and pressure sensor
locations were obtained from CRWMS M&O (1998). The anchors for all the multiple-position
extensometers were numbered from 1 to 4, with the anchors with smaller numbers closer to the
drift wall than those with larger numbers. A reversed numbering system was used for the
pressure sensors in the hydrologic boreholes that were drilled from the observation drift. The
pressure sensors with larger numbers were located closer to the drift than the sensors with
smaller numbers.

Notice that there might be an error in the location of pressure sensor 4 in Hydrologic
Borehole 59. In this analysis, this potential error was corrected by adjusting the location of
pressure sensor 4 vertically downward until pressure sensor 4 was located on the extrapolation
line formed by pressure sensors 1, 2, and 3.

It should be noted also that Hydrologic Boreholes 57 and 59 shown in Figure 3-3 were located
approximately 10 m [32.1 ft] and Hydrologic Boreholes 74 and 76 were located approximately
30 m [98.4 ft] from the thermal bulkhead. For the four extensometers shown in Figure 3-4, two
were vertically oriented (one in the crown and one in the invert), and the remaining two
were inclined at approximately 300 to the vertical extensometer on either side of the
vertical extensometer.

3.2 Drift-Scale Heater Test Model Domain

A vertically oriented two-dimensional cross section was configured for numerical analysis using
FLAC. This cross section intersected the axis of the heated drift at middistance between the
thermal bulkhead and the terminus of the heated drift. The two-dimensional numerical models,
based on this cross section, simulated a plane strain condition. The FLAC model domain was
1,000 m [3,281 ft] wide and 740 m [2,428 ft] high, with the origin of the coordinates at the center
of the heated drift. A 5-m [1 6.4-ft] diameter circular drift was constructed with its center located
500 m [1,640 ft] from the left boundary and 500 m [1,640 ft] from the bottom of the model
domain. The observation drift was not modeled in this study.

The numerical model used a 400 x 400 grid. The finite difference zone size in a rectangular
region 35 m [115 ft] from the center of the heated drift was 0.5 x 0.5 m [1.64 x 1.64 ft] except for
grids near the heated drift. The grid distance around the heated drift was adjusted to better
describe the shape of the drift. The finite difference zone size was increased gradually from the
boundaries of the rectangular region to the model boundaries. Figure 3-5 shows a closeup of
the FLAC model with grids in the vicinity of the heated drift.
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Fixed horizontal displacement boundaries were applied to the sides and a fixed vertical
displacement boundary to the bottom of the model. The top of the model coincided with the
ground surface. Initial stresses consistent with overburden depth were applied as
initial conditions.

The model included three generalized thermal-mechanical lithologic units: Topopah Spring
Upper Lithophysal Unit on the top, Topopah Spring Middle Nonlithophysal Unit in the middle,
and Topopah Spring Lower Lithophysal Unit on the bottom. The Topopah Spring Middle
Nonlithophysal zone simulated was 36 m [118.1 ft] thick; and its bottom located 482 m [1,581 ft]
from the bottom of the model domain. Note that the heater drift was located in the midheight of
the Topopah Spring Middle Nonlithophysal zone.

3.3 Material Properties Input

Material properties needed for conducting the continuum analyses in this study included (i) rock
deformation modulus, (ii) Poisson's ratio, (iii) strength properties, and (iv) thermal expansion
coefficient. All data were provided by the Task 2 technical monitoring research team through
several CRWMS M&O reports. These properties are discussed briefly in the following sections,
and relevant references of the reports are provided as appropriate.

3.3.1 In-Situ Deformation Modulus

The in-situ deformation modulus of a rock mass is an important parameter in any form of
numerical analysis and in the interpretation of monitored deformation around the heated drift.
The intact rock Young's moduli, Poisson's ratios, and bulk densities for the three lithologic
zones are listed in Table 3-1 (CRWMS M&O, 1997c, 1999). Also included in Table 3-1 are
standard deviation values for the corresponding parameters.

Table 3-1. Intact Rock Material Properties* t

Upper Lithophysal Middle Lower Lithophysal
Zone Nonlithophysal Zone Zone

Bulk Density, 2,160 ± 80 2,250 ± 70 2,250 + 60
kg/mr [lb/ft3] [134.8 ± 5.0] [140.5 + 4.4] [140.5 ± 3.7]

Young's Modulus, 20.36 ± 6.75 33.03 + 5.94 33.03 i 5.94
GPa [106 psi] [2.95 ± 0.98] [4.79 ± 0.86] [4.79 + 0.86]

Poisson's Ratio 0.23 i 0.07 0.21 ± 0.04 0.21 ± 0.04

* CRWMS M&O. 'Drift Scale Test Design and Forecast Results." BABO0000-01717-4600-00007. Rev. 01.
Las Vegas, Nevada: CRWMS M&O. 1997b.
t CRWMS M&O. "TBV-332/TBD-325 Resolution Analysis: Geotechnical Rock Properties."
B00000000-01717-5705-00134. Rev. 00. Las Vegas, Nevada: CRWMS M&O. 1999.
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Discontinuities in a rock media tend to soften and weaken the media. Therefore, the
deformation modulus of a rock mass could be substantially different from that of the intact rocks.
The extent of difference in the deformation modulus depends on the intensity and the surface
properties of joints present in the host rock. A reasonable approach to determine the rock-mass
deformation modulus is to conduct tests in the field. This approach, however, is often difficult to
perform and is expensive. Attempts have been made to develop methods for estimating its
value, based on rock-mass classifications. The two most widely used rock-mass classifications
are RMR (Bieniawski, 1976, 1989) and Q (Barton, et al., 1974) methods. Both methods rely
heavily on joint information.

It should be noted, however, large variations are associated with the characterization of joint
intensity and joint properties. Consequently, determination of rock-mass deformation modulus
by taking into consideration the presence of joints will similarly involve large variations.
CRWMS M&O (1999) attempted to quantify these variations by representing the rock mass for
each thermal-mechanical unit with a method called rock-mass quality categories. For each rock
unit, five rock-mass categories were defined based on cumulative frequency of occurrence, and
the corresponding rock-mass properties were estimated using full peripheral-fracture mapping
data. Table 3-2 lists the rock-mass Young's modulus of each rock-mass quality category for
Topopah Spring Welded Tuff Thermal-Mechanical Units 1 (TSw1) and 2 (TSw2). It can be
shown that the rock-mass Young's modulus varied more than a factor of two from Rock-Mass
Quality Category 1 to 5. It should be noted that the Upper Lithophysal Litho-Stratigraphic Unit is
part of the Topopah Spring Welded Tuff Thermal-Mechanical Unit 1 and the Middle
Nonlithophysal and Lower Lithophysal Litho-Stratigraphic Units are part of the Topopah

Table 3-2. Rock-Mass Young's Modulus*

Cumulative Rock-Mass Young's
Thermal- Rock-Mass Quality Frequency of Modulus,

Mechanical Unit Category Occurrence GPa [106 psi]

1 5% 9.03 [1.31]

2 20% 14.28 [2.07]

Topopah Spring 3 40% 19.40 [2.81]
Welded Tuff Unit 1

4 70% 20.36 [2.95]

5 90% 20.36 [2.95]

1 5% 8.98 [1.30]

2 20% 12.02 [1.74]

Topopah Spring 3 40% 14.77 [2.14]
Welded Tuff Unit 2

4 70% 18.92 [2.74]

5 90% 24.71 [5.58]

* CRWMS M&O. 'TBV-332/TBD-325 Resolution Analysis: Geotechnical Rock Properties."
BOOOOOOQO-01717-5705-00134. Rev. 00. Las Vegas, Nevada: CRWMS M&O. 1999.
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Spring Welded Tuff Thermal-Mechanical Unit 2. In this study, the corresponding rock-mass
Young's moduli were used for modeling.

FLAC accepts bulk and shear moduli (K and G) as material properties input. A FISH function
was prepared to calculate K and G using the following two equations:

K=E
2(1 + v) (3-1)

and

E
3(1- 2v) (3-2)

where E and v are Young's modulus and Poisson's ratio.

3.3.2 Strength Properties

Another important group of parameters that support numerical analysis of the behavior of
geologic media are strength properties. The intact rock strength properties are provided in
Table 3-3.

Determining rock-mass strength properties is equally if not more difficult than determining the
rock-mass deformation modulus. The rock-mass quality category approach was used to
quantify rock-mass strength properties and associated uncertainties and variability. Table 3-4
lists the rock-mass strength properties for the two thermal-mechanical units mentioned
previously. Note that in this qualification system, the rock mass with the higher rock-mass
quality category number has relatively larger strength properties than the rock mass with smaller
rock-mass quality designations.

Similar to the selection of Young's modulus values for FLAC modeling, the strength properties
for the Upper Lithophysal Litho-Stratigraphic Unit was assumed to be the same as the
Topopah Spring Welded Tuff Thermal-Mechanical Unit 1, and the Middle Nonlithophysal
Litho-Stratigraphic Unit was the same as the Topopah Spring Welded Tuff Thermal-Mechanical
Unit 2. The Lower Lithophysal Litho-Stratigraphic Unit, however, might not be as strong as the
Middle Nonlithophysal Litho-Stratigraphic Unit even though these two units were grouped in the
same thermal-mechanical unit (Topopah Spring Welded Tuff Thermal-Mechanical Unit 2). The
Lower Lithophysal Litho-Stratigraphic Unit contains voids of various sizes unlike the Middle
Nonlithophysal Litho-Stratigraphic Unit, which does not contain large voids. It is, therefore,
reasonable to assume that the former is relatively weaker than the latter. Consequently, using
the same strength properties as the Middle Nonlithophysal unit for the Lower Lithophysal unit
may not be appropriate. No strength data for the Lower Lithophysal Litho-Stratigraphic Unit are
readily available; therefore, the strength properties for the Topopah Spring Welded Tuff
Thermal-Mechanical Unit 1 were used for this study.
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Comparison of Tables 3-3 and 3-4 indicates that the rock-mass friction angles for the Topopah
Spring Welded Tuff Thermal-Mechanical Unit 2 appear to be larger than the intact-rock friction
angle. It is difficult to imagine that the rock-mass friction angle can be larger than the friction
angle for intact rock. Sufficient information is not available to resolve this difficulty. In this
study, if the rock-mass friction angle to be used for analysis was larger than the intact-rock
friction angle, the intact-rock friction angle was used to represent the rock-mass friction angle.
To be consistent, the rock-mass dilation angle was similarly adjusted.

Table 3-3. Intact Rock Strength Properties*

Friction Dilation
Thermal-Mechanical Cohesion, Tensile Strength, Angle, Angle,

Unit MPa [psi] MPa [psi] Degree Degree

Topopah Spring Welded 12.65 [1,834.3] 5.48 ± 2.32 47.45 23.73
Tuff Unit 1 [794.6 ± 336.4]

Topopah Spring Welded 38.69 [5,610.1] 8.91 ± 3.39 48.15 24.08
Tuff Unit 2 [1.292 ± 491.6]

* CRWMS M&O. "TBV-332/TBD-325 Resolution Analysis: Geotechnical Rock Properties."
B00000000-01717-5705-00134. Rev. 00. Las Vegas, Nevada: CRWMS M&O. 1999.

Table 3-4. Rock-Mass Strength Properties*

Thermal- Rock-Mass Cumulative Tensile Friction Dilation
Mechanical Quality Frequency of Cohesion, Strength, Angle, Angle,

Unit Category Occurrence MPa [psi] MPa [psi] Degree Degree

1 5% 1.1 [159.5] 0.90 [130.5] 44 22

Topopah 2 20% 1.4 [203.0] 1.13 [163.9] 46 23

Spring 3 40% 1.7 [246.5] 1.35 [195.8] 46 23

Unit 1 4 70% 2.1 [304.5] 1.69 [245.1] 47 24

5 90% 2.9 [420.5] 2.26 [327.7] 47 24

1 5% 1.9[275.5] 1.16 [168.2] 56 28

Topopah 2 20% 2.3 [333.5] 1.36 [197.2] 57 29
Spring 3 40% 2.6 [377.0] 1.54 [223.3] 57 29

Welded Tuff _ _ _ _ _ _

Unit 2 4 70% 3.2 [464.0] 1.82 [263.9] 58 29

5 90% 3.9 [565.5] 2.22 [321.9] 58 29

* CRWMS M&O. 'TBV-332/TBD-325 Resolution Analysis: Geotechnical Rock Properties."
B00000000-01717-5705-00134. Rev. 00. Las Vegas, Nevada: CRWMS M&O. 1999.
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3.3.3 Thermal Expansion Coefficient

The thermal expansion coefficients, based on laboratory measurements, for the three
litho-stratigraphic units modeled in this study are provided in Table 3-5 (CRWMS M&O, 1997c).
It can be observed that the thermal expansion coefficient for each of the litho-stratigraphic units
is temperature dependent. The thermal expansion coefficient varies more than a factor of 5
when the temperature is increased from 25 to 300 0C [77 to 572 OF].

The temperature-dependent nature of the thermal expansion coefficients listed in Table 3-5
was used in the FLAC modeling. In this study, the thermal expansion coefficient for both intact
rock and rock mass was assumed the same. The thermal expansion coefficient corresponding
to temperatures higher than 300 0C [572 OF] is not available; the value associated with
275-300 0C [527-572 OF] was used for temperature greater than 300 0C [572 OF].

3.4 Temperature Input

As discussed previously, temperatures were measured at approximately 2,662 locations within
the drift-scale heater test block by CRWMS M&O. The temperature measurements in the rock
were used by CRWMS M&O to develop the temperature distributions in the rock at 2-day
intervals. The dimensions of the block used by CRWMS M&O for developing temperature
distributions were 70 m [229.7 ft] wide in the x-direction (axis across the heated drift), 60 m
[196.8 ft] long in the y-direction (axis along the heated drift), and 70 m [229.7 ft] high in the
z-direction. The center of the block is located at the center of the heated drift, approximately
25 m [82 ft] from the thermal bulkhead. Ambient temperatures {approximately 24 'C [75 OF]}
were applied to the boundaries of the block to develop temperature distribution. The
temperature data were generated by CRWMS M&O at intervals of 1 m [3.28 ft] along all three
directions using the three-dimensional gridding capabilities of Earth Vision software. These
generated temperature distribution data were provided to the research teams involved in the
modeling effort of Task 2C of the DECOVALEX IlIl project.

Table 3-5. Thermal Expansion Coefficient Data (10/IC)*

Litho-
Stratigraphic

Unit 25-50 *C 50-75 Oc 75-100 OC 100-125 OC 125-150 OC 150-175 Oc

Upper 7.41 8.43 8.89 9.52 10.86 13.51

Lithophysal

Middle 6.89 8.45 8.95 9.50 10.12 10.95

Nonlithophysal

Lower 6.41 8.15 8.77 9.12 9.87 10.75

Lithophysal

* CRWMS M&O. "TBV-332/TBD-325 Resolution Analysis: Geotechnical Rock Properties."
B00000000-01717-5705-00134. Rev. 00. Las Vegas, Nevada: CRWMS M&O. 1999.
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Table 3-5. Thermal Expansion Coefficient Data (10/IC)* (continued)

Litho-
Stratigraphic

Unit 175-200 0C 200-225 tC 225-250 0C 250-275 0C 275-300 0C

Upper 19.38 29.34 32.35 40.16 48.83

Lithophysal

Middle 12.09 14.57 19.45 27.24 41.56
Nonlithophysal

Lower 12.55 15.14 25.19 26.15 33.40
Lithophysal II

* CRWMS M&O. "TBV-332/TBD-325 Resolution Analysis: Geotechnical Rock Properties."
BOOOOOOO-01717-5705-00134. Rev. 00. Las Vegas, Nevada: CRWMS M&O. 1999.

In this study, thermal load was calculated based on the temperature distribution
section 23 m [75.5 ft] from the thermal bulkhead coinciding with the location of
numerical models.

at the cross

Figures 3-6 through 3-12 show the contours of the temperature distribution on a vertical cross
section at 23 m [75.5 ft] from the thermal bulkhead of the heated drift after 3 months, 6 months,
9 months, 1 year, 2 years, 3 years, and 4 years of heating. The two high-temperature
concentration zones were located on either side of the heater drift coinciding with the location of
the wing heaters.

3.5 Modeling Procedures

FLAC simulation started by obtaining an initial model static-state equilibrium. After the initial
equilibrium was reached, the drift was excavated by assigning the bulk and shear moduli of the
zones within the drift boundary to zero. After a new static-state condition was obtained because
of excavation, the thermal-mechanical analyses began. To perform thermal-mechanical
analyses, temperatures were applied to the FLAC models in the form of temperature changes
after 3 months, 6 months, 9 months, 1 year, 2 years, 3 years, and 4 years of heating. After the
application of temperature changes at each predetermined thermal time, the stresses and
displacements of each FLAC model were updated through a mechanical cycling process until a
new equilibrium was reached. After the completion of each thermal-mechanical run, the
displacements and permeability variations at predetermined locations, as discussed in
Section 3.1 and presented in Figures 3-3 and 3-4, were calculated using FISH functions.

3.6 Base and Sensitivity Analysis Cases

Several case studies were performed for Task 2C modeling activities. The study investigated
the effects of rock-mass mechanical and strength properties, thermal expansion coefficients,
and rock-mass failure criteria used on displacements and permeability changes at
predetermined locations. Among all the cases studied, the one using the material and strength
properties for Rock-Mass Quality Category 2 rock listed in Tables 3-2 and 3-4 was assigned as
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the basecase. Rock-Mass Quality Category 2 was selected as a basecase because
CRWMS M&O (1999) reported that the rock-mass modulus obtained from limited field tests
performed near the heater drift location for the Topopah Spring Welded Tuff Thermal-
Mechanical Unit 2 was slightly smaller than the corresponding value given for Rock-Mass
Quality Category 2 (CRWMS M&O, 1999). Toward this end, Rock-Mass Quality Category 2
might be reasonable to represent rock-mass quality for at least the Middle Nonlithophysal
Litho-Stratigraphic Unit.

The basecase used the ubiquitous fracture failure criterion to assess failure condition of the rock
mass. The fracture properties needed for the ubiquitous fracture failure criterion are listed in
Table 3-6. The fracture tensile strength for all litho-stratigraphic units was assumed to be zero.
Sensitivity of failure criteria to the displacement and permeability for heated conditions was
evaluated by replacing the ubiquitous fracture failure criterion with the commonly used
Mohr-Coulomb failure criterion.

The thermal expansion coefficients used for the basecase are those listed in Table 3-5. At each
thermal time, the thermal expansion coefficient was determined using the temperature at that
thermal time. This thermal expansion coefficient was then used to calculate thermal stress
change because of temperature change between this thermal time and the previous one
using Eq. (2-3).

Sensitivity of the thermal expansion coefficient was assessed considering a constant thermal
expansion coefficient for each litho-stratigraphic unit. In this case, the thermal expansion
coefficient for 125-150 'C [257-302 'F] was chosen for study.

Sensitivity of rock-mass quality to the displacement and permeability under heated conditions
was analyzed by considering Rock-Mass Quality Categories 1 and 5. The material and strength
properties for these two rock-mass quality categories are listed in Tables 3-2 and 3-4. Mohr-
The Coulomb failure criterion was used for both cases.

Table 3-7 lists the cases studied and the associated parameters. As shown in the table, case 4
was used as the basecase.

Table 3-6. Fracture Properties Used For Ubiquitous Fracture Failure Criterion*

Fracture Orientation Friction Dilation
Litho- (counterclockwise from Cohesion, Angle, Angle,

Stratigraphic Unit x axis), degree MPa [psi] Degree Degree

Upper Lithophysal 82.0 0.1 [14.5] 41 20.5

Middle 83.5 0.1 [14.5] 41 20.5
Nonlithophysal

Lower Lithophysal 80.5 0.1 [14.5] 41 20.5

* CRWMS M&O. "Ground Control for Emplacement Drifts for SR." ANL-EBS-GE-000002. Rev. 00. Las Vegas,
Nevada: CRWMS M&O. 2000.
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Table 3-7. Cases Studies and Parameters Used

Rock-Mass Quality Failure Criterion Thermal Expansion
Case No. Category Used Coefficient

1 2 Mohr-Coulomb Temperature-
Dependent

2 1 Mohr-Coulomb Temperature-
Dependent

3 5 Mohr-Coulomb Temperature-
Dependent

4 2 Ubiquitous Temperature-
(basecase) Dependent

5 2 Mohr-Coulomb Constant

6 1 Ubiquitous Temperature-
Dependent

7 2 Ubiquitous Constant
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4 MODELING RESULTS AND DISCUSSIONS

Several cases were analyzed, as discussed in Section 3.5. The analyses focused on thermally
induced mechanical responses and thermal-mechanical effects on rock-mass permeability of
the drift-scale heater test. The modeling results of thermally induced mechanical responses are
discussed in Section 4.1, and the results of thermal-mechanical effects on rock-mass
permeability are discussed in Section 4.2.

To facilitate comparison of the modeling results with the measured data and among the
research teams, the Task 2 technical monitoring research team specified three times for
presenting the results. The specified times were 3 months, 1 year, and 4 years. The
discussions in this section were focused on these times.

4.1 Modeling Results of Thermally Induced Mechanical Responses

The effects of temperature were examined in terms of principal stresses, extent of yielding, and
rock deformation. These effects are discussed in the following sections.

4.1.1 Principal Stresses

4.1.1.1 Principal Stress Distribution

Figures 4-1 and 4-2 show the contours of maximum and minimum principal stresses for case I
(see Table 3-7 in Section 3.6) at the thermal times of 3 months, 1 year, and 4 years. The circle
at the center of the figures is the heated drift, and the scales along the bottom and left
boundaries of the plots are the FLAC model coordinates, in meters, with the origin located at the
center of the drift. The figures indicated that both maximum and minimum principal stresses
increased with temperature. As can be observed, the high-stress zones for the maximum
principal stress were located in areas around both the crown and floor of the heated drift
throughout the thermal times. In general, the high-stress zones for the minimum principal
stresses coincided with the high-temperature zones at the locations of wing heaters. At the end
of 4 years of heating, the maximum principal stress experienced was more than 35 MPa
[5.08 x 103 psi] and the minimum principal stress at the end of 4 years of heating was more than
20 MPa [2.9 x 103 psi].

Similar observations apply to cases 2, 3, and 5 (see Table 3-7 in Section 3.6). It should be
noted that the Mohr-Coulomb failure criterion was used in all these cases. The patterns of the
principal stress distributions generated for cases 2, 3, and 5 and those for case 1 do not differ
much [e.g., Figure 4-1 (c) for case 1 versus Figure 4-3(a) for case 3 and Figure 4-3(b) for case 5
for the maximum principal stresses; Figure 4-2(c) for case 1 versus Figure 4-4(a) for case 3 and
Figure 4-4(b) for case 5 for the minimum principal stresses].

There was a difference in magnitude of principal stresses among cases 1, 2, and 3. This
difference was understandable because the Young's modulus for the rock mass used in these
cases were different. The thermally induced stresses are directly proportional to the Young's
modulus of a material as indicated in Eq. (2-6).
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The principal stresses for case 5 were slightly smaller than those for case 1. The major
difference in input between these two cases was that case 1 used the temperature-dependent
thermal expansion coefficient provided in Table 3-5, whereas case 5 used a constant thermal
expansion coefficient for a temperature range of 125-150 0C [257-302 OF].

4.1.1.2 Development of Tensile Stress Zone

A tensile stress zone developed in the Upper Lithophysal Unit immediately above its interface
with the Middle Nonlithophysal Unit after 1 year of heating for case 1. This interface was 18 m
[59 ft] above the center of the heated drift. This tensile stress zone was located above the
heated drift [Figure 4-2(c)]. This tensile stress zone started to form after 9 months of heating
[Figure 4-5(a)] and grew in size and increased in magnitude as the temperature in the rock
increased [Figure 4-5(a) through 4-5(c)]. Another interesting observation from Figure 4-5(a)
through 4-5(c) was that the tensile stress zone not only increased in size but started to migrate
upward after 1 year of heating. Similar behavior could be observed for cases 2, 3, and 5
as well.

After the 4 years of heating, a small tensile stress zone for case 1 had also developed below the
heated drift and was located in the Middle Nonlithophysal Unit at the interface of the Middle
Nonlithophysal and the Lower Lithophysal Units. This interface was 18 m [59 ft] below the
center of the heated drift. Development of the tensile zone below the heated drift was slower
than development of the tensile zone above it. The reason might be related to the ability for the
rock masses in these two locations to deform to relax stresses. The rock masses in both tensile
stress zones had similar difficulty deforming along the horizontal directions as well as downward
because of the constraints from the existing infinite rock mass in all those directions. The
deformation of the rock to the upward direction appeared to be relatively less constrained
because of the free boundary at the ground surface. In this sense, the rock mass in the tensile
zone above the heated drift would have more freedom to deform than that below. It is,
therefore, more likely for the rock mass above the heated drift to develop a tensile zone than
below the heated drift.

Other parameters being equal, the size, magnitude, and timing of the occurrence of tensile
zones appeared to be rock-mass quality dependent. The size and magnitude of the tensile
stress zones after 4-years of heating for case 2, which used Rock-Mass Quality Category 1
material properties, were much smaller than those for case 1 [Figure 4-5(c)], which used
Rock-Mass Quality Category 2 material properties. The tensile zones for case 1 were, in turn,
much smaller than those for case 3, which used the Rock-Mass Quality Category 5 material
properties [Figure 4-6(a)].

The tensile zones had the potential to develop earlier for higher rock-mass quality category
cases than for lower rock-mass quality category cases. The two tensile stress zones started
early in the heating process for case 3. Figure 4-6(b) shows the tensile stress zones developed
after 3 months of heating for case 3 with the one below the heated drift having smaller size and
magnitude. They were all located in the Middle Nonlithophysal Unit. As the heating process
continued, these two tensile zones expanded into the Upper and Lower Lithophysal Units
respectively. For case 1, the tensile zone above the heated drift started to develop between
6 and 9 months of heating, and the one below was developed much later in the heating
process. For case 2, development of the tensile zone above the heated drift did not begin until
after more than 1 year of heating, and the tensile zone below never developed by the end of the
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4-year heating process. It is interesting to note that the tensile zones for cases 1, 2, and 3 were
first developed off the vertical centerline of the model. This behavior appeared to be consistent
with the unsymmetrical nature of the temperature distribution used for the analyses.

Similar to case 1, the tensile stress zone above the heated drift for case 5 started to develop
between 6 and 9 months of heating [Figure 4-7(a)]. The size and magnitude of this zone were
larger, however, for case 5 than those of case 1 [Figure 4-7(a) through 4-7(d)].

There was an obvious component of tensile zone located in the upper portion of the Middle
Nonlithophysal Unit for case 5. As the temperature in the rock was heated, the two components
of the tensile zone separated. The component in the Upper Lithophysal Unit grew bigger and
migrated upward while the component in the Middle Lithophysal Unit became narrower vertically
and widened horizontally [Figure 4-7(c)]. The component in the Middle Lithophysal Unit
disappeared eventually as the heating process continued. The tensile stress zone below the
heated drift developed between 9 months and 1 year of heating and disappeared as heating
proceeded. The different results in progression of the tensile stress zones and the principal
stresses for cases 1 and 5 suggested that the way of modeling the thermal expansion
coefficient in numerical analyses might make a difference in the final outcome. It is, therefore,
important to document carefully how the thermal expansion coefficient was treated as an input
in any thermal-mechanical analysis.

4.1.1.3 Effect of Failure Criterion Used

Figures 4-8(a) and 4-8(b) show the maximum and minimum principal stress contours for case 4.
Case 4 used the ubiquitous fracture failure criterion as compared to case 1, which used the
Mohr-Coulomb failure criterion. Similar to the observations for cases 1, 2, and 3, the high-stress
zones for the maximum principal stresses in the rock mass were located at the top and bottom
of the heated drift, and the high-stress zones for the minimum principal stresses in the rock
mass coincided with the high-temperature zones located at the wing heater regions for cases
using the Mohr-Coulomb failure criterion. The contour pattern was quite different, however,
because of the presence of weakness planes along a subvertical direction that tended to distort
the stress pattern. At these weakness planes, the strength properties were much smaller than
those of the rock mass itself (Table 3-6 versus Table 3-4). Consequently, yielding along these
weakness planes were more likely to occur than in the rock mass. Close examination of
Figures 4-8(a) and 4-8(b) revealed a preferential stress relaxation pattern along certain angles
with the vertical axis. No tensile zones during the heating process for case 4 were observed.
This phenomenon that might be resulted from the use of zero tensile fracture strength in
the analyses.

4.1.2 Yielding of Rocks

To assess yielding or failure and accumulated plastic strains in rock mass, Mohr-Coulomb and
ubiquitous fracture failure criteria were used. In both criteria, a nonassociated flow rule was
used to describe the shear potential function, and an associated rule was used for potential
tensile function. The strength properties used in the criteria included cohesion, tensile strength,
friction angle, and dilation angle. All the relevant strength properties for each case studied are
provided in Tables 3-2 and 3-4. The dip angle, cohesion, tensile strength, and dilation angle of
the fracture sets needed for the ubiquitous fracture failure criterion are provided in Table 3-6.
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Within the range of the rock-mass mechanical and strength properties used in the analyses, for
all cases using the Mohr-Coulomb failure criterion, rock-mass yielding was dominated by shear
failure for the heating duration. For cases using the ubiquitous fracture failure criterion, only a
small amount of tensile failure was observed for fractures during the heating process. The
majority of fracture failure took the form of fracture slip because of fracture shear failure.

4.1.2.1 Effect of Excavation

After drift excavation, yielding developed in the rock surrounding the drift except for the area at
the crown for case 1 [Figure 4-9(a)]. The same observations could be made for cases 2 and 5;
these two cases used Rock-Mass Quality Categories 1 and 2, respectively. When a high
rock-mass quality was used for modeling (e.g., Rock-Mass Quality Category 5 for case 3), the
excavation-induced yielding disappeared because of the relatively stronger rock mass. For all
cases discussed in this paragraph, the Mohr-Coulomb failure criterion was used to assess
rock-mass yielding.

Excavation-induced rock failure for case 4 was somewhat unique, as can be observed in
Figure 4-9(b). Although case 4 used Rock-Mass Quality Category 2 for rock-mass properties,
the failure criterion applied to assess failure was the ubiquitous fracture failure criterion. As
discussed in a previous section, the strength properties assigned to the ubiquitous fracture set
(Table 3-6) were relatively smaller than those for the rock-mass properties (Table 3-4).
Consequently, the strength properties of the fracture set controlled the overall rock-mass failure
behavior.

As can be observed in Figure 4-9(b), a directional yield zone (mainly caused by slip along
ubiquitous fractures) was developed surrounding the heater drift with an angle consistent with
that of the fracture orientation. The shape and extent of the yield zone induced by excavation
for case 6 were essentially the same as those of case 4. Note that the rock-mass material and
strength properties used by case 6 were related to Rock-Mass Quality Category 1, and the
ubiquitous fracture failure criterion was used for failure assessment.

4.1.2.2 Effect of Temperature on Rock-Mass Yielding

After 3 months of heating, the rock mass at the crown of the heated drift yielded for cases 1
and 2 [Figure 4-10(a)]. No additional yielding was observed for the next 6 months of heating.
Failure of the rock mass started to develop in the Upper Lithophysal Unit directly above the
heated drift for case 1 between 9 months and 1 year of heating [Figure 4-1 0(b)]. This yield zone
continued to grow horizontally and upward as the heating process continued [Figure 4-10(c)]
and reached maximum after 4 years of heating [Figure 4-1 O(d)]. A comparison of
Figures 4-10(b) through 4-10(d) with Figure 4-5(a) through Figure 4-5(c) shows that a tensile
stress zone was developed before the yield zone was developed. This tensile zone expanded
horizontally and moved upward as heating proceeded, and the yield zone developed closely
afterward. Although the magnitude of the tensile stress experienced was not large enough to
cause tensile failure, it appeared sufficient to create a favorable condition for extensional shear
failure to occur.

The yield zone below the heated drift in the Lower Lithophysal Unit for case 1 developed
between 1 and 2 years of heating [Figure 4-1 0(c)]. This yield zone remained smaller than that
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above the heated drift throughout the remaining heating process. No tensile stress zone
associated with this yield zone existed.

The yield zones for case 2 in both the Upper Lithophysal and Lower Lithophysal Units did not
develop until between 1 and 2 years of heating. It could be observed that development of the
yield zones for case 2 was slightly slower than the development of the yield zones for case 1.
Consequently, the size of the yield zones for case 2 was consistently smaller than that for
case 1 for the heating duration [Figure 4-1 0(d) versus Figure 4-11].

Compared to cases 1 and 2, the case 3 yield zones developed quicker in the heating process.
Originally, no yielding was found around the heater drift immediately after excavation. After
3 months of heating, however, a yield zone developed surrounding the heated drift. This yield
zone expanded slightly horizontally as heating continued. No such expansion was observed for
cases 1 and 2 in which a similar yield zone fully developed after 3 months of heating. A yield
zone in the Upper Lithophysal Unit for case 3 started to develop between 6 and 9 months of
heating [Figure 4-12(a)], while the yield zone in the Lower Lithophysal Unit started to develop
between 9 months and 1 year of heating [Figure 4-12(b)]. These two yield zones were
considerably larger than those for cases 1 and 2 after 4 years of heating [Figure 4-12(c)]. In
addition to these two yield zones, yield zones also occurred in the Middle Nonlithophysal Unit;
one was located at the top of the unit, and the other at the bottom of the unit. Although a yield
zone could also be observed for case 1 in the Middle Nonlithophysal Unit, it is small compared
to the similar yield zone for case 3.

In general, the extent of yield zones in the three litho-stratigraphic units modeled was larger for
cases with higher rock-mass quality designations. This observation is consistent with the
findings reported by other researchers (e.g., Ofoegbu, 1999). After comparing the mechanical
and strength properties for the three Rock-Mass Quality Categories analyzed in this study
(Tables 3-2 and 3-4), it can be concluded that there is a significant difference in Young's
modulus between Rock-Mass Quality Category 5 and Rock-Mass Quality Categories 1 and 2.
The difference in strength properties among Rock-Mass Quality Categories 1, 2, and 5,
however, is slight. As discussed earlier, large thermally induced stresses are associated with
high Young's modulus. Consequently, a rock mass with a higher rock-mass quality designation
is more prone to yield than the one with a smaller rock-mass quality designation.

4.1.2.3 Effect of Thermal Expansion Coefficients

As indicated earlier, case 5 used a constant thermal expansion coefficient for the temperature
range of 125-150 'C [257-302 0F] whereas case 1 used a temperature-dependent thermal
expansion coefficient as input. The remainder of the parameters used in both analyses for both
cases were the same. A difference in magnitude of principal stresses and extent of tensile
stress zones between the two cases was reported earlier.

The yield zones for case 5 developed earlier in thermal times than those for case 1. For case 5,
yielding in the Upper Lithophysal Unit began between 6 and 9 months of heating, and yielding in
the Lower Lithophysal Unit started between 9 months and 1 year of heating. For case 1,
yielding in the Upper Lithophysal Unit began between 9 months and 1 year of heating, and in
the Lower Lithophysal Unit, yielding began between 1 and 2 years of heating. The sizes of both
yield zones for case 5 were consistently larger than those for case 1 throughout the heating
duration. Figure 4-13 shows the extent of the yield zone after 4 years of heating. The different
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results reported in the progression of yield zones between cases 1 and 5 support the statement
made in a previous section that it may be important to clearly indicate how the thermal
expansion coefficient was treated as an input in a thermal-mechanical analysis.

4.1.2.4 Effect of Failure Criteria Used

As discussed earlier, the majority of rock yielding for cases using the ubiquitous fracture failure
criterion took the form of fracture slip because of fracture shear failure. As a result, the yielding
behavior for these cases was substantially different from that for cases using the Mohr-Coulomb
failure criterion.

Figures 4-14(a) through 4-14(c) show the extent of yield zones (slip along ubiquitous fractures)
after 3 months, 1 year, and 4 years of heating. Note the scale difference between
Figures 4-14(a) and 4-14(b) and Figure 4-14(c). The fracture slip zones started first in the
Middle Nonlithophysal Unit at the early stage of heating [Figure 414(a)], mainly at a diagonal
direction, forming an approximately 45-degree angle counterclockwise from a vertical axis.
These fracture slip zones formed long shear bands stretching along the diagonal direction
discussed earlier in this paragraph. New shear bands continued to develop vertically either
upward or downward with respect to the heated drift as heating proceeded [Figures 4-14(b) and
4-14(c)]. Along the process, the shear bands joined together.

The shear bands along an approximately 45-degree angle clockwise from the vertical axis
(perpendicular to the shear band axis discussed in the previous paragraph) started to develop
between 9 months and 1 year of heating [Figure 4-14(b)]. This shear band pattern continued to
expand outward from the heated drift at a much slower rate than the one discussed in the
previous paragraph [Figure 4-14(c)].

Development of the shear bands for case 6 was slower than that of case 4. It should be noted
that case 6 used Rock-Mass Quality Category 1 material properties while case 4 used
Rock-Mass Quality Category 2. For case 6, the fracture shear bands started to form 45 degrees
counterclockwise from the vertical axis between 3 and 6 months of heating [Figure 4-15(a)]
compared with forming during the first 3 months of heating for case 4. The shear band
45 degrees clockwise from the vertical axis formed between 1 and 2 years of heating. This
shear band grew in length, but no new shear band was formed throughout the remainder of the
heating process.

The formed shear bands for case 6 were much smaller in size than those for case 4
[Figure 4-15(b) versus Figure 4-14(c)]. This behavior appeared to be fundamentally different
from that observed between cases 2 and 1; both used a Mohr-Coulomb failure criterion.
Although the yield zones for case 2 (Rock-Mass Quality Category 1) were smaller than those of
case 1 (Rock-Mass Quality Category 1) [Figure 4-1 1 versus Figure 4-10(d)], the difference was
not as large as that from cases 6 and 4 [Figure 4-15(b) versus Figure 4-14(c)]. It appeared that
the development of yield zones for cases with the ubiquitous fracture failure criterion were more
sensitive to variation of rock-mass Young's modulus than that of cases using the Mohr-Coulomb
failure criterion. This sensitivity might be explained by the fact that the strength properties
associated with the fracture set were the same for all cases using the ubiquitous fracture failure
criterion. Other parameters being equal, larger Young's modulus tended to induced higher
thermal stresses which, in turn, increased the failure potential.
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4.1.3 Displacement Prediction

Estimating rock displacements at the anchor locations of four multiple-position extensometers
(MPBX7-MPBX10 shown in Figure 3-4) using numerical analysis is one objective of Task 2C.
In the following sections, the modeling results on anchor displacements for various cases listed
in Table 3-7 are discussed, followed by a comparison of modeling results with the
measured data.

4.1.3.1 Modeling Results on Anchor Displacements

As discussed in Section 3. 1, each multiple-position extensometer contained four anchors.
Anchor 1 was located closest to the heated drift, while Anchor 4 was the farthest. The anchor
displacements presented in the figures discussed in this section are thermally induced
displacements. Excavation-induced anchor displacements are not included. The positive
displacement values in the figure indicate that, after deformation, the distance between anchors
and the extensometer assembly heads located near the collar of the heated drift became larger
than the original distance before heating started; the negative values indicated that the distance
between the anchors and the assembly heads became smaller.

Figures 4-16(a) through 4-16(d) show the modeling results on displacements for case 1 as a
function of time in which rocks were modeled as intact rocks. Also included in the figure were
the measured anchor displacement data. The letters E and M in the captions denoted
estimated results and measured data. The discussion in this section focused on modeling
results. Comparison of modeling results with the measured data would be discussed in the
next section.

In general, the estimated displacements associated with the anchors of the two inclined
multiple-position extensometers (MPBX7 and MPBX8) for case 1 were the highest, while the
displacements predicted for the anchors of the two vertical extensometers (MPBX9 and
MPBX10) were relatively smaller. This observation was valid for all the cases studied
[e.g., Figures 4-17(a) through 4-17(d) for case 3, Figure 4-18(a) through 4-18(d) for case 4, and
Figures 4-19(a) through 4-19(d) for case 5]

During the early stage of heating, Anchor 4 for both vertical extensometers (MPBX9 and
MPBX1 0) moved closer to the heated drift before a positive displacement of the anchor took
place after 3 to 9 months of heating (Figures 4-16 through 4-19). This phenomenon was likely
because the temperature increase did not reach the regions where Anchor 4 was located until
the later stage of heating. As a result, any displacement associated with Anchor 4 was a direct
response to thermal expansions of rock in the heated zone.

Other than in the early stage of heating, a general pattern regarding anchor displacements of
the modeling results for all multiple-position extensometers for the cases analyzed could be
obtained from Figures 4-16 through 4-19. This pattern indicated that the displacements relative
to the assembly head located at the collar of the heated drift were larger for the anchors located
farther away from the heated drift. This displacement pattern suggested that the neighboring
anchors of a multiple-position extensometer continued to move away from each other during the
heating process that implied an extension in the rock mass between the two anchors.
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In general, the estimated anchor displacements were larger if the rock-mass material and
strength properties of higher Rock-Mass Quality Categories were used for the analyses
(Figure 4-16 for Rock-Mass Quality Category 2 versus Figure 4-17 for Rock-Mass Quality
Category 2). Similarly, larger anchor displacements would also result if the ubiquitous fracture
failure criterion was used instead of the Mohr-Coulomb failure criterion (Figure 4-16 versus
Figure 4-18) or if a constant thermal expansion coefficient selected from a temperature of
125-150 0C [257-302 'F] instead of a temperature-dependent coefficient (Figure 4-16 versus
Figure 4-19).

4.1.3.2 Comparison of Modeling Results With Measured Displacements

In general, anchor displacements estimated from modeling results underestimated
displacements for most of the anchors under evaluation. The modeling results for cases 3, 4,
and 5 were larger than those for case 1. One possible cause for the underestimation might be
related to the uncertainties associated with the temperature data used for the modeling
exercise. It should be noted that the temperature data set was constructed by kriging over the
entire drift-scale heater test block at 1-m [3.28-ft] intervals in three directions. This kriging
process has an advantage of providing temperature distributions for the entire block. It is,
however, inevitably introducing uncertainties as a side effect. These uncertainties could affect
the displacement estimation around the heated drift if the temperature in the area was
underestimated. Another possible cause might be that the seven thermal times used in the
analyses were too coarse. For all cases studied, large yield zones were developed in the rock
mass. Because plastic deformation is path dependent, it may be necessary to use a much
smaller thermal timestep to represent more realistically the plastic deformation behavior in
the analyses.

The measured displacements for Anchors 1 and 3 in MPBX7 indicated a possible sign of
localized fracture slip caused by the heating process. The slip of a fracture located possibly
between Anchors 2 and 3 after approximately 6 months of heating caused Anchor 3 to move
relatively closer to the assembly head. The slip of a fracture located possibly between Anchor 1
and the assembly head at approximately 2.7 to 2.8 years of heating caused Anchor 1 to move
closer to the assembly head. These slips caused a displacement reduction. Similar behavior
also occurred for Anchor 3 of MPBX8 at approximately 3.3 to 3.5 years of heating. The distinct
behavior represented one form of heterogeneity of the rock mass studied. A continuum
analysis, such as that used in this study, could not capture this behavior. Consequently, the
estimated displacement from modeling results would not be able to predict a displacement
reduction representing fracture slip.

The anchor displacements measured for MPBX8 appeared to be tightly close to each other.
This behavior suggested that most rock-mass expansion took place in the region between
Anchor 1 and the assembly head, while the movement between anchors were relative smaller.
This behavior might be a result of heterogeneity of the rock mass in the region that was not
reflected in the modeling results. The modeling results for all cases studied suggested a wider
separation in displacements among anchors.

Except for Anchor 4, MPBX8 was the only borehole to show the displacements relative to the
assembly head located at the collar of the heated drift were larger for the anchors located
farther away from the heated drift consistent with what was observed from modeling results.
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The rock mass between Anchors 3 and 1 for MPBX7 appeared to be compressed so that the
length of these two anchors were shortened. It was also observed from the measured data that
Anchors 2 and 3 for MPBX9 and MPBX10 were moved closer to each other, representing a
compression condition in the rock mass between these two anchors. The modeling results for
MPBX7, MPBX9, and MPBX1 0 were not able to show this behavior for all the cases analyzed
(Figures 4-16 through 4-19). It was not clear what would be the cause for such a compression.

4.2 Modeling Results of Thermal-Mechanical Effects on Rock Permeability

4.2.1 Summary of Deformation-Permeability Relationship

A primary objective of Task 2 was to predict the thermal-mechanical effects on rock-mass
permeability. To achieve this objective, a continuum representation of the deformation-
permeability model was developed. The mathematical form of the model is provided as
Eq. (2-27) in Section 2.3.3. For convenience of discussion, Eq. (2-27) is repeated here.

kf.=Fk a + q X ep + efSp tan hVf (4-1)
kfkfrL ++ ) T frAfr j

where kf is the permeability after deformation; kfr is the reference fracture permeability for the

reference fracture porosity, qfr; cr, is the fracture normal stress; ep and efSp are plastic

volumetric tensile and shear strain or fracture tensile and shear strain; and a and c are
constants. Note that an is positive in compression and negative in tension. The reference
fracture permeability and porosity for each of the three litho-stratigraphic units used in the
analyses were discussed in Section 4.2.2.4 of this report.

Constant a can be determined from Eq. (2-9) if the initial fracture stiffness, Kni, is known, and
constant c can be calculated using Eq. (2-20), which is repeated here for convenience.

-1±_ /1 + 4Onrn~aA ~(4-2)

2 Unr

As discussed in Section 2.3.1, the fracture normal stress was redefined in this study to include
the effect of fracture tensile strength, ct. The fracture normal stress, an, was made to represent
ca + a,. It should be noted that, for conditions where an > at, Eqs. (4-1) and (4-2) are no longer
valid because at those conditions, tensile failure of the material occurs. Consequently, when a,
+ at > 0, a, + at is set to equal 0 and the second part of Eq. (4-1) takes effect.
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4.2.2 Parameters Needed for Permeability Calculation

4.2.2.1 Initial Fracture Stiffness

The initial stiffness for rock fractures is difficult to determine. Hsiung, et al. (1994) conducted a
series of laboratory experiments on natural Apache Leap welded tuff fractures with an attempt
to establish the normal-stress-versus-fracture-closure relationship. These experiments were
conducted with five repeated normal load cycles with the maximum normal stress of 8.0 MPa
[1.16 x 103 psi] applied to the samples tested. The normal-stress-versus-fracture-closure curve
was used to calculate the initial stiffness. The test results (Hsiung, et al., 1994) indicated the
initial fracture stiffness might range from 7 to 51 GPa/m [2.58 x 104 to 1.88 x 105 psi/in]. This
range appeared to be at the lower bound because the maximum normal stress used for the
cyclic tests might not be sufficiently high to reach the level of compression necessary to
establish a reasonable condition for determining fracture initial stiffness.

For the three Topopah Spring Litho-Stratigraphic Units, initial fracture stiffness was assumed
according to rock-mass quality (CRWMS M&O, 1999). The assumed initial stiffness
ranges from 5.10 x 104 MPa/m [1.88 x 105 psi/in] for Rock-Mass Quality Category 1 to
9.00 x 105 MPa/m [3.31 x 1 06 psi/in] for Rock-Mass Quality Category 5. It appeared that the
higher bound value determined from laboratory results by Hsiung, et al. (1994) matched the
lower bound value assumed for the Topopah Spring Litho-Stratigraphic Units.

In this study, initial fracture stiffness of 2.01 x 105 MPa/m [7.40 x 105 psi/in] was used to
evaluate rock-mass permeability variations resulting from heating. This value represented
assumed initial stiffness of fractures in rock mass for Rock-Mass Quality Category 2. Further
study may be necessary to assess this selection.

4.2.2.2 Sensitivity of Constant a on Permeability Change

The continuum representation of the deformation-permeability relationship of Eq. (4-1) is
sensitive to constant a, which, in turn, is sensitive to initial stiffness of the fracture set.
Figure 4-20 illustrates the effects of constant a on rock-mass permeability. The curves in this
figure were developed by varying the fracture normal stress, °,, and assuming zero fracture
tensile and shear strains. The vertical axis represents the ratio of the rock-mass permeability at
the time of interest to that at a reference point. The numbers listed in the legend are values
used for constant a. Note that the inverse of constant a is the initial fracture stiffness. This
figure suggested that as the value of constant a increases, the variability on rock-mass
permeability from the reference permeability caused by normal stress variation decreases. In
other words, fractures with high stiffness are less sensitive to fracture normal stress change.
Selection of the reference values for normal stress, permeability, and porosity of the fracture
would not affect the conclusion drawn from Figure 4-20.

4.2.2.3 Fracture Properties

To account for the possible effects of the presence of fractures, permeability of the rock mass
along two pseudo-fracture sets for each litho-stratigraphic unit at various thermal times was
calculated. One fracture set was oriented subvertically and the other subhorizontally. The dip
and dilation angles of the fracture sets in three litho-stratigraphic units are listed in Table 4-1.
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Table 4-1. Fracture Dip and Dilation Angles*

Litho-Stratigraphic Fracture Dip Angle, degree Fracture Dilation Angle, Rock-Mass
Unit (counterclockwise from x axis) Degree Dilation Angle,

Degree
Subvertical Subhorizontal Subvertical Subhorizontal

Upper Lithophysal 82.0 14 20.5 20.5 23.00

Middle Nonlithophysal 83.5 9 20.5 20.5 24.08

Lower Lithophysal 80.5 5 20.5 20.5 23.00

* CRWMS. "Ground Control for Emplacement Drifts for SR." ANL-EBS-GE-000002. Rev. 00. Las Vegas,
Nevada: CRWMS M&O. 2000.

Notice that the dip and dilation angles for the subvertical fracture sets used in permeability
calculation were the same as those for cases 4 and 6 where the ubiquitous fracture failure
criterion was used for analysis to be consistent. For the cases where the Mohr-Coulomb failure
criterion was used to assess rock-mass failure, dilation angles of rock mass were used for
permeability calculation.

4.2.2.4 Reference Fracture Porosity and Permeability

For this study, kf, and qfr were assumed to be the initial values before initiation of heating. The
reference fracture porosities and permeabilities for the three litho-stratigraphic units used in this
study are listed in Table 4-2. The fracture porosity and permeability for the subvertical and
subhorizontal fracture sets were assumed to be the same. This assumption might not be a valid
one. Because of a lack of information, however, this might be the only alternative.

4.2.3 Modeling Results and Discussions

Discussions of modeling results on permeability variations because of thermal-mechanical
effects were divided into two parts. The first part focused on permeability changes at
specific locations provided by the Task 2 technical monitoring research team and the
comparison of modeling results and the measurements. The second part discussed briefly the
thermal-mechanical effects on permeability for a large region.

Table 4-2. Reference Fracture Porosities and Fracture Permeabilities*

Litho-Stratigraphic Unit Porosity, ofr Permeability, kfr, m2 [ft2]

Upper Lithophysal 0.0066 5.50 x 10-13 [5.92 x 10-12]

Middle Nonlithophysal 0.01 2.76 x 10-13 [2.97 x 10-12]

Lower Lithophysal 0.011 1.29 x 10-12[1.39 x 10-11]

* CRWMS M&O. "Multiscale Thermohydrologic Model." ANL-EBS-MD-000049. Rev. 00 ICN 02. Las Vegas,
Nevada: CRWMS M&O. 2001.
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4.2.3.1 Permeability Changes at Specified Locations

Permeability changes at project specific locations in several hydrologic boreholes were
estimated from numerical modeling results. The relative locations of these hydrologic boreholes
and associated pressure sensors were discussed in Section 3.1 and shown in Figure 3-3.
Among the Hydrologic Boreholes, 59 and 76 were closer to the horizon of the wing heaters
located on the left-hand side of the heated drift than Holes 57 and 74, with Hole 59 being the
closest. Hydrologic Boreholes 57 and 59, shown in Figure 3-3, were located 10 m [32.1 ft] and
Hydrologic Boreholes 74 and 76 were located 30 m [98.4 ft] from the thermal bulkhead.

Modeling Results

Subvertical Permeability Versus Subhorizontal Permeability

Figures 4-21 (a) through 4-21 (d) show the permeability variations of the two fracture sets
estimated from modeling results for Hydrologic Holes 57, 59, 74, and 76 at various stages of
heating for case 1. The permeability variations are presented in the figure as permeability ratio
(permeability at 3 months, 6 months, 9 months, 1 year, 2 years, 3 year, and 4 years to the
permeability before heating started) for ease of discussion. The horizontal axis represents
calendar time.

The permeability for the subhorizontal fracture set appeared to be larger than that for the
subvertical fracture set at pressure sensor location 1 (PS1) for all hydrologic boreholes for the
heating duration. When the rock mass began to heat up, a portion of it started to expand
outward. Consequently, the surrounding rock mass was pressed. In response to this pressure,
it tended to move outward as well. A rock-mass displacement plot (Figure 4-22), for case 1
after 3 months of heating, and the locations of the pressure sensors for the hydrologic
boreholes might offer some explanations about the outward movement. The coordinates of the
pressure sensors relative to the center of the heated drift are provided in Table 4-3. Wing
heaters on the left-hand side of the heated drift (relative to Figure 4-22) were 0.25 m [0.82 ft]
below the spring line and extended approximate 14 m [46 ft] into the rock mass from the center
of the heated drift. It can be observed from Figure 4-22 that the displacements in an area with
the PS1s for all hydrologic boreholes were having substantially larger horizontal components
than the vertical components. Furthermore, the displacement vectors between the area with the
PS1s and the heat source were much larger that those in the area with the PS1s, which
suggests the latter was being compressed. The horizontal displacement in the area with the
PS1s, which met with lateral resistance from the infinite rock mass on the left-hand side of this
area, caused an increase in horizontal stress. Movement vertically upward, on the other hand,
would meet with far less resistance because of the presence of the ground surface.
Consequently, a reduction in vertical stress in the region with the PS1s was possible. Because
rock-mass permeability was closely related to the magnitude of fracture normal stress, an
increase in horizontal stress tended to induce fracture closure and reduce permeability of the
subvertical fracture set. The permeability for the subhorizontal fracture set would, on the other
hand, increase in response to a reduction of vertical stress. The rock-mass response in the
region containing the PS1s explained why the permeability for the subhorizontal fracture set
appeared larger than that of the subvertical fracture set. The response could also explain why
the permeability of the subhorizontal fracture set was more than the reference value while that
for the subvertical fracture set was smaller than the reference value.

4-12



0 /7?7

Table 4-3. Coordinates of Pressure Sensors

Hydrologic Pressure Sensor Coordinates in Coordinates in
Borehole No. No. x Axis, m [ft] y Axis, m [ft]

1 -24.33 [-79.82] 6.60 [21.65]

57 2 -15.59 [-51.15] 10.20 [33.46]

3 -9.39 [-30.81] 12.75 [41.83]

4 -1.88 [-6.17] 15.84 [51.97]

1 -24.60 [-80.71] 3.88 [12.73]

59 2 -13.97 [-45.83] 4.90 [16.08]

3 -5.78 [-18.96] 5.69 [18.67]

4 -3.21 [-10.53] 5.95 [19.52]

1 -26.59 [-87.24] 7.84 [25.72]

74 2 -16.29 [-53.44] 11.62 [38.12]

3 -9.42 [-30.91] 14.14 [46.39]

4 -4.95 [-16.24] 15.78 [51.77]

1 -25.87 [-84.87] 6.06 [19.88]

76 2 -17.33 [-56.86] 6.22 [20.41]

3 -8.19 [-26.87] 6.39 [20.96]

4 0.84 [2.76] 6.56 [21.52]

Figures 4-21 (a) through 4-21 (d) further indicated that the permeability for the vertical fracture
set was larger originally during the early stage of heating at all the pressure sensor locations.
The condition, however, was reversed at almost all pressure sensor locations, except for PS3
and PS4 in Hydrologic Boreholes 57 and 74. Note that the PS3s and PS4s in these two
hydrologic boreholes were located farther away vertically from the heat source. Careful
examination of the displacement vector field in the region suggested this region was extending
in a direction of more than 180 degrees from the positive x axis and experiencing compression
in a direction perpendicular to the extensional direction. The horizontal component of the
extension caused the subvertical fracture to open up and subsequently increased the
permeability. The compression tended to close the subhorizontal fractures. This competing
behavior explained why the permeability of the subvertical fracture set at PS3 and PS4 was
larger than the reference value, while the permeability of the subhorizontal fracture set
decreased as suggested in Figures 4-21 (a) and 4-21(c). The condition experienced by the
PS3s in Hydrologic Boreholes 59 and 76, on the other hand, was just the opposite of the
condition experienced by the PS3s and PS4s in Hydrologic Boreholes 57 and 74.
Consequently, the permeability of the subvertical fracture set decreased and the permeability of
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the subhorizontal fracture set increased with respect to the reference value. In summary, the
observations discussed in this and the previous paragraphs appear to apply to all other cases
analyzed regardless of rock-mass qualities or types of failure criteria used.

Effects of Model Parameters

To provide a consistent evaluation of the thermal-mechanical effect on permeability changes,
the larger permeabilities of the two fracture sets at locations of interest were combined for
comparison. Figures 4-23 and 4-24 show the variations of permeabilities as a function of
thermal times for cases 1 and 3 along with field measurements. The vertical axes of the figures
were the ratios of the permeability at the thermal time of interest to those before heating started.
Note that case 1 used Rock-Mass Quality Category 2 material properties for analysis while
case 3 used Rock-Mass Quality Category 5 material properties. The letters E and M in the
legends denoted estimated results and measured data. Comparison of modeling results with
the measured data would be discussed later.

The modeling results indicated a permeability fluctuation between 2 and 4 years of heating for
PS1 in all hydrologic boreholes for both cases 1 and 3. The permeability at PS1 after 3 years of
heating was higher than that observed after 2 and 4 years of heating. In fact, this observation
was true for all cases analyzed. The reason for such a fluctuation was not immediately known.

Other parameters being equal, the permeability increase estimated by cases with higher
rock-mass quality designations appeared larger than that by cases with lower rock-mass quality
designations. A similar trend could also be found for estimating permeability reduction using
different rock-mass quality designations. Note that the term permeability increase used in this
study means specifically the permeability was larger than the reference value, while a
permeability reduction means that the permeability was smaller than the reference value.

Both cases 1 and 3 suggested a permeability increase at the beginning of the heating process
at all pressure sensor locations in the two hydrologic boreholes (57 and 74) that were located
farther away from the heat source. The permeability increase at all locations reached the
respective maximum value and started to decreases as heating proceeded. The permeability at
some pressure sensor locations eventually fell below the reference value and experienced a
permeability reduction. The timing of changing from permeability increase to permeability
reduction was different for different locations. For the two hydrologic boreholes located closer
to the heat source, permeability at PS1 experienced an increase from the start of the heating
process and a reduction some time in the heating process. Permeability at PS3 in Hydrologic
Borehole 76 increased at the beginning but fell below the reference value at an early stage
of heating.

Figure 4-25 shows the permeability variations as a function of thermal times for case 5 along
with field measurements. The difference of case 5 from case 1 was that case 5 used a constant
thermal expansion coefficient for each litho-stratigraphic unit modeled while case 1 used the
temperature-dependent ones. The permeability increases estimated at the pressure sensor
locations for case 5 were larger than those at the corresponding locations for case 1. Although
the differences between the permeability reductions at the same pressure sensor locations for
both cases were small, the amount of reduction was slightly more for case 5. Also, permeability
increases at PS4s in Hydrologic Boreholes 57 and 74 for case 5 reached a maximum value
relatively faster than those for case 1.
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In general, the ubiquitous fracture failure criterion instead of a Mohr-Coulomb failure criterion
tended to reduce the amount of permeability increase or reduction (Figure 4-23 for case 1
versus Figure 4-26 for case 4, Figure 4-25 for case 5 versus Figure 4-27 for case 7). One
exception was the permeability increase at PS3 in Hydrologic Boreholes 57 and 74 for both
cases 4 and 7 in which the ubiquitous fracture failure criterion was used in the analysis. The
amount of increase was larger compared with that of cases 1 and 5. One possible explanation
was that PS3 for cases 4 and 7 were located in shear failure zones. Dilation of the subvertical
fractures modeled in cases 4 and 7 might be contributing to the permeability increase. The
permeability increase at PS4 in Hydrologic Borehole 74 for case 4 was also larger than that for
case 1. Similar behavior, however, was not observed for case 7 as compared with case 5. The
reason for the difference had not been identified. It should be noted that this pressure sensor
was located in a shear failure zone for cases 4 and 7 at the thermal times of interest.

Comparison With Measured Permeability

The continuum analyses reasonably modeled the trending of permeability responses to the
heating process although there were obvious discrepancies between the estimated and the
measured trends. One discrepancy was the permeability variations estimated at PS1 in
Hydrologic Boreholes 59 for all cases analyzed. The measured data at both locations indicated
a permeability reduction trend for the heating duration, whereas the estimated trend was a
permeability increase at the beginning of the heating, followed by a permeability decrease some
time into the heating process. Even though some permeability reduction was observed for
some cases studied, the amount of reduction was minor compared with the measurements.
Also, the measured data and modeling results (all cases) showed different trending in
permeability variations at PS1 in Hydrologic Borehole 59.

The measured data showed permeability recovery at some pressure sensor locations starting
from approximately the middle duration of the heating process after some large reduction of
permeability earlier in the heating process. These pressure sensor locations included PS2 and
PS3 in Hydrologic Borehole 59 and PS3 and PS4 in Hydrologic Borehole 76. The permeability
at PS2 in Hydrologic Borehole 59 not only completely recovered but started to increase between
3 and 4 years of heating. There were two possibilities causing permeability to recover. One
possibility was a reduction in fracture normal stress that resulted in a reduction in fracture
closure, which, in turn, increased the fracture aperture. The recovery could follow the fracture
normal stress versus closure behavior postulated in Figure 2-1 and represented by Eq. (2-8).
When the fracture normal stress became smaller than the reference fracture normal stress,
permeability of the fracture started to increase. The other possibility was related to dilation
induced by fracture shear displacement. None of the measured permeability recovery
behaviors were observed from the modeling results. Unable to predict the recovery behavior
makes the utility of the proposed deformation-permeability relationship uncertain. Despite these
difficulties, the proposed deformation-permeability relationship appears promising for
investigating thermal-mechanical effects on rock-mass permeability using a continuum
approach. Further studies, however, are needed to identify the sources of the difficulties so that
the proposed deformation-permeability relationship can be calibrated, if necessary.

4.2.3.2 Variations of Regional Permeability as a Function of Temperature

Figures 4-28(a) and 4-28(b) show contours of ratio of permeability estimated after 3 months of
heating to the permeability before heating started for case 1 for subvertical and subhorizontal
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fracture sets. It was interesting to note the permeability variation profile for the subvertical
fracture set in a region around the heated drift was long horizontally and narrow vertically and
appeared to have a similar shape as the temperature profile after 3 months of heating
(Figure 3-6). A permeability reduction (smaller than the reference permeability) in this region
could be observed. The reduction became larger as it moved toward the heated drift. The
areas that had the largest reduction were in the rock mass located at the top and bottom of the
heated drift. These areas appeared to correspond with the high-stress zones for the maximum
principal stress profiles shown in Figure 4-1 (a). At the top and bottom of the heated drift, the
maximum principal stresses were possibly horizontal. These high principal stresses tended to
close subvertical fractures that would lead to a reduction of permeability.

The areas with the second largest permeability reductions for the subvertical fracture set
surrounded the areas with the largest reduction and the areas coinciding with the
high-temperature zones where the wing heaters were located. Maximum and minimum
principal stresses [Figure 4-1 (a) and 4-2(a)] in both high-temperature zones where the wing
heaters were located were substantially higher than those before the heating process started
(i.e., approximately 5 to 5.5 MPa [725 to 809 psi] for the maximum principal stresses and 1.4 to
1.6 MPa [203 to 232 psi] for the minimum principal stresses). Consequently, both the
subvertical and the subhorizontal fractures would experience a permeability reduction as
confirmed by Figure 4-28(b). The long narrow permeability reduction zone for the subvertical
fractures extended outward horizontally and vertically as heating proceeded. There were two
regions above and below the permeability reduction zone for the subvertical fractures
[Figure 4-28(a)] that were experiencing an increase in permeability. The larger increases in
permeability were found in areas immediately above and below the reduction zone in the Middle
Nonlithophysal Unit.

The trending of permeability increase and reduction for the subhorizontal fractures was a
reverse of the subvertical fractures. There were relatively large permeability reduction zones at
the top and bottom of the heated drift and the two areas consistent with the high-temperature
zones at the wing heater locations. In general, the extent of permeability reduction in these
areas for the subhorizontal fractures was not as big as that of the subvertical fractures. These
permeability reduction zones extended vertically outward. The two permeability increase zones
were located at both sides of the permeability reduction zone. The larger increases in
permeability were found in areas relatively close to the reduction zone.

As the rock mass continued to be heated up, the permeability in the permeability reduction zone
was reduced further for both subvertical and subhorizontal fractures. Figures 4-29(a) and
4-30(a) show contours of ratio of permeability estimated after 1 and 4 years of heating to the
permeability before heating started for case 1 for subvertical fractures, and Figures 4-29(b) and
4-30(b) are the permeability variation profiles for subvertical fractures. The high-permeability
reduction zone grew in size slightly vertically and more horizontally for the subvertical fractures
while it grew slightly horizontally and more vertically for the subhorizontal fractures. This
observation related to the increase in maximum and minimum principal stresses because of
temperature increases. Similar observation could be made for the high-permeability increase
zones for both subvertical and subhorizontal fractures. The high-permeability increase zones
grew most away from the reduction zone. The continued growth of the high-permeability
reduction zone from the heated drift outward for both subvertical and subhorizontal fractures
made fluid through the heated drift more difficult.
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Figure 4-9. Extent of yielding In rock after excavation for cases I and 4 (continued)

I

4-39

I

I



I

I

Plasticity Indicator
X elastic, at yield in past

0

(x1O m)

. 5.000
I

I
- 3.000

I

- 1.000

I

I
_-1.000

I

_-3.000

I

- -5.000 I

I I I

-5.000 -3.000 -1.000 1.000 3.000 5.0O0 (x1O m)

(a) After 3 Months of Heating
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Figure 4-12. Extent of yielding In rock as a function of thermal times for case 3
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Figure 4-15. Extent of yielding In rock as a function of thermal times for case 6
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Figure 4-15. Extent of yielding in rock as a function of thermal times for case 6
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Figure 4-16. Anchor displacements for case I as a function of time (continued) (No
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Figure 4-16. Anchor displacements for case I as a function of time (continued) (No
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Figure 4-19. Anchor displacements for case 5 as a function of time {No equivalents
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Figure 4-21. Permeability variations of subvertical and subhorizontal fractures in
hydrologic boreholes for case I
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Figure 4-21. Permeability variations of subvertical and subhorizontal fractures in
hydrologic boreholes for case I (continued) |

4-72

I



2.0~~~~~~~~~~~~~~2

-* = 74-2 Subvertical
1.8 - -- A - t<tSta<<74-3, Subverticl

t g i 3,$g g 2 5 i i F i l "--W 74-4, Subvertical
1.6 - -- 74-1, Subhorizontal 3

1.4 -A- -- 74-2, Subhorizontal

1.2 - ' Subhorzontal

0.8 _

0.6

0.4

0.2 -

0.0
10/19/97 6/1/98 1/12/99 8125199 416/00 11117/00 6130/01 2/10/02

Date

(c) Hydrologic Borehole 74

Figure 4-21. Permeability variations of subvertical and subhorizontal fractures In
hydrologic boreholes for case I (continued) |
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Figure 4-21. Permeability variations of subvertical and subhorizontal fractures in
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Figure 4-23. Permeability variations in hydrologic boreholes for case I
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Figure 4-23. Permeability variations In hydrologic boreholes for case I (continued)
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Figure 4-23. Permeability variations In hydrologic boreholes for case 1 (continued) -
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Figure 4-23. Permeability variations In hydrologic boreholes, for case I (continued)
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(a) Hydrologic Borehole 57I

Figure 4-24. Permeability variations In hydrologic boreholes for case 3

4-80 IS

I



0 0 ($/7 7

=

l

2.0 - Ad -- i591, E m "if -.l

0.6

10/19/97 6/11/98 1112199 8/25/99 416100 11/17/00 6/30/01 2110102 i
Date

=

l
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Figure 4-24. Permeablityb variations in hydrologic boreholes for case 3 (continued)
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(c) Hydrologic Borehole 74

Figure 4-24. Permeability variations in hydrologic boreholes for case 3 (continued)
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Figure 4-24. Permeability variations In hydrologic boreholes for case 3 (continued)
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Figure 4-25. Permeability variations In hydrologic boreholes for case 5
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Figure 4-25. Permeability variations In hydrologic boreholes for case 5 (continued)
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Figure 4-25. Permeability variations in hydrologic boreholes for case 5 (continued)
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Figure 4-25. Permeability variations In hydrologic boreholes for case 5 (continued)
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Figure 4-26. Permeability variations In hydrologic boreholes for case 4
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Figure 4-26. Permeabllty variations In hydrologic boreholes for case 4 (continued)
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Figure 4-26. Permeability variations In hydrologic boreholes for case 4 (continued)
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Figure 4-26. Permeability variations in hydrologic borehohes for case 4 (continued)
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Figure 4-27. Permeability variations In hydrologic boreholes for case 7
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Figure 4-27. Permeability variations In hydrologic boreholes for case 7 (continued)
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Figure 4-27. Permeability variations In hydrologic boreholes for case 7 (continued)
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Figure 4-27. Permeability variations In hydrologic boreholes for case 7 (continued)
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Figure 4-28. Normalized permeability contours for case I after 3 months of heating
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Figure 4-28. Normalized permeability contours for case I after 3 months of heating
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Figure 4-29. Normalized permeability contours for case I after 1 year of heating
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Figure 4-30. Normalized permeability contours for case I after 4 years of heating
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5 CONCLUSIONS

The drift-scale heater test at the Exploratory Studies Facility at Yucca Mountain was included in
the DECOVALEX IlIl project as a test case to assess the capability of the thermal-mechanical-
hydrological-chemical codes to simulate complex thermal-mechanical-hydrological-chemical
processes. This report was prepared as part of the DECOVALEX IlIl project to assess the
capability of numerical modeling to estimate thermally induced deformation surrounding
excavations and the thermal-mechanical effects of rock-mass permeability. Model results on
thermally induced deformation around the heated drift and the mechanically induced rock
permeability variations at specified thermal times and locations were compared with the
corresponding measurements.

Thermal-mechanical behavior of fractured rock media can be a complicated process. It is
accepted that, in assessing stability of underground structures, the effects of existing
discontinuities should be factored into consideration. In the numerical simulation, these effects
may be considered by directly including the discontinuities in the model through the distinct
element approach or by indirectly taking into account the discontinuities through the continuum
approach using equivalent rock-mass properties instead of intact rock properties. A continuum
modeling approach was adopted in this study.

The numerical code used in this study was FLAC. A vertical, cross-sectional, two-dimensional
model was developed with regularly structured grids at a 0.5-m [1.64-ft] interval in a region
around the drift. The interval of the grids was increased gradually from the boundaries of the
region to the model boundaries. This vertical cross section was located at the midspan of the
drift and was positioned at a right angle to the drift axis. Several case studies were performed
to investigate the effects of rock-mass mechanical and strength properties, thermal expansion
coefficients, and failure criteria used on displacements and permeability changes at
predetermined locations. The temperature data used for the analyses were provided by the
technical monitoring research team.

Irrespective of rock-mass properties used, failure criteria used, or treatments of the thermal
expansion coefficient, the highest maximum principal stresses estimated during the duration of
heating process were located in the rock mass at the crown and floor of the heated drift. The
second highest maximum principal stress zones coincided with the wing heater locations, where
the temperature was higher compared with other locations. The highest minimum principal
stresses were also found at the wing heater locations for all cases studied.

The magnitude of thermally induced maximum and minimum principal stresses was found to be
larger for cases using the material and strength properties associated with higher rock-mass
quality designations. This finding was expected because Young's modulus for a higher
rock-mass quality category designation was larger than that of a relatively lower rock-mass
quality category designation. Thermally induced stress was in direct proportion to Young's
modulus. Other parameters being equal, the principal stresses for a case using a constant
thermal expansion coefficient from each litho-stratigraphic unit modeled at the temperature
range 125-150 0C [257-302 'F] were slightly smaller than those of a case using the
temperature-dependent thermal expansion coefficient. The magnitudes of principal stresses
were smaller for a case with the ubiquitous fracture failure criterion than for a case using the
Mohr-Coulomb failure criterion. Besides the magnitude difference, the patterns of principal
stress contours were also different between the two cases. In fact, the principal stress contours
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for all cases using the ubiquitous fracture failure criterion showed a similar profile pattern
different from the cases using the Mohr-Coulomb failure criterion. Such a difference was
obvious because weakness planes were present in a preferential direction for the cases using
the ubiquitous fracture failure criterion. Slip along the weakness planes tended to modify the
stress field in the surrounding area.

During the heating process, for most cases using the Mohr-Coulomb failure criterion, tensile
stress zones developed in the Upper and Lower Litho-Stratigraphic Units directly above and
below the heated drift. The timing of developing such tensile zones was different for the
different rock-mass properties used. The cases with high rock-mass quality category
designations would develop a tensile zone faster than the ones using low rock-mass quality
category designations. Furthermore, development of the tensile stress zone below the heated
drift was always slower than the tensile stress zone above the heated drift. This behavior was
believed to be related to constraints from the surrounding rock mass. Development of the top
tensile stress zone was relatively easy because it was closer to a free boundary at the ground
surface. As heating proceeded, the tensile stress zone tended to increase in size and moved
upward. No tensile zones were developed for cases using the ubiquitous fracture failure
criterion during the heating process because of the existence of the weakness planes, along
which zero tensile strength was assumed.

Yield zones mainly in the Upper and Lower Litho-Stratigraphic Units were also developed during
the heating process for all cases using the Mohr-Coulomb failure criterion. The size and time of
development were dependent of rock-mass properties used and treatment of the thermal
expansion coefficient. Larger yield zones were associated with higher rock-mass quality
designations. Also, the case using a constant thermal expansion coefficient tended to generate
a larger yield zone than the one using a temperature-dependent thermal expansion coefficient.
The presence of the tensile stress zone appeared to facilitate development of the yield zone
above the heated drift.

The displacements estimated from the modeling results for specific anchors at four
multiple-position extensometers appeared small for most cases studied compared with the
measurements. All cases predicted an extension in the rock mass between two neighboring
anchors of a multiple-position extensometer after 3 to 9 months of heating. This finding was not
entirely supported by the measurements. The measurements indicated compressions of rock
mass between anchors for several multiple-position extensometers. Furthermore, the
measurements showed signs of local fracture slips. This phenomenon could not be modeled
using the continuum approach.

To assess thermal-mechanical effects on rock permeability, a continuum model representing a
deformation-permeability relationship was developed. The fundamental assumptions for this
model included (i) permeability changes in rock mass are controlled by deformation of fractures,
(ii) variation in fracture aperture is a function of fracture normal stress before tensile or shear
fracture failure, and (iii) shear and tensile plastic strain of a rock matrix or a fracture can be
directly related to matrix and fracture porosity changes. The deformation-permeability model
permits an evaluation of deformation-induced permeability increases or reductions. This model
was used in the Task 2C study to predict thermal-mechanically induced permeability variations.
Two hypothetical fracture sets-one subvertical and one subhorizontal-were assumed in the
system. Permeabilities related to these two hypothetical fracture sets were calculated.
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The contours of the estimated permeability (ratio of permeability at the thermal times of interest
to the reference permeability-before heating started) suggested a permeability reduction
(below the reference permeability) for both fracture sets in the region that included the heated
drift and the wing heater. As heating proceeded, the permeabilities in this region continued to
decrease, and the size of the region continued to increase. The largest reduction for
subvertical fractures was associated with the rock mass located around the top and bottom of
the heated drift, while for subhorizontal fractures, the largest reduction was where the wing
heaters were located. The largest permeability reduction zones corresponded well with the
high-stress zones for the maximum and minimum principal stress profiles.

Besides the region of permeability reduction, two regions existed above and below the
permeability reduction zone for the subvertical fractures experiencing an increase in
permeability (greater than reference permeability). The larger increases in permeability were
found in areas immediately above and below the reduction zone in the Middle Nonlithophysal
Unit. Similarly, there were two regions at both sides of the heated drift where permeability for
subhorizontal fractures was increased. The magnitude of increase in permeabilities in these
regions became larger as heating proceeded, as did the sizes of the regions.

The continuum analyses reasonably modeled the trending of permeability responses to the
heating process, however, some obvious discrepancies between the estimated and the
measured trends were identified. For example, the measured data at some locations indicated
a consistent permeability reduction trend for the heating duration, whereas the estimated trend
was a permeability increase at the beginning of heating followed by a decrease at some point in
the heating process (permeability reduction was not found in some cases studied, with some
cases having a minor reduction).

Furthermore, the measured data showed signs of permeability recovery at some pressure
sensor locations starting from approximately the middle duration of the heating process, after a
large reduction of permeability in the heating process. One possibility for this phenomenon was
a reduction in fracture normal stress that resulted in a reduction in fracture closure, which, in
turn, increased the fracture aperture. The other possibility was related to dilation induced by
fracture shear displacement. None of the permeability recovery behaviors were observed from
the modeling results.
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