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Preliminary Estimates of Groundwater Travel
Time and Radionuclide Transport

At the Yucca Mountain Repository Site

By

Scott Sinnock (Editor)
Y. T. Lin

M. S. Tierney
and others

ABSTRACT

This report presents the assumptions, methods, and data used in a
probabilistic approach to the calculation of groundwater travel times and
total radionuclide releases to the water table below Yucca Mountain,
Nevada. Assumptions and mathematical principles that serve as the basis
for the formulation of the calculational model are described. Data to
support the analyses are abstracted from formal and informal reports
generated by the staff of such participating organizations as the United
States Geological Survey, Los Alamos National Laboratory, Lawrence
Livermore National Laboratories, and Sandia National Laboratories, for
the Nevada Nuclear Waste Storage Investigations (NNWSI) Project
activities. Results from the analyses consist of distributions of
groundwater travel time from the disturbed zone to the water table and
the cumulative curie releases to the water table. The studies provide
some of the information needed in support of requirements for the NNWSI
statutory Environmental Assessment and indicate that

* for the upper limit of percolation flux below the repository level at
Yucca Mountain, groundwater travel time has a mean of about 43,000
years and a standard deviation of about 12,000 years; less than I
percent of the calculated groundwater travel times are less than
10,000 years.

* values for cumulative releases of radionuclides, for a 70,000-MTHM
inventory of spent fuel, subject to a percolation flux of 0.5 mm/yr,
have been estimated at about 6.0 x 10-4 curies of C-14, 2.0 x 10-2
curies of Tc-99, and 5.0 x 10-5 curies of 1-129, which would be
released to the water table within 10,000 years following repository
closure.

Therefore, based on the present model, this evidence indicates that the
Yucca Mountain repository site would be in compliance with regulatory
requirements.
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1.0 INTRODUCTION

This report was prepared to document analyses of groundwater travel

time and radionuclide transport in support of the statutory Environmen-

tal Assessment (EA) document of the Nevada Nuclear Storage Investigations

(NNWSI) Project (DOE, 1986). The NNWSI Project, administered by the

Nevada Operations Office of the Department of Energy (NV-DOE), is

responsible for assessing the feasibility of developing a repository for

commercial high-level radioactive waste at Yucca Mountain, Nevada (see

Figure 1). Sandia National Laboratories (SNL) provides support for the

NNWSI Project in the areas of repository design, performance assessment,

data base development, and experimental programs for the investigation of

thermal and mechanical rock properties at Yucca Mountain. This report

was prepared as a part of the performance assessment activities at SNL.

The data used in our analyses were provided by various investigators from

U.S. Geologic Survey, Los Alamos National Laboratory, Lawrence Livermore

National Laboratory, and other principal participants in the activities

of the NNWSI Project.

The draft statutory EA (DOE, 1984a) included preliminary performance

assessments requiring the calculation and estimates of potential

groundwater travel time and cumulative radiological releases to the

accessible environment. These performance assessments were used to

evaluate certain qualifying and disqualifying conditions required by the

DOE with regard to the hydrogeology of the site and total system

performance. The calculations of groundwater travel time and cumulative

releases of radionuclides presented in the draft EA (DOE, 1984a) were
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Figure 1. Location Hap of the Yucca Mountain Site, Nevada.
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the repository (PBQ and D, 1985; GE/CALMA, 1986, Product No.
0119) and the location of the hydrogeologic cross section A-A'
shown in Figure 2.
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made by means of simulation models available at that time. The model

used for predicting cumulative releases, SPARTAN* (Lin, 1985; Sinnock et

al., 1984), was based on single, deterministic values of groundwater

velocities and dispersionless radionuclide transport through a

representative section of hydrogeological units in the unsaturated zone

at Yucca Mountain. During the public review and commentary periods for

the draft EAs, requests were received from several sources to provide

additional support for the conclusions in Sections 6.3.1.1 and 6.4.2 of

the final NNWSI EA report (DOE, 1986). The techniques presented here

were developed in response to those requests, to account for

variabilities in the key parameters used for calculating groundwater

travel time and radionuclide transport.

To address the concerns about groundwater travel time, this report

presents a probabilistic method for estimating the distribution of

groundwater travel times. To address the question of radionuclide trans-

port, the report also presents a probabilistic method consistent with the

groundwater travel-time calculations. The report describes the physical

and the mathematical bases of the methods, and presents the results of

analyses using these methods.

Section 2, following this introduction, describes assumptions,

methods, and data used for estimating groundwater travel times. Results

of the simulations used for calculating groundwater travel time are also

discussed in Section 2. These simulations rely on a wider range of

*Simple Performance Assessment of Radionuclide Transport at Nevada.
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defining parameters than those used in the draft EA (DOE, 1984a), and

provide additional insight and support for judging the reliability of the

results presented in Section 6.3.1.1 of the final version of the EA (DOE,

1986).

Section 3 presents the basic assumptions and the methods used for

estimating cumulative releases of radionuclides to the water table, and

provides background material for assessing the limitations of the

conclusions drawn in Section 6.4.2 of the final version of the EA (DOE,

1986).

Section 4 presents the conclusions.

Three appendices are provided as follows:

Appendix A contains estimates of the distribution, mean, and standard

deviation of travel time derived by analytical methods.

Appendix B contains the source data for effective porosity, saturated

matrix hydraulic conductivity, and relative hydraulic conductivity.

Appendix C contains lists of computer programs for calculating the

groundwater travel times and the expected cumulative discharge of the

radionuclides.

-4-



2.0 GROUNDWATER TRAVEL TIMES

Calculations of groundwater travel times provide useful information

for assessing the postclosure performance of a potential high-level

nuclear waste repository at Yucca Mountain. In particular, the regula--

tions of both the DOE (1984b) and the Nuclear Regulatory Commission (NRC,

1983) require that pre--waste--emplacement groundwater travel time along

the fastest path of likely radionuclide travel from the disturbed zone to

the accessible environment shall be at least 1,000 years. Groundwater

flow is the most likely means for the movement of substantial amounts of

radioactive contaminants from the waste-emplacement area to the access-

ible environment. Radioactive releases into the accessible environment

must remain within limits prescribed by the Environmental Protection

Agency (EPA) for the first 10,000 years after permanent closure of the

repository (EPA, 1985). Because, in general, contaminants can travel no

faster than the groundwater, the groundwater travel time between the

subsurface facilities and the accessible environment sets a minimum time

before releases of radionuclides can occur and provides a basis for

estimating the quantity of such releases thereafter.

Groundwater travel times depend upon the hydraulic properties of

geologic units through which water flows, hydrologic conditions at the

site, and the length of flow paths. At Yucca Mountain, the flow paths

pass through both the unsaturated and saturated zones. This study focuses

only on the downward percolation of water through the unsaturated zone.

A conceptual hydrogeologic cross section of Yucca Mountain (Figure 2)

-5-
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illustrates the general flow paths from the waste-emplacement area con-

sidered in this report. Montazer and Wilson (1984) present a conceptual

model that includes possible lateral flow both above and below the

repository level. However, for reasons described in Section 2.1, our

approach, hence our conceptual diagram of the likely flow path shown in

Figure 2, assumes only vertical flow through the unsaturated zone beneath

the repository. The flow passes through the unsaturated zone to the

water table, and along a 5-km distance in a downgradient direction along

the top portion of the saturated zone leading to the accessible

environment.

This chapter is divided into the following sections.

Section 2.1 establishes the conceptual and theoretical bases for

calculating groundwater travel times.

Section 2.2 presents a discussion of the data required in the

analyses of groundwater travel time.

Section 2.3 details the computational model for calculating

groundwater travel time.

Section 2.4 presents selected results of the calculations, includ-

ing variations based on differing sets of model parameters to indicate

the relative sensitivity of simulated travel times to some of the key

parameters.

Section 2.5 presents a summary of the groundwater travel time

solutions and general conclusions about the probable behavior of the flow

system at Yucca Mountain in terms of the regulatory requirements.
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2.1 Theoretical Basis for the Calculation of Groundwater Travel Times

The calculation of groundwater travel times depends upon the basic

equations selected for analyzing flow behavior. In steady-state flow

through a porous rock, the specific discharge (flux) of a fluid is

commonly taken as described by the Darcy flow equation (Bear, 1972;

Freeze and Cherry, 1979); this is usually expressed in one-dimensional

form as

dh
q -K - (mlyr) , (1)

di ~ ~ ~ 3

where q is the specific discharge or flux in m /m /yr, K is hydraulic

conductivity in m/yr, and dh/di is the hydraulic gradient. The

distance along the flow direction is measured by Q. The hydraulic

head, h, is the sum of the two components, pressure head, IF, and

elevation head, z. The average linear pore velocity of water particles,

V, may, for saturated conditions, be obtained from the equation

q
V = - (m/yr) , (2)

e

where n is the effective porosity or volume of interconnected pore

space available for fluid transmission. Given the velocity for a

particle of water, the travel time, t, along a given path may be

calculated by using

-8-



d
T = V (yr) , (3)

where d is the linear distance of the flow path between two points.

Transient infiltration pulses may be transmitted through fractures in

the Tiva Canyon welded unit, the uppermost tuff unit of Yucca Mountain

(Figure 2), according to several conceptual models for water flow in the

unsaturated zone at Yucca Mountain (Montazer and Wilson, 1984; Montazer

et al., 1985; Sinnock et al., 1984; Weeks and Wilson, 1984) and simu-

lations of flow (Wang and Narasimhan, 1985 and 1986; Peters et al.,

1986). However, the infiltration pulses probably are damped by the

matrix pores of the underlying Paintbrush nonwelded unit. The underlying

Topopah Spring welded unit responds to the pulses by exhibiting only

small changes in saturation, pressure, and potential relative to the

steady-state values. The flow field of infiltrating water percolating

through deeper units, including the lower part of the Topopah Spring

welded unit, which is the target zone for waste emplacement, and the

underlying units, probably exhibits a near steady-state behavior

representing a long-term average flux.

Because the steady--state flow in the lower portion of the unsaturated

zone at Yucca Mountain is probably vertical, the term dh/di is assumed

to equal minus one (-1) in our model, which is restricted to the region

50 meters below the repository (from the lower boundary of the disturbed

zone to the water table). This means that the flow is driven solely by

the elevation head and is along a gradient of unity in the direction of

-9-



gravity. Based on this assumption, a reasonable approximation of the

velocity of water through the lower portion of the unsaturated zone can

be obtained from Equation 2. The flux, q, may be determined inde-

pendently, or may be determined by theoretical relation to the conductiv-

ity, K. The effective porosity, n e, may be derived from experimental

measurements. Therefore, calculations of groundwater travel time can be

expressed as a function of only three parameters--namely, the flux, the

effective porosity, and the distance of vertical flow. This last param-

eter is conveniently expressed by the combined thicknesses of the hydro-

geologic units, which make up the total thickness between the disturbed

zone and the water table for the area beneath the potential repository

facilities at Yucca Mountain.

Hydraulic conductivity and pressure head in unsaturated tuff depend

on capillary forces in the porous rock. These forces, in turn, are a

function of the saturation and the pore size distribution of the rockmass

through which flow occurs. At lower saturations, smaller pores with

larger capillary forces exert a dominant suction that draws water into

the smallest pores with sufficient volume for containing the available

water. A decrease in hydraulic conductivity, an increase in suction

pressure, and a decrease in effective porosity accompany a decrease in

saturation. Given a steady flux of water through the porous rock, it is

reasonable to assume (Weeks and Wilson, 1984; p. 2) that an approximate

steady-state condition exists whereby (1) hydraulic conductivity adjusts

to a value equal to the flux, (2) pressure head is relatively constant in

space, and (3) effective pore volume (the pore space available for the

free movement of water) becomes a function of the flux.

-10-



For steady-state flow through the matrix of porous unsaturated rock, the

average linear velocity of a fluid is expressed as

q

m e(q) (m/yr)

where 0 is the effective moisture content (volume of mobile water per unit

volume of porous rock) of the matrix. Equation 4 is the extension of

Equation 2 for partially saturated flows. For saturated rock, 6 is

identical to the effective porosity, but for partially saturated rock, 0 is

a function of q.

A simple approximation of the dependence of 0 on q can be obtained from

a power-law expression (Brooks and Corey, 1966) for the wetting-phase

relative hydraulic conductivity, as follows:

K S -S\

.= = (5)

where

K = effective hydraulic conductivity (m/yr)

K = saturated hydraulic conductivity (m/yr)

S = saturation (volume of fluid/void-space volume)

Sr = residual saturation, and

C = an empirical constant > O.

-11-



Rearranging Equation 5 gives

(S - S ) = (1 - S) (-) (6)

Because

8 = nb(S - Sr) I

where nb is the bulk porosity of the matrix (void-space volume per unit

volume of rock), then

(7)

/ K (
0 = nb (1 - S ) KJ (8)

For steady flows and regions of rock removed from infiltration

boundaries or capillary fringes, Weeks and Wilson (1984, p. 2) have indi-

cated that under a unity gradient, on the average, the effective

hydraulic conductivity, K, will adjust so that

K = q (m/yr), for q < K ' (9)

Therefore, substituting q for K in Equation (8) gives

(1/c

e(q) = nb~l - S )
V

for q < K
5

(10)

-12-



The term nb(l - S ) is equal to the effective porosity, ne, if all

the pore space in the matrix is interconnected. Thus,

1/e

e(q) = ne ( K-) for q <Ks (11)

s

By incorporating Equation 11 into Equation 4, one finds that

q /K s1/C
V = (12)
V =ne - qS (m/yr), for q < Ks.

If the flux exceeds the largest possible value of hydraulic conductivity

of the matrix (i.e., saturated conductivity), then that portion of the flux in

excess of saturated hydraulic conductivity will have to move either laterally

along the bottom of, or within the low-conductivity region, or vertically

downward through fractures. on the assumption that all flow is vertical, the

excess flux, qf, is expected to flow vertically through fractures that dip

at angles close to 900 (Scott and Bonk, 1984). If q > K , it is assumed

that the water will flow in fractures with a linear velocity, locally, of

qf
V = - (mryr), for q > Ks, (13)
f nf

where nf is the effective fracture porosity. Therefore, linear velocity of

a water particle moving along a vertical path through the rock matrix or

fractures is determined, for our calculations only, by the percolation flux,

q, and local values of saturated matrix hydraulic conductivity, K , matrix

-13-



effective porosity, n , fracture effective porosity, nfl and an empirical

constant, c, representing the effects of saturation levels on matrix pore

space available for flow.

In the present model, Ks and ne are treated as random variables

because of their spatial variation within each hydrogeologic unit. As

described in Section 2.2, their unit-specific statistical parameters are

assumed to represent spatial variations of Ks and ne based on samples

collected from the available data. In effect, K and n are treated as

spatially random fields within hydrogeologic units. The effective moisture

content, 0 (Equation 4), is derived as a function of q, K., and n

(Equation 11), allowing a computation of the local water-particle velocities

as follows:

K 1/e

(m/yr), if q < K

V q (14)

f n (m/yr), if q > K

The fracture porosity, nfl the residual saturation, Sr, and the

Brooks-Corey exponent, c, could also be regarded as spatially random

variables. However, because of a lack of sufficient data, S and c

are assumed to be constant values within each hydrogeologic unit in the

present model, and nf is assumed to be a constant throughout the entire

unsaturated portion of the underground site.

-14-



The variability of hydraulic parameters may be different in the

vertical and horizontal directions. This variability depends on a

concept referred to as the correlation length. The correlation length is

the minimum distance between two points at which the covariance, C, of a

spatially-dependent random variable vanishes (see p. 17 of Feller,

1966). In simpler terms, two values of a random variable are statis-

tically independent if the spatial distance between them exceeds the

correlation length. In the vertical direction, the velocity field

described by Equation 14 is assumed to be correlated over a distance less

than some length pV. Similarly, the values representative of the

velocity field at the same depth, but in different horizontal locations

of the rock, are assumed to be correlated if the locations are separated

by distances of less than Ph. Neither PV nor ph has been determined

for the hydrogeologic units at Yucca Mountain; therefore, they were

defined as free parameters in the calculations. The correlation length

in the vertical direction is probably smaller than that in the horizontal

direction for vertically stratified tuff at Yucca Mountain.

2.2 Data Required for the Calculation of Groundwater Travel Times

As established in Section 2.1, the data needed for calculating

groundwater travel times by our approach include values for the

(1) thickness of each hydrogeologic unit along the assumed vertical

flow paths between the disturbed zone and the water table,

(2) effective matrix porosity and effective fracture porosity,
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(3) saturated matrix hydraulic conductivity,

(4) the Brooks-Corey Exponent (see Equation 8) for relative

conductivity, and

(5) percolation flux between the disturbed zone and the water table.

For each of the parameters, the empirical basis for defining the ranges

and distributions used in our calculations, is addressed in the following

subsections.

2.2.1 Thickness of the Hydrogeologic Units and the Geometry of the
Calculational Grid

A horizontal grid of the repository study area, constructed as a

digitized gridded terrain model (GTM) on the Calma Graphics system at SNL

(GE/CALMA, 1985), is shown in Figure 3. GTM is defined by a set of

elevations and a set of GTM parameters. The parameters include the x-y

origin of the orthogonal grid in a three-dimensional spatial model, the

grid spacing, and the number of grid points in the x and y directions.

The origin of the GTM is located at Nevada state grid (central)

coordinates, East 557,000 feet and North 750,000 feet. The distance

between grid points along the x and y coordinates is 250 feet (76.2 m).

There are 37 grid points in the x direction and 89 in the y direction

with 00 orientation. The GTM is three-dimensional. Data defining the

elevations (z direction) of stratigraphic contacts, and the water table

at each grid point, are from a three-dimensional model of reference
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Figure 3. Grid map of the calculational elements for the repository
study area.

The area enclosed by the perimeter drift is composed of 963
square vertical columns defined by the grid.
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thermal/mechanical and hydrological stratigraphy at Yucca Mountain (Ortiz

et al., 1985), slightly modified to account for a different

interpretation of offsets along Ghost Dance Fault. The depth and

elevation level at each point of contact between hydrogeological units,

for drill holes, are presented in Appendix B. Elevations of the

repository facilities, disturbed zone boundary, and the water table were

defined for this study. The volume beneath the repository is represented

by 963 square vertical columns of the grid. Digitized data, which define

the gridded geometry of the hydrogeological units, repository facilities,

disturbed zone boundary, and water table are available from SNL.

The values for the thickness of each unsaturated hydrogeologic unit

beneath the disturbed zone were obtained from the three-dimensional

graphics model* of the Yucca Mountain Site (Ortiz, et al., 1985). The

disturbed zone is assumed to be 50 meters below the midplane of a

45-m-thick envelope containing the underground facilities. Projections

of the perimeter drift of the design repository (GE/CALMA, 1986,

No. 0119) to the lower boundary of the disturbed zone delineate the area

of vertical unsaturated flow used in the calculations. Contours of the

thickness of the total unsaturated zone and of each of the seven

hydrogeologic units between the disturbed zone and the water table are

shown in Figure 4. The range of unit thicknesses and the percentage of

total repository area underlain by each unit are listed in Table 1.

*The model is maintained on the IGIS computer graphics system of Sandia
National Laboratories (GE/CALMA, 1985).
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Thickness of the Bullfrog welded unit, BFw; and (H) Thickness of the Bullfrog nonwelded

unit, BFn.



TABLE 1

Parameters Used in Groundwater Travel-Time Calculations for the Unsaturated Zone

Hydrogeologica
Unit

TSw CHnv CHnz PPw PPn BFW BFnb Remarks
Parameter

Hydraulic i - ah/al = Ms/al + az/al
Gradient, (i) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 where aF/al c< 1.0 and

az/al . az/az = 1.0, i.e.
vertical gravity flow is
assumed

Mean saturatedc 0.722 107.168 0.535 87.742 21.637 118.439 21.637 Is = 1n
1

(meanlln(K,)])
Hydraulic
Conductivity Values in parentheses are
Ks (mm/yr) (31) (8) (31) (10) (7) (2) (VA) the number of measurements

t5 - la

(mm/yr)
0.128 1.886 0.0374 29.500 3.302 58.405 3.302 LnU

1
(mean IlnKS] - 4 [lnKs])

Ks + la
(mm/yr)

4.073 6089.953 7.648 260.967 141.797 240.182 141.797 ln-l (iean [Inay] + a [lnKs])

Mean Effective 0.1062 0.3239 0.2693 0.2382 0.2500 0.2251 0.2500 ne - nb(l-Sr), whore nb
Porosity ±0.0458 ±0.0880 +0.0468 +(0.0650) ±0.0622 +0.0884 +0,0622 is the mean bulk, dry
ne ± lo porosityd and Sr is

(138,12) (23,6) (65,10) (27,4) (75,2) (120,2) (NA) residual saturation (S).

Ordered pairs in
parentheses are number
of measurements of nb
and Sr, respectively

Rangee 0-72 0-135 0-133 0-44 0-122 0-91 0-55 Thicknesses between
of disturbed zone and water
Thicknesses table for area within the

design repository
boundaries.

(m) (98.5) (95.3) (94.5) (83.2) (63.1) (25.6) (7.5) Values in parentheses are
percents of total
repository area underlain
by the units.

Ef 5.9 4.2 7.0 4.0 5.2 4.6 5.2 Empirical constant that
represents the effects of
the relationship between
pore-size distribution
and saturation on the
amount of the effective
porosity, ne, available
for flow; the effect of
C is to reduce flow
area and thus increase
particle velocity
relative to values
calculated using q/n.

a See Figure 2 for legend.

b Assumed to be hydrologically identical to PPn.

c Saturated conductivity data is from the Tuff Data Base (TUFFDB) Product No. 2, 1985.

d Bulk porosity data is from the Tuff Data Base (TUFFDB) Product No. 1, 1985.

e Range of thickness, Interactive Graphics Information System (IGIS). SUL 1985.

f E derived in Appendix B by the method of Brooks and Corey (1966).
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2.2.2 Effective Porosity

Effective porosity, ne, was defined in Equation 10 as

ne = nb l - Sr), (15)

where nb is the bulk matrix porosity and Sr is the residual satura-

tion (Peters et al., 1984). To determine an effective porosity for each

hydrogeologic unit, information about the bulk matrix porosity and

residual saturation for each unit was required.

Given the depth ranges in each drillhole corresponding to each hydro-

geologic unit, bulk matrix porosity data were retrieved from the NNWSI

Tuff Data Base (TUFFDB, 1985). Bulk porosity data exist for samples

collected from only four drillholes--identified as UE-25a#I (Spengler et

al., 1979), USW G1 (Spengler et al., 1981), USW G-4 (Spengler and

Chornack, 1984), and USW GU-3 (Scott and Castellanos, 1984). The listing

of all bulk porosity data obtained from the Tuff Data Base (TUFFDB, 1985)

is presented in Appendix B-1. All porosity measurements are traceable to

published NNWSI documents through version 11002 of the TUFFDB. Means and

standard deviations of the available porosity values were then calculated

for each hydrogeologic unit. A histogram of available porosity

measurements for each unit is shown in Figure 5, with a superimposed

theoretical curve derived from the calculated mean and standard deviation

for a normal distribution.
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Residual saturation values were obtained by Peters et al. (1984) for

samples collected from drillholes USW G-4 (Spengler et al., 1984) and

USW GU-3 (Scott and Castellanos, 1984). These data were designated for

the hydrogeological units based on the depth from which the samples were

taken. Given the means of the residual saturation, Sr, the effective

porosity, ne, were calculated for each sample in each unit by

n =(1 Sr) nb (16)

The means and standard deviations of effective porosity were then

estimated by using the population of samples in each hydrogeologic unit.

The data for nb and Sr, which were used for performing the calcula-

tions, are given in Appendix B. The results of these calculations are

presented in Table 1.

Few estimated values for effective fracture porosity are available;

however, a constant value of 0.0001 was chosen for use in our

calculations based on the discussions in Sinnock et al. (1984).

2.2.3 Saturated Matrix Hydraulic Conductivity

Saturated matrix hydraulic conductivity (K) data were obtained

from Tuff Data Base (TUFFDB, 1985), and Peters et al. (1984). The
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drillholes for which data exist are UE-25a#1, USW G-4, and USW GU-3. The

available conductivity measurements were grouped by hydrogeologic units

(see Appendix B-2). Assuming that a log-normal distribution charac-

terizes the variability of hydraulic conductivity, for the means and

standard deviations of the logarithms, conductivity values were

calculated for each hydrogeologic unit. Histograms of the logarithms of

the available measured values and superimposed theoretically normal

distribution curves derived from the calculated means and standard

deviations are shown in Figure 6. Table 1 lists the antilog of the mean

of the logarithms and the antilog of one standard deviation added to or

subtracted from the mean of the logarithms. Conductivity values were

calculated in units of m/s for travel-time calculations, but were

subsequently converted to mm/yr for presentation in Table 1 and Figure 6.

2.2.4 Brooks-Corey Exponent

For unsaturated materials, the effective porosity must be modified to

account for the effects of saturation on the volume of pore space con-

tributing to flow under partially saturated conditions (see Equation 8).

One way to estimate the relative conductivity is to apply the power law

expression for effective saturation, stated in Equation 5. Brooks and

Corey (1966) show that the slope of the relative hydraulic conductivity

curve, a, is related to the slope, -X, of the effective saturation

curve as a function of pressure head, by the relationship c=3+(2/X).

The dependence of c on the water-retention characteristics can be

determined by fitting data as closely as possible to a straight line

(with a slope of -X) when the retention curve is plotted on a log-log
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scale. The Brooks-Corey exponent, c, is treated here as a constant,

and estimates of it are presented in Appendix B-3. The value, c, for

each hydrogeologic unit (see Table 1) was obtained by averaging the

estimated c values from the available water-retention curves within

each unit.

2.2.5 Percolation Flux

As discussed in Section 2.1, episodic infiltration of surface-water

is probably damped by the subsurface rock, and deep percolation is

assumed to be in a steady-state condition through and below the waste-

emplacement level. According to available information, a steady vertical

flux of less than 0.5 mm/yr probably occurs beneath the underground

facilities in the matrix of the Topopah Spring welded unit (Contazar

et al., 1985; Wilson, 1985; Sinnock et al., 1985). Although no definite

value of moisture flux in the Topopah Spring unit and below it has been

established, several lines of evidence support an upper bound of

0.5 mm/yr (Wilson, 1985). For this report and for calculations sum-

marized in the NNWSI Project EA, a constant value of 0.5 mm/yr is used as

a baseline value for calculations of groundwater travel time. Values of

1.0 mm/yr and 0.1 mm/yr are also used in this report, thus providing a

basis for performing a comparative analysis of the effects of flux.

2.3 Calculational Model of the Groundwater Travel-Time Distribution

As described in Section 2.1, unsaturated flow from the boundary of

the disturbed zone to the water table may occur in any of the seven

hydrologic units. Figure 7 illustrates the three-dimensional geometry of
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the unsaturated zone used in the Monte Carlo simulations of groundwater

travel time. In the calculational model, ph is assumed to be 250 ft,

the horizontal dimension of the calculational grid shown in Figure 3.

The unsaturated zone beneath the disturbed zone was divided into M

2
(963 in the present model) columns of area, (ph) ,each with a

vertical length, dM, equal to the sum of the thickness of the

hydrogeologic units that compose column m. The length, dM, of column m

is expressed as

I
m

dm= I dmi (m), (17)
i=1

where Im is the number of distinct hydrogeologic units in the column m,

and dm i is the thickness of each unit, i.

Assuming that the thickness of unit i in column m comprises Jm i

elements (or slabs) of thickness pv, where pv is the vertical

correlation length in unit i, then,

d
m'

J . = * (18)

We ignore the fact that dm i may not be an exact multiple of pV.

This approximation has little effect on results.

The spatial correlation length for the velocity variable (Equation

14) is related to hydrogeologic parameters such as flux, saturated
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hydraulic conductivity, effective matrix porosity, and fracture

properties; however, the correlation length for these properties are

largely unknown for the tuff units at Yucca Mountain. Different values

for the vertical correlation length, pv, were assumed for calculating

groundwater travel times in this report. The baseline case uses a

vertical correlation length (the thickness of calculational elements) of

10 feet; each column for each hydrologic unit of thickness, d i (see

Figure 7) was divided into many 10-foot-thick calculational elements (or

slabs) for carrying out the calculations of the model. Other cases used

different thicknesses for the calculational elements to simulate the

vertical correlation length (1-, 50-, and 150-foot-thick slabs and, as a

bounding case, the entire unit thickness). The last case (one

calculational element per column per unit) is very conservative, because

it is unlikely that many water-bearing fractures penetrate the entire

thickness of any of the rock units. Longer correlation lengths tend to

increase the variance of groundwater travel time and, therefore, tend to

be more conservative. A value of 10 feet is assumed to be a baseline

representation of the vertical correlation length. The time required for

a water particle to travel through element j in unit i of column m is

expressed by

1/C

yeq ( Ks ) (yr) if q < K

T .= = (19)
m,1,3 V im ,ij p n

v f Cyr) if q ŽK
5

qf
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where the Vm i j are the velocities of groundwater as computed

according to Equation 14; these velocities are treated as independent,

identically distributed random variables for each element j, unit i, and

column m. T . . are independent random variables with an identical
m, Ij

probability density function for each parameter Ks and ne, sampled

within each unit.

The travel time through a unit of thickness dm i is the sum of the

travel times through each of the J mi elements or slabs in column m;

that is,.

Jm, 1

Tmi I T (yr) . (20)
M 1 =1 m 9I,. j

The total travel time, Tim, through Im units in column m, is the

sum of the travel times through each of the I units, where
m

I J
m mi

T = I I T i . (yr) . (21)
m i=I 3=1 M

There are many ways of defining travel time, T, for the entire set of

M columns. Because percolation flux is assumed to be uniformly

distributed within the boundaries of the disturbed zone, every part of

this cross-sectional area of M columns has an equal probability of

experiencing the same water flux. Using a uniform weighting implies that

each column is chosen at random with equal probability for our derivation
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of the distribution of travel time. In this derivation a "realization"

of total travel time consists of one set of sampling from K and n
s e

distributions for all of the m, i, and j variables. The distribution of

total travel time, T, can be constructed from an ensemble of realizations

of the travel time for all M columns, extending from the disturbed zone

to the water table.

The mean value of T can be estimated as follows:

M R
T= ~~I T (r) Cyr), (22)

x R m=1 r=l ,

where T (r) is the rth realization of T and R is the number of
m M

realizations. The population of T m(r) is obtained by direct

simulation, using the Monte Carlo method.

For the case in which the vertical correlation length is equal to the

thickness of the unit, J is equal to 1, and Equation 21 reduces tom, i

m
T iT . (yr) . (23)
m i:=l

An estimate of the mean and variance of the travel-time distribution

for the m column also may be derived analytically by assuming a very

small vertical correlation length (i.e., pv << dm i' so that Jmi

is very large). Using this assumption and the central limit theorem, the
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travel-time distribution through column m of the unsaturated zone can be

shown to be approximately normal. The derivation of this analytical

solution to travel-time parameters through column m is presented in

Appendix A. In this report, however, we have exclusively used direct

numerical simulation for calculating the total travel-time distribution

and the mean and variance of T. Comparisons of the analytical solution

with simulation results will be made in the future.

The algorithm for generating realizations of the travel time is now

described for each calculational element. A value for saturated

hydraulic conductivity, randomly selected from the appropriate unit-

specified distribution in Table 1, is compared with the given value of

flux. If the flux value is less than 95 percent of the saturated matrix

conductivity, it is assumed that the flow within that element is entirely

within the porous rock matrix. The ratio of 0.95 is used for comparing

flux with saturated conductivity to account for potential initiation of

fracture flow at saturations less than 100 percent. Next, a value of

matrix effective porosity is randomly sampled from the appropriate

distribution for the unit given in Table 1. The travel time of

groundwater flow for each element is then calculated according to

Equation 19.

If the ratio of flux to the randomly sampled value of saturated

matrix hydraulic conductivity is equal to or greater than 95 percent of

the flux, it is assumed that fracture flow occurs for that quantity of

flux in excess of the value of saturated matrix conductivity. The travel
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time of flow in fractures for that element is then calculated according

to the second entry in Equation 19, whereupon a constant value for effec-

tive fracture porosity (0.0001) is used in our calculations. The portion

of flux remaining in the matrix is used for obtaining a matrix-flow time

for each element characterized by groundwater flow through fractures.

However, in our model, only the faster one, either fracture-flow time or

matrix-flow time, contributes to the travel time used for the element.

This procedure is repeated for each vertical element within each hydro-

geologic unit (in each of the 963 vertical columns) located between the

disturbed zone and the water table. The sum of travel times for all

vertical elements within a single column represents the total travel time

along that column. As stated earlier, one may repeat this process R

number of times, to accumulate R realizations of columnar travel time.

Performing the calculations for each of the 963 columns, shown in Fig-

ure 7, accounts for the spatial variability of the thickness of the

individual hydrogeologic units. A version of the computer code used to

perform the calculations is listed in Appendix C.

2.4 Results

This section discusses results of selected groundwater travel-time

calculations based on data provided in Section 2.2 and calculational

methods described in Section 2.3. Results are presented in several

formats including
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* isochron contour maps that show the spatial distribution of

travel times below the area occupied by underground facilities of

the repository;

* histograms that show the number of flow paths (vertical columns

in the calculational model, each 5806 m in cross-section)

characterized by travel times within certain ranges;

* curves of the cumulative distribution functions (CDF), or

cumulative frequency distributions normalized to a total

frequency of one, that show the fraction of flow paths with

values less than a given value; and

* tables of means and standard deviations of sets of travel-time

values for each of the units and the total of the units.

Results of a baseline case are described first, followed by a comparison

of these results with travel-time distributions based on variations of

selected model parameters. The baseline case is characterized by a set

of model parameters that are considered to reflect the current hydro-

logical conditions in the unsaturated zone at Yucca Mountain. Model

parameters that are varied, which represent alternative cases, include

values for the vertical correlation length, standard deviations of the

logarithms of saturated matrix hydraulic conductivity, standard

deviations of effective porosity, and the assumed flux through the

unsaturated zone. Table 2 presents a summary of the model parameters

used in this analysis. The purpose of these variations is to provide

insight into the sensitivity of travel-time distributions to some of the

assumptions upon which the modeling approach is based.
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TABLE 2

Summary of Modeling Parameters

w
U'

Vertical Correlation Scaling Factor Scaling Factor Flux q

Model Parameters Length Pv (ft) for d[lnK.] for a[ne] (mm/yr)

Case 1
(Baseline) 10 1 1 0.5

Case 2
(Variation on Pv) 1, 10, 50, 150, dmi*,+ 1 1 0.5

Case 3
(Variation on flux) 10 1 1 0.1, 0.5, 1.0+

Case 4
(Variation on d[lnK.]) 10 0.2, 1, 2+ 1 0.5

Case 5
(Variation on a[neD) 10 1 0.2, 1, 2+ 0.5

* di represents the thickness of each hydrogeologic unit.
+ These represent the values that were used for the parametric analysis.



2.4.1 Case 1: The Baseline Case

The model parameters used for the baseline case are defined in the

first row of Table 2. The results of groundwater travel-time distribu-

tions for the baseline case are shown in Figures 8 through 12, and

Table 3. Figure 8 presents maps of travel-time contours for the region

composed of 963 columns between the disturbed zone and the water table.

Illustrations SA through SD present the average travel-time contours

obtained for 1, 10, 50, and 100 realizations*, in which all other

modeling parameters, as listed in Table 2, remain the same. Figure BE

shows the average travel-time contours calculated by using only mean

values for hydraulic conductivity and effective porosity for each

hydrogeologic unit. Figures 9A and 9B show contours representing the

standard deviations of travel time and the percentage of each column

characterized by fracture flow. Figure 10 shows the cumulative

distribution curves of travel time based on 1, 10, 50, and 100

realizations. Also shown is a curve derived by using mean values of

affective porosity and hydraulic conductivity. Figure l1A provides a

histogram of total travel times based on 10 realizations. Figure l1B

presents the corresponding cumulative distribution curves for the total

travel times and for each of the seven hydrogeologic units. Table 3

shows the means and standard deviations of the travel-time distributions

for each of the units and for the total unsaturated area below the

*For more than one realization, the travel-time contours are based on the
arithmetic means of the multiple travel-times calculated for each column.
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TABLE 3

Summary of Travel-Time Values for a Flux of 0.5 mm/yr Based on
10 Realizations and Using 10-Foot-Thick Calculational Elements

Percentage of
Total

Repository Area
Underlain by

Unit the Unit

Topopah Spring Welded Unit 98.5
Calico Hills Vitric Unit 95.3
Calico Hills Zeolitized Unit 94.5
Prow Pass Welded Unit 83.2
Prow Pass Nonwelded Unit 63.1
Bullfrog Welded Unit 25.6
Bullfrog Nonwelded Unit 7.5

Total*

Mean Standard Deviation
(yrs) (yrs)

4,765
11,000
13,695
3,915

15,020
6,800
5,445

43,265

1,920
7,760
8,145
1,710
8,025
4,085
3.525

12,765

*Estimates are for the entire unsaturated zone underlying the disturbed zone.

disturbed zone. Figure 12 shows a histogram of the 963 expected values of

travel time corresponding to each of the 963 columns and their cumulative

distribution curve based on 100 realizations. Each of the figures will be

discussed in the following paragraphs.

The boundaries of the plotted contours on Figures 8A to 8E correspond to

the location of the outer perimeter drift of the repository.* The contour

maps were generated on the Interactive Graphics and Information Systems

(GE/CALMA, Product Nos. CAL0044 (1985) and, CAL0082, CAL0107, CAL0108, and

*The perimeter drift of the repository has been defined as shown in a design
drawing by Parsons, Brinkerhoff, Quade, and Douglas, (PBQ&D, 1985; GE/CALMA,
1986, Product No. 0119) an architectural-engineering firm on contract to
Sandia to provide a conceptual design of underground facilities for use in
the forthcoming NNWSI project Site Characterization Plan.
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CAL0109, 1986), which plotted travel times as z values on the GTH of the

site (Figure 3). The travel-time values were obtained from the output

files of a version of the computer code listed in Appendix C.

Based on the patterns of the contours on Figures 8A to 8E, two over-

riding conclusions are apparent, as follows: (1) that average travel

times increase in a southwesterly direction, from a minimum of about

20,000 years, along the eastern edge of the emplacement area, to a

maximum of about 70,000 years in its southwest corner because of the

increase in the thickness of the unsaturated rockmass (compare Figures 8A

to 8E and 4A to 4H); and (2) that multiple realizations are required for

good estimates of the expected values of the columnar travel-time dis-

tributions, as evidenced by the smoothing of the contour lines as the

number of realizations increase. The irregularity of travel-time con-

tours is most pronounced for a small number of realizations. This can be

interpreted as an approximation to the general spatial patterns of actual

travel-times caused by the distribution of the hydrogeological

properties. However, averaging the values of multiple realizations, for

each column, yields a better statistical approximation of the expected

values for groundwater travel-time. A comparison of the total

travel-time contours obtained for 1, 10, 50, and 100 realizations

indicates that increasing the number of realizations reduces the

irregularities of average travel-time contours. With a sufficient number

of realizations (Figure 8D) the contour lines become fairly smooth,

resulting in a close approximation to the expected values. Ten

realizations, shown in Figure 8B, were used to illustrate this method for

calculating groundwater travel time in the NNWSI EA (DOE, 1986).
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time of flow in fractures for that element is then calculated according

to the second entry in Equation 19, whereupon a constant value for effec-

tive fracture porosity (0.0001) is used in our calculations. The portion

of flux remaining in the matrix is used for obtaining a matrix-flow time

for each element characterized by groundwater flow through fractures.

However, in our model, only the faster one, either fracture-flow time or

matrix-flow time, contributes to the travel time used for the element.

This procedure is repeated for each vertical element within each hydro-

geologic unit (in each of the 963 vertical columns) located between the

disturbed zone and the water table. The sum of travel times for all

vertical elements within a single column represents the total travel time

along that column. As stated earlier, one may repeat this process R

number of times, to accumulate R realizations of columnar travel time.

Performing the calculations for each of the 963 columns, shown in Fig-

ure 7, accounts for the spatial variability of the thickness of the

individual hydrogeologic units. A version of the computer code used to

perform the calculations is listed in Appendix C.

2.4 Results

This section discusses results of selected groundwater travel-time

calculations based on data provided in Section 2.2 and calculational

methods described in Section 2.3. Results are presented in several

formats including
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It is interesting to note that the expected values for travel-time,

based on many realizations using random sampling of hydrogeologic param-

eters, are not the same as those derived by using mean properties in a

single deterministic calculation. Figure 8E shows a plot of travel-time

contours based solely on mean values for the saturated matrix conductiv-

ity and effective porosity as listed in Table 1; other parameters defined

in Table 1 remain the same. The difference in patterns is, in part,

caused by the effects of using a 10-foot vertical correlation length,

which provides a large sampling set of hydraulic conductivity values for

the elements in each column. Thus, the sampled properties (Ks, when

compared to the assumed constant flux) will result in fracture flow

through only some calculational elements for a given column, and there is

a limited probability for simulated fracture flow to propagate through

many elements (slabs) in the column (Figure 9B). Using only mean

hydraulic properties in the calculations ensures that no fracture flow is

simulated in any unit, because mean values of hydraulic conductivity (see

Table 1) are greater than the assumed constant value of flux of

0.5 mm/yr.

The random sampling of hydraulic properties also produces a variance

of the travel-time distribution that includes the effects of the

variability of the thickness of the units, as related to the properties

of fracture flow in different units, as well as the variability of the

hydraulic parameters of the units. Figure 9A shows a contour plot of

standard deviations of the columnar travel times. The standard

deviations are fairly constant and are generally less than 5,000 years.

Figure 9B shows the contours for the percentage fracture flow occurring

in the elements through each column. A comparison of Figures 8D and 8E
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with Figures 9B and 4A indicates that the changes in travel time from

column to column are largely due to the changes in the percentage of

fracture flow and to the total thickness of the unsaturated material

below the disturbed zone.

Figure 10 shows the cumulative distribution curves based on 1, 10,

50, and 100 realizations using randomly selected values of K and

ne. Also shown is a curve derived by using mean values of effective

porosity and hydraulic conductivity. These figures were generated from

the same data files of travel-time values used to produce the contour

maps in Figures 8A to 8E. The empirical cumulative distribution curves

show little variation after 10 or more realizations because each

realization consists of 963 columnar travel times. This suggests that

only a few realizations are sufficient for obtaining a reasonable

approximation of the cumulative distribution curve for expected travel

times.

Figures llA and llB show travel-time distributions in other formats.

The histogram (Figure 11A) approximates a probability density function

(PDF) of the total travel time, and the cumulative frequency distribu-

tions (Figure llB) illustrate the fraction of travel-time-values

contributed by individual hydrogeologic units. The minimum and maximum

values of such a histogram (i.e., plotting columnar travel time values

from all realizations) would extend to zero and infinity, respectively,

as the number of realizations approaches infinity. Therefore, the

minimum and maximum values from this type of histogram do not represent

the range of expected groundwater travel times. Rather, the mean values

and multiples of the standard deviations are a better indication of the
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range of expected travel times and the reliability of these estimates.

Table 3 lists estimates of the means and standard deviations of travel

time for each hydrogeologic unit, as well as for the total travel-time.

The relatively small values for standard deviations indicate the level of

precision possible for estimates of the expected values for groundwater

travel times, given the assumption of our model.

Figure 12A provides a histogram of the expected values for travel

time through each of 963 columns based on 100 realizations. In this

case, it is correct to state that the expected travel times for flow

through the unsaturated zone are bounded by a minimum of about 20,000

years and a maximum of about 70,000 years. Note the different shapes and

ranges of the histograms and the cumulative distribution curves on Fig-

ures 11 and 12. Given a decision-basis value, T*, for the groundwater

travel time objective (NRC, 1983) as illustrated in Figure 12B, the

fraction of paths having an average travel time less than T* can be

identified. Granting the limitations of the modeling assumptions, the

groundwater travel-time values represented by Figure 12 indicate a very

high likelihood that groundwater travel time from the disturbed zone to

the water table at Yucca Mountain will exceed 10,000 years. These

results may also provide a rationale based solely on groundwater travel

time for an assessment and demonstration of compliance with the EPA

requirements for the control of radioactive releases entering the

accessible environment. The results shown in Figure 12 can be

interpreted as being representative of the fastest paths of likely

radionuclide travel from the disturbed zone to the water table on the

basis of the present conceptual model. Thus, groundwater travel time
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through the unsaturated zone at Yucca Mountain may be adequate to show,

with reasonable confidence, that no radionuclides will reach the

accessible environment prior to 10,000 years, the time period stipulated

for controlled releases by EPA Standards.

Figures 8 to 12 and Table 3 strongly suggest that the requirements

for 1,000 years of groundwater travel time from the disturbed zone to the

accessible environment can be met solely by flow time within several of

the individual hydrogeologic units of the unsaturated zone beneath the

disturbed zone at Yucca Mountain. In addition, the total travel times

through the unsaturated zone may be sufficient to demonstrate compliance

with EPA requirements with regard to the control of radionuclide releases

for 10,000 years [(Figure 1lB)]. Therefore, such demonstrations may also

be based reliably, in a large part, on the estimates of groundwater

travel time through the unsaturated zone. The assumptions used in our

current analysis are subject to refinement as more data become available

and as conceptual understanding of unsaturated flow behavior is

improved. Future refinements will occur, particularly in the

understanding of the relationships between matrix flow and fracture flow,

and the related potential for concentrations of flow by lateral diversion

and infiltration pulses.

2.4.2 Case 2: Variations on the Vertical Correlation Length

The implicit vertical correlation length (10 feet) of the baseline

case is much less than the thickness of any of the hydrogeologic units

(see Figure 4). This results in a large number of independent random
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variables (travel times through each of the calculational elements),

which are added together to obtain a travel time through a column.

Consequently, there is low probability that fracture flow (q > K ) will

occur through a large number of elements in any single column from the

disturbed zone to water table.

To investigate the effects of correlation length on the travel-time

distribution, various vertical thicknesses of calculation elements

(implicit vertical correlation lengths of 1-, 10-, 50-, 150-ft elements,

and for one element equal to the thickness of each unit) were assumed.

The model parameters used for this case are defined in Table 2. The

calculations of travel time were done in exactly the same way as those

for the baseline case, except for the use of different thicknesses for

each calculational element.

The resulting cumulative distribution curves for total travel times

are plotted in Figure 13. Figure 13 indicates that the variance in the

total travel time increases with increases in the correlation length

(this observation is analytically derived for a single column in Appendix

A). Longer correlation lengths affect the travel-time distribution,

especially at the tail ends of the distribution, because of the

increasing probability of fracture flow through a significant number of

elements that make up each of the columns. Even if the vertical

correlation length is assumed to be at least as great as the thickness of

each unit (the upper-bound case, pv = dm i), the cumulative

distribution is less than 2 percent for a travel time of less than 1,000

years (Figure 13). These results indicate high sensitivity of the travel-
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time distribution to the, as yet, undetermined correlation length for

velocity in each hydrogeologic unit. The bounding case of p = d i

may be used with no knowledge of the correlation length, and it is

physically improbable. Nevertheless, it may be used for estimating

travel times that could occur along structural features where fracture

flow might be sustained throughout the entire thickness of a given

hydrogeologic unit. Generally, the sensitivity of the travel times to

the correlation lengths suggests how prudent it is to perform a carefully

designed testing program for determining the correlation length of all

key parameters influencing flow velocities.

Because of the uncertainty about the data used in calculations of

pre-waste-emplacement groundwater travel time, the effects of variability

in flux, saturated matrix hydraulic conductivity, and effective porosity

were investigated to gain some insight into the sensitivity of the travel

time to these parameters. The following three subsections treat

variations based on each of the hydrogeologic parameters.

2.4.3 Case 3: Variations on the Flux

A reasonable and conservative estimate of the upper-bound on flux of

0.5 mm/yr (Wilson, 1985) was used for the baseline-case travel-time

calculations. A value twice that of this upper bound is probably an

unrealistically high estimate of flux. Nevertheless, a histogram of

associated travel times (Figure 14) suggests that the 1,000-year

requirement would be satisfied even under a flux value of 1 mm/yr. The
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histogram in Figure 14 is the conservative (see discussion in Section

2.4.1) frequency plot of all 9630 travel times from 10 realizations

(i.e., 10 realizations of 963 columns).

Figure 15 shows the travel-time distributions obtained for flux

values of 0.1, 0.5, and 1.0 mm/yr where all other modeling parameters

listed in Table 1 are retained. A value of flux of 0.1 mm/yr or less is

consistent with available data on hydraulic properties of the rock matrix

and observed field conditions of moisture tension and saturation (Peters

et al., 1985; Sinnock et al., 1984; Montazer and Wilson, 1985; and Weeks

and Wilson, 1984). The cumulative distribution functions provide a means

of interpreting, probabilistically, whether the 1,000-year travel-time

requirement would be satisfied. Figure 15 indicates that a very small

proportion of flow paths have a travel time of less than 10,000 years for

a flux value of 0.1 mm/yr. On the other hand, a substantial proportion

of flow paths have a travel time of less than 10,000 years for a flux

value of 1 mm/yr. This indicates that according to the present model,

the travel-time distribution is very sensitive to the percolation flux,

and that site characterization activities that reduce the uncertainty

about the flux from the repository level downward would be very useful.

2.4.4 Case 4: Variations on the Saturated Hydraulic Conductivity

The effects of the range of variability of saturated matrix hydraulic

conductivity within each hydrogeologic unit was examined by varying the

standard deviations of the natural logarithm of the baseline conduc-

tivity values given in Table 1. Results, based on scaling factors of 0.2
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and 2.0 for the standard deviation are illustrated in Figure 16. This

figure shows that the travel times are quite sensitive to variations of

standard deviations of saturated matrix hydraulic conductivity, though

not as sensitive as the range of travel-time values are to variations in

mean value of flux (Figure 15) or correlation lengths (Figure 13).

Uncertainty about the standard deviations of ln(K s) affects the mean

and variance of the travel-time distribution. Therefore, it is important

to obtain a good estimate of saturated matrix hydraulic conductivity for

each hydrogeologic unit because the lower end of the CDF is sensitive to

the uncertainty in Ks, which governs the assumptions about fracture

flow (q > KS).

2.4.5 Case 5: Variations on the Effective Porosity

The variation of effective matrix porosity within each hydrogeologic

unit apparently has less effect on travel time than do the variations of

other parameters (Figure 17). This is because the matrix porosities for

individual hydrogeologic units have relatively small standard deviations,

and because the matrix porosities are so much larger than fracture

porosities. Figure 17 shows that the effect of changing the standard

deviations of the matrix porosity is the least sensitive of the effects

presented in these variations in hydrogeologic parameters. Varying the

effective matrix porosity affects only the matrix flow, though such flow

contributes to the bulk of travel time in any given column. Uncer-

tainties about the effective fracture porosity values may affect the

estimates at the low end of the travel-time distribution. The apparent

lack of sensitivity to matrix porosity values should not act as a
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deterrent against the performance of a carefully designed experimental

program to ensure a high degree of reliability in the porosity data. In

general, porosity measurements are relatively inexpensive to obtain.

Furthermore, porosity is likely to be closely correlated with parameters

that are more difficult to measure, such as hydraulic conductivity.

From this perspective, the spatial distribution of porosity values

should be included in the site characterization activities.

2.5 Summary of Groundwater Travel Times

As presented in this chapter, the following conclusions are drawn

from this study for estimating groundwater travel times in the unsatu-

rated zone at Yucca Mountain.

1) If the percolating flux, q, is less the than average saturated

matrix hydraulic conductivity, Ks, and if matrix suction can

draw water from fractures at the same rate as it moves within

matrix blocks, then the groundwater travel times from the

disturbed zone to the water table will exceed 1,000 years with a

very high level of probability and are likely to exceed 10,000

years as well, also with a high level of probability.
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2) The travel-time distribution is apparently most sensitive to

flux, correlation lengths, and spatial variations of saturated

matrix hydraulic conductivity. Less sensitivity is attributed

to effective porosity. A good estimate of means, standard

deviations, and spatial and cross correlations of all

hydrogeologic parameters, is strongly recommended.

3) Potential lateral flow and the concentration of flux down fault

zones need to be investigated before the cumulative distribution

function can be interpreted as representative of the fastest

paths of likely radionuclide travel. Further refinement of the

present model will be necessary, as conceptual understanding of

flow in unsaturated fractured porous tuff and additional data

are acquired for Yucca Mountain site.

4) In most cases, hydraulic data are insufficient for performing

geostatistical analyses. Site-characterization studies should

provide the hydrogeologic data needed for modeling the ground-

water travel time based on site statistics.
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3.0 RADIONUCLIDE TRANSPORT FROM THE WASTE-EMPLACEMENT AREA

TO THE WATER TABLE

This section describes the mathematical models and calculational

techniques used for predicting releases of radionuclides from the waste-

emplacement area to the water table. A theoretical basis for predicting

system behavior is derived in Section 3.1, which contains the three

following subsections: 3.1.1 describes the formula for the mass release

rate from the waste canister; 3.1.2 establishes the necessary connections

between these mass-release rates and the simulation model for predicting

radionuclide transport to the water table; and 3.1.3 develops the

transport model, consistent with the model for predicting groundwater

travel time distributions described in Chapter 2. Section 3.2 explains

how the transport model was used for calculating the cumulative release

of radionuclides to the water table which is included in Subsection 6.4.2

of the NNWSI EA (DOE, 1986).

3.1 Theoretical Basis for Calculating Radionuclide Release

3.1.1 Mass Release From the Waste Canister

For the basis of this analysis, a single canister is taken as the

unit of waste inventory. The reference canister is assumed to contain

3.33 metric tons of heavy metal (MTHM) in the form of spent-fuel rods or

pellets. It is estimated that about 21,000 canisters (or 70,000 MTHM)

can be emplaced in the underground facilities of the candidate site at

Yucca Mountain. The disposal horizon is assumed to have an effective
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area of 510 ha (1260 acres). The composition of spent fuel, in terms of

radioactivity present at various times after removal from the reactor,

can be found in "Technology for Commercial Radioactive Waste Management"

(DOE, 1979). Ten-year-old spent fuel is assumed to be present at the

time of closure of the repository.

For the calculations in this section, it is assumed that canister

failure to contain and isolate radioactive material may occur at any time

following repository closure; t = 0 represents the time at closure.

During the interval in which canisters remain intact, 0 < t < T , no

radioactive waste material will be released from the canisters. At some

point in time, at t = T., a breach in a canister could occur, allowing

water to come into contact with the spent-fuel pellets. No matter how

canister failure occurs, the time-to-failure of even a single canister

may be treated as a random variable with an associated cumulative

distribution function defined for the interval (0,-). Our current

knowledge of the potential for canister failure is insufficient for esti-

mating such a distribution, therefore, we have treated Tc as a fixed

parameter.

Water in partially saturated rock will not flow into the space

between the borehole and canister unless sufficient suction is exerted in

the space or local hydraulic conductivity allows ponding of sufficient

water near the space to cause positive pressure at the face of the bore-

hole. The circumstances under which water could reach the waste form in

a partially saturated environment are not yet understood. One may, how-

ever, estimate a maximum rate at which water could steadily enter and

leave a breached canister under any circumstances. This maximum rate is
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the product of the percolation flux, q, at the repository level and an

effective water-intercept area for the canister, A, which can be taken to

be the projected area of the canister in a plane perpendicular to the

direction of flow, assuming the absence of mechanisms that concentrate

flow at the canisters. If the protective effects of the spent-fuel

cladding and canister materials are ignored, it is easily seen that the

maximum rate of dissolution of uranium dioxide (the spent-fuel matrix),

is q A Sm (kg/yr), where Sm is the solubility limit for uranium

3
oxide, in units of kg/mi

As the spent-fuel matrix is dissolved, radionuclides embedded in the

matrix will become available for conversion to a liquid phase at a maxi-

mum rate, q A Sm fi(t), where fi(t) is the ratio of mass of the

ith radionuclide to the mass of the spent-fuel matrix at any time, t.

Not all radionuclides released as the matrix dissolves will themselves be

converted to a liquid phase; the solubility limits of the radionuclide-

bearing compound that can enter the liquid phase are usually different

from the solubility limit of the spent-fuel matrix. If the solubility

limit of the compound bearing the i radionuclide, Si., is greater

than or equal to Sm. then all radionuclides that are released through

dissolution of the matrix will be converted to the liquid phase at the

same maximum rate as the matrix material. If, on the other hand,

Si c Sm9 the corresponding radionuclides that become exposed to water

through dissolution of the matrix will be converted into two forms as

follows: (1) a liquid phase at a maximum rate of q A S. f.(t) and
i. 1

(2) a solid phase, in the form of a precipitate (or possibly a solid sus--

pension), at a maximum rate of q A (S - S.) f.(t). It is assumed

that radionuclides converted to the second of these forms cannot be
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transported by water; the precipitates are assumed to remain within or

very near the canisters and--for modeling purposes--are treated as

undissolved spent-fuel matrix. Thus, the maximum rate at which the mass

of the ith radionuclide enters a liquid phase within the canister is

expressed as q A S. fi(t), where S. is the lesser of the solubility

limits S and Si. If steady flow through the canister is maintained,

and if water residence time in the canister is small, compared to the

th
half-life of the i nuclide, q A Si f (t) is an upper-bound approximation

of the rate of release of the mass of the i radionuclide from the

canister by advection. Mass transfer from the canister by molecular

diffusion is probably not significant for canisters emplaced in boreholes

in partially saturated rock.

The fraction of mass per canister in the form of the i radio-

nuclide at any time is, by definition,

mi.(t)

fCit) = M(t) (24)

where m (t) is the mass of the it radionuclide remaining in a canister,

at time t, and M(t) is the mass of the spent-fuel matrix remaining in a

canister at time t. For typical dissolution rates of the waste matrix

expected at Yucca Mountain, M(t) can be set to its value at closure, for

example, Mo, without introducing a significant source of error in the

calculations described in Section 3.2. Thus, an upper-bound approxima-

tion to the mass release rate from a reference canister is
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q A S.

R. =-- m.(t), (kg/yr) (25)
0

and the fractional release rate for the i nuclide in units of parts

per year is

q A Si

R. = M (26)
0

This fractional release rate is not the one used in making comparisons

with the regulatory numerical criteria in 10 CFR 60.113 (the long-term

release performance objective for the engineered-barrier system). The

maximum rate allowed by the regulatory criteria is based on the mass

release rate of Equation 26 divided by the ratio of the mass of the ith

nuclide present 1,000 years after closure to the mass, Ho. See Sinnock

et al. (1984; page 3 and Table 1) for a discussion of the ratios of

allowable releases in the context of the NRC performance objectives.

3.1.2 The Source Term for Radionuclide Transport Calculations

For reasons stated in Section 3.1.3, the radionuclides that would

contribute significantly to releases at the water table for the first

100,000 years after closure are the non retarded nuclides C-14, I-129,

and TC-99. Because each of these nuclides is characterized as a

single-member decay chain, the appropriate equation for describing the

mass of the i one of these remaining in a canister at any time, t, is
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dmi

dt

Xi mii

-CXi + Ri)m1

o < t < T
C

(27)
t > T

c

where all variables were defined in Section 3.1.1, except for Xi, which

represents the decay constant of the ith nuclide. The solution of Equation

27 is therefore,

-X t
mi(O) e

mi t) =

-X. t
m.C0) eI

i~

0 < t <Tc

(28)

-R (t-T )
1 c

e t > T
c

Thus, the total mass-release rate from the waste inventory of the ith

nuclide is expressed as

N Ri mi(t) u(t Tc) (kg/yr) , (29)

where N = the number of waste canisters,

( if x < 0

u (x) = :
1 if x > 0

(the unit step function), (30)

and m.(t) is given by Equation 28. The concentration of the ith
1

radionuclide in the aqueous phase, at any point z > 0 below the

repository level (z = 0), and any time t > 0, is denoted by Ci(z,t) in

Section 3.1.3. The concentration at the repository level, Ci(0,t), for

conditions of steady, vertically downward flow, is found by dividing

Equation 29 by the total discharge of water through the repository, q AR
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(m /yr), where q is the flux in units of m /m /yr, and A. denotes

the projection of the repository area onto the plane of the water table.

Thus, the time-dependent concentration of the i radionuclide at the

underground facility is given by

NR.

C (Ot) M(t) u(t-T ) (kg/m ) . (31)

Equation 31 is a time-dependent boundary condition on the transport

equation, which will be developed below.

3.1.3 Radionuclide Transport Between the Underground Facilities and the
Water Table

The equation used for calculating transport of an aqueous-phase

radionuclide from the underground facilities to the water table is

ac. ac
1 q i

at er. 8z i i (32)

where

C.(z,t) = concentration of the ith radionuclide (kg/mi of water)

at distance, z, below the repository (z = 0), at time t;

6(z) = volumetric moisture content (m of water/mr of rock)

at distance, z, below the repository;
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r.(z) = an effective retardation factor for the i radionuclide;

q = flux (m3/m2/yr); and

= decay constant for the it radionuclide.

Equation 32 is derived from the general continuity equation for transport

of a radioactive contaminant in a porous, fractured medium (Dudley et al.,

1986). In going from the general continuity equation to Equation 32,

several assumptions are made.

First, it is assumed that the flow is one-dimensional and steady, and

that, consequently, the percolation flux, q, is constant along the path

from the underground facilities (z = 0) to a point z > 0. In steady

flow, 0 and rI will be functions of position only, as indicated

above. These variables will be assigned in a manner consistent with the

formulation of water travel time in Section 2 (see Equation 11).

Second, Equation 32 contains no term that accounts for hydrodynamic

dispersion. The reason for this will become clear as the solution is

developed below, where a new independent variable (travel time) is

introduced, to account for hydrodynamic dispersion.

Third, Equation 32 contains no terms that account for molecular

diffusion. Molecular diffusion is ignored because its rate is relatively

small compared with rates of mass transport by advection under the
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expected hydrologic conditions at Yucca Mountain. Based on effective

diffusivities given by Daniels et al. (1982), the Peclet number ranges

from 14 to 143 for a 0.5-mm/yr flux in the matrix.

Finally, Equation 32 applies only to transport of radionuclides that

are single-member decay chains. The reason for this limitation will also

become clear as the solution is developed below. However, a brief

explanation for this is that only certain nonsorbing radionuclides, all

of which are single-member decay chains, can be transported the full

distance between the emplacement area and the water table during the time

period of 10,000 to 100,000 years after repository closure.

Equation 32 is solved, therefore, subject to the time-dependent

boundary condition expressed in Equation 31. However, it is convenient

to introduce a new independent variable in place of z, that is,

e r.

T (z).= f - dz . (33)

For obvious reasons, this new variable can be called transport time.

When ri is set equal to 1 (no retardation), and z is taken as the

distance between the repository and the water table, Ti is identical

with the groundwater travel time through a column of rock units defined

in Section 2, provided, of course, that moisture content, 0, is

interpreted as described in Equation 11.
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In terms of transport time, Equation 32 becomes

ac. ac.
I. I

- + - = - X.C.
at aT. i i

1

The solution of this equation, subject to the initial condition

(34)

Ci(TiO) = 0, Ti > 0 , (35)

and the boundary condition (from Equations 28 and 31),

NR.

Ci(0,t) = A m iei q% ~~~i

-kit -R.(t - TC)
e u(t - T ) I t > 0 , (36)

is easily found. Applying the Laplace transformation in time to

Equations 34 and 36, one finds that

-X. T.
C (Tilt) = C.(0, t-T.) eII u~t - T )

1 1 1 1
(kg/m ). (37)

If TI is now interpreted as the transport time through a column of rock of

total thickness d (i.e., z = d in Equation 37), then the discharge to the

water table at some time t > 0, given Ti, is evidently

Qiat.T i = ai q Ci(Tit)
2

(Ci/m *yr) (38)

where the conversion from mass in kilograms to radioactivity in curies is

made, using the specific activity of the ia radionuclide, v.. It

-68-



follows that the cumulative discharge in curies (in the form of the ith

radionuclide) up to some time t > 0, given Ti. is

Xi (tITi) = Qt W1 ( ITi)dt' (Ci/m2) (39)

Consecutive substitution of Equations 36 to 38 into Equation 39 leads

to a simple integral over time that can be evaluated. One finds that

-X. er
1

e
-(%-iC+ Ri)t

[1 - e ]U(T) (CiGm 2 ),Xi (tiTi) = ri Ct) (40)

where the following auxiliary variables have been introduced to keep the

formulae conveniently short:

T = t - (Tc + Ti) (yr), and

(41)

-X. t
i.N m.(0) R.e 1
1 1 1

*i= A CX + R.)
R 2. 1

(Ci/m2)

Note that the first factor in the expression for *i can be interpreted

as the areal density of the activity of the i radionuclide in the

2
repository in Ci/m , at t = 0.

Equation 40 expresses cumulative discharge of the i radionuclide

as a function of time since closure and a transport time, Ti. Because

the unit step function, U(T), appears as a factor, the cumulative
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discharge will be zero for times equal to less than the sum of Tc and

T . in Section 3.1.2, a value of T of about 1,000 years is adopted,

and in Section 2 it is shown that expected water travel times through a

column of rock units in the unsaturated zone below the emplacement area

are of the order of 40,000 years at 0.5-mm/yr percolation flux. At this

upper-limit value of flux, the earliest radionuclides released as part of

the cumulative discharge would travel at the full linear velocity of the

water with no retardation. Radionuclides of this type in the Yucca

Mountain repository's potential reference inventory appear to be C-14,

I-129, and possibly Tc-99 (DOE, 1984; Table 6-43); all three of them are

single-member decay chains and, therefore, fall into the category of

radionuclides for which the transport Equation 32 is valid.

The transport of other radioactive elements containing nuclides with

single-member decay chains (such as cesium and strontium) could also be

correctly treated by Equation 32, but the retardation factors for these

elements are enormous; for instance, for cesium r. 40,000, and for

strontium, ri 21,000 (DOE, 1984). Such strongly retarded radio-

nuclides are effectively immobile and would not be transported to the

water table within any realistic time scale, so long as the very low

percolation fluxes prevailed at Yucca Mountain. Obviously, the same is

true for strongly retarded compounds containing radionuclides, which are

parts of multi-member decay chains, such as americium, neptunium, and

uranium. Uranium appears to be the least retarded of these, with r. of

the order of 10 or more (DOE, 1984; Table 6-9). But if the time scales

that are of interest are restricted to 100,000 years or less, even

uranium will not contribute significantly to cumulative discharges; at
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0.5 mm/yr flux, the transport times for uranium would be more than

100,000 years and one would find justification for ignoring this element

(and certainly any other element with a higher retardation factor) in a

calculation of cumulative releases up to 10,000 years. These observa-

tions indicate that we can ignore, with some justification, the complica-

tion of including multi-member decay chains in the formulation of the

transport Equation 32.

Next, we show how hydrodynamic dispersion can be included in the

transport problem. The cumulative discharge expressed by Equation 40 can

be regarded as a function of two variables, that is, time, which is a

free parameter, and transport time, Ti, which, as seen in Chapter 2, is

a random variable whose distribution is determined by flux and the

distribution of hydrologic properties throughout the rock column under

consideration. In Appendix A it is shown that under certain weak

conditions the travel-time distribution for a specific column of rock

units is approximately normal with a calculable mean, T, and variance

2
dT If we limit considerations to nonretarded elements such as

carbon, iodine, and technetium, then the distribution of the variable,

x, defined in Equation 41, will also be normal with the mean expressed

as

t-(Tc ) ' (42)

and variance a . In other words, the probability density function (PDF)

of T is

-71-



- 2 2
1 -(CT-T) /2aT

p(T) = e
2w cT

(43)

Using this result and Equation 41 the expected cumulative discharge at any

time can be calculated as

co

X i(t) = *i (t) f e i

0

-(X.+ R ir
[1 - e I p(r)dr . (44)

After evaluation of the integral in the last expression, we have

-+1 X 2)
X.(t = -- ~ e

1 2 I
-R (t - R C2)

- e 1 + erf (45)

where erf(x) is the error function (National Bureau of Standards, 1964;

p. 297). The listing of a FORTRAN program for evaluating the expression

in Equation 45 is shown in Appendix C. An analytical expression for the

variance of the cumulative discharge can also be derived; but for reasons

mentioned below, such an expression was not needed for purposes of this

report.*

*Note that other variables in Equation 44 could also be considered as random
variables--in particular, the waste canister containment time, Tc; such an
extension was not considered in the work leading to this report.
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Note that the expected cumulative discharge, Equation 45, applies to a

th 2
single column of rock units, the m one, and has units of Ci/m .*

The dependence on the particular rock column has, so far, been suppressed

for the sake of a simplified notation. However, one sees that virtually

every parameter appearing either explicitly or implicitly in Equation 45

(except time and the radionuclide decay constants) could depend upon the

location of the rock column within the repository area (i.e., 1'i.

- ~~2 th
Ri, Tc, T. and sT could all be functions of the coordinates of the m

column--see Appendix A). This dependence is now recognized by simply

th
inserting the label m (for the m column) in the definition of the

cumulative discharge in Equation 40, i.e.,

Xi(tIT i) is replaced by Xi(tjTi, m),

and in the definition of the expected cumulative discharge Equation 45,

Xi(t) is replaced by Xi(t,m).

Using this notation and the results of Section 3.1.2, one can express

the total cumulative release to the water table in the form of the ith

radionuclide up to time t: if the disposal area is divided into m

columns of equal area, AR/M, then the total cumulative release DI(t)

is approximated by

*Note that we have temporarily dropped reference to the column m up to this
point to simplify the notation; the subscript m will be added later in the
arguments.
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AR M
1 I M ml M) (C/ . (46)

Note that Di t) is a function of the H variables Ti(m), m = 1,2,...m.

As noted in Section 2.3, the H transport times are approximately, normally

distributed random variables; hence D.it) is a random variable for any

fixed time t. The distribution of Di(t) will probably have to be con-

structed by direct simulation with the use of a random number generator.

The expected total cumulative release can be expressed directly, however,

without the use of random sampling by

R H
D (t) *- X X(t,m) (Ci) . (47)

m=1 i

The terms in the sum of Equation 47 are calculated for each one of H

columns using Equation 45 and values of T.(m), T (nm) appropriate for

the rock-unit column m.

Although an expression for the variance of the cumulative discharges,

Xi(tITi,m), is not given in this report, it is worth noting that if

the transport times, Ti(m), m = 1,2...M are assumed to be independent

random variables, then

AR 2 M

Var [Di(t)I ( A) I Var [iI(tITilm)J (48)
m=1
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Finally, note that the assumption of uncorrelated transport times

TiCm) is realistic only if the characteristic size of each of the M

columns is no smaller than the spatial correlation length in the

horizontal direction, Ph. defined in Section 2.1. As mentioned in

that section, the distances over which relevant rock hydrologic

properties of the Yucca Mountain Site are correlated are unknown.

3.2 Calculations of the Cumulative Releases to the Water Table

The expression for expected total cumulative release, Equation 47,

provides a formula for estimating releases of radionuclides into the

water table beneath Yucca Mountain, which is entirely consistent with the

theoretical and calculational models of groundwater travel time described

in Section 2. But, because of the very tight schedule for producing the

final version of the EA for Yucca Mountain, it was not possible to

estimate releases using Equation 47. What was actually done in the time

allowed for estimating releases to the water table is explained below.

It was first assumed that the water travel-time distribution for the

entire repository, i.e., as expressed in Equation A-23, could be approxi-

mated by a normal distribution with the mean and variance equal to the

sample mean and sample variance obtained from the numerical simulations

of groundwater travel time (see the baseline case in Section 2.4). Then

we multiplied the expression in Equation 40 by the repository area, AR,

and the normal PDF and integrated the product over all values of travel

time to obtain an expression that, apart from the constant AR, is
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identical with Equation 45. A short FORTRAN code (Appendix C-2) was

written and used for evaluating the expression. Results for a 0.5-mm/yr

flux are shown in Table 4.

TABLE 4

Estimates of Cumulative Releases to the Water Table
Calculated With the Normal Approximation to the Distribution

of Water Travel Times for the Entire Disposal Areaa

Curies Released Curies Rel
Species by 10,000 Years by 100,000

C-14 6.0 x 10 1.4 x

I-129 5.0 x l0 0.3

TC-99 2.0 x 102 97.0

a Parameters used in Equation 45 are as follows:
N = 21,000, Ri = 2.5 x 10 9/yr, q = 0.5 mm/yr, T = 43,270 yr,

dT = 12,800 yr, Tc = 3,000 years.
For radionuclide parameters, see Table 6-42 of DOE (1986), or
Table 1 of Lin (1985)

eased
Years

10 -2

The error incurred by approximating the groundwater travel-time

distribution by a normal distribution has not been carefully estimated.

In Appendix A we note that Equation A-23 cannot be normal unless the

means and variances of the travel-time distributions associated with the

M rock-unit columns are identical. In effect, this approximation

distorts the rock-unit thickness distribution in such a way as to make

the means and variances indicated for all columns equal to the estimated

mean and variance associated with the travel-time distribution for the

entire repository. Some insight into the error incurred through use of a

normal-distribution approximation may be gained by inspecting

-76-



Figure 18, which is adapted from Figure l1B in Section 2.4. The solid-

line curve represents the empirical cumulative distribution function of

9630 samples of water-travel times obtained with the numerical simulator

described in Section 2.4. The sample mean of this distribution is 43,270

years, and the sample standard deviation is 12,800 years. The dashed-

line curve represents a normal CDF with a mean equal to 43,270 years and

a standard deviation equal to 12,000 years. A comparison of the two

curves shows that the normal approximation gives more weight to the

shorter travel times (< 18,000 years) than is given by the empirical

cumulative frequency (which should be a close, if not exact, representa-

tion of Equation A-23). This fact suggests that our use, as described in

the EA, of the normal-distribution approximations for calculations of

releases to the water table has led to overestimates of the cumulative

release of all nuclides during 10,000 years. In other words, use of the

normal approximation was inadvertently conservative for the 10,000--year

time scale. It is harder to see effects of the approximation on the

calculations of cumulative releases up to 100,000 years. The fact that

the normal CDF lies below (or is less steep than) the empirical distribu-

tion in the central part of the curves (roughly 20,000 to 50,000 years

from closure) may indicate that we have underestimated cumulative

releases of all nuclides during 100,000 years, by an amount that is

unknown but probably insignificant.
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4.0 CONCLUSIONS

This report is intended to document the physical and mathematical

bases of results used to support arguments in Sections 6.3.1.1 and 6.4.2

of the NNWSI Project statutory environmental assessment document (DOE,

1986). The methods described in that report were based on the current

understanding of processes operating at Yucca Mountain.

A probabilistic method was devised for calculating the distribution

of groundwater travel time from the disturbed zone to the water table and

is described in Chapter 2. Major assumptions behind this method are that

(1) water travels vertically downward through the unsaturated zone below

the disturbed zone, (2) quasi-steady flow conditions prevail between the

disturbed zone and the water table, and (3) water flows through the

porous matrix unless it is diverted into fractures where percolation flux

exceeds the saturated matrix hydraulic conductivity. The water velocity

is determined by relationships between percolation flux, saturated matrix

hydraulic conductivity, effective matrix porosity, and fracture

porosity. All of these parameters are assumed to be statistically

independent quantities in the present model, because available

hydrogeologic data are insufficient for determining the degree of

correlation. The spatial correlation length of the velocity field is

treated as a free parameter, although there is reason to believe

velocity-field correlations are related to spatial correlations of the

primary hydrologic variables.
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Application of the probabilistic method of Chapter 2, to a

963-column, rock-unit model of Yucca Mountain gives results that indicate

that, for 0.5-mm/yr percolation flux, groundwater travel time has a mean

of about 43,000 years and a standard deviation of about 12,000 years.

Because 0.5 mm/yr is believed to be an upper limit on the percolation

flux below repository level at Yucca Mountain, the results of this

application suggest that less than 1 percent of the calculated

groundwater travel times are less than 10,000 years.

A method for calculating cumulative releases of radioactivity through

the groundwater flow pathway is described in Chapter 3; this method uses

the distribution of groundwater travel times derived in Chapter 2 to

incorporate the effects of hydrodynamic dispersion in the calculation of

the transport of soluble contaminants from the disturbed zone to the

water table. However, given the time constraints on the present report,

the need for calculational simplicity dictated that actual calculations

of cumulative releases of radionuclides to the water table be made with a

normal-distribution approximation to the distributions obtained by the

Monte Carlo method of Chapter 2. The method for estimating cumulative

releases of radionuclides to the water table was applied to a 70,000-MTHM

inventory of spent fuel located at the repository level at Yucca Mountain

and subject to a percolation flux of 0.5 mm/yr. This calculation shows

that the cumulative releases to the water table at 10,000 years following

repository closure would be about 6.0 x 10 curies of C-14, 2.0 x

10-2 curies of Tc-99, and 5.0 x 10 5 curies of I-129. This small

amount of radioactive material is about one ten-millionth of the amount

allowed to be released in 10,000 years as stipulated by EPA standards in

40 CFR Part 191 (Appendix A, Table 1 et seq.).
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The assumptions and data used in the analyses presented in this

report are, of course, subject to change or refinement, if necessary, as

new information becomes available through NNWSI Project activities.
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APPENDIX A

ESTIMATION OF THE DISTRIBUTION, MEAN, AND STANDARD DEVIATION
OF TRAVEL TIME BY ANALYTICAL METHODS

The disturbed-zone boundary below the repository area is assumed to

be divided into M patches of equal area. Below the m patch

(1 < m < M) there extends a vertical column of rock reaching to the water

table; the column includes Im rock units, each with distinctive

hydrologic properties. The key hydrologic properties for the i unit

are as follows:

Ks i)

ne(i)

q (i)

nf (i)

C (i)

= the saturated matrix hydraulic conductivity (m/yr)

= the effective matrix porosity

= the specific discharge in the vertical direction (the

percolation flux in m3/m2 yr)

= the effective fracture porosity

= an empirical constant in the power-law relation between

relative hydraulic conductivity and saturation of the matrix.

Within each unit, K., nes and nf are assumed to be stationary

spatial series, as is the velocity field to be derived from these

parameters. The velocity field is assumed to have a vertical correlation

length, p , and a horizontal correlation length, Ph. The

statistical properties of Ks and ne, are assumed to be derivable from

tests performed on core samples taken from each defined rock unit.
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The percolation flux, q, is assumed to be uniform in all M columns,

as is the value of the fracture porosity, nf; fractures are ubiquitous

(i.e., fracture spacing approaches zero), but flow occurs in fractures

only if q > Ks locally; otherwise, flow is confined to the rock

matrix. Fractures are also assumed to be vertically oriented (dip of

fracture plane = 900), and in this model the choice of a vertical

correlation length for the velocity field probably amounts to a choice of

the average depth of penetration of a fracture in a rock unit.

As presented in Section 2, the calculation of a groundwater travel

time distribution for all paths of likely radionuclide transport from the

disturbed zone to the water table begins with the estimation of the

travel-time distribution through a single unit.

A-1 Travel-Time Distribution Through a Single Unit

For unit i, the thickness d i in column m is divided into N slabs

of thickness p, where

d
mi

N = - I (A-1)
Pv

and the n slab is centered at some depth, Zn' measured from the top of

the unit (Figure A-1)
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Figure A-1. Schematic diagram illustrating a single unit of thickness,
dm i, in column m with a correlation length of pv.
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The time required for a water particle to traverse the n slab is

Zn+ p /2

f dz
AVT (A-2)

n
Zn- P /2

where Vn is an effective linear velocity determined by the percolation

flux q and the values of the hydrologic parameters K, ne, nfo

etc., in the n slab. This effective linear velocity is a function of

position within the n slab through its dependence on the hydrologic

parameters which are here assumed to be random functions of position,

i.e.,

Vn (z) f s(z), ne(z) . .)

Vn(z) is assumed to be piecewise continuous within each slab;

consequently, the mean-value theorem of integral calculus can be used to

simplify Equation A-2, i.e.,

Pv

A n = * (Zn - Pv/2, Zn + Pv/2) (A-3)
Vn(Z n)

where Z* belongs to (Z - p /2, Z "+ p/2). The purpose of this simple
n n v n

construction is obviously to ensure that the V n(Zn ), n= 1, 2, , N
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and, therefore, the ATn are each independent random variables.

Independence can always be guaranteed by choosing p large enough so

that travel times in each of the N slabs are, effectively, uncorrelated.

Recall that the vertical correlation length, p , is a free parameter

in the model of groundwater travel time described in Chapter 2.

The total travel time through a unit of thickness dm i is the sum

of the travel times through each of the N slabs so that,

N

T(d i) =I A n (A-4)
n=1

The AT , n = 1,2, . . ,N, are assumed.to be independent random

variables taking values for the interval (of). The spatial series

from which each ATn is derived is assumed to be stationary; hence,

the ATn should be identically distributed with a common probability

density function (PDF), g(t), associated with each independent column.

In other words, for every n,

t
Pr {ATn < t} = f g(T)dT, and

0

co

E(ATn) = tg (T) dT, (A-5)
o 0

[where E(-) is the expectation], and

co

Var(AT) f (T - E(AT)] 2g(-r)dT
0
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It follows that the total travel time through the unit has a PDF that

is the N-fold convolution of g with itself (Feller, 1966; pp. 6-7). This

fact points to the correct way of calculating the travel-time distribution

through a rock unit, although the correct method proves to be impractic-

able in the present model because the analytic form of g(t) is unknown.

Instead, one must resort to direct numerical simulation to construct the

PDF, and it becomes most efficient to apply numerical simulation to the

entire problem.

Another way of estimating the travel-time distribution for a unit of

thickness dm i' uses a central limit theorem (Feller, 1966, p. 253)

that states that if Y1, Y2, . . . Yn are mutually independent

random variables with a common PDF, and

E(Yn) = 0, Var(Y n) = 1,

then as N _ X the distribution of the normalized sums,

1 + . . . + N
S = X , (A-6)

tends toward the standard normal distribution with PDF equal to

1 -Y2/2

In the present case, the central limit theorem can be applied formally by

first defining a new random variable
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AT - E(IT )
n n

Yn [=r T~ 1/2,
n Va (A n) I

and assuming that pv << dm i (i.e., in Equation A-1, N becomes large).

It then follows that T(d i) is approximately normally distributed. Upon

substituting Equation A-3 into Equation A-7 and comparing the normal

distribution with mean T and variance oT2 we get

T _ E [T(d )]= d E(V ) ,and
mi ml n

a 2_ -Var MT(d d pVar (V

One sees that the expected travel time, T, is derived by what intuition

would suggest--the unit thickness multiplied by the expectation of the

reciprocal effective linear velocity. The variance in the travel time,

T(dO .) is proportional to the correlation length, p

A-2 Estimates of the Mean and Variance of Travel Time Through a Unit

The mean and variance of T(dm ) are, respectively, proportional to

the mean and variance of l/Vn by Equations A-8 and A-9. From the

discussion involving Equations 4 and 13 of Section 2 we get

(A-7)

(A-8)

(A-9)

e
-1 qV
n

nf

q

if q < K

if q 3 Ks.

(A-10)
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Substituting the dependence of e into q, Ks and ne in Equation A-10,

one obtains

1/e
jne q

- K
_1 q s

V
n nf

q

if q < Ks 0

(A-11)

if q_> K
S

If the saturated matrix hydraulic conductivity, Ks, is assumed to be

log-normally distributed, K has a cumulative distribution function
S

CCDF) of the form

F(k) = Pr
; t 1 |~~ -(Qn z - in z ) 2 dK <- k_= __ -- at ___ _ 12

is

_ _ __ir -1 e x _ _ _ _ _ _ _ _ _

(A-12)

Cy2/2
z e
0

where E(Ks) =

= 2 a2
VarC(K) =z 20 9

d 2
(e - 1)

This standard, two-parameter distribution was also adopted for K in

the numerical studies in Section 2.

The expectation of Vn can be calculated if we assume that newne

Ks, c, and nf are mutually independent random variables. The

*This may not be true; ne, KS and 4 all depend on pore-size

distribution and may be closely co~rrelated.



conditional expectation of Vn1, given ne, c, and nfl is first calculated

using Equations A-l1 and A-12

E(V1 1/c-if -1co
esIEn s n) = - F(q) + n q f k l/f(k)dk (and A-13)

n e' f ~q e qJ

where F(*) is the log-normal CDF and f(*) is the associated PDF.

The integral in the second term on the right-hand side of Equation A--13 can be

evaluated and the result expressed rather concisely if some new notation is

introduced. Redefine the CDF in Equation A-12 as

F(k19n z 2, a2

making explicit the dependence on the two parameters, %n z and

2
e . Then Equation A-13 can be written as

nf

E(V - I n , a, n ) = - F(qjIn z , a )
n e f q o g1

ne
+ - [1 - F(qI9n zi, a 2)] e-1/ [in z - in q + c I /2c], (A-14)

where 2

In z Inz
1nZl- in0

Removing the conditioning on the remaining random variables is easy except

for the variable I, about which little is known; for c, one must take a

typical value for the unit. Thus, if

A-9



nf _ E (nf) and

ne - E (n )e and

£ = a constant,

then the unconditional expectation of the groundwater travel-time is

approximately

d

T = d i E (V ) = 1 n F(q|In z (2)M, I n q n f

_ xi [1 - F~q~Ln Z1, 2 -1/c [in z -Qn q + ca2/2, 1
+ n e I - F(q|Qn zi, °Q )] e 1 Q I

To estimate the variance in groundwater travel time, one first observes

that

(A-15)

2 -1
a= d .pVar (V)T M'I v ni

-1
= dmi PV E [V n-l- E (Vn J2

= d iv[E CVn'-I2 - [E (V -1 2 ~= d , E - Pv T2

dm, i
(A-16)

Using Equation A--12 and arguments identical to the ones used in developing

E(V ) through equations A-13 to A-15, one finds first that
n

E (V -1)

2

2f 2
- F (qitn z , 0 2)
2 o 9;
q

nec nif] =

2
ne
e 2 -2/c nz

+ - [1 - F(qjtn z, a o) e- [ 2n

q

- In q + d 2/el

2aQ2

= Qn z -
£ 1

2

where in 2 - Qn z - (A-17)
C

A-10



Then, upon observing that

2 - 2
E(nf) = Var(nf) + (nf) , and

2 2
E(ne )=Var(ne) + (ne)

one can remove the conditioning on ne, £, nf in Equation A-17 to

finally obtain

E [(V )2] 1= -2 [Var(n f + 2f)] F(qltn zo, C ) (A-18)

+ [var(n ) + (n *[ 1 - F(qlItn z2' 2)] e 2 /E [n Z2 q + 2

Equations A-15 through A-18 give estimates of the mean and variance

of the water travel time through a rock unit of thickness d . in terms
m, t

of percolation flux and simple statistical measures (mean and variance)

of the natural variability of key hydrologic parameters.

To summarize, if the vertical correlation length, pv, is small compared

to the thickness of a rock unit, dm i, then the water travel times through

the unit are approximately normally distributed with mean, T, and variance,

dT 2 as described by equations A-15 through A-18 of this appendix.

A-3 Travel-Time Distributions Through a Column of Rock Units

If the travel-time distribution for a single rock unit is taken to be

2
a normal distribution with defined mean, T, and variance, (IT Ithen the
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travel-time distribution for the m column of rock units should also

be a normal distribution with mean

I
m

T(m) - I (A-19)
i=l 1

where Ti. T [d i] is prescribed by Equation A-15, and I is the number
I m'i. m

of rock units in the m column. The variance is given by

I
2 m 2

CT (m) _ i= OT (i) (A-20)
i=l

where 2i) - 2[d i is prescribed by Equations A-16 through A-18.

A-4 Travel-Time Distributions for Water Particles Released at Any Point
in the Disturbed-Zone Boundary Below the Repository Area

The surface describing the disturbed-zone boundary under the

repository area is divided into M patches of equal area; the mth patch

will be centered at coordinates (x , ym), which also specify the

location of the m rock column. The probability that a water particle

released in the m patch will reach the water table in a time interval

less than t will be taken as the travel-time distribution for the m

column described in Section A-3. Under the assumptions of A-3, these

distributions are normal CDFs with different means and variances that

differ mainly because of the different unit thicknesses appearing under

each of the M patches; these CDFs may also be regarded as conditional

probabilities and defined as follows:
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Fc(tlm) = probability that a water particle will reach the water table in

time < t, given that particle is released in the m patch,

or column, (1 < m < H).

If p(m) is the probability that a water particle is released in the m

patch at t = 0, then the unconditional probability that a particle

released at any point on the disturbed-zone boundary at t = 0 will reach

the water table in a time less than, or equal to, t > 0 is

M
I F c(tlm)p(m) . (A-21)

m = 1

This is the desired travel-time distribution. To proceed further,

one must have the form of p(m). Here, we will assume that release from

each of the H patches is equally probable, i.e.,

p(m) = H m = 1,2, . . . M. (A-22)

Then the desired travel-time distribution (CDF) is

I M
I Fc (tim) . (A-23)

m= 1

Note that this is not a normal distribution (the weighted sum of normal

distributions is not normal unless each distribution has the same mean

and variance).
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The mean and variance of the travel-time distribution, Equation A-23,

are easily computed; the mean of Equation A-23 is just the arithmetic

average of the column means, i.e.,

H
I I T(m), T(m) as given by Equation A-19. (A-24)

m=l

The variance of the travel-time distribution, Equation A-23, is

1 M 2 1 2 1 MH C) 2
I T (m) + I T2 (m) - 2 I T (m) (A-25)

m=1 m=l M [m=1

with IT 2(m) as given by Equation A-20. Note that the last two terms in

Equation A-25 constitute the variance of the column means, T(m).

A-5 Summary

The analytical model developed in earlier sections of this appendix shows

that

(1) the travel-time distribution through a rock unit, having

thickness dmi' is approximately normal, with mean and

variance given by Equations A-15 and A-16, respectively, and the

auxiliary equations A-12 and A-17. The approximation to a

normal distribution is strongest when pv, the correlation

length for the velocity field, is small compared to dm i. The

variance in travel time is proportional to dm i and pV;
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(2) the travel-time distribution through the mth column of rock

units is also approximately normal with mean and variance as

given by Equations A-19 and A-20, respectively;

(3) the travel-time distribution for a water particle released at

any point on the disturbed-zone boundary below the repository

area is the arithmetic average of the travel-time distributions

through the M rock columns described in item (2) above; in

general, it is not a normal distribution.

The relationships developed in this appendix provide a means of

calculating the distribution of water travel times between the disturbed-

zone boundary and the water table, without recourse to Monte Carlo

simulations of the type described in Chapter 2, provided, of course, that

the assumptions made in developing these relations are valid. The

analytical relationships developed in this appendix have not yet been

tested for agreement with results of the Monte Carlo simulations.
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APPENDIX B

SOURCE DATA FOR ESTIMATING EFFECTIVE POROSITY, SATURATED
MATRIX HYDRAULIC CONDUCTIVITY, AND RELATIVE HYDRAULIC CONDUCTIVITY

Statistical distributions were compiled from the hydraulic parameters

needed for calculating travel times for each of the seven hydrogeologic

units. The means and standard deviations of effective matrix porosity

and saturated matrix hydraulic conductivity, and the Brooks-Corey

exponent for the relative hydraulic conductivity, are presented in the

following subsections.

B-1 Effective Matrix Porosity Data

To estimate the effective porosity, ne, for each hydrogeologic

unit, the matrix porosity, nb, and residual saturation, Sr, of each

unit were compiled. Porosity data and hydrogeologic stratigraphic desig-

nators exist for only four drillholes, UE-25a#l, USW G-1, USW G-4, and

USW GU-3. Hydrological stratigraphies for these holes, as a function of

depth (drilling distance) are presented in Table B-1. Given the depth

ranges in each drillhole for each hydrogeologic unit, matrix porosity and

depth data on a unit-by-unit basis across all four drillholes were

retrieved from NNWSI Tuff Data Base (TUFFDB, 1985). The results in the

percentage values are presented in Table B-2. At the end of each

hydrogeologic unit, the mean and standard deviation of matrix porosity

(nband a[nbl) are given. Plots of matrix porosity as a function of

depth for each drillhole are shown in Figure B--1.
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Residual saturation values were obtained from Peters et al. (1984).

Using the hydrogeologic stratigraphies for drillholes USW G-4 and USW

GU-3 (Table B-3) the data were organized by hydrogeologic units. These

data are presented in Table B-3 along with drillhole names and depths of

the specimens from which the measurements were taken. The mean values,

Sr, are presented below the tables for each hydrological unit.

Given means and standard deviations for the matrix porosities and

residual saturations for each unit, means and standard deviations for the

effective porosity, ne, were calculated by

ne (1 Sr)nb and (B-1)

c(ne] = (1- Sr) d[n b] (B-2)

The results of these calculations are presented in Table B-4.
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Figure B-1. Plots of porosity data as a function of depth for drillholes

UE-25a#l, USW G-1, USW G-4, and USW G-U3.
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TABLE B-i

Effective Matrix Porosity and Residual Saturation for Each Hydrogeologic Unit

W

Drill Hole Matrix Porosity nb Residual Saturations Sr

UE-25 a#l 0SW G-1 USW G-4 USW G-3
Hydrological Eleva Depthb Eleva Depthb Eleva Depthb Eleva Depthb Number of Standard Number of Standard

Unit* (ft) (ft) (ft) (ft) (ft) (ft) (ft) (ft) Samples Mean Deviation Samples Mean Deviation

TCw 3904 30 4289 60 4137 30 4857 ND NC NC NC NC NC NC

PTn 3739 195 ND ND 4049 118 4514 343 NC NC NC NC NC NC

TISl 3656 277 4069 280 3924 243 4427 430 NC NC NC NC NC NC

DZ 2759 1175 3113 1236 3020 1145 3642 1215 NA NA NA No NA NA

TSw 2673 1261 3062 1287 2876 1288 3670 1187 137 0.117 0.049 12 0.091 0.092

Clknv ND ND 3007 1342 2824 1343 3299 1560 23 0.354 0.092 6 0.085 0.066

CHnz 2100 1834 2548 1801 2411 1756 ND ND 65 0.306 0.048 9 0.121 0.267

PPw 2092 1842 2481 1868 2380 1787 3258 1601 27 0.256 0.069 4 0.069 0.038

PPn 1925 2009 2552 1997 2213 1954 3111 1746 74 0.324 0.699 2 0.228 0.094

BFw ND ND 2032 2317 1917 2250 2789 2070 120 0.239 0.939 2 0.058 0.003

BFn ND ND 1710 2639 1424 2743 ND ND 40 0.256 0.621 ND ND ND

* See Figure 2 for legend.
a Corrected elevation to the base of the unit.
b Corrected depth as to the base of the unit.
ND No data.
NC Not calculated.

DZ Lower disturbed zone boundary.
NA Not applied.



TABLE B-2

Matrix Porosity Data for Each Hydrogeologic Unit*

Unit Hole Depth Elevation Matrix Porosity

(ft) (ft) (%)

TSw UE-25a#1 328.00 3606.40 21.79

TSw UE-25a#1 360.00 3574.40 13.33

TSw UE-25a#1 421.00 3513.40 15.14

TSw UE-25a#1 524.00 3410.40 17.41

TSw UE-25a#1 569.00 3365.40 17.72

TSw UE-25a#1 623.00 3311.40 18.29

TSw UE-25a#1 660.00 3274.40 7.57

TSw UE-25a#1 680.25 3254.15 10.20

TSw UE-25a#1 680.25 3254.15 9.84

TSw UE-25a#1 681.35 3253.05 10.32

TSw UE-25a#1 681.35 3253.05 12.60

TSw UE-25a#1 696.85 3237.55 11.90

TSw UE-25a#1 708.55 3225.85 9.13

TSw UE--25a#1 708.55 3225.85 8.00

TSw UE-25a#1 723.00 3211.40 12.90

TSw UE-25a#1 730.60 3203.80 9.06

TSw UE-25a#1 730.60 3203.80 9.60

TSw UE-25a#1 733.00 3201.40 11.42

TSw UE-25a#1 739.00 3195.40 11.30

TSw UE-25a#1 772.00 3162.40 13.23

TSw UE-25a#1 816.00 3118.40 9.77

TSw UE-25a#1 866.00 3068.40 8.56

TSw UE-25a#1 921.00 3013.40 9.06

TSw UE-25a#1 969.00 2965.40 9.06

TSw UE-25a#1 1010.00 2924.40 11.51

TSw UE-25a#1 1040.00 2894.40 11.07

TSw UE-25a#1 1090.00 2844.40 11.67

TSw UE-25a#1 1090.00 2844.40 11.02

TSw UE-25a#1 1091.40 2843.00 24.90

TSw UE-25a#1 1101.10 2833.30 12.20

TSw UE-25a#1 1101.10 2833.30 7.39

TSw UE-25a#1 1101.85 2832.55 10.55

TSw UE-25a#1 1106.30 2828.10 8.98

TSw UE-25a#1 1106.30 2828.10 10.42

TSw UE-25a#1 1112.00 2822.40 8.70

TSw UE-25a#1 1183.00 2751.40 8.17

TSw UE-25a#1 1249.00 2685.40 8.27

TSw UE-25a#1 1253.00 2681.40 9.41

TSw UE-25a#1 1266.00 2668.40 12.90

TSw UE-25a#1 1285.55 2648.85 2.14

TSw UE-25a#1 1285.80 2648.60 1.28

TSw UE-25a#1 1304.00 2630.40 6.36

TSw USW GU-3 435.20 ND 17.19

TSw USW GU-3 435.80 4420.80 22.87

*From Tuff Data Base System 2000 - Source TUFFBD Product No. 1, 1986.

VD-No data.
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Table B-2 (continued)

Unit Hole Depth
(ft)

TSw

TSw

TSw
TSw

TSw

TSw
TSw

TSw

TSw
TSw

TSw

TSw
TSw

TSw

TSw
TSw
TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw

TSw
TSw

TSw
TSw

TSw

TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw

TSw

TSw

TSw

USw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
USw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw

Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw

GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3

GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU- 3
GU-3
GU-3
GU-3
GU-3
GU-3
GU- 3
GU-3
GU-3
GU- 3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3

GU-3
GU-3
GU-3

GU-3
GU-3

452.50
461.10
475.80
490.40
492.20
519.80
542.70
543.60
552.30
561.00
576.00
586.50
600.10
600.30
610.30
631.10
652.00
660.30
669.40
670.40
693.70
712.40
713.18
753.00
753.40
765.00
770.00
795.00
825.60
826.30
837 .30
841.00
857.10
873.60
884.10
921.50
923.70
925.00
938.40
953.80
957. 70
986.60

1023.60
1055.80
1069.30
1069.80
1084.80
1104.40

Elevation

(ft)

4404.10
ND

4380.80
4366.20

4364.40
4336.80

4313.90
4313.00

ND
4295.60

UD
4270.10
4256.50

4256.30

ND
4225.50
4204.60

ND

4187.20

4186.20

4162.90
4144.20

HD

4103.60
4103.20

ND
4086.60

4061.60
ND

4030.30
4019.30
4015.60

3999.50
3983.00

ND
3935.10
3932.90

ND
3918.20

3902.80

ND
3870.00
3833.00

ND

3787.30

3786.80

3771.80

3752.20

Hatrix Porosity

(M)

19.61
18.04
16.60
20.16

17.32
16.00
20.48

18.97
14.06
12.45
17.27
20.63
21.43

17.86

14.46
12.35
16.86
17.44
15.14
18.43
11.65
7.57
9.09

11.95
12.00
13.20

13.94

10.36
6.75
6.43

10.16
8.70

12.26
14.62
10.00
15.18
15.08
11.07
18.08

14.62

10.59
16.54
12.20
9.65

11.58
12.16
11.49
9.34
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Table B-2 (continued)

Unit Hole

TSw

TSw

TSw
TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw
TSw

TSw
TSw

TSw
TSw

TSw
TSw

TSw
TSw

TSw
TSw

TSw
TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw

TSw

USW GU-3

USW GU-3

USW GU-3
USW GU-3

USW GU-3
USW GU-3

USW GU-3
USW GU-3

USW GU-3

USW GU-3

USW GU-3

USW GU-3

USW GU-3

USW GU-3

USW G-1

USW G-1

USW G-1

USW G-1

USW G-1

USW G-1
USW G-1

USW G-1

USW G-1

USW G-1
USW G-1

USW G-1
USW G-1

USW G-1
USW G-1
USW G-1

USW G-1
USW G-1

USW G-1

USW G-4
USW G-4

USW G-4
USW G-4

USW G-4

USW G-4

USW G-4

USW G-4

USW G-4

USW G-4

USW G-4

USW G-4

Depth
(ft)

1108.90
1124.40
1131.10
1149.20
1152.30
1165.90
1194.90
1196.00
1213.20
1214.10
1234.40
1247.00
1247.60
1261.80
751.80
795.00
810.00
810.00
890.30
939.00
939.00
959.40

1017.60
1047.10
1100.10
1151.10
1210.70
1245.00
1288.40
1330.00
1330.00
1330.00
1332.80
280.40
332.30
390.30
548.40
602.60
668.60
742.50
821.20
875.50
937.60

1064.50
1239.20

Elevation

(ft)

ND

3732.20

3725.50
3707.40

3704.30

ND

3661.70

3660.60

ND

3642.50

3622.20

3609.60

3609.00

ND

3596.80

3553.60

3538.60

3538.60

3458.30

3409.60
3409.60

3389.20

3331.00

3301.50
3248.50

3197.50
3137.90

3103.60
3060.20

3018.60

3018.60
3018.60

3015.80

ND
ND

ND
ND

ND

ND

ND

ND

ND

ND

ND

ND

Matrix Porosity

(%)

8.20

10.77

10.42
10.59

7.87
8.56

1.70
3.33

0.85

3.80

2.53

2.11

2.53
2.93

17.93

10.71

9.56

10.36

11.42

15.83

12.35

11.90
13.39

11.37

14.57

15.63
11.42

9.69
3.73
2.94

3.36
3.77

3.75

13.23
15.63

12.99

20.32

16.93

11.86

7.60
11.46

9.69
10.94

14.12

9.65

Mean

Standard

B-7
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4.87Deviation =



Table B-2 (continued)

Unit Hole Depth

(ft)

CHnv

CHnv

CHnv

CHnv

CHnv

CHnv

CHnv

CHnv

CHnv
CHnv

CHnv

CHnv

CHnv

CHnv

CHnv
CHnv
Clnv

CHnv

CHnv
CHnv

CHnv

CHnv

CHnv

CHnv

CHnv

CHnv
CHnv

CHnv
CHnv

CHnv

CHnv

CHnv

CHnv

CHnv
CHnv

CHnv

CHnv

CHnv

Usw
Usw
Usw
Usw
Usw
Usw
Usw
USw
Usw
USw
USW
Usw
Usw
USW
Usw
Usw
USW
UsW
UsW
USW
USW
USw
UsW
UsW
USW
UsW
Usw
UsW
UsW
UsW
UsW
USW
USW
UsW
Usw
USW
UsW
USW

GU-3

GU-3

GU-3

GU-3

GU-3

GU-3

GU-3

GU-3

GU-3
GU-3
GU-3
GU-3
GU-3
GU- 3

GU-3
GU-3

GU-3
GU-3

GU-3

GU-3

GU-3
G-1

G-4

G-1

G-1

G-1
G-1

G-1

G--1

G-1
G-1
G-4

G-4

G-4

G-4
G-4

G-4

G-4

1287.90
1297.80
1310.90
1312.10
1312.60
1330.40
1351.30
1377.70
1378.10
1477.20
1481.90
1497.20
1497.80
1501.80
1503.00
1533.80
1549.00
1554.90
1566.00
1571.10
1594.60
1385.20
1361.50
1667.00
1705.50
1722.30
1784.50
1832.00
1832.00
1847.00
1847.00
1431.50
1468.20
1511.40
1570.30
1627.20
1678.40
1784.30

Elevation

(ft)

3568.70

3558.80

ND

3544.50

3544.00

3526.20

3505.30
3478.90
3478.50

ND

3374.70

3359.40

3358.80

ND
3353.60
3322.80

3307.60

3301.70

ND
3285.50

3262.00

2963.40

ND

2681.60

2643.10
2626.30

2564.10

2516.60

2516.60

2501.60

2501.60

ND

ND
ND
ND
ND
ND
ND

Matrix Porosity

(%)

13.92

15.74

28.88

32.19

31.91

40.97

39.83

47.64

43.29

36.77

39.21

38.53
38.03

34.08
37.99
34.29

40.55

35.34

43.72

46.41

45.23

32.91
16.88
35.25

32.62

36.29

23.66

35.86
34.87

36.59

35.54

36.64

32.16

32.05

35.93

32.62

34.45

29.66

Mean

Standard
35.41
9.25Deviation =
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Table B-2 (continued)

Unit

CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz

CHnz
CHnz

Hole

UE-25a#1

UE-25a#1

UE-25a#1

UE-25a#l
UE-25a#1
UE-25a#1

UE-25a#1

UE-25a#1

UE-25a#1

UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#l
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#l
UE-25a#l
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#l
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#l
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1

Depth

(ft)

1324.00

1338.00
1349.00
1361.00
1394.90

1394.90

1411.00
1423.80

1446.40

1446.40
1461.20
1464.00
1478.40
1478.40
1490.00
1513.60
1516.00
1555.00
1566.45
1568.00
1605.00
1612.20

1612.20
1638.00

1641.50
1641.50
1662.00

1667.85

1667.85

1667.85
1680.50

1686.00

1692.00

1741.00
1791.00
1833.00
1842.00

1469.90
1503.00
1505.00
1514.80
1553.00
1571.20

1606 .00

1606.00

1606.00
1606.00

1652.00

1652.00
1663.50

Elevation

(ft)

2610.40
2596.40
2585.40

2573.40
2539.50
2539.50
2523.40

2510.60
2488.00
2488.00
2473.20
2470.40
2456.00
2456.00
2444.40
2420.80
2418.40
2379.40
2367.95
2366.40
2329.40

2322.20

2322.20

2296.40

2292.90

2292.90

2272.40
2266.55

2266.55
2266.55
2253.90
2248.40

2242.40
2193.40
2143.40
2101.40
2092.40

ND
2845.60
2843.60
2833.80

2795.60
2777.40

2742.60

2742.60

2742.60
2742.60
2696.60

2696.60
2685.10

B-9

Hatrix Porosity

(%)

30.47
27.49

24.14

23.38

31.11
28.64
30.04
22.17
27.19
26.15
29.41
28.09
26.39
26.32
28.10
26.94
32.34
32.11
26.01
29.11
29.50
23.45
19.62
34.33
25.81
30.74
34.90
23.53
28.63
28.00
30.74
30.47
36.60
33.90
20.40
20.58
33.33
36.51
38.31
31.14
33.33
35.22
38.75
30.80
32.00

30.36
38.87

35.71

32.62
33.47

Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw

G-1
G-1

G-1

G-1
G-1
G-1

G-1
G-1

G-1

G-1
G-1

USW G-1
USW G-1



Table B-2 (continued)

Unit Hole Depth
(ft)

CHnz
CHnz

CHnz

CHnz

CHnz

CHnz

CHnz
CHnz

CHnz
CHnz

CHnz

CHnz

CHnz

CHnz

CHnz

USW
USW
Usw
Usw
USW
USW
USW
USW
Usw
Usw
Usw
Usw
USW
USW
Usw

G-1
G-1
G-1
G-1
G-1
G-1
G-1

G-1
G-4

G-4

G-4

G-4
G-4

G-4

G-4

1667.00
1705.50
1722.30
1784.50
1832.00
1832.00
1847.00
1846.00
1431.50
1468.20
1511.40
1570.30
1627.20
1678.40
1784.30

Elevation
(ft)

2681.60
2643.10
2626.30
2564.10
2516.60
2516.60
2501.60
2501.60

ND
ND
ND
ND
ND
ND
ND

Matrix Porosity

(%)

35.25

32.62

36.29

23.66

35.86

34.87

36.59

35.34

36.64

32.16

32.05

35.93
32.62

34.45

29.66

Mean
Standard

30.64
4.76Deviation =
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Table B-2 (continued)

Unit Hole

PPw
PPW
PPw
PPw
PPw
PPw
PPw
PPw
PPW
PPw
PPw
PPw
PPw
PPw
PPw
PPw
PPw
PPw
PPw
PPw
PPw
PPw
PPw
PPw
PPW
PPw
PPw

UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#l
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#l
UE-25a#1
USW
USW
Usw
Usw
Usw
USW
USW
USW
Usw
Usw
USw
Usw
Usw
USW
USw
Usw
Usw

GU-3
GU-3
GU-3

GU-3

GU-3

GU-3

GU-3
GU-3
GU-3

G-1

G-1
G-1

G-1
G-1

G-4
G-4
G-4

Depth
(ft)

1888.00
1930.00
1930.00
1942.00
1948.00
1949.00
1966.00
1968.00
1985.00
1988.00
1637.20
1637.70
1652.60
1666. 70
1698.70
1706.60
1711.50
1711.80
1730.90
1926.60
1930.00
1947.00
1948.00
1973.70
1822.80
1870.70
1915.80

Elevation
(ft)

2046.40
2004.40
2004.40
1992.40
1986.40
1985.40
1968.40
1966.40
1949.40
1946.40
3219.40
ND

3204.00
ND

3157.90
ND

3145.10
3144.80
3125.70
2422.00
2418.60
2401.60
2400.60
2374.90
ND
ND
ND

Matrix Porosity
(%.)

24.62

21.00
21.00
20.38

19.10
18.63
19.47
18.00
14.50
13.08

38.46

35.55
35.27

31.52
28.68

26.46

25.49
24.71
25.59
32.32

34.51
21.91
25.78

30.56

34.48
29.89

19.53

Mean
Standard

25.57
6.90Deviation =

B-11



Table B-2 (continued)

Unit Hole

PPn

PPn

PPn

PPn

PPn

PPn

PPn
PPn

PPn

PPn

PPn

PPn
PPn

PPn
PPn

PPn
PPn

PPn
PPn

PPn

PPn

PPn

PPn

PPn

PPn

PPn
PPn

PPn

PPn

PPn

PPn

PPn

PPn

PPn
PPn

PPn

PPn
PPn

PPn

PPn

PPn

PPn

PPn

PPn

PPn

PPn

PPn

PPn

PPn

UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#l
UE-25a#l
UE-25a#1
UE-25a#l
UE-25a#1
UE-25a#1
Usw
USw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw

Usw

GU-3
GU-3

GU-3
GU-3

GU-3
GU-3

GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3

GU-3

GU-3
GU-3
GU-3

GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3

GU-3
GU-3
G-1
G-1
G-1
G-1

G-1

G-1

G-1
G-1

G-1

G-1

G-1
G-1

G-1

G-1

Depth
(ft)

2014.00
2032.00
2108.00
2149.00
2159.00

2201.00
2247.00
2300.00
2331.00
1749.00
1779.60
1780.30
1781.00
1793.00
1809.20

1813.50
1828.40

1851.30
1851.60

1866.90

1873.40

1894.70
1908.30

1912.70

1929.30

1950.00
1958.40

1970.90
1997.00
2008.40

2014.30

2027.80

2028.80

2050.50
2069.60

2010.00

2050.00
2052.00

2064.90

2065.00

2066.00

2070.00

2086.00

2128.00

2170.00

2170.00

2192.00
2206.00

2227.00

Elevation
(ft)

1920.40

1902.40

1826.40
1785.40
1775.40
1733.40

1687.40

1634.40

1603.40
3107.60

ND
3076.30
3075.60

3063.60
3047.40

ND
3028.20

3005.30
3005.00

ND

2983.20

2961.90
2948.30

ND
2927.30

2906.60

ND
2885. 70
2859.60

ND

2842.30

2828.80
2827.80

2806.10
2787.00

2338.60

2298.60
2296.60

2283.70

2283.60

2282.60

2278.60

2262.60

2220.60

2178.60

2178.60

2156.60

2142.60

2121.60

B-12

Matrix Porosity

(%)

16.70
22.44

22.18
22.52
9.70

15.38

22.98
18.26
16.12
39.53
39.58
44.72

44.31
41.74

38.40

35.98
38.59
33.05
35.12

29.06

33.33

32.63

35.29
30.60

35.93

34.33
34.32

37.82

31.09
30.08

32.91

43.19
39.08

40.31
35.14
31.40
28.15

32.11

27.00
29.24

29.29

28.63

31.67
31.54

27.64

26.32

30.89

32.51

38.52



Table B-2 (continued)

Unit Hole Depth
(ft)

PPn

PPn
PPn

PPn

PPn

PPn

PPn
PPn

PPn
PPn

PPn

PPn

PPn

PPn
PPn

PPn

PPn

PPn

PPn

PPn
PPn

PPn
PPn

PPn

PPn

USW
Usw
Usw
Usw
USW
USW
Usw
USW
Usw
Usw
USW
USW
USW
USW
USW
USW
USW
USW
USW
USW
Usw
Usw
USW
USW
USW

G-1
G-l

G-1

G-1
G-1
G--1
G-1
G-1
G-1
G-1

G-1
G-1

G--1

G-1
G-1

G--1

G-1

G-1

G-1

G-1
G-4
G--4

G-4
G-4

G-4

2232.00
2233.00
2233.00
2261.00
2265.00
2273.40
2274.40
2274.40
2276.00
2285.00
2286 .00
2290.00
2310.20
2310.20
2310.80
2310.80
2311.50
2311.50
2312.00
2313.00
2032.40
2072.90
2131.20
2181.80
2228.50

Elevation

(ft)

2116.60

2115.60

2115.60

2087.60
2083.60
2075.20
2074.20
2074.20
2072.60
2063.60
2062.60
2058.60
2038.40
2038.40
2037.80
2037.80
2037.10

2037.10

2036.60

2035.60
ND
ND
ND
ND
ND

Matrix Porosity

(%)

38.52
35.00
38.00
36.10
36.48
35.39
31.60
35.00
34.17

36.67
35.56
33.00
37.08
38.87
39.11
35.56
36.44
35.74
35.86
38.43
34.82
20.59

24.17
29.17
28.45

Mean
Standard

32.39
6.99Deviation =
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Table B-2 (continued)

Unit Hole Depth

(ft)

BFW

BFw

BFw

BFw

BFw

BFw

BFw
BFw

BFw
BFw

BFw

BFw

BFW

BFw

BFw
BFw

BFW
BFw

BFw

BFw

BFw

BFw
BFw

BFw

BFw

BFw

BFw

BFw
BFw

BFw

BFw

BFw
BFw

BFw
BFw

BFw
BFw

BFw

BFw

BFw

BFw

BFw

BFw

BFw

BFw

Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw

GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3

GU-3
GU-3
G-1

G-1

G-1

G-1

G-1

G-1

G-1

G-1

G-1I

2075.00
2091.10
2091.50
2110.00
2118.40
2129.80
2149.80
2167.50
2169.10
2175.50
2186.30
2204.90
2209.20
2231.00
2236.10
2249.20
2256.80
2265. 70
2288.60
2290.40
2315.00
2317 .40
2323.10
2348.00
2350.00
2356.70
2369.60
2404.30
2407.20
2408.80
2432.40
2447.30
2468.50
2471.80
2476.30
2488.80
2321.00
2321.00
2321.00
2321.00
2321.00
2321.00
2332.00
2333.00
2333.00

Elevation

(ft)

ND

2765.50

2765.10
ND

2738.20
2726.80
2706.80

ND
2687.50
2681.10
2670.30

ND
2647.40
2625.60
2620.50
2607.40

ND
2590.90
2568.00
2566.20

ND
2539.20
2533.50
2508.60
2506.60

ND
2487.00
2452.30

ND
2447.80
2424.20
2409.30

ND
2384.80
2380.30
2367.80
2027.60
2027.60
2027.60
2027.60
2027.60
2027.60
2016.60
2015.60
2015.60

Matrix Porosity

C%)

30.12
20.85

27.91
13.57

17.12

18.99
21.01
17.83

24.81
18.29

25.29

8.59

18.36

22.35

9.77
23.53

8.56
9.30
10.08

8.66

8.53

9.20
8.91

8.53

8.49

6.98
7.34
6.64

7.03
5.88
5.88
6.64

5.77
6.61
8.08
8.14

37.60

36.33

37.01
35.83

36.22

36.61

36.43

37.00
35.00
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Table B-2 (continued)

Unit Hole

BFw

BFw

BFw

BFw

BFw

BFw

BFw
BFw

BFW
BFw

BFw

BFw
BFw
BFw

BFW
BFw

BFw

BFw

BFw

BFw

BFw

BFw
BFw

BFw

BFw

BFW

BFw

BFw

BFw
BFw

BFw

BFw
BFw

BFw

BFw
BFw

BFW
BFw

BFw

BFw

BFw

BFW

BFw

BFw

BFw

BFw

BFw

BFw

BFW

BFw

Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw
Usw

Usw

Usw

G-1

G-1

G-1

G-1

G-1

G-1
G-1
G-1

G-1

G-1

G-1

G-1
G-1
G-1

G-1

G-1
G-1

G-1
G-1

G-1

G-1

G-1

G-1

G-1

G-1

G-1
G--

G-1

G-1
G-1

G-1

G-1

G-1

G-1

G-1
G-1

G-1
G-1

G-1

G-1

G-1

G-1

G-1
G-1
G-1
G-1
G-1
G-1

G-1

G-1

Depth
(ft)

2338.00
2338.00
2338.00
2338.00
2338.00
2338.00
2338.00
2338.00
2355.00
2355.90
2367.90
2371.00
2380.00
2380.90
2380.90
2380.90
2382.90
2385.30
2385.30
2385.30
2385.30
2385.30
2388.00
2388.00
2388.00
2392.00
2405.00
2405.00
2405.00
2414.00
2414.00
2428.00
2428.00
2428.00
2428.00
2428.00
2428.00
2428.00
2428.00
2428.00
2428.00
2428.00
2429.00
2429.00
2445.00
2468.00
2472.30
2472.30

2472.50

2472.50

Elevation
(ft)

2010.60

2010.60

2010.60

2010.60

2010.60

2010.60

2010.60
2010.60

1993.60
1992.70
1980.70
1977.60
1968.60
1967.70
1967.70

1967.70
1965.70
1963.30

1963.30

1963.30

1963.30

1963.30

1960.60

1960.60
1960.60

1956.60
1943.60

1943.60

1942.80
1934.60
1934.60
1920.60

1920.60

1920.60

1920.60

1920.60
1920.60

1920.60

1920.60

1920.60

1920.60

1920.60

1919.60
1919.60

1903.60

1880.60

1876.30
1876.30

1876.10

1876.10

B-15

Matrix Porosity

(M)

38.29

39.63

36.64

37.59

39.33
40.15

38.35

39.62

30.30
28.08

24.71

27.10

24.31
27.10
26.34

26.34

26.15

27.20

28.41

26.79
27.44

28.79

26.34

26.72

25.95

25.57
26.44
26.44

25.48
28.74
26.85

30.15

29.01
29.43
27.86
31.06

28.41

28.63

28.35

30.15
34.60
28.14

27.48
27.31

25.86

25.38
34.09

30.38

28.14

27.17



Table B-2 (continued)

Unit Hole Depth
(ft)

BFw

BFw

BFw

BFw

BFw

BFw

BFw

BFw

BFw

BFw

BFw

BFw

BFw
BFw

BFw
BFw

BFw

BFw
BFw

BFw
BFw

BFw

BFw

BFw

BFW

USW
USW
USW
Usw
USW
USW
USW
USW
USW
Usw
USW
USW
USw
USW
USw
USW
USW
USW
USW
USW
USW
USW
USW
Usw
Usw

G-1
G-1
G-1
G-1
G-1
G-1
G-1

G-1

G-1
G-1
G-1
G-1

G-1
G-1
G-1
G-1
G-1
G-4

G-4

G-4

G-4
G-4
G-4

G-4

G-4

2473.50
2473.50
2474.00
2474.00
2480.00
2485.60
2493.00
2493.00
2501.00
2509.00
2510.00
2517.00
2518.00
2530.00
2536.20
2536.20
2538.00
2298.00
2336.80
2381.60
2436.10

2478.00
2523. 70
2577 .70
2637.50

Elevation

(ft)

1875.10
1875.10
1874.60

1874.60
1868.60

1863.00

1855.60
1855.60
1847 .60

1839.60
1838.60
1831.60
1830.60
1818.60

1812.40
1812.40

1810.60
ND
ND
ND

ND

ND

ND

ND
ND

Matrix Porosity

(%)

28.35
28.52

30.92

30.15

25.67

23.35

27.10

25.67

23.75

22.90
23.23

19.85
20.38

19.92

23.68
19.77
23.64

24.90
24.51

20.77
25.57
25.19

21.79

17.94

11.15

Mean

Standard

23.91
9.39Deviation
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Table B-2 (continued)

Unit Hole Depth
(ft)

BFn

BFn

BFn

BFn

BFn

BFn

BFn

BFn

BFn
BFn

BFn
BFn

BFn

BFn
BFn

BFn

BFn
BFn

BFn

BFn

BFn

BFn

BFn

BFn
BFn

BFn
BFn

BFn

BFn
BFn

BFn

BFn

BFn

BFn

BFn

BFn

BFn

BFn

BFn

BFn

Usw
Usw
USW
USW
USW
USW
USW
USW
Usw
USW
Usw
Usw
Usw
USw
Usw
Usw
Usw
Usw
Usw
USW
USw
Usw
USW
USW
USW
USW
Usw
USW
USW
USW
Usw
USW
USW
USW
USW
USW
USW
USW
Usw
USW

GU--3

GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
GU-3
G--1
G-l
G-1
G-1

G-1

G--I

G-1
G-1

G--1

G-1

G-1

GC1

G-1

G--1

G-1
G-1
G-1

G-1

G-1
G-1

G-1

G--1

G-1

G-1

G-1

GC1

G-1

G-4

G--4
G--4

2513.20
2515.80
2521.50
2529.30
2551.40
2562.40
2568.00
2568.70
2592.00
2617.50
2549.00
2550.00
2551.50
2561.00
2563.00
2568.10
2568.10
2568.70
2568.70
2569.10
2569.10
2585.00
2587.00
2588.00
2607.00
2608.00
2641.00
2653.00
2658.40
2658.60
2658.80
2659.00
2659.40
2691.00
2701.20
2701.20
2725.00
2694.60
2719.50
2826. 20

Elevation

(ft)

2343.40

2340.80
ND

2327.30
2305.20

ND

2288.60
2287.90
2264.60

ND

1799.60
1798.60
1797.10

1787.60
1785.60
1780.50
1780.50
1779.90
1779.90
1779.50
1779.50
1763.60
1761.60

1760.60
1741.60
1740.60
1707.60
1695.60
1690.20

1690.00
1689.80

1689.60

1689.20

1657.60

1647.40

1647.40

1623.60

ND

ND
ND

Matrix Porosity

(%)

11.24

9.02
9.84

12.99

35.89

26.81
23.14

20.66
31.69
21.63
31.85
25.93

23.98
23.46
21.46

31.71

28.39
28.57

33.60
29.83

33.33
24.27
26.64
26.64
25.41
23.48
27 . 71
29.92
30.74

22.51
26.72
21.52
28.87
23.05

29.75

30.71

28.69
28.05

25.32
27.87

.__,-

Mean

Standard Deviation =
20.38
3.93
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TABLE B-3

Residual Saturation for Each Hydrogeologic Unit

Unit Sample Code Depth (ft) Sr

TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw

G-4

G-4

G-4

G-4

G-4

G-4

G-4

G-4

G-4

GU-3

GU-3

GU-3

247

864

864

1158

1215

1256

1278

1299

1324

1132

1197

1240

0.0600

0.0662

0.0578

0.0801

0.1199

0.0704

0.1198

0.0517

0.0026

0.0075

0.3757

0.0804

Mean: 0.0910

CHnv

CHnv

CHnv

CHnv

CHnv

CHnv

G-4

GU-3

GU-3

GU--3

GU-3

GU-3

1359

1311

1331

1440

1499

1555

0.1638

0.0497

0.0479

0.0405

0.0200

0.1892

Mean: 0.0852
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TABLE B-3 (continued)

Unit Sample Code Depth (ft) Sr

CHnz

CHnz

CHnz

CHnz

CHnz

CHnz

CHnz

CHnz

CHnz

G-4

G-4

G-4

G-4

G-4

G-4

G--4

G-4

G--4

1405

1548

1551

1686

1737

1769

1778

1778

1787

0.0100

0.1095

0.2017

0.0600

0.1000

0.2154

0.1330

0.1939

0.0370

Mean: 0.1211

PPw

PPw

PPw

PPw

G-4

GU-3

GU- 3

GU-3

1899

1628

1680

1730

0.0658

0.0180

0.0665

0.1239

Mean: 0.0686

BFw

BFw

G-4

G-4

2006

2101

0.1346

0.3217

Mean: 0.2282

BFn

BFn

G-4

G-4

2401

2407

0.0608

0.0559

Mean: 0.0584
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TABLE B-4

Mean and Standard Deviation of Effective Porosity

Unit Effective Porosity
Mean Standard Deviation

TSw 0.1062 0.0458

CHnv 0.3239 0.0880

CHnz 0.2693 0.0468

PPw 0.2382 0.0650

PPn 0.2500 0.0622

BFw 0.2251 0.0884

BFn* 0.2500 0.0622

*Assumed to be hydrologically identical to PPn.
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B-2 Saturated Matrix Hydraulic Conductivity Data

Saturated matrix hydraulic conductivity (Ks ) data were obtained

from TUFFDB (1985), and Peters et al. (1984). The drillholes for which

data exist are UE-25a#l, USW G-4, and USW GU-3. Plots of saturated

matrix hydraulic conductivity as a function of depth for each drillhole

are shown in Figure B-2. Again, using the stratigraphies for these

drillholes, the conductivities were grouped by hydrologic unit in Table

B-5. The natural logarithms for the conductivity values were calculated,

and these are also presented in Table B-5 along with the corresponding

means and standard deviations for each unit. To obtain some measure of

the distribution of the conductivity values, one standard deviation was

added or subtracted from the mean of the logarithms, and the inverse

logarithm was then computed as follows:

1n (mean[ln K ] + d(ln K ])
S 5

Conductivity values are expressed in units of m/s, but were subsequently

converted to mm/yr in Table 1 for the travel-time calculations.
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Figure B-2. Plots of saturated matrix hydraulic conductivity data as a
function of depth for drillhole UE-25a#l, USW G-4, and USW
GU-3.
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TABLE B-5

Saturated Matrix Hydraulic Conductivity Data

from Tuff Data Base System 2000

Unit Hole Depth
(ft)

Ks
(mis)

in Ks
(mfs)

TSw

TSw

TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw

TSw
TSw

TSw
TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw

TSw
TSw

TSw

TSw

TSw

TSw

TSw

TSw

USW G-4
USW G-4
USW G-4
USW G-4
USW G-4
USW G-4
USW G-4
USW G-4
USW G-4
USW G-4
USW G-4

USW G-4
USW G-4
USW G-4
USW G-4
USW GU-3
USW GU-3
UE-25a#1

UE-25a#1

UE- 25a#1
UE-25a#1
UE-25a#1

UE-25a#1

UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#l
UE-25a#1
UE-25a#1
UE-25a#1
UE-25a#1

247
864
864
864
864
864

1158
1215
1215
1215
1278
1278
1278
1299
1324
1197
1246
328
421
471
660
733
772
816
866
921

1010
1040
1112
1183
1249
1266
1304

.860D-12

.217D-10
.131D-10
.197D-10
.217D-10
.390D-10
.186D-10
.377D-11
.711D-11
. 919D-11
.858D-11
.134D-11
.148D-10
.447D-09
.302D-11
.146D-10
.152D-11
.335D-09
.150D-10
.220D-09
.391D-10
.200D-10
.103D-08
.687D-11
.143D-10
.989D-11
.113D-10
.119D-09
.271D-10
.135D-09
.249D-10
.803D-09
.510D-10

-.278D+02
-.246D+02
-.251D+02
-.247D+02
-. 246D+02
-. 240D+02
-. 247D+02
-. 263D+02
-. 257D+02
-. 254D+02
-. 255D+02
-. 273D+02
-.249D+02

-.215D+02
-.265D+02
-.249D+02

-.272D+02

-. 218D+02
-.249D+02
-. 222D+02
-. 240D+02
-.246D+02

-.207D+02
-.257D+02
-. 250D+02
-.253D+02
-. 252D+02
-.229D+02
-.243D+02
-.227D+02
-. 244D+02
-. 209D+02
-.237D+02

Mean; in (K.) = -.245D+02 (m/s)

Standard Deviation In (K.) = .173D+01 (m/s)
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TABLE B-5 (continued)

Unit Hole Depth Ks in K.
(ft) (m/s) (mWs)

CHvn USW G-4 1359 .325D-10 -.241D+02
CHvn USW G-4 1359 .199D-10 -.246D+02
CHvn USW G-4 1359 .803D-10 -.232D+02
CHvn USW GU-3 1311 .315D-08 -.196D+02
CHvn USW GU--3 1331 .292D-06 -.150D+02
CHvn USW GU-3 1440 .268D-06 -.151D+02
CHvn USW GU-3 1499 .257D-07 -.175D+02
CHvn USW GU-3 1555 .790D-07 -.164D+02

Mean in (Ks) = -.195D+02 (m/s)
Standard Deviation In (K.) .404D+01 (m/s)

CHnz USW G-4 1405 .299D-11 -.265D+02
CHnz USW G-4 1548 .590D-11 -.259D+02
CHnz USW G-4 1548 .197D-10 -.247D+02
CHnz USW G-4 1548 .237D-13 -.314D+02
CHnz USW G-4 1551 .506D-10 -.237D+02
CHnz USW G-4 1551 .188D-10 -.247D+02
CHnz USW G-4 1551 .133D-10 -.250D+02
CHnz USW G-4 1686 .424D-11 -.262D+02
CHnz USW G-4 1728 .186D-10 -.247D+02
CHnz USW G-4 1728 .245D-10 --.244D+02
CHnz USW G-4 1728 .197D-10 -.247D+02
CHnz USW G-4 1728 .469D-13 -.307D+02
CHnz USW G-4 1737 .459D-12 -.284D+02

CHnz USW G-4 1737 .248D-10 -.244D+02
CHnz USW G-4 1737 .159D-11 -.272D+02
CHnz USW G-4 1769 .230D-11 -.268D+02
CHnz USW G-4 1778 .647D-11 -.258D+02
CHnz USW G-4 1778 .689D-11 -.257D+02
CHnz USW G-4 1778 .183D-10 -.247D+02
CHnz USW G-4 1778 .225D-10 -.245D+02
CHnz USW G-4 1787 .161D-09 -.225D+02
CHnz USW G-4 1787 .197D-10 -.247D+02
CHnz USW G-4 1787 .124D-09 -.228D+02
CHnz USW G-4 1787 .168D-11 -.271D+02
CHnz UE-25a#1 1361 .397D-09 -.216D+02
CHnz UE-25a#1 1516 .128D-09 -.228D+02
CHnz UE-25a#1 1568 .207D-08 -.200D+02
CHnz UE-25a#1 1638 .314D-08 -.196D+02
CHnz UE-25a#1 1741 .448D-09 -.215D+02
CHnz UE-25a#1 1791 .388D-10 -.240D+02
CHnz UE-25a#1 1842 .526D-09 -.214D+02

Mean In (K.) = -.248D+02 (m/s)

Standard Deviation In (Ks) = .266D+01 (m/s)
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TABLE B-5 (concluded)

Unit Hole Depth Ks in Ks

(ft) (mWs) (mWs)

PPw USW G-4 1899 .234D-08 --.199D+02
PPw USW G-4 1899 .138D-07 -.181D+02

PPw USW G-4 1899 .158D-08 -.203D+02

PPw USW G-4 1899 .446D-08 -.192D+02

PPw USW GU-3 1628 .692D-08 -.188D+02

PPw USW GU-3 1680 .128D-08 -.205D+02

PPw USW GU-3 1730 .118D-08 -.206D+02

PPw UE-25a#1 1888 .124D-07 -.182D+02

PPw UE-25a#1 1942 .644D-09 -.212D+02

PPw UE-25a#1 1988 .127D-08 -.205D+02

Mean In (KS) -.197Di02 (mis)
Standard Deviation In (Ks) = .109D+01 (mis)

PPn USW G-4 2006 .203D-10 ,,-.246D+02
PPn USW G-4 2101 .436D-09 -.216D+02

PPn UE-25a#1 2032 .383D-09 -.217D+02

PPn UE-25a#1 2078 .805D-09 -.209D+02

PPn UE-25a#1 2108 .236D-08 -.199D+02

PPn UE-25a#1 2159 .1O1D-08 -.207D+02

PPn UE-25a#1 2201 .891D-08 -.185D+02

Mean In (Ks) = -.211D+02 (m/s)

Standard Deviation In (Ks) = .188D+01 (m/s)

PFw USW G--4 2401 .231D--08 -.199D+02
PFw USW G-4 2407 .626D-08 -.189D+02

Mean in (K.) = -.194D+02 (mis)

Standard Deviation In (Ks) = .707D+00 (m/s)
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B-3 Brooks-Corey Exponent Data

One way to estimate the relative conductivity (K r) is to use the

power formulation for effective saturation proposed by Brooks and Corey

(1966). The formulation for the wetting phase relative conductivity is

K K csS

= (e)=(l r) (B-3)

The quantity (S - Sr)/(l - S r) is called effective saturation, Se,

and Sr is the residual saturation. Values of the exponent, c, depend

upon the pore structure of the medium under consideration and can be

determined from saturation versus capillary pressure. The relative

conductivity versus pressure head for each unit can be estimated from

Equation B-3.

Brooks and Corey showed that a, the slope of the curve of log K ,

is related to -h, the slope of the curve of log Se as a function of

the logarithm of capillary pressure, by

3 + (2/X) * (B-4)

By experimentally determining saturation versus pressure head, X can be

estimated. Brooks and Corey suggested plotting the logarithm of the

effective saturation, S , versus the logarithm of the capillary

B-26



pressure *. They observed that the relationship of Equation B-4 is

found to be generally valid for the consolidated rock cores analyzed in

their studies.

In this analysis the relation between Se and * was taken from

Peters et al. (1984), by finding a straight line that fits the data fit

as closely as possible when plotted on log-log scale. The exponent c

is then calculated by Equation B-4. The c for each unit is obtained by

averaging the E values in Table B-6 estimated from the available

retention curves within each unit.
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TABLE B-6

Brooks-Corey Exponent for Each Hydrogeologic Unit

Unit

TSw
TSw
TSw
TSw
TSw
TSw
TSw
TSw
TSw

Sample Code

G4-5
G4-24
G4-6
G4-7
G4-8
G4-9
GU3-9
GU3-10
GU3-11

GU3-12
GU3-13
GU3-14
GU3-15

864
864

1158
1256
1299
1324
1132
1197
1246

1811
1331
1440
1499

0.53
0.77
0.78
0.87
0.60
0.67
0.47
2.94
2.17

6.79
5.60
5.56
5.30
6.33
5.97
7.24
3.68
3.93

Depth (ft)

Average c = 5.9

CHnv
CHnv
CHnv
CHnv

2.27
3.23
2.86
0.59

3.88
3.62
3.70
6. 38

Average c = 4.2

CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz
CHnz

G4-10
G4-11
G4-12
G4-13
G4-14
G4-15
G4-16
G4-17
GU3-16

1405
1548
1686
1728
1737
1769
1778
1787
1555

0.21
0.60
0.45
0.70
0.57
1.50
0.58
0.67
9.09

12.59
6.31
4.74
5.86
6.85
4.33
6.42
6.00
3.22

Average c = 7.0

PPw
PPw
PPw

G4-18
GU3-17
GU3-18

1899
1628
1680

1.61
2.44
2.44

4.25
3.82
3.82

Average c = 4.0
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TABLE B-6 (concluded)

Unit

PPn
PPn
PPn

Sample Code

G4-19
G4-20

GU3-19

G4-21
G4-22

Depth (ft)

2006
2101
1730

2401
2407

x

1.02
0.86
1.85

4.96
5.33

4.08

Average c = 5.2

BFw
BFw

1.21
0.39

4.64
8.11

Average c = 4.6
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APPENDIX C. LISTS OF COMPUTER PROGRAMS

C-1 FORTRAN Program for Calculating Groundwater Travel Times.

C
C Travel Time Calculations
C
C Calculate travel times for piecewise unit depths. Break up unit
C into constant distance intervals and select constants from
C supplied distribution curves. Save fracture flow and velocity
C for each cell, travel times and # of fracture flows for each
C unit per column, and travel time and # of fracture flows for each
C column.
C
C Calculations are performed in units of feet and years.
C

Variables

colrtttc
colrttu
d
deltad
flux
fp
fraction
fracture

ftpermm
i
irs
igp
iskip
itt

- verticle column travel time for Technetium
Uranium

- distance used to calculate travel time for this cell
- maximum distance with which to calculate travel time
- flux constant
- porosity constant for fracture flow
- saturated hydraulic conductivitiy divided by flux
- Logical flag: T -> fracture flow conditions

F -> matrix flow conditions
- constant for converting milimeters to feet
- temporary loop counters
- integer random seed
- Grid point loop counter
- # of units to skip before desired unit
- ident of desired travel time: 1 -> water

2 -> Uranium
3 -> Technetium

iu
j,k,l,m -
mefile -
mp _
noc -
nocells -
nocolff -
nor -
nou -
nounitff -
ratio -
rtttc -
rttu -
shc -
sumfile -
sx
sy _
thick -
tt -

ttcol -
ttcolm -
ttfile -
ttmatrix -
ttunit -
ttunitm -
unitrtttc-
unitrttu -
velfrac -
velmatrix-

unit loop counter
temporary counters and variables
character string: multiple unit elevation file name
sample of distributed matrix porosity
# of columns for this GTM
# of equal-distant elements within a unit
# of fracture flows: this verticle column
* of rows for this GTM
* of units for this verticle column
# of fracture flows: this unit, this verticle column
constant ratio which determines fracture flow
cell travel time for Technetium

Uranium
sample: distributed saturated hydraulic conductivity
character string: travel time summary file name
x-coord of lower left point for this GTM
y-coord of lower left point for this GTM
remaining thickness of this unit
calculated water travel time for this cell
sum of travel times for this verticle column
,. ....... ..

Character string of name of travel time file
calculated travel time for matrix flow
sum of travel times: this unit, this column

(matrix)

". " " "" (matrix)
S 55 "S (Technitium)

"t "5 " " " (Uranium)

calculated velocity of fracture flow for this cell
"1 "1 ". matrix flow " "
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C-1 (continued)

C
C
C
C
C
C
C
C
C
C
C
C
C

x - temporary variable

Arrays

epsilon - unit dependent coefficients for calculating matrix
velocities

kdtc - unit dependent coefficients for calculating travel
times of Technetium

kdu - unit dependent coefficients for calculating travel
times of Uranium

sbd - unit dependent coefficients for calculating travel
times of the radionuclides

unit - thickness of each unit in this verticle column
C
C Files
C -- -- -
C Unit 1 - Input: Multiple unit elevation file
C Unit 2 - Output: Travel time results file
C Unit 3 - Output: Travel time summary file
C
C Subroutines
C -- ---------
C getdist - Get distribution of saturated hydraulic condutivity
C and matrix porosity
C
C Functions
C - --- -----
C amod - Modulo function
C idate - Get system date for initializing random seed
C random - Random number generator
C secnds - seconds
C
C*AA A ** ** *A *** *** **AAAA* *** **
C
C
C
C
C
C
C
C
C
C
C
C

Modifications:
9/10/85
9/12/85

9/13/85

- Correct negative unit check
- New matrix velocity calculations
- Radionuclide retardation travel time calculations
- Do not allow distribution beyond 3 sigma
- Change distribution coefficients
- User input of control parameters and constants
- Generate summary output file
- Allow for Fracture Flow ratio < 1.0
- Make sure porosity > 0.0
- Use largest velocity in Fracture Flow calculations

V2. 1
V2.2
V2.3
V2.4
V2 .5
V2.6
V3. 1
V4 .1
V4 .2
V4 .3

9/17/85
9/30/85

10/ 1/85
C

C
CHARACTERA8O mefile,ttfile
CHARACTER*BO sumfile V3.1

C

C

C

C
C

REAL unit(l0),mp
REAL epsilon(10)
REAL sbd(10),kdu(l0),kdtc(l0)

V2.2
V2. 3

LOGICAL fracture

DATA ftpermm
+ /.00328084/

TS CHV CHZ PPW CFU BFW CFM
DATA epsilon/5.90,4.20,7.00,4.00,5.20,4.60,5.20,3A1./
DATA sbd /2.36,1.85,1.95,2.20,2.00,2.23,2.00,3A0./

V2. 2
V2. 3
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C-1 ( continued)

DATA kdu /l.80,1.30,5.30,1.30,1.30,1.30,1.30,3*0./ V2.3
DATA kdtc /0.30,0.20,0.20,0.20,0.20,4.20,0.20,3*0./ V2.3

C
C.. Identify program to user
C

type *
type *,' Travel Time Calculations'
type *,'Version 4 ... September 30,1985'
type *,'

C
C.. Initialize
C

nounitff=O
nocolff=O
ttunit=O
ttunitm=O
ttcol=O
ttcolm=O
unitrttu =0 V2.3
unitrtttc=O V2.3
colrttu =0 V2.3
colrtttc=O V2.3

C
do 2 i=l,10 V2.2

2 epsilon(i)=-l./epsilon(i) V2.2
C
C.. Set up random generator
C

call idate (i,j,k)
x=secnds (O.)
m=amod (x,500.)
irs=i*j+m+x/3.
k=x/3.
do 10 l=l,m

10 x=ran(irs)
type *,'Random seed:',irs

C
C.. Open multiple elevations and travel time files
C

type *,'Enter Multiple Elevations file:'
accept 9502,mefile
type A,mefile
open (unit=l,name=mefile,type='OLD',READONLY)
read (1,A) nou,nor,noc,sx,sy

C
type A,'Enter Travel Time output file:'
accept 9502,ttfile
type A,ttfile
open (unit=2,name=ttfile,type='NEW' ,carriagecontrol='LIST')
write (2,*) nou,nornoc,sxsy -

C
type A,'Enter Travel Time Summary output file:' V3.1
accept 9502,sumfile V3.1
type *,sumfile V3.1
open (unit=3,name=sumfile,type='NEW',carriagecontrol='LIST') V3.1
write (3,A) nou,nor,noc,sxsy V3.1

C
C.. Get process control parameters
C

type *,'Enter flux :(ft/year)' V2.6
accept A,flux V2.6
type *,flux V2.6

C

C-3



C-1 ( continued)

type A,'Enter depth increment: (ft)' V2.6
accept *,deltad V2.6
type *,deltad V2.6

C
type *,'Enter porosity for fracture flow: ' V2.6
accept *,fp V2.6
type *,fp V2.6

C
type A,'Enter ratio of hydraulic conductivity to flux ' V2.6
type *,' which determines existence of fracture flow:' V2.6
accept *,ratio V2.6
type *,ratio V2.6

C
C. Read next column of elevations
C
1000 read (l,A,end=8000) (unit(k),k=lnou)

do 1010 i=l,nou
if (unit(i).lt.0) unit(i)=0 V2.1

1010 continue
C
C. Loop on units in column
C

iu=l
do while (iu.le.nou)

C
C. Loop on cells in unit
C

thick=unit(iu)
nocells=thick/deltad
if (amod(thick,deltad).gt.0.) nocells=nocells+l
write (2,A) nocells
do while (thick.gt.0)

d=deltad
if (d.gt.thick) d=thick
thick=thick-d

C
C. Get distribution numbers
C

mp=0. V4.2
do while (mp.le.O.) V4.2

call getdist (iu,mp,shc,irs)
end do V4.2
shc=shc*ftpermm

C
C. Identify fracture flow
C

fraction=flux/shc V4.1
if (fraction.ge.ratio) then V4.1

fracture= .true.
nounitff=nounitff+l
nocolff=nocolff+l

else
fracture= .false.

end if
if (fracture) then

C
C. Compute fracture velocities and Travel Times
C

if (fraction.le.l.) shc=ratioAshc V4.1
velmatrix=shc/mp
velfrac=(flux-shc)/fp
if (velfrac.qt.velmatrix) then V4.3

tt=d/velfrac
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C-1 (continued)

else V4.3
tt=d/velmatrix V4.3

end if V4.3
rttu =ttA400. V2.3
rtttc=rttu V2.3

else
C
C .Compute matrix velocities and Travel Times
C

velmatrix=(flux/mp)A(flux/shc)AAepsilon(iu) V2.2
tt=d/veliatrix
velfrac=0
rttu =tt*(l.+kdu (iu)ksbd(iu)/mp) V2.3
rtttc=tt*(l.+kdtc(iu)Asbd(iu)/mp) V2.3

end if
ttmatrix=d/velmatrix

C
C .Store cell data
C

write (2,*) tt,fracture,velmatrix,velfracshc,mp
ttunit=ttunit+tt
ttunitm=ttunitm+ttmatrix
unitrttu =unitrttu +rttu V2.3
unitrtttc=unitrtttc+rtttc V2.3

end do
C
C .Store unit data
C

write (2,A) ttunit,nounitff,ttunitm,unitrttu,unitrtttc V2.3
write (3,9301) V3.1

+ nocells,ttunit,nounitffttunitm,unitrttu,unitrtttc V3.1
ttcol=ttcol+ttunit
ttcolm=ttcolm+ttunitm
colrttu =colrttu +unitrttu V2.3
colrtttc=colrtttc+unitrtttc V2.3
ttunit=0
ttunitm=0
nounitff=0
unitrttu =0 V2.3
unitrtttc=0 V2.3
iu=iu+l

end do
C
C .Store column data
C

write (2,*) ttcol,nocolff,ttcolm,colrttu,colrtttc V2.3
write (3,9302) ttcol,nocolff,ttcolm,colrttu,colrtttc V3.1
ttcol=0
ttcolm=0
nocolff=0
colrttu =0 V2.3
colrtttc=0' V2.3

C
go to 1000

C
C .End of input file
C
8000 continue

C
C .Terminate
C
8800 stop 'Travel Time Calculations Complete'

C
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c-1 (continued)

C. Formats
C
9301 format (i5,fl5.3,i5,3f15.3)
9302 format (5x,f15.3,i5,3f15.3)

C

V3. 1
V3. 1

9501 format (al)
9502 format (a80)

C
end
subroutine getdist (i,rnor,rlnor,irs)

C
C Get samples for a normal distribution (RNOR) and a log-normal
C distribution (RLNOR) for unit 'i'. The mean and standard
C deviations for each unit are given as data statements.
C

C
C Variables
C - --------- _

C i - ident of unit l->Topopah Springs welded below
C the disturbed zone
C 2->Calico Hills nonwelded vitrified
C 3->Calico Hills welded zelotized
C 4->Prow Pass welded
C 5->Prow Pass nonwelded
C (Crater Flats, Upper Unit)
C 6->Bullfrog welded
C 7->Bullfrog nonwelded
C (Crater Flats, Middle Unit)
C irs - integer random seed
C rlnor - returned value of log-normal distribution for
C saturated hydraulic conductivity
C rnor - returned value fo normal ditribution for porosity
C skmu - unit dependent means of saturated hydraulic
C conductivity
C sksd - unit dependent standard deviations of saturated
C hydraulic conductivity
C thmu - unit dependent means of matrix porosity
C thsd - unit dependent standard deviations of matrix porosity
C
C Subroutines
C --- ______
C lnormal - returns sample of log-normal distribution
C normal - normal
C
C**A***** A*A*AAAAAAAAAA*AAAAAAAA*AAA*AAAA**A**AA**A***A******A***A
C

DIMENSION THMIN(7),SKMIN(7),THMU(7),THSD(7),SKMU(7),SKSD(7)
C
C

DATA
DATA
DATA
DATA

THMU
THSD
SKMU
SKSD

TS CHV CHZ PPW CFU BFW CFM
-/.1062,.3239,.2693,.2382,.2500,.2251,.2500/
/.0458,.0880,.0468,.0650,.0622,.0884,.0622/
/-.326, 4.67,-.626, 4.47, 3.07, 4.77, 3.07/
/ 1.73, 4.04, 2.66, 1.09, 1.88, .707, 1.88/

V2.5

V2. 5
V2 .5
V2. 5
V2. 5

C
CALL NORMAL(THMU(I),THSD(I),RNOR,irs)
CALL LNORMAL(SKMU(I),SKSD(I),RLNOR,irs)

C
return
END
SUBROUTINE NORMAL (U,S,R,irs)

C*****A******A************************************************************
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C-1 (continued)

C
C Return sample from normal distribution
C U=MEAN,S=STD,R=NORMAL RANDOM DEVIATE
C

C
DIMENSION X(12)

C
1 SUMX=O.

C
DO 10 I=1,12
X(I)=RAN(irs)

10 SUMX=SUMX+X(I)
R=SASUMX+(U-6.AS)
if (abs(r-u).gt.3.*s) go to 1 V2.4

C
RETURN
END
SUBROUTINE LNORMAL (U,S,rr,irs) V2.4

C*A************************A************************A********************
C
C Return sample from log-normal distribution
C U=MEAN,S=STD,R=NORMAL RANDOM DEVIATE
C

C
DIMENSION X(12)

C
1 SUMX=O.

C
DO 10 I=1,12
X(I)=RAN(irs)

10 SUMX=SUMX+X(I)
R=S*SUMX+(U-6.AS) V2.4
if (abs(r-u).gt.3.*s) go to 1 V2.4
rr=exp(r) V2.4

C
RETURN
END
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C-2. FORTRAN Program for Calculating Expected Cumulative Discharge

of Radionuclides.

PROGRAM RELEASE

RELEASE CALCULATES THE MEAN RELEASE FOR RADIONUCLIDES IN GIVEN
FLUXES AT GIVEN TRANSPORT TIMES. RELEASE SOLVES THE FOLLOWING EQUATION
FOR A GIVEN RADIONUCLIDE AT A GIVEN PERCOLATION FLUX AND A GIVEN
TRANSPORT TIME:

XBAR = .5 * AA
* (EXP RDC * (TAUBAR + .5 * RDC * VAR))

* 1. + ERF((TAUBAR + RDC * VAR) / (SQRT2 * STDDEV)))
- EXP -R * (TAUBAR - .5 * R * VAR))

* 1. + ERF((TAUBAR - R * VAR) / (SQRT2 * STDDEV))))

WHERE THE VARIABLES IN THE ABOVE EQUATION AND IN THE CODE ARE
DEFINED AS FOLLOWS:

A -- EFFECTIVE WATER INTERCEPT AREA OF A WASTE
PACKAGE (M**2)

AA -- RADIONUCLIDE ACTIVITY (CURIES)...
ALPHA * N * R * RIM / (RDC + R) * EXP(-RDC * T)

ALPHA -- RADIONUCLIDE SPECIFIC ACTIVITY (CURIES/KG)
I - - RADIONUCLIDE INDEX
J - - PERCOLATION FLUX INDEX
K -- TRANSPORT TIME INDEX
N -- NUMBER OF CANISTERS
Q -- PERCOLATION FLUX (M**3/M**2*YR)
R -- RADIONUCLIDE FRACTIONAL RELEASE RATE (1/YR)...

Q * A * S / WM
RDC -- RADIONUCLIDE DECAY CONSTANT 1/YR)
RIM -- RADIONUCLIDE INVENTORY MASS KG)
RNN -- RADIONUCLIDE NAMES
S -- MIN(SR.SM). WHERE SR IS THE SOLUBILITY OF A

SQRT2
STDDEV
T
TAUBAR
TBAR
TSUBC
VAR
WM
XBAR

RADfONUCLIbE AND SM IS THE SOLUBILITY OF THE
WASTE PACKAGE MATRIX (KG/M**3)
SQUARE ROOT OF 2
STANDARD DEVIATON OF THE TRANSPORT TIME
PROBLEM TIME (YR)
(YR) ... T - (TSUBC + TEAR)

MEAN VALUE OF THE TRANSPORT TIME (YR)
WASTE PACKAGE CONTAINMENT TIME (YR)
VARIANCE OF THE TRANSPORT TIME
MASS OF THE WASTE PACKAGE MATRIX (KG)
THE MEAN VALUE OF THE RADIONUCLIDE RELEASE
(CURIES)

IMPLICIT NONE
EXTERNAL ERF
REAL ERF
CHARACTER*8 RNN(3)
REAL*8 ALPHA(3) ,RDC(3),RIM(3),S (3)
REAL*8 Q(2),T(2),TBAR(2),STDDEV (2)
REAL*8 AWMN,TSUBC
REAL*8 AA,R,SQRT2,TAUBAR,VAR,XBAR
INTEGER I,J,K
DATA RNN /'C-14', 'TC-99', 'I-129'/
DATA ALPHA -/4.45E+3, 1.70E+1, 1.74E-1/
DATA RDC /1.21E-4, 3.22E-6, 4.36E-8/
DATA RIM /6.OE-4, 2.55, 6.32E-1/
DATA S /5.OE-2, 5.OE-2, 5.OE-2/
DATA Q /5.E-4, 1.E-3/
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C-2 (continued)

DATA T /1.E+4, 1.E+5/
DATA TBAR /4.42E+4, 2.15E+4/
DATA STDDEV /1.25E+4, 7.94E+3/
DATA AWM.NTSUBC /0.332, 3.33E+3, 2.1E+4, 3.E+3/
SQRT2=SQRT(2.)
DO 20 K=1,2
DO 15 J=1,2
TAUBAR=T (K) - (TSUBC+TBAR (J))
VAR=STDDEV(J)*STDDEV(J)
DO 10 I=1,3
R=Q(J)*A*S(I)/WM
AA=ALPHA(I)*N*R*RIM I) /DC (I) +R)*EXP(-RDC(I *T(K))
XBAR=.5*AA*(EXP(RDC I *TAUBAR+ .5*RDC (I)*VAR)

* *(1.+ERF (TAUBAR+RDC(I)*VAR)/(SQRT2*STD; (J))))
* -EXP( R* TAUBAR-.5*R*VAR))

*(1.+ERF (TAUBAR-R*VAR)/(SQRT2*STDDEV(J)))))
WRITE(4,5) T( ),q(J),RNN(I),XBAR

5 FORMAT( TIME: ,F8.O,, FLUX: ',FS.4,
* C NUCLIDE: ',A82MEAN RELEASE: ';,12.5)

10 CONTINUE
15 CONTINUE
20 CONTINUE

STOP
END

C
C REAL*8 FUNCTION ERF(X)

C ERF IS AN APPROXIMATION OF THE ERROR FUNCTION; TAKEN (ORIGINALLY) FROM.
C C. HASTINGS, JR., APPROXIMATIONS FOR DIGITAL COMPUTERS.
C PRINCETON UNIVERSITY PRESS, PRINCETON, N. J., 1955.
C

IMPLICIT NONE
REAL*8 X,ISGN
REAL*8 T,T2,T3,T4,T5
REAL*8 P,A1,A2,A3,A4,A5
DATA P,A1,A2,A3,A4,A5

* /.3275911, .254829592, -.284496736, 1.421413741,
* -1.453152027, 1.061405429/
ISGN=1.
IF(X.LT.O) ISGN=-1.
X=-ABS ~X) PX
T=1i./ 1.PX
T2=T*T
T3=T2*T
T4=T3*T
T5=T4*T
ERF=ISGN*(1.-(A1*T+A2*T2+A3*T3+A4*T4+A5*T5)*EXP(-X*X))
RETURN
END

C-9/C-10



APPENDIX D

INFORMATION RELEVANT TO THE REFERENCE INFORMATION BASE

D-1 Source of Data Used in the Report

1. The map of Yucca Mountain Site shown in Figure 2 was generated by

Interactive Graphics Information System (IGIS, Product Number

CAL-0119, SNL, 1986).

2. General hydrologic cross section of Yucca Mountain, shown in Figure

2, was modified from IGIS product number CAL-0115. The modification

is necessary to show the wavy arrows for percolation flux and the

unsaturated zone between the disturbed zone and the water table.

The legend for hydrologic units was changed to be consistent with

NNWSI EA (1986).

3. Grid map of the calculational elements for the repository studying

area shown in Figure 3 was generated by the Interactive Graphics

Information System (IGIS, Product Number CAL-0114, SNL, 1986).

4. Isopach contour maps shown in Figure 4 were generated by Interactive

Graphics Information System (IGIS Product Numbers CAL-0047 through

CAL-0053, and CAL-0060).

5. Parameters listed in Table 1 were summarized from data in Appendix B.
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APPENDIX (Continued)

6. Histograms of total bulk porosity for each unit shown in Figure 5

and histograms of the logarithm of saturated matrix hydraulic

conductivity were derived from data in Appendix B.

7. Values for the modeling parameters listed in Table 2 were chosen for

the parametric analyses. The flux of 0.5 mm/yr and vertical

correlation length of 10 ft used for baseline case were based on the

understanding at the time, of the upper limit of percolation flux.

8. Values for the parameters used in the calculation of cumulative

releases are the same as those specified in the EA (DOE, 1986).

Computations for this report were based on the emplacement,

approximately, of 21,000 canisters (or 70,000 MTHM).

9. The hydrological unit and drill hole data listed in Table B-1 were

based on Reference Information Base, version 01.001, SNL, 1985.

10. Matrix porosity (Table B-2), residual saturation (Table B-3), and

saturated matrix hydraulic conductivity (Table B-5) were obtained

from Tuff Data Base System 2000, version 11001, Product Nos. 1 and

2, SNL, 1985.
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APPENDIX (Concluded)

D-2 Data Recommended for Inclusion Into the Reference Information Base

1. Data for the hydrological parameters used in the calculations of the

baseline case groundwater travel time are the first of their kind

compiled from RIB and TUFFDB. The data for baseline case shown in

Tables 1 and 2 are candidates for inclusion in the RIB.

2. Based on the present calculational model, the estimates of

groundwater travel time (as shown in Figures 8D and 12) for the

baseline case, are candidates for inclusion in the RIB.

3. Cumulative releases to the water table listed in Table 4 are also

candidates for inclusion in the RIB.

D-3 Data Recommended for Inclusion Into the Tuff Data Base

None.
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