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Preliminary Estimates of Groundwater Travel
Time and Radionuclide Transport
At the Yucca Mountain Repository Site

By

Scott Sinnock (Editor)
Y. T. Lin
M. S. Tierney
and others

ABSTRACT

This report presents the assumptions, methods, and data used in a
probabilistic approach to the calculation of groundwater travel times and
total radionuclide releases to the water table below Yucca Mountain,
Nevada. Assumptions and mathematical principles that serve as the basis
for the formulation of the calculational model are described. Data to
support the analyses are abstracted from formal and informal reports
generated by the staff of such participating organizations as the United
States Geological Survey, Los Alamos National Laboratory, Lawrence
Livermore National Laboratories, and Sandia National Laboratories, for
the Nevada Nuclear Waste Storage Investigations (NNWSI) Project
activities. Results from the analyses consist of distributions of
groundwater travel time from the disturbed zone to the water table and
the cumulative curie releases to the water table. The studies provide
some of the information needed in support of requirements for the NNWSI
statutory Environmental Assessment and indicate that

for the upper limit of percolation flux below the repository level at
Yucca Mountain, groundwater travel time has a mean of about 43,000
years and a standard deviation of about 12,000 years; less than 1
percent of the calculated groundwater travel times are less than
10,000 years.

values for cumulative releases of radionuclides, for a 70,000-MTHM
inventory of spent fuel, subject to a percolation flux of 0.5 mm/yr,
have been estimated at about 6.0 x 10~% curies of C-1l4, 2.0 x 102
curies of Tc-99, and 5.0 x 102 curies of 1I-129, which would be
released to the water table within 10,000 years following repository
closure.

Therefore, based on the present model, this evidence indicates that the
Yucca Mountain repository site would be in compliance with regulatory
requirements.
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1.0 INTRODUCTION

This report was prepared to document analyses of groundwater travel
time and radionuclide transport in support of the statutory Environmen-
tal Assessment (EA) document of the Nevada Nuclear Storage Investigations
(NNWSI) Project (DOE, 1986). The NNWSI Project, administered by the
Nevada Operations Office of the Department of Energy (NV-DOE), is
responsible for assessing the feasibility of developing a repository for
commercial high-level radiocactive waste at Yucca Mountain, Nevada (see
Figure 1). Sandia National Laboratories (SNL) provides support for the
NNWSI Project in the areas of repository design, performance assessment,
data base development, and experimental programs for the investigation of
thermal and mechanical rock properties at Yucca Mountain. This report
was prepared as a part of the performance assessment activities at SNL.
The data used in our analyses were provided by various investigators from
U.S. Geologic Survey, Los Alamos National Laboratory, Lawrence Livermore
National Laboratory, and other principal participants in the activities

of the NNWSI Project.

The draft statutory EA (DOE, 1984a) included preliminary performance
assessments requiring the calculation and estimates of potentiai
groundwater travel time and cumulative radiological releases to the
accessible environment. These performance assessments were used to
evaluate certain qualifying and disqualifying conditions required by the
DOE with regard to the hydrogeoclogy of the site and total system

performance. The calculations of groundwater travel time and cumulative

releases of radionuclides presented in the draft EA (DOE, 1984a) were
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made by means of simulation models available at that time. The model
used for predicting cumulative releases, SPARTAN* (Lin, 1985; Sinnock et
al., 1984), was based on single, deterministic values of groundwater
velocities and dispersionless radionuclide transport through a
representative section of hydrogeological units in the unsaturated zone
at Yucca Mountain. During the public review and commentary periods for
the draft EAs, requests were received from several sources to provide
additional support for the conclusions in Sections 6.3.1.1 and 6.4.2 of
the final NNWSI EA report (DOE, 1986). The techniques presented here
were developed in response to those requests, to account for
variabilities in the key parameters used for calculating groundwater

travel time and radionuclide transport.

To address the concerns about groundwater travel time, this report
presents a probabilistic method for estimating the distribution of
groundwater travel times. To address the question of radionuclide trans-
port, the report also presents a probabilistic method consistent with the
groundwater travel-time calculations. The report describes the physical
and the mathematical bases of the methods, and presents the results of

analyses using these methods.

Section 2, following this introduction, describes assumptions,
methods, and data used for estimating groundwater travel times. Results
of the simulations used for calculating groundwater travel time are also

discussed in Section 2. These simulations rely on a wider range of

*Simple Performance Assessment of Radionuclide Transport at Nevada.



defining parameters than those used in the draft EA (DOE, 1984a), and
provide additional insight and support for judging the reliability of the
results presented in Section 6.3.1.1 of the final version of the EA (DOE,
1986).

Section 3 presents the basic assumptions and the methods used for
estimating cumulative releases of radionuclides to the water table, and
provides background material for assessing the limitations of the
conclusions drawn in Section 6.4.2 of the final version of the EA (DOE,

1986).

Section 4 presents the conclusions.

Three appendices are provided as follows:

Appendix A contains estimates of the distribution, mean, and standard

deviation of travel time derived by analytical methods.

Appendix B contains the source data for effective porosity, saturated

matrix hydraulic conductivity, and relative hydraulic conductivity.

Appendix C contains lists of computer programs for calculating the

groundwater travel times and the expected cumulative discharge of the

radionuclides.

—4



2.0 GROUNDWATER TRAVEL TIMES

Calculations of groundwater travel times provide useful information
for assessing the postclosure performance of a potential high-level
nuclear waste repository at Yucca Mountain. 1In particular, the regula-
tions of both the DOE (1984b) and the Nuclear Regulatory Commission (NRC,
1983) require that pre-waste-emplacement groundwater travel time along
the fastest path of likely radionuclide travel from the disturbed zone to
the accessible environment shall be at least 1,000 years. Groundwater
flow is the most likely means for the movement of substantial amounts of
radiocactive contaminants from the waste-emplacement area to the access-
ible environment. Radioactive releases into the accessible environment
must remain within limits prescribed by the Environmental Protection
Agency (EPA) for the first 10,000 years after permanent closure of the
repository (EPA, 1985). Because, in general, contaminants can travel no
faster than the groundwater, the groundwater travel time between the
subsurface facilities and the accessible environment sets a minimum time
before releases of radionuclides can occur and provides a basis for

estimating the quantity of such releases thereafter.

Groundwater travel times depend upon the hydraulic properties of
geologic units through which water flows, hydrologic conditions at the
site, and the length of flow paths. At Yucca Mountain, the flow paths
pass through both the unsaturated and saturated zones. This stﬁdy focuses
only on the downward percolation of water through the unsaturated zone.

A conceptual hydrogeologic cross section of Yucca Mountain (Figure 2)

—-5-
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illustrates the general flow paths from the waste-emplacement area con-
sidered in this report. Montazer and Wilson (1984) present a conceptual
model that includes possible lateral flow both above and below the
repository level. However, for reasons described in Section 2.1, our
approach, hence our conceptual diagram of the likely flow path shown in
Figure 2, assumes only vertical flow through the unsaturated zone beneath
the repository. The flow passes through the unsaturated zone to the
water table, and along a 5-km distance in a downgradient direction along
the top portion of the saturated zone leading to the accessible

environment.

This chapter is divided into the following sections.

Section 2.1 establishes the conceptual and theoretical bases for
calculating groundwater travel times.

Section 2.2 presents a discussion of the data required in the
analyses of groundwater travel time;

Section 2.3 details the computational model for calculating
groundwater travel time.

Section 2.4 presents selected results of the calculations, includ-
ing variations based on differing sets of model parameters to indicate
the relative sensitivity of simulated travel times to some of the key
parameters.

Section 2.5 presents a summary of the groundwater travel time
solutions and general conclusions about the probable behavior of‘the flow

system at Yucca Mountain in terms of the repulatory requirements.



2.1 Theoretical Basis for the Calculation of Groundwater Travel Times

The calculation of groundwater travel times depends upon the basic
equations selected for analyzing flow behavior. In steady-state flow
through a porous rock, the specific discharge (flux) of a fluid is
commonly taken as described by the Darcy flow equation (Bear, 1972;
Freeze and Cherry, 1979); this is usually expressed in one-dimensional

form as

dh

q=-K an (m/yr) , (L

where g is the specific digscharge or flux in m3/m2/yr, K is hydraulic
conductivity in m/yr, and dh/d® is the hydraulic gradient. The
distance along the flow direction is measured by L. The hydraulie

head, h, is the sum of the two components, pressure head, ¥, and
elevation head, z. The average linear pore velocity of water particles,

V, may, for saturated conditions, be obtained from the equation

(m/yr) , (2)

where n, is the effective porosity or volume of interconnected pore
space available for fluid transmission. Given the velocity for a
particle of water, the travel time, t, along a given path may be

calculated by using




£

<l e

T = (yr) , (3)

where d is the linear distance of the flow path between two points.

Transient infiltration pulses may be transmitted through fractures in
the Tiva Canyon welded unit, the uppermost tuff unit of Yucca Mountain
(Figure 2), according to several conceptual models for water flow in the
unsaturated zone at Yucca Mountain (Montazer and Wilson, 1984; Montazer
et al., 1985; Sinnock et al., 1984; Weeks and Wilson, 1984) and simu-
lationsAof flow (Wang and Narasimhan, 1985 and 1986; Peters et al.,
1986). However, the infiltration pulses probably are damped by the
matrix pores of the underlying Paintbrush nonwelded unit. The underlying
Topopah Spring welded unit responds to the pulses by exhibiting only
small changes in saturation, pressure, and potential relative to the
steady-state values. The flow field of infiltrating water percolating
through deeper units, including the lower part of the Topopah Spring
welded unit, which is the target zone for waste emplacement, and the
underlying units, probably exhibits a near steady-state behavior

representing a long-term average flux.

Because the steady-state flow in the lower portion of the unsaturated
zone at Yucca Mountain is probably vertical, the term dh/d% is assumed
to equal minus one (-1) in our model, which is restricted to the region
50 meters below the repository (from the lower boundary of the disturbed
zone to the water table). This means that the flow is driven solely by

the elevation head and is along a gradient ofvunity in the direction of

-9-



gravity. Based on this assumption, a reasonable approximation of the
velocity of water through the lower portion of the unsaturated zone can
be obtained from Equation 2. The flux, g, may be determined inde-
pendently, or may be determined by theoretical relation to the conductiv-
ity, K. The effective porosity, n_, may be derived from experimental
measurements. Therefore, calculations of groundwater travel time can be
expressed as a function of only three parameters-—-namely, the flux, the
effective porosity, and the distance of vertical flow. This last param-
eter is conveniently expressed by the combined thicknesses of the hydro-
geologic units, which make up the total thickness between the disturbed
zone and the water table for the area beneath the potential repository

facilities at Yucca Mountain.

Hydraulic conductivity and pressure head in unsaturated tuff depend
on capillary forces in the porous rock. These forces, in turn, are a
function of the saturation and the pore size distribution of the rockmass
through which flow occurs. At lower saturations, smaller pores with
larger capillary forces exert a dominant suction that draws water into
the smallest pores with sufficient volume for containing the available
water. A decrease in hydraulic conductivity, an increase in suction
pressure, and a decrease in effective porosity accompany a decrease in
saturation. Given a steady flux of water through the porous rock, it is
reasonable to assume (Weeks and Wilson, 1984; p. 2) that an approximate
steady-state condition exists whereby (1) hydraulic conductivity'adjusts
to a value equal to the flux, (2) pressure head is relatively constant in
space, and (3) effective pore volume (the pore space available for the

free movement of water) becomes a function of the flux.

~10-



For steady-state flow through the matrix of porous unsaturated rock, the

average linear velocity of a fluid is expressed as

V = —— (m/yr) , (4)

where 6 is the effective moisture content (volume of mobile water per unit
volume of porous rock) of the matrix. Equation 4 is the extension of
Equation 2 for partially saturated flows. For saturated rock, 0 is
identical to the effective porosity, but for partially saturated rock, © is

a function of q.

A simple approximation of the dependence of 6 on q can be obtained from
a power-law expression (Brooks and Corey, 1966) for the wetting-phase

relative hydraulic conductivity, as follows:

€
K S -8,
—_ —— ’
K = I - s (5)
s r

where

K = effective hydraulic conductivity (m/yr)
K = saturated hydraulic conductivity (m/yr)

S = saturation (volume of fluid/void-space volume)
S = residual saturation, and

e = an empirical constant > 0.

-11-



Rearranging Equation 5 gives

X 1/¢
(S—Sr)=(1——Sr) ({(" . (6)

s

Because
& =n(s-58) , (7)

where n, is the bulk porosity of the matrix (void-space volume per unit

volume of rock), then

1/¢

G=nb(l—sr) (E_) . (8)
s

~

For steady flows and regions of rock removed from infiltration
boundaries or capillary fringes, Weeks and Wilson (1984, p. 2) have indi-
cated that under a unity gradient, on the average, the effective
hydraulic conductivity, K, will adjust so that

K=g (m/yr), for q < Ks . (9)

Therefore, substituting q for K in Equation (8) gives

1l/¢
6(q) = nb(l - Sr) (i;) for q < Ks . (10)

-12-



The term nb(l - Sr) is equal to the effective porosity, L if all

the pore space in the matrix is interconnected. Thus,

q 1l/¢
6(q) = n, ( E—) for q < K, (11)

By incorporating Equation 11 into Equation 4, one finds that

q Ks 1/¢
vm = H; ;“ (m/yr), for q < Kg. (12)

If the flux exceeds the largest possible value of hydraulic conductivity
of the matrix (i.e., saturated conductivity), then that portion of the flux in
excess of saturated hydraulic conductivity will have to move either laterally
along the bottom of, or within the low-conductivity region, or vertically
downward through fractures. On the assumption that all flow is vertical, the
excess flux, qf, is expected to flow vertically through fractures that dip
at angles close to 90° (Scott and Bonk, 1984). If q > KS, it is assumed

that the water will flow in fractures with a linear velocity, locally, of

(m/yr), for q > Kg, (13)

where ng is the effective fracture porosity. Therefore, linear velocity of
a water particle moving along a vertical path through the rock matrix or
fractures is determined, for our calculations only, by the percolation flux,

g, and local values of saturated matrix hydraulic conductivity, Ks’ matrix

~-13-



effective porosity, n_, fracture effective porosity, ng, and an empirical

constant, ¢, representing the effects of saturation levels on matrix pore

space available for flow.

In the present model, Ks and n, are treated as random variables
because of their spatial variation within each hydrogeologic unit. As
described in Section 2.2, their unit-specific statistical parameters are
assumed to represent spatial variations of Ks and ne based on samples
collected from the available data. In effect, KS and n_ are treated as
spatially random fields within hydrogeologic units. The effective moisture
content, 6 (Equation 4), is derived as a function of q, KS, and n_
(Equation 11), allowing a computation of the local water-particle velocities

as follows:

K \1/¢
q s
;;(q—-) (m/yr), if q < KS )
V = q (14)
£ (m/yr), if g > K
n, = Ts

The fracture porosity, nf. the residual saturation, Sr’ and the
Brooks-Corey exponent, e, could also be regarded as spatially random
variables. However, because of a lack of sufficient data, Sr and ¢

are assumed to be constant values within each hydrogeologic unit in the

present model, and n_ is assumed to be a constant throughout the entire

£

unsaturated portion of the underground site.

14—
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The variability of hydraulic parameters may be different in the
vertical and horizontal directions. This variability depends on a
concept referred to as the correlation length. The correlation length is
the minimum distance between two points at which the covariance, C, of a
spatially-dependent random variable vanishes (see p. 17 of Feller,

1966). 1In simpler terms, two values of a random variable are statis-
tically independent if the spatial distance between them exceeds the
correlation length. 1In the vertical direction, the velocity field
described by Equation 14 is assumed to be correlated over a distance less
than some length Py Similarly, the values representative of the
velocity field at the same depth, but in different horizontal locations
of the rock, are assumed to be correlated if the locations are separated
by distances of less than Py - Neither p, mOT Py has been determined

for the hydrogeologic units at Yucca Mountain; therefore, they were
defined as free parameters in the calculations. The correlation length
in the vertical direction is probably smaller than that in the horizontal

direction for vertically stratified tuff at Yucca Mountain.

2.2 Data Required for the Calculation of Groundwater Travel Times

As established in Section 2.1, the data needed for calculating

groundwater travel times by our approach include values for the

(1) thickness of each hydrogeologic unit along the assumed ﬁertical

flow paths between the disturbed zone and the water table,

(2) effective matrix porosity and effective fracture porosity,
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(3) saturated matrix hydraulic conductivity,

(4) the Brooks-Corey Exponent (see Equation 8) for relative

conductivity, and

(5) percolation flux between the disturbed zone and the water table.

For each of the parameters, the empirical basis for defining the ranges
and distributions used in our calculations, is addressed in the following

subsections.

2.2.1 Thickness of the Hydrogeologic Units and the Geometry of the
Calculational Grid

A horizontal grid of the repository study area, constructed as a
digitized gridded terrain model (GTM) on the Calma Graphics system at SNL
(GE/CALMA, 1985), is shown in Figure 3. GTM is defined by a set of
elevations and a set of GTM parameters. The parameters include the x-y
origin of the orthogonal grid in a three-dimensional spatial model, the
grid spacing, and the number of grid points in the x and y directions.
The origin of the GTM is located at Nevada state grid (central)
coordinates, East 557,000 feet and North 750,000 feet. The distance
between grid points along the x and y coordinates is 250 feet (76.2 m).
There are 37 grid points in the x direction and 89 in the y direction
with 0° orientation. The GTIM is three-dimensional. Data defining the
elevations (z direction) of stratigraphic contacts, and the water table

at each grid point, are from a three-dimensional model of reference
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thermal/mechanical and hydrological stratigraphy at Yucca Mountain (Ortiz
et al., 1985), slightly modified to account for a different
interpretation of offsets along Ghost Dance Fault. The depth and
elevation level at each point of contact between hydrogeological units,
for drill holes, are presented in Appendix B. Elevations of the
repository facilities, disturbed zone boundary, and the water table were
defined for this study. The volume beneath the repository is represented
by 963 square vertical columns of the grid. Digitized data, which define
the gridded geometry of the hydrogeological units, repository facilities,

disturbed zone boundary, and water table are available from SNL.

The values for the thickness of each unsaturated hydrogeologic unit
beneath the disturbed zone were obtained from the three-dimensional
graphics model* of the Yucca Mountain Site (Ortiz, et al., 1985). The
disturbed zone is assumed to be 50 meters below the midplane of a
45-m-thick envelope containing the underground facilities. Projections
of the perimeter drift of the design repository (GE/CALMA, 1986,

No. 0119) to the lower boundary of the disturbed zone delineate the area
of vertical unsaturated flow used in the calculations. CGontours of the
thickness of the total unsaturated zone and of each of the seven
hydrogeologic units between the disturbed zone and the water table are
shown in Figure 4. The range of unit thicknesses and the percentage of

total repository area underlain by each unit are listed in Table 1.

*The model is maintained on the IGIS computer graphics system of Sandia
National Laboratories (GE/CALMA, 1985).
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Figure 4.
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TABLE 1

Parameters Used in Groundwater Travel-Time Calculations for the Unsaturated Zone

Hydrogeologicd
Unit
TSwW CHnv CHnz PPW PPn BFw BFnP Remarks

Parameter

Hydraulic i = 9h/3l = 3a¥/al + 3z/d3l

Gradient, (i) 1.0 1.0 1.0 1.0 1.0 1.0 1.0 where 3¥/31 << 1.0 and
9z/91 = 3z/3z = 1.0, i.e.
vertical gravity flow is
assumed

Mean Saturated® 0,722 107.168 0.535 87.742 21.637 118.439 21.637 Kg = in-1 (mean{1in(Kg)>1)

Hydraulic

conductivity Values in parentheses are

Ky (mm/yr) (31) (8) (38} (10) 7 (2) (NA) the number of measurements

Kg - 1o 0.128 1.886 0.0374 29.500  3.302 58.405 3.302 tn-1 (um {InKg) « o [lnxs])

(mm/yr)

Kg + 1o 4.073 6089.953 7.648 260.967 141.797 240.182 141.797 in-1 (ng.n [lnkg) + & [1“K51>

(mm/yr)

Mean Effective 0.1062 0.3239 0.2693 0.2382 0.2500 0.2251 0.2500 ng = nu{l-Sg), where ny

Porosity +0.0458  +0.0880 +0.0468  +(0.0650) +0.0622  +0.0884 40,0622 is the mean bulk, dry

ne *+ lo porosityd and S, is

(138,12) <(23,6) (65,10) (27,4) (75,2) (120,2) (NA) residual saturation (S).
Ordered pairs in
parentheses are number
of measurements of ny
and 8., respectively

Range® 0-72 0-135 0-133 0-44 0-122 0-91 0-55 Thicknesses between

of disturbed zone and water

Thicknesses table for area within the
design repositery
boundaries.

(m) (98.5) (95.3) (94.5) (83.2) (63.1) (25.6) (7.5) Values in parentheses are
percents of total
repository area underlain
by the units.

Ef 5.9 4.2 7.0 4.0 5.2 4.6 5.2 Empirical constant that
vepresents the effects of
the relationship between
pore-size distribution
and saturation on the
amount of the effective
porosity, ng, available
for flow; the effect of
¢ is to reduce flow
area and thus increase
particle velocity
relative to values
calculated using q/ng

8 sge Figure 2 for legend.

b Assumed to be hydrologically identical to PPn.

€ ssturated conductivity data is from the Tuff Data Base (TUFFDB) Product Mo. 2, 1985.

Bulk porosity data is from the Tuff Data Base (TUFFDB) Product No. 1, 1985.

© Range of thickness, Interactive Graphics Information System (IGIS), SNL 1985.

€ derived in Appendix B by the method of Brooks and Corey (1966).
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2.2.2 Effective Porosity

Effective porosity, n» was defined in Equation 10 as

n, = nb(l - Sr), (15)

where nb is the bulk matrix porosity and Sr is the residual satura-
tion (Peters et al., 1984). To determine an effective porosity for each
hydrogeologic unit, information about the bulk matrix porosity and

residual saturation for each unit was required.

Given the depth ranges in each drillhole corresponding to each hydro-
geologic unit, bulk matrix porosity data were retrieved from the NNWSI
Tuff Data Base (TUFFDB, 1985). Bulk porosity data exist for saﬂples
collected from only four drillholes—-identified as UE-25a#l (Spengler et
al., 1979), USW Gl (Spengler et al.,\1981), USW G-4 (Spengler and
Chornack, 1984), and USW GU-3 (Scott and Castellanos, 1984). The listing
of all bulk porosity data obtained from the Tuff Data Base (TUFFDB, 1985)
is presented‘in Appendix B-1. All porosity measurements are traceable to
published NNWSI documents through version 11002 of the TUFFDB. Means and
standard deviations of the available porosity values were then calculated
for each hydrogeologic unit. A histogram of available porosity
measurements for each unit is shown in Figure 5, with a superimposed
theoretical curve derived from the calculated mean and standard déviation

for a normal distribution.
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Figure 5.
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Residual saturation values were obtained by Peters et él. (1984) for
samples collected from drillholes USW G-4 (Spengler et al., 1984) and
USW GU-3 (Scott and Castellanos, 1984). These data were designated for
the hydrogeological units based on the depth from which the samples were
taken. Given the means of the residual saturation, §r' the effective

porosity, ne, were calculated for each sample in each unit by

n, = (1 - Sr) n, .
The means and standard deviations of effective porosity were then
estimated by using the population of samples in each hydrogeologic unit.
The data for nb and Sr, which were used for performing the calcula-

tions, are given in Appendix B. The results of these calculations are

presented in Table 1.
Few estimated values for effective fracture porosity are available;
however, a constant value of 0.0001 was chosen for use in our

calculations based on the discussions in Sinnock et al. (1984).

2.2.3 Saturated Matrix Hydraulic Conductivity

Saturated matrix hydraulic conductivity (Ks) data were obtained

from Tuff Data Base (TUFFDB, 1985), and Peters et al. (1984). The
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drillholes for which data exist are UE-25a#l1, USW G-4, and USW GU-3. The
available conductivity measurements were grouped by hydrogeologic units
(see Appendix B-2). Assuming that a log-normal distribution charac-
terizes the variability of hydraulic conductivity, for the means and
standard deviations of the logarithms, conductivity values were
calculated for each hydrogeologic unit. Histograms of the logarithms of
the available measured values and superimposed theoretically normal
distribution curves derived from the calculated means and standard
deviations are shown in Figure 6. Table 1 lists the antilog of the mean
of the logarithme and the antilog of one standard deviation added to or
subtracted from the mean of the logarithms. Conductivity values were
calculated in units of m/s for travel-time calculations, but were

subsequently converted to mm/yr for presentation in Table 1 and Figure 6.

2.2.4 Brooks-—-Corey Exponent

For unsaturated materials, the effective porosity must be modified to
account for the effects of saturation on the volume of pore space con-
tributing to flow under partially saturated conditions (see Equation 8).
One way to estimate the relative conductivity is to apply the power law
expression for effective saturation, stated in Equation 5. Brooks and
Corey (1966) show that the slope of the relative hydraulic conductivity
curve, ¢, is related to the slope, -\, of the effective saturation
curve as a function of pressure head, by the relationship e=3+(2)k).

The dependence of ¢ on the water-retention characteristics can be
determined by fitting data as closely as possible to a straight line

(with a slope of -\) when the retention curve is plotted on a log-log
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scale. The Brooks-Corey exponent, ¢, is treated here as a constant,
and estimates of it are presented in Appendix B-3. The value, ¢, for
each hydrogeologic unit (see Table 1) was obtained by averaging the
estimated ¢ values from the available water-retention curves within

each unit.

2.2.5 Percolation Flux

As discussed in Section 2.1, episodic infiltration of surface-water
is probably damped by the subsurface rock, and deep percolation is
assumed to be in a steady-state condition through and below the waste-
emplacement level. According to available information, a steady vertical
flux of less than 0.5 mm/yr probably occurs beneath the underground
facilities in the matrix of the Topopah Spring welded unit (Montazar
et al., 1985; Wilson, 1985; Sinnock et al., 1985). Although no definite
value of moisture flux in the Topopah Spring unit and below it has been
established, several lines of evidence support an upper bound of
0.5 mm/yr (Wilson, 1985). For this report and for calculations sum-
marized in the NNWSI Project EA, a constant value of 0.5 mm/yr is used as
a baseline value for calculations of groundwater travel time. Values of
1.0 mm/yr and 0.1 nn/yr are also used in this report, thus providing a

basis for performing a comparative analysis of the effects of flux.

2.3 Calculational Model of the Groundwater Travel-Time Distribution

As described in Section 2.1, unsaturated flow from the boundary of
the disturbed zone to the water table may occur in any of the seven

hydrologic units. Figure 7 illustrates the three-dimensional geometry of
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Figure 7.
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the unsaturated zone used in the Monte Carlo simulations of groundwater
travel time. In the calculational model, Ph is assumed to be 250 ft,
the horizontal dimension of the calculational grid shown in Figure 3.
The unsaturated zone beneath the disturbed zone was divided into M

(963 in the present model) columns of ares, (ph)z, each with a

vertical length, dm’ equal to the sum of the thickness of the
hydrogeologic units that compose column m. The length, dm, of column m

is expressed as

m
d = } 4 . (m) , (17)

where Im is the number of distinct hydrogeologic units in the column m,

and dm i is the thickness of each unit, i.

+

Assuming that the thickness of unit i in column m comprises Jm i
?

elements (or slabs) of thickness Py where P, is the vertical

correlation length in unit i, then,

(18)

We ignore the fact that dm 3 may not be an exact multiple of Py

]

This approximation has little effect on results.

The spatial correlation length for the velocity variable (Equation

14) is related to hydrogeologic parameters such as flux, saturated
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hydraulic conductivity, effective matrix porosity, and fracture
properties; however, the correlation length for these properties are
largely unknown for the tuff units at Yucca Mountain. Different values
for the vertical correlation length, Pyt were assumed for calculating
groundwater travel times in this report. The baseline case uses a
vertical correlation length (the thickness of calculational elements) of
10 feet; each column for each hydrologic unit of thickness, dm,' (see
Figure 7) was divided into many 10-foot-thick calculational elements (or
slabs) for carrying out the calculations of the model. Other cases used
different thicknesses for the calculational elements to simulate the
vertical correlation length (1-, 50-, and 150-foot-thick slabs and, as a
bounding case, the entire unit thickness). The last case (one
calculational element per column per unit) is very conservative, because
it is unlikely that many water-bearing fractures penetrate the entire
thickness of any of the rock units. Longer correlation lengths tend to
increase the variance of groundwater'travel time and, therefore, tend to
be more conservative. A value of 10 feet is assumed to be a baseline
representation of the vertical correlation length. The time required for

a water particle to travel through element j in unit i of column m is

expressed by

o 1 1l/¢
(Ve<l) (yr) ifq<l(s
Py TS '
myi,i vm,i,j =4 . (19)
e (yr) if q > Ks
e
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where the vm,i,j are the velocities of groundwater as computed

according to Equation 14; these velocities are treated as independent,
identically distributed random variables for each element j, unit i, and
column m. Tm,i,' are independent random variables with an identical

probability density function for each parameter Ks and n_, sampled

within each unit.

The travel time through a unit of thickness dm i is the sum of the

travel times through each of the Jm i elements or slabs in column m;

1

that 1is, .

T = ¥ T . . (yr) . (20)

The total travel time, Tm’ through Im units in column m, is the

sum of the travel times through each of the Im units, where

(yr) . (21)

There are many ways of defining travel time, T, for the entire set of
M columns. Because percolation flux is assumed to be uniformly
distributed within the boundaries of the disturbed zone, every part of
this cross-sectional area of M columns has an equal probability of
experiencing the same water flux. Using a uniform weighting implies that

each column is chosen at random with equal probability for our derivation
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of the distribution of travel time. In this derivation a "realization”
of total travel time consists of one set of sampling from Ks and ne
distributions for all of the m, i, and j variables. The distribution of
total travel time, T, can be constructed from an ensemble of realizations
of the travel time for all M columns, extending from the disturbed zone

to the water table.
The mean value of T can be estimated as follows:

_ 1 M R
T = 2 2 Tm(r) (Yl’.‘) )
n=l r=1

where Tm(r) is the rth

realization of Tm and R is the number of
realizations. The population of Tm(r) is obtained by direct

simulation, using the Monte Carlo method.

For the case in which the vertical correlation length is equal to the

thickness of the unit, Jm N is equal to 1, and Equation 21 reduces to

m
T = 2 T . (yr)

An estimate of the mean and variance of the travel-time distribution

for the mth column also may be derived analytically by assuming a very

small vertical correlation length (i.e., p_ << d_ ., so that J_ ,
v m,i m,i

is very large). Using this assumption and the éentral limit theorem, the
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travel-time distribution through column m of the unsaturated zone can be
shown to be approximately normal. The derivation of this analytical
solution to travel-time parameters through column m is presented in
Appendix A. 1In this report, however, we have exclusively used direct
numerical simulation for calculating the total travel-time distribution
and the mean and variance of T. Comparisons of the analytical solution

with simulation results will be made in the future.

The algorithm for generating realizations of the travel time is now
described for each calculational element. A value for saturated
hydraulic conductivity, randomly selected from the appropriate unit-
specified distribution in Table 1, is compared with the given value of
flux. If the flux value is less than 95 percent of the saturated matrix
conductivity, it is assumed that the flow within that element is entirely
within the porous rock matrix. The ratio of 0.95 is used for comparing
flux with saturated conductivity to account for potential initiation of
fracture flow at saturations less than 100 percent. WNext, a value of
matrix effective porosity is randomly sampled from the appropriate
distribution for the unit given in Table 1. The travel time of
groundwater flow for each element is then calculated according to

Equation 19.

If the ratio of flux to the randomly sampled value of saturated
matrix hydraulic conductivity is equal to or greater than 95 percent of
the flux, it is assumed that fracture flow occurs for that quantity of

flux in excess of the value of saturated matrix conductivity. The travel

~32-



time of flow in fractures for that element is then calculated according
to the second entry in Equation 19, whereupon a constant value for effec-
tive fracture porosity (0.0001) is used in our calculations. The portion
of flux remaining in the matrix is used for obtaining a matrix-flow time
for each element characterized by groundwater flow through fractures.
However, in our model, only the faster one, either fracture-flow time or
matrix-flow time, contributes to the travel time used for the element.
This procedure is repeated for each vertical element within each hydro-
geologic unit (in each of the 963 vertical columns) located between the
disturbed zone and the water table. The sum of travel times for all
vertical elements within a single column represents the total travel time
along that column. As stated earlier, one may repeat this process R
nunber of times, to accumulate R realizations of columnar travel time.
Performing the calculations for each of the 963 columns, shown in Fig-
ure 7, accounts for the spatial variability of the thickness of the
individual hydrogeologic units. A version of the computer code used to

perform the calculations is listed in Appendix C.
2.4 Results

This section discusses results of selected groundwater travel-time
calculations based on data provided in Section 2.2 and calculational

methods described in Section 2.3. Results are presented in several

formats including
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. isochron contour maps that show the spatial distribution of
travel times below the area occupied by underground facilities of
the repository;

. histograms that show the number of flow paths (vertical columns
in the calculational model, each 5806 m2 in cross-section)
characterized by travel times within certain ranges;

. curves of the cumulative distribution functions (CDF), or
cumulative frequency distributions normalized to a total
frequency of one, that show the fraction of flow paths with
values less than a given value; and

. tables of means and standard deviations of sets of travel-time

values for each of the units and the total of the units.

Results of a baseline case are described first, followed by a comparison
of these results with travel-time distributions based on variations of
selected model parameters. The baseline case is characterized by a set
of model parameters that are considered to reflect the current hydro-
logical conditions in the unsaturated zone at Yucca Mountain. Model
parameters that are varied, which represent alternative cases, include
values for the vertical correlation length, standard deviations of the
logarithms of saturated matrix hydraulic conductivity, standard
deviations of effective porosity, and the assumed flux through the
unsaturated zone. Table 2 presents a summary of the model parameters
used in this analysis. The purpose of these variations is to provide
insight into the sensitivity of travel-time distributions to some of the

assumptions upon which the modeling approach is based.
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TABLE 2

Summary of Modeling Parameters
Vertical Correlation Scaling Factor Scaling Factor Flux q
Model Parameters Length p, (ft) for ollnkKg) for olngl (mm/yr)
Case 1
(Baseline) 10 1 1 0.5
Case 2
(Variation on py) 1, 10, 50, 150, dp ;*,+ 1 1 0.5
Case 3 '
(Variation on flux) 10 1 1 0.1, 0.5, 1.0%
Case 4
(Variation on o[lnKgl) 10 0.2, 1, 2t 1 0.5
Case 5
(Variation on olngl) 10 1 0.2, 1, 2% 0.5
* d; represents the thickness of each hydrogeologic unit.
+ These represent the values that were used for the parametric analysis.




2.4.1 Csse 1: The Baseline Case

The model parameters used for the baseline case are defined in the
first row of Table 2. The results of groundwater travel-time distribu-
tions for the baseline case are shown in Figures 8 through 12, and
Table 3. Figure 8 presents maps of travel-time contours for the region
composed of 963 columns between the disturbed zone and the water table.
Illustrations 8A through 8D present the average travel-time contours
obtained for 1, 10, 50, and 100 reslizations*, in which all other
modeling'parameters, as listed in Table 2, remain the same. Figure 8E
shows the average travel-time contours calculated by using only mean
values for hydraulic conductivity and effective porosity for each
hydrogeologic unit. Figures 9A and 9B show contours representing the
standard deviations of travel time and the percentage of each column
characterized by fracture flow. Figure 10 shows the cumulative
distribution curves of travel time based on 1, 10, 50, and 100
realizations. Also shown is & curve derived by using mean values of
affective porosity and hydraulic conductivity. Figure 11A provides a
histogram of totsl travel times based on 10 realizations. Figure 11B
presents the corresponding cumulative distribution curves for the total
travel times and for each of the seven hydrogeologic units. Table 3
shows the means and standard deviations of the travel-time distributions

for each of the units and for the total unsaturated area below the

*For more than one realization, the travel-time contours are based on the
arithmetic means of the multiple travel-times calculated for each column.
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TABLE 3

Summary of Travel-Time Values for a Flux of 0.5 mm/yr Based on
10 Realizations and Using 10-Foot-Thick Calculational Elements

Percentage of

Total
Repository Area

Underlain by Mean Standard Deviation
Unit the Unit (yrs) (yrs)
Topopah Spring Welded Unit 98.5 4,765 1,920
Calico Hills Vitric Unit 95.3 11,000 7,760
Calico Hills Zeolitized Unit 94.5 13,695 8,145
Prow Pass Welded Unit 83.2 3,915 1,710
Prow Pass. Nonwelded Unit 63.1 15,020 8,025
Bullfrog Welded Unit 25.6 6,800 4,085
Bullfrog Nonwelded Unit 7.5 5,445 3,525
Totalx 43,265 12,765

*Estimates are for the entire unsaturated zone underlying the disturbed zone.

disturbed zone. Figure 12 shows a histogram of the 963 expected values of
travel time corresponding to each of the 963 columns and their cumulative
distribution curve based on 100 realizations. Each of the figures will be

discussed in the following paragraphs.

The boundaries of the plotted contours on Figures 8A to 8E correspond to
the location of the outer perimeter drift of the repository.* The contour
maps were generated on the Interactive Graphics and Information Systems

(GE/CALMA, Product Nos. CAL0O44 (1985) and, CALO082, CALO107, CALO108, and

*The perimeter drift of the repository has been defined as shown in a design
drawing by Parsons, Brinkerhoff, Quade, and Douglas, (PBQ&D, 1985; GE/CALMA,
1986, Product No. 0119) an architectural-engineering firm on contract to
Sandia to provide a conceptual design of underground facilities for use in
the forthcoming NNWSI project Site Characterization Plan.
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CALO0109, 1986), which plotted travel times as z values on the GTM of the

site (Figure 3). The travel-time values were obtained from the output

files of a version of the computer code listed in Appendix C.

Based on the patterns of the contours on Figures 8A to 8E, two over-
riding conclusions are apparent, as follows: (1) that average travel
times increase in a southwesterly direction, from a minimum of about
20,000 years, along the eastern edge of the emplacement area, to a
maximum of about 70,000 years in its southwest corner because of the
increase in the thickness of the unsaturated rockmass (compare Figures 8A
to 8E and 4A to 4H); and (2) that multiple realizations are required for
good estimates of the expected values of the columnar travel-time dis-
tributions, as evidenced by the smoothing of the contour lines as the
number of realizations increase. The irregularity of travel-time con-
tours is most pronounced for a small number of realizations. This can be
interpreted as an approximation to the general spatial patterns of actual
travel-times caused by the distribution of the hydrogeological
properties. However, averaging the values of multiple realizations, for
each column, yields a better statistical approximation of the expected
values for groundwater travel-time. A comparison of the total
travel-time contours obtained for 1, 10, 50, and 100 realizations
indicates that increasing the number of realizations reduces the
irregularities of average travel-time contours. With a sufficient number
of realizations (Figure 8D) the contour lines become fairly smooth,
resulting in a close approximation to the expected values. Ten
realizatioﬁs, shown in Figure 8B, were used to illustrate this method for

calculating groundwater travel time in the NNWSI EA (DOE, 1986).
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time of flow in fractures for that element is then calculated according
to the second entry in Equation 19, whereupon a constant value for effec-
tive fracture porosity (0.0001) is used in our calculations. The portion
of flux remaining in the matrix is used for obtaining a matrix-flow time
for each element characterized by groundwater flow through fractures.
However, in our model, only the faster one, either fracture-flow time or
matrix-flow time, contributes to the travel time used for the element.
This procedure is repeated for each vertical element within each hydro-
geologic unit (in each of the 963 vertical columns) located between the
disturbed zone and the water table. The sum of travel times for all
vertical elements within a single column represents the total travel time
along that column. As stated earlier, one may repeat this process R
number of times, to accumulate R realizations of columnar travel time.
Performing the calculations for each of the 963 columns, shown in Fig-
ure 7, accounts for the spatial variability of the thickness of the
individual hydrogeologic units. A version of the computer code used to

perform the calculations is listed in Appendix C.

2.4 Results

This section discusses results of selected groundwater travel-time

calculations based on data provided in Section 2.2 and calculational

methods described in Section 2.3. Results are presented in several

formats including
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It is interesting to note that the expected values for travel-time,
based on many realizations using random sampling of hydrogeologic param-
eters, are not the same as those derived by using mean properties in a
single deterministic calculation. Figure 8E shows a plot of travel-time
contours based solely on mean values for the saturated matrix conductiv-
ity and effective porosity as listed in Table 1; other parameters defined
in Table 1 remain the same. The difference in patterns is, in part,
caused by the effects of using a 10-foot vertical correlation length,
which provides a large sampling set of hydraulic conductivity values for
the elements in each column. Thus, the sampled properties (KS, when
compared to the assumed constant flux) will result in fracture flow
through only some calculational elements for a given column, and there is
a limited probability for simulated fracture flow to propagate through
many elements (slabs) in the column (Figure 9B). Using only mean
hydraulic properties in the calculations ensures that no fracture flow is
simulated in any unit, because mean values of hydraulic conductivity (see
Table 1) are greater than the assumed constant value of flux of

0.5 nm/yr.

The random sampling of hydraulic properties also produces a variance
of the travel-time distribution that includes the effects of the
variability of the thickness of the units, as related to the properties
of fracture flow in different units, as well as the variability of the
hydraulic parameters of the units. Figure 9A shows a contour plot of
standard deviations of the columnar travel times. The standard
deviations are fairly constant and are generally less than 5,000 years.
Figure 9B shows the contours for the percentage fracture flow occurring

in the elements through each column. A comparison of Figures 8D and 8E
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with Figures 9B and 4A indicates that the changes in travel time from
column to column are largely due to the changes in the percentage of
fracture flow and to the total thickness of the unsaturated material

below the disturbed zone.

Figure 10 shows the cumulative distribution curves based on 1, 10,
50, and 100 realizations using randomly selected values of Ks and
n . Also shown is a curve derived by using mean values of effective
porosity and hydraulic conductivity. These figures were generated from
the same data files of travel-time values used to produce the contour
maps in Figures 8A to 8E. The empirical cumulative distribution curves
show little variation after 10 or more realizations because each
realization consists of 963 columnar travel times. This suggests that
only a few realizations are sufficient for obtaining a reasonable
approximation of the cumulative distribution curve for expected travel

times.

Figures 11A and 11B show travel-time distributions in other formats.
The histogram (Figure 11A) approximates a probability density function
(PDF) of the total travel time, and the cumulative frequency distribu-
tions (Figure 11B) illustrate the fraction of travel-time:values
contributed by individual hydrogeoclogic units. The minimum and maximum
values of such a histogram (i.e., plotting columnar travel time values
from all realizations) would extend to zero and infinity, respectively,
as the number of realizations approaches infinity. Therefore, the
minimun and‘maximum values from this type of histogram do not represent
the range of expectgd groundwater travel times. Rather, the mean values

and multiples of the standard deviations are a better indication of the
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range of expected travel times and the reliability of these estimates.
Table 3 lists estimates of the means and standard deviations of travel
time for each hydrogeologic unit, as well as for the total travel-time.
The relatively small values for standard deviations indicate the level of
precision possible for estimates of the expected values for groundwater

travel times, given the assumption of our model.

Figure 12A provides a histogram of the expected values for travel
time through each of 963 columns based on 100 realizations. 1In this
case, it is correct to state that the expected travel times for flow
through the unsaturated zone are bounded by a minimum of about 20,000
years and a maximum of about 70,000 years. Note the different shapes and
ranges of the histograms and the cumulative distribution curves on Fig-
ures 11 and 12. Given a decision-basis value, T%, for the groundwater
travel time objective (NRC, 1983) as illustrated in Figure 12B, the
fraction of paths having an average travel time less than T* can be
identified. Granting the limitations of the modeling assumptions, the
groundwater travel-time values represented by Figure 12 indicate a very
high likelihood that groundwater travel time from the disturbed zone to
the water table at Yucca Mountain will exceed 10,000 years. These
results may also provide a rationale based solely on groundwater travel
time for an assessment and demonstration of compliance with the EPA
requirements for the control of radiocactive releases entering the
accessible environment. The results shown in Figure 12 can be
interpreted as being representative of the fastest paths of likely
radionuclide travel from the disturbed zone to the water table on the

basis of the present conceptual model. Thus, groundwater travel time
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through the unsaturated zone at Yucca Mountain may be adequate to show,
with reasonable confidence, that no radionuclides will reach the
accessible environment prior to 10,000 years, the time period stipulated

for controlled releases by EPA Standards.

Figures 8 to 12 and Table 3 strongly suggest that the requirements
for 1,000 years of groundwater travel time from the disturbed zone to the
accessible environment can be met solely by flow time within several of
the individual hydrogeologic units of the unsaturated zone beneath the
disturbed zone at Yucca Mountain. 1In addition, the total travel times
through the unsaturated zone may be sufficient to demonstrate compliance
with EPA requirements with regard to the control of radionuclide releases
for 10,000 years [(Figure 11B)]. Therefore, such demonstrations may also
be based reliably, in a large part, on the estimates of groundwater
travel time through the unsaturated zone. The assumptions used in our
current analysis are subject to refinement as more data become available
and as conceptual understanding of unsaturated flow behavior is
improved. Future refinements will occur, particularly in the
understanding of the relationships between matrix flow and fracture flow,
and the related potential for concentrations of flow by lateral diversion

and infiltration pulses.

2.4.2 Case 2: Variations on the Vertical Correlation Length

The implicit vertical correlation length (10 feet) of the baseline
case is much less than the thickness of any of the hydrogeologic units

(see Figure 4). This results in a large number of independent random
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variables (travel times through each of the calculational elements),
which are added together to obtain a travel time through a column.
Consequently, there is low probability that fracture flow (q > Ks) will
ocecur through a large number of elements in any single column from the

disturbed zone to water table.

To investigate the effects of correlation length on the travel-time
distribution, various vertical thicknesses of calculation elements
(implicit vertical correlation lengths of 1-, 10-, 50-, 150-ft elements,
and for cne element equal to the thickness of each unit) were assumed.
The model parameters used for this case are defined in Table 2. The
calculations of travel time were done in exactly the same way as those
for the baseline case, except for the use of different thicknesses for

each calculational element.

The resulting cumulative distribution curves for total travel times
are plotted in Figure 13. Figure 13 indicates that the variance in the
total travel time increases with increases in the correlation length
(this observation is analytically derived for a single column in Appendix
A). Longer correlation lengths affect the travel-time distribution,
especially at the tail ends of the distribution, because of the
increasing probability of fracture flow through a significant number of
elements that make up each of the columns. Even if the vertical
correlation length is assumed to be at least as great as the thickness of
each unit (the upper-bound case, Py = dm,i)’ the cumulative

distribution is less than 2 percent for a travel time of less than 1,000

years (Figure 13). These results indicate high sensitivity of the travel-
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time distribution to the, as yet, undetermined correlation length for
velocity in each hydrogeologic unit. The bounding case of P, = dm,i

may be used with no knowledge of the correlation length, and it is
physically improbable. WNevertheless, it may be used for estimating
travel times that could occur along structural features where fracture
flow might be sustained throughout the entire thickness of a given
hydrogeoiogic unit. Generally, the sensitivity of the travel times to
the correlation lengths suggests how prudent it is to perform a carefully

designed testing program for determining the correlation length of all

key parameters influencing flow velocities.

Because of the uncertainty about the data used in calculations of
pre-waste-emplacement groundwater travel time, the effects of variability
in flux, saturated matrix hydraulic conductivity, and effective porosity
were investigated to gain some insight into the sensitivity of the travel
time to these parameters. The following three subsections treat

variations based on each of the hydrogeologic parameters.

2.4.3 Case 3: Variations on the Flux

A reasonable and conservative estimate of the upper-bound on flux of
0.5 mm/yr (Wilson, 1985) was used for the baseline-case travel-time
calculations. A value twice that of this upper bound is probably an
unrealistically high estimate of flux. Nevertheless, a histogram of
associated travel times (Figure 14) suggests that the 1,000-year

requirement would be satisfied even under a flux value of 1 mm/yr. The
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histogram in Figure 14 is the conservative (see discussion in Section
2.4.1) frequency plot of all 9630 travel times from 10 realizations

(i.e., 10 realizations of 963 columns).

Figure 15 shows the travel-time distributions obtained for flux
values of 0.1, 0.5, and 1.0 mm/yr where all other modeling parameters
listed in Table 1 are retained. A value of flux of 0.1 mm/yr or less is
consistent with available data on hydraulic properties of the rock matrix
and observed field conditions of moisture tension and saturation (Peters
et al., 1985; Sinnock et al., 1984; Montazer and Wilson, 1985; and Weeks
and Wilson, 1984). The cumulative distribution functions provide a means
of interpreting, probabilistically, whether the 1,000-year travel-time
requirement would be satisfied. Figure 15 indicates that a very small
proportion of flow paths have a travel time of less than 10,000 years for
a flux value of 0.1 mm/yr. On the other hand, a substantial proportion
of flow paths have a travel time of less than 10,000 years for a flux
value of 1 mm/yr. This i