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THIS DOCUMENT HAS BEEN REPRODUCED

 FROM NRC MICROFICHE HOLDINGS BY

'THE DOCUMENT MANAGEMENT BRANCH,

DIVISION OF TECHNICAL INFORMATION
AND DOCUMENT CONTROL

FOR INFORMATION ABOUT MICROGRAPHIC SERVICES
INCLUDING EQUIPMENT CALL: 28I37 - |

»

FOR DETAILS ON:
MICROFICHE BLOWBACK SERVICES CALL: 28076

APERTURE CARD BLOWBACK SERVICES CALL: 28076
MICROFICHE OR APERTURE CARD DUPLICATION CALL: 28076
FOR EQUIPMENT REPAIRS CALL: 28397
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”Stop A Past Procedure for

the Exact Computatxon of the

Performance of Complex
Probabxhstxc Systems

ABSTRACT

A A new set- theoronc melhod for the exact and efficient computatxon of the
. probabilistic performance of complex systems has been developed. The core of the method
‘is a fast algorithm for disjointing a collection of product sets which is intended for systems
-with more than 1,000 components and 100,000 cut sets. The method is based on a “*divide-
and-conquer™ approach. in-which a multidimensional problem is progressively decom-
“posed into lower:dimensional subproblems along its dimensions. The method also uses a
. particular pointer system that eliminates the need to store the subproblems by only requir-
mg, the storage of pointers to those problems.
Examples of the algorithm and the dwxde-and -conquer strategy arc provided,
'.md comparisons with other significant niethods are made. Statistical complexity studies
" show that the e\pccted time and space complexity of other methods is Otme™), but that our

- method is Otam? logim)1. Problems which would raquire days of Cray-1 computer time

* with'present methods can now be sulved in seconds. Large- scale systems that can only be
Jppm\lmatcd mth other techmques can now also be c\'aluated exactl\' '

' T‘.q evaivtion of the pd"*.tbxhﬂu prnn"

Tamie ol swstems s an eseential step in manv

svetems srgdies In sk anal Ve~ furanstance, the

enn ditnibuton tunction must v computed In |
i atulity analves, sUch g those performed on

Mo reactars  svetem redubility must be
evaluated ' N

" When svstemt consist o many highly interace
e ..mp‘mrnb the evadt eva! .uaton ot their per-
~termane e often enceds the capabiiny of I.u,,eu-m- T

Cputdrs and spproumation merrods are emploved.

.:!m\-u: N Fich-nisk situgtens where the Gt

R -\-'tm saiiure are ;"n".:‘x..\r vam\xn.n.mn
"\g':-.u.!- are-otten unsatistactory, and Tevaa
ansiners are nevded. In come case, of course the

acuzaces snourted as g zesult of such approa-

Tns are ove mh.lmr.i bv othe tnaciuracies in |
'Z'.- input data. which are often huchly ~ul~1nt.\r.'
snd speculanve und evaccandners are ruled oot In
-2 cases fowever @ sensnvay snalysisis often .

ceauited w0 determune e sersifivay of perfor.
Tane nn-:.rn to ‘h.m-.-* 2 input structure, and

| INTRODUCTION "

“<uck an analvers should not Jepend upun appm\-

imations made purely for computational purposes.
.The estimation ot system performance trom
the performance or the compunents and their inter-

cunpections often provends In two steps First, &

perfuormance tejection .region tor the system 1s
Jdefined and the tombinanons of the component
states which cauee system tejection are Jetermined
These are the  cut ~ets” of the systetn Neat. the
probability of occutrence of ut least one ot thesecut
<ets is computed from the probabilities associated
with the compunents and the ~ut <ets. Numerous
methods have been devised to complete both of

thee steps.!? but nonc of these appear satistactory

“in handling large-scale problems consisting of more

than 1. 000 <umponents and involving more than

100 000 cut sets

An evamination of the .n.‘ihbl« methods ap-
Peats o indivate that the sevond step Jeserves par-
twubar’ attention at this tme. A recent paper by
Abraham? siemificantiv improved the effioency of
probability computation methads and mav be used




. cut sets tminimal or rot), typically Otine™ *) com- -
- puter operations and memory locations are re-

~asa clandard against whuh new dcvclopmcnm may

be contrasted.

A complexity analysis of Abraham’s algorithm

reveals that, for a sy<tem with n components and m

quired. When a system with 1.000 components and

1100000 cut sets is considered, appronimately 5.8 X
- 101 gperatione are rmu-red far bc\'und any con-

ceivable computer.. . . . .
The purpose of xhe prrwm paper is o pre ent
a method whose expected time and space feyuire-
ments are Otnm?® logtmpt. The methad is called
“STOP” "‘Superfast Technique lu_t,()bt.nnmg
Probabilitles ). it reprecents o cet-theoretic view-
point in which .syctem success or failure i
repre<ented as a union of intersections of depen-
dent events, and a disjoint representation for that
union is sought. Although this representation is

“analugous to g sum of product form in a Boolean .

problem. the «et-theoretic: view provided con-
ciderablv mare insucht into the structure of the

vompatational prablem. particularly since a holistic

V.

approach is taken where all cut sets are examinad

~and transformed simultanevusly via a divide-and-
_conquer approach to obtain the disjoint form. This
is probably the most important feature that Jis-

tinguishes this parallel procedure from sequential

“ procedures such as Abraham s, in which each cut

set is processed individually in some order.
In this paper, we otfer a <hetch of the com.

plexite analyv<is and refer the reader to Ref. 10 fora

" more. thorough report of our researck The

aleorithm itself, however, i prsénted 1= con-

ciderable detail and vith appropriate rvampies, «o

“that interested readers could implement  the

algorithm in & manner suitable ta their own com-
putational environment, and with minims! inter-
pretation Our final report will provide a' line by

line description of our FORTRAN implementation

for those workers who are interested in im-

. plementing the algorithm without moditicanon,

T avatems only, -

Although thisc report deale with cohierent?!
the extension o non-coherent

sveteme is strachtforward and Joes not aleet the
complenity of the algonithms discuseed here

“NOTATION AND DEFINITIONS

Consider o

H neo.
nent C, associate 2 binary state variable ¢, such that

¢, = L. Cisin the working state and

e, =0.if C,isin the tailed state.

We consider the system state variable as an n-tuple
s = (e, €2 ... €. .. ) Of state variables and a
system state as an n-tuple of component states in

the sysiént state space Q=E XEX..XEX .

system  with ‘n  components .

C" = 1C,. C.. Cy. ... €. i, €, With each compo-

Xt dmuled by X E. whereE = !0 13 =, lhe

,=

: cdr'nponmt state spuce. and the coordinates are j ='

1. 2....n For example. the system state (0,. 1,. 0,,
1;. I5. ... 0,) represents the condition wherte C, is
failed. C, is working. C, is failed. .... and C, is
failed. It is straightforward to apply this n-tuple

- characterization to graphs in order to describe

‘paths from any scurce node to any sink node, and

" we shall occasionally use graphs to illustrate our

discussion.

~

_esann-tuple 5 =

Anuther conve nieat notion is that ut a siprle
set. A simple et Sis g product subset ut the state

. space. Thus

5= X AC X L.
Coi=r =i

Simple sets may b used to characterize the ca'ises
of system failure for wuccess), more specifically.
failure cuts in gmpln or cut sets in fault tree<. The
simple set 118, X 101, X Uy X ... X U, fori instance,
represents lhc condition wlwxe component C s

- working, component C, is fuiled. component C, is

failed or working. ..., componcmACn is faiied or

working. - M
The set U in coordinates 3 .md n mdncatcs 2

*don’t care”” condition in those positions. To sim-.

plify notation. and if no danger of confusion exists,
we shall reprecent a dmplc et more conventionally
{eg. ea ol cp). where ¢, is now a
ternary vanablc with pn«uble \'.\Iue< 0.1, 0r-. The
simple set X110, X Uy x ... X U abave would

© are. s onsiduimmns el




- then be tepresemed as an n-tuple (1. 0. -, ... <),
" . -where the hvphm represents atdon’ toare condmon .

in :he curresponding coordindte.
‘We shall occasionally represent a collection
. 'S :i= L2 ..mlofm n-dir : rnsional simple sets
¢t QIS) in ‘the matrix form of Fig. 1. In that
fepresentation, E, s the j* vordn..:f( 2alue of sim-

' plecet S.:As a geneul cumment when the simple. .

sels fepresent causes of system fasure and the
. velue of coordinate | of sumb simple «etS_equals U,

then the cunrs;\mdmg component C s trrelevant

“to system farlure for that parl.cdhr cauee S IfE |

= U for .ull indwes i = 1. 2./.. m. then C, x.~
urrlr\am“ to the. systefn,: Aot oniy 1o system
falure, If L = 0 for mor lha vncs. thenE s o

wmmun-mmie event, apd compunent C, 1o m.ued
b\ q-\eul smple ets, the humber ot indices i
fur which E, = Oincressgs. foffsome fned ). thean-
tluence of componrm C; upop the «x~tem tailure
initéases. [n the extreme ta>e whenE =0 for ally,
the !.nlure nl & xj
e ~ttf"l ' ' . ,'

A hnal but lmponam mathematual comment

u»mrmmg product sets” and ther probabilities

.~hould be made. Probability distr.zarons of ran-

Jom \Jr':.v'bln are vsually determunad oy refinting

ot m.spp.ng bak to'the sampie sfae v12 the -
veter ot the random . \.m.m.c« 1=25 The prababil

sties sl rm.!u-.t sete—such as uimple wciv—ate thus

€ C, o o C o o C

. -1

Sy 1 Eqy ' Ein
Sz R . . . . .
. . . .
. . ® . s
S, . .. E.i .

L 2 ‘ [} [ ] L4 .
Vo. ) _o. .
sn'; : Em.] ° . N . e o c”‘n

FIG. 1. Matrix reptesentation ot a collection ot m
a-dimensional simple sets 5,8 = 1, 2.....m".

nc.'e,.u-y or the unlurr of the "

' equal to the probabilitiés of mterseclwns of subsets

of the simple space. As an example. consider two
random variables X; : 2 =R and X. : 2 = R. Then

PIX; = a X, = by = PUX, Mal N X, 7Y b, In the
" net section, v\hcrc we descnbe the algorithm, we

shall use this fact to evploit the set-theoretic
ansiogue ¢ the absorption and expansion opera- - .
tions of Boolean algebra.” We shall now recall some

_~tandard set-theoretic facts.

e 1 the universa! <et, and A and B any two
sets, mrn B

AULU=UadAant=aA .

Furthermore,
an : C B
T BAA = BAU. AL 2
i= :

1 x-l

for any collection $A, -0 = 1.2 L.onlof sets. We
aivo have the expansion operation

A=A"B+aArBE .. 13)

whete = denotes dispoint union and B is the com-
plement o8 B and the containment |ab~orp..unr
operaton i : :

A= AUATT 14
Consider some sequence A L of simple sete -
deved by a setinden ~et 45 and 3 courdinate indes
setlyd Iozorsomen LA = A forall il then

SN = L oA S D A

R L AT N T TR
T |= .
R = A0 L A t3)
€8 1€ h
. ,,h

Thie tactonng . whih chuu-s the n-dimensional
rroblem to an in-1)-dimensional problem ithe A
weardinate removeds wiil be tmporant in our
Jdevelopment In practice ot course. a wesher con.
Jion s ueuglly 'met in which, tor any rved coor-
dinate a andsetinden s A L = AL = A forome
~u‘\q~.;.:rmr 12 0f the indes wqm:mc ui. By com-

finine the tactonng and the evpansion-operations
thin conditivne s enpluted  recursively in our
shotzhm tu obtain the following devomposition:




.U. .n. Ail =
i€l jeljt o zELl - L!

where A, is the complement of A;.

INTRODUCTION TO THE ALGORITHM

Consider the failure matrin of Fig 1 for an n-

component system with m causes of falute S,
where each §_is a umple set charactetizing 4 system

fardure condition. The pmbabxlatv of syetem failure

15 then

Pml‘!‘\’ﬂem l'anlurﬂ = P U S1 . A7),

" The ~|mp!e ~te § are t.m-lv sjosnt. Thun.nre

MSs)

Cm
PuU.s5) =
= 1

'RVE]

usually, and it is natural to ~een some transturma-

ton of the collation !S5 - 0 = 1. 2. .. m!into
another collection Bri=E L2 LLmlof simple
sets such that the 5' arc disjoint, and such that

P(U 5) = l’tu Sy =
|=I _-A)=X ’

0ieg

S 18y
] .

bewml mﬂhuds enist! 3¢

in n. the dimension of the system, and asymp-

totically linear in m. We present a method uhuh T

Ocnm? logtm. -
Several goals were suu!,ht with ‘the new

“meéthod. In addition to efficient time and spade

behavior. we neaded good asymptotic charace
tenistics. In particular, we needad quick. monotonic

and controlied convergence to the correct-answer. .

Speaifically, we felt it was important to determne 3/
crtical and smallest number & tor any problem.

~

T for ubhn.rimg this
dns]omt tepresentation. but a mmplc\m- <tudy of °
Abraham « appraach.! whick appears 1o dominate
the uthers. shows that thev are of exponential order

+A N A
L b Lw(l "
Nl
u n -".*‘\a" LU nCA D oter -
i€ti! jelj e - 14 je:l':,

Ll S ' i”

«uch that the divide-and-conquer process could be

‘ruaranteed 1o stop befure steration K We alw en-

deavored 1o structure the slgorithm an such a wav

that tight stopping rules could be devivad for

super-large problems whose answers could not be

abtained exactly. All of these xuals have be(-n met

by the present algorsthm. o

" Thete ate several roasons tog the etficienc ¥ of

our method. Firsl, 2 holistic “ approsch was tanen.
in which all failure conditions ate analyred a g

whale. rather than sequentally  as in other

methods. Referring to hu I once apun the entire
_matrn structure s explosted by operating on both

the wordinates and et 1ndsces via the containment
and expancion operations Jicusend eariter.
Seeond o partcular tvpe of  divaide-and-
conguer stratexy i emplovid whete the ininal
rrablem (the inital failure matring 0 daompinad
mnto twa aisjoint and smpler probleme (failure
matrices) alung some catetully chocen coordinate.
This 16 Jone'in suchia wav as to minimice the size
ot bBathe offepring problems and enes e that these

“twa prublems are collavely much easier to wolve
‘than the parent problem This process 1c continued

unnl a collection of mattices is obtined; each con-

Cesteof unlvum- simple ~ét that is igoint from anv

other. and the entire collmction is thus conaderably

“simpler 10 solve than the ormunal problem.

Third. but not leact. o new methad for im-

" plementing the algorithm on 3 computer has been

Jevived. Whereas the two previous items Jealt with
time economy, thic thitd ttem was an escential ctep

n achieving CLOROMY IR <Pace. Without it, <pace -

requirements might have giown e\ponmnall\

" The method emplove 3 “pointer  sy<tem
which allows us to keep track of all of the offapring
problems and their simple <et< withc st having to




<tore or manipulate the simple sets themselves

Oaly the pointers o lhe initial problem <ets, and .
the functional symbols reprecenting how tl~esc cets -
were transformed. have to be u-lame.i in memory.

Roughly <peaking. lh(-rc are three manr steps
to the algonthm. :

Sterr 1—Find the Largest
‘Simple Sets

:

The purpose of this step is to start the Secom--

positiun provess by tinding the largest contnibutots
* firat. to auceletate qonvergenge. Presently. Lirgeness
- is measured by the number of don t cares (-3 in the
«imple <ets. tThere usually ate several such Laryest
~ets, but we do’ nul discuss this here. )

.

Stegr 2= Fined the Coordinate
_eMone Which to Decompase the
“Peabdem Inte Tiwvo Suiiproblems

" This i .nuvmpli~hrd by du-nl_n;: the wumire
Jdinate with the greatest aumber oz setonnneuch a
- wayv that the chosen coordinate must have s zeroan

" the posstion corresponding to the sumple set chosen

in step 1. Thic particular <election prucess is impot-

tant because it ensures that lai‘ac sett are not

broken up into Jdicjoint pieces alonz the chosen
courdinate. Whern large sets

the

ot rcmned

" thances for wontainment are increased, and. as

other sete are abeurbed, the problems quickly
bedome smaller. Anather important peculiarity in

’ x!us step is that. if there are ties and several cour-

Jinate~ meet the test, the coordinate is selected for
whih the umple sets having Jon ¢ cares in that
potion alio have the greatest number of don't
care~. This eneures that, duning any <plit of ore
problem into twa subproblems totfepring) in accot-

dance with £ (21, each new subproblem inhernits at

least vae large «simple «et.

Stegr 3—Eliminaze Simple Sets
wWaich wre Comtamed in
Oher Stmprle Sets

] Referrine ta Eq. (0} agamn. <ome of the sets
which constitute the new left-hand’ problem—the

lett g-\pn-ui'ué ot the right side of £q. to}~could be
Cwantainad incothets as o recult of the splitting

opetation and may be eliminated. The purpose of
thic «tep is to test for containment and to eliminate
such ~ete.

THE ALGORITHM

ln !hh section we pn'ﬂ'nl ade utlei Jmnpo ’

tion of wur “algonthm. Our final repore™ "w ]

provide a line-by-line Jh«nplu-n of the tlow -

Jiszram and it FORTRAN impiementaton. We
assume that the m failure Louces staiiute pathe, cut

~et¢) far a svetemn with n u»mpnnmh atc avaziable

Further research is under wav to merge 5 path
and tree u)mpulannn uxzh lhc- probabidin
putation, . . K

¢ Come

.’l!\'bmhm

1. Stant ‘with the collection” of n- anmmmal
simple<ets § =15 i = 1,2.....m!. .

" 2. Remove all uxv.rdmau\ where ail <ete 1n $

have cither a 0 or a don teare (-

) and store’

. them for }f’erén'rr at the end of the problem. ™

tThese wordinate< are utelevant for the
dls,(""r.lu computations in thic algofithm.)
.3 Remove all redundant coordinates (2ho<e for

w

" lmh at lea~t une uther Loordinate exists with
- exactly the came entties). Store these removed
coordinates far reference at the end of the

-+ problem.

. 4 . Ehminate every sct in S xl"at is a subset of

<ame other cet in S,

Find oll «mple <ete with lhe mumal number

] ot don ¢ cares. '

‘e Find the <et uf coordinates :l'ut have a 0in at

" least one of the simple set< found-in (5).

From this et of coordinates. retain only those
oordinates in which the greatest numbers of

.simple setcun (1) have 2 0.

8. For each coordinate retained in 17, determine
the maximum number of don t cares that can
be found in any simple set wx:h 3 Jon tcarein
that coordinate. :

-6 Retain only those coordma'es whose number

. found in t8) is not exceeded by any other
number found in (8).

"




10. . From the cootdinates retained in (9) sel <t th'e'

coordiniste with the Jowest inden. Thes is the

optimal coordinate j?. along which to decom-

- pose the parent problem into two of fspnny. '

- problems. . ;

11. _ Replace the parent prnblem with the tho new
' subproblems« in adcordance with Eg. 1oy The
firat tleft-hand) problem conaste of all simple
set< of the patent problem with covrdinate *
“t «qual 0 0. Thel seeond insht-hand)
’pmblc-m R nl all those simple <ete trom

" the parent rmbl im \\hlsh haveadon tearen

Cisordinate 1*, by \suh L3l those don tare wet

) tel: wnanguus J )

12, For the lers- ha W ~u problem, remave every

.. simple set th is dontained 10 aav uthes.

13 It either of e nev problems conaists o1 o

T angle et store thiy simple set as 3 dispnint
) soduct ot qhe: prictdure.

‘13, I eitherfut the new {itul"lrms Linsiste o} Mmate
than ape umple - ~<l remave supertluous
awordinate se 10 ~tcp| 3. and put it at the bt

“tom of the prablem list,

Take the nevt problem from the problem ine
and return o 031 If the probiem hit e empiy
we have .:ll the dispoint rnduns and continue

) “with tley. . .

.o, Compute the svetem Pmb.lb htv as thie sum e

A e propabiaties of the dispoint simpic sets ats.

-
1)

wined and ~tored in (13 with restoranon o2
the contdinates remived 1 steps 12 and o2

AN ENAMPLE

Consider the ditated graph of metwora e

e 2 and st radure matrinoan b 3 The problem |
~Jores a0t have aszvievant or rdundant conetdinates

and no ample -t v oa subeet of anv otter W one
mav Pranevd Wiz step S ob the alposizsm wia

produces 5. 5y und S, Step o priduoes were

“difates 1.2 3. and 3 Step T viclds wnrdinanes 1 2

3. and 2 oxain Siep > s> vichds numbers 203 3 ond 2
tespe.tveiv. ail conzdinates are 1o teuied in step 9
and 3* = 11 the upumal coordinste tound in snp
" The two new subproblems and ail sut~eguen:
subproblems ate shawn an Fue 3 Tie sieeg e
problem concistens the ongmal tous sets wan cons-
dinate § set 1o Atter thecontainment te~t oniv s
and 5. are wft, g snomn. Indeed . 5, s containes s

Sy. since S, has a don't care wherever S, has a don't

~ware. Similarly. S, is conained in 5.

On the right-hand <ide. onlv the two sete S,
and 5; with coordinate 1 <t to 1 were produced,

“since onlv S, and S, had 1 Jon ¢ care in coordinate

pusition 1. .
The left-hand process m-nms unul it “stops”
with ample <ot S, whoee first and «aond cour:

Jinates atre set to 0. and with S.. whuree first cour-

dinate aiso auat, 0. but whime sevond wquals 1,

thue diskunting it trom "v The final left-hand oide

producse ate then (0. Q. - - <) aad (0. 1. -, -, 0).

The ticht-hand problem sterates uniil it
“stupe with two ample sete S, and S, The fitat
has covzdinates 1.3, and 3 wetequal 1o 1. 0, and 0,
respa tivelv, and the seond fae thewe anirdinates
setto 1.0, and 1 respatively We thue obtain tho
other disknnt producte (1. - -0 Crend il 0.0 0.
1y All fout tina] praducts are shown an the resul-
tant teuure matnn, these are obviousdy Jigoint.
Sifce anv o ample sete have 3 0 inat feast one
courdinate where the other has a 1 ar conversely,

FIGL 2. A simple directed nctan ma be uscd
to ||luslr.\lr lhe procedure.

6 e ¢ c c
S| o0 0 - - -
S>;{o- - - - o
S3f - 0o 0 0 -
Ssf - - - 0 0

$1C. 3. The failute matrn dor the problem .o
Fig. 2 )
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FIG. 4. Applicatit;n of the procedure to the problem of Fig. 2.
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‘ .COMPLEXI'P( ANALYSIS

In lhls section we summarize the resulls of two

tvpes of complenity studies which were under-

taken: a statistical study and a worst case study.

Both studies are still underway and will be dis-

cussed in our final report.}® The statistical study is
basically a “‘teasonable worst case”
which, at each ~tep uf the algorithm, an “expected
‘worst case” ouscome is assumed. consistent with
eatlicr expected outcomes. The results of this
analysis have been partially validated by manually
~wurking put ger;ezfl medium-sized and randomly
chosen problems. ! Although these results are
Jefinitive, no final conclusions will be reached until
our ongoing evper:ments have been completed.
The most mportant conclusion of these
analyses is that. far a2 system with n components
and m failure conditions. the expected time and

space reurements increase as Oimm® fogtm)).

Although we shaii maie further comparative com-
ments in the next.section. 1t 18 impurtant to report

that "our analvees and evperiments have *

" demonstrated that other methads tvpicaliv require
Otme™ *) operations and memory locations 1o com-
prte the same unewer,

We conclude this section with an example
which 15 intended 10 illustrate how the divide-and-

conguet approsch 1s usal, and how the total work -

for decompuanyg o typial problem is compuied.
Referring to Fig. 3. we «tart with a problem P for
which m ='2000. n = 100, and don t cares are dis-
tributed at random. with probability P = 0.2 of

finding 4 Jon ¢t «are 12 anv wngle position in the,
faldure matnn Tiis i a typrcal distnbunen for

“complen systerms We thus characterize o problem
with a mrlnm a. Py

) Tte work regusted 1o break the mital prublem
e o subprobiems 15 Q000K operations, as
~hown teach wpezation is @ one-bit comparison).
The resuitant probiems have charsctenstics 1300,
20, 0.9) and 11200, 99, 0.9), respectively.
Proveeding to the sevond-level plite, we ubtain o

tutal of %042K operations to obtain the four new -

subproblems. Praxeeding inductively to the bottom
of tl ¢ hierarchy and adding all the work requirad to
pet there, we ubtain a cumulanve work requirement
of 433.500K aperanons.

analysis in |

CO'ﬂPAR'SON WITH OTHER
METHODS

Starting with the often-quoted method of
Rai® we should point out that finding the “ex-

" clusive OR products” when m is large {consider m

= 10°) is difficult because taking complements of
branckes or paths gererates many new paths. in
terms of simple sets, the complement of a single set
is rarely a single simple set, particularly if the
system is large (large value of n). This uncontrolled
growth process is the most serious limitation to all
algorithms of this type.

The Abraham method,! which appears to
Jominate the business. is an eminent example of
this serial or sequential way of thinking. Based on
the fact that, for any two sets 5, and 5,,5, U S,

5, U (5, - S)). such methods tequire. the compula-
tion of set- theorenc differences P = P, Latven”

paths P and P. if these are not :hs;c.nl In the

simple example' where P, = (-, -, 0, 0) ond P =
10, -; -. <). two new paths (P, = P}y = (0, -, 1. -) and
(P, =Py = (0. -, -, 1} are produced as ovicpring
from the difference operation P -P. ue
produces multiply exponentially in the general case
as new differences are taren.

We chould point out that, until very recently,
the fisst version of wor algorthm was very similar
to the others discuseed here. s complenity in nowas
not’ well understod until extensive experiments
weee run, and the expunential cost of a cequential.
o on-line. approach was discovered. A parallel or
holiatic approach was then purcued, and the pres-
ent algorithm ae g product of “that research. A
related approach was taben by Derby.® but that ap-

.proack. although more efficient than the others
mentioned here, dies not sufficiently explost the, -
structure of o wollection of ~imple <ets, its
asymptotie behavior s not controlled. staustical in-
depeadence between components is assumed. and
memory  feguitemente appear severe. The
asvmprotie bekavior s very important for super-
large probleme in which stopping rules must be
‘emploved. In addition o these differences i me
behavior, we devoted «peutal attention o space
tmemory) rapniements os wiell, and a “puointer
approach was developaid o keep track of all the
prisducts of the computation Thus approach allows
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us to keep track of the simple et n'hpn. « without

St storing simple sets themselves, but bv samply heep- -

*ing track of the transformation provess which gave
_ " birth to them. This is andlogous to storing a func-
tion as a functional symbol rather than storing itas
a table of pam .
To provide a quanm.mvc u\mmmon of the
complexity of predominant methads. consider vur
carlier example wherem = 2000 n = 100 and I°

A new methad for computing the performance
of probdbitistic systems is desinibad Although the
method is ewonomical for even small aysteme it
particularly efficent in time and space when the

systems are Large. A typival relabaliy compudation

0.9, and a2 machine is used which takes 1 nanosec-
ond per bit comparison. The inclusion-exclusion
essentially varies as 27 and i< not very sensitive
to m. For that method, approvimately 3 x 10'¢

Tyears would be requited to obtain o disjoint

n-pu-wnl.nmn. The un-line, ur sequential. metind
Abraham ard others typically would require

-.‘ =3 dave. Our present methad wauld require ap-

proumately 1 secand to get the correct anewer

:  CONCLUSIONS AND FUTURE WORK

tor an n-compunent svstem with mocauses of
talure roguires approumateiy Oim logimp come.
rutations annd memory hwations, compar-d with

Oime™ ) ot aaier avaiable methods
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