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Question:

Should a reactor scram due to high reactor water level, where the feedwater pumps tripped due
to the high reactor water level, count as a scram with a loss of normal heat removal
Background Information:

On April 6, 2001 LaSalle Unit 2 (BWR), during maintenance on a motor driven feedwater
pump regulzitmg valve, experienced a reactor automatic reactor scram on high reactor water
level. During the recovery, both turbine driven reactor feedwater pumps (TDRFPs) tripped due
to high reactor water level. The motor driven reactor feedwater pump was not available due to
the maintenance being performed. The reactor operators choose to restore reactor water level
through the use of the Reactor Core Isolation Cooling (RCIC) System, due to the fine flow
control capability of this Syst¢im, rather than restore the TDRFPs. Feedwater could have been
restored by resctting a TDRFP as soon as the control board high reactor water level alarm
cleared Procedure LGA-001 “RPV Control” (Reactor Pressure Vessel control) requires the

dnit operator to “Control RPV ‘watcr level between 11 in. and 59.5 in. using any of the systems

lrsted below Condcnsalc/l'ccdwater, RCIC HPCS LPCS LPCI, RHR.”

The fi ollowmg control room response actions, from standard operating procedure
LOP-FW-04, “Startup of the TDRFP" are required to reset a TDRFP. No actions are reqmred
outsrde of the control room (and no diagnostic steps are required). -
Venl‘y the l'ollowmg

TDRFP M/A XFER (Manual/Aulomatrc Controller) station is Feset to Mlmmum
No TDRFP trip signals are present

Depress TDRFP Turbine RESET pushbulton and observe the following

Turbirie RESET lrght Illuminates |

TDRFP High Pressurc and Low Prcssure Stop Valves OPEN o
PUSH M/A increase pushbutton on the Manual/Automatic Controller station
Should lhls be consndered a scram wnh lhe loss of normal heat removal?

‘

Proposed Answer:
The ROP working group is currenlly workmg to prepare a response
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Question:

This event was initiated because a fecdwater summer card failed low. The failure caused the
feedwater circuitry to sense a lower level than actual. This invalid low level signal caused the
Reactor Recirculation pumps to shift to slow speed while also causing the fecdwater system to
feed the Reactor Pressure Vessel (RPV) unhl a high level scram (Reactor Vessel Water Level -

High, Level 8) was initiated,

Within' the first three minutes of the transient, the plant had gone from Level 8, which initiated
the scram, to Level 2 (Reactor Vessel Water Level — Low Low, Level 2), initiating High
Pressure Core Spray (HPCS) and Reactor Core Isolation Cooling (RCIC) injection, and again
back to Level 8.:The operators had observed the downshift of the Recirculation pumps nearly
coincident with the scram, and it was not immediatcly apparent what had caused the trip due to
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the rapid sequence of cvents,

As desngncd when the reactor water level rcachcd Level 8, the operating turbine dnvcn feed
pumps tripped. The pump control logic prohibits restart of the feed pumps (both the wrbine
driven pumps and motor driven feed pump (MFP)) until the Level 8 signal is resct. (On a trip of
one or both turbine feed pumps, the MFP would automatically start, except when the trip is due
to Level 8.) All three fecdwater pumps (both turbine driven pumps and the MFP) were
physically available to be started from the control room, once the Level 8 trip was reset.
Procedures are in place for the operators to start the MFP or the turbine driven feedwater pumps
in this situation,

Because lhc cause of lhc scram was not lmmcdlalcly apparent to the operators, there was
initially some misunderstanding regarding the status of the MFP, (Because the card failure
resulted in a sensed low level, the combination of the recirculation pump downshift, the reactor
scram, and the initiation of HPCS and RCIC at Level 2 provided several indications (o suspect
low water level caused the scram.) Asa result of the initial indications of a plant problem (the
downshift of the recirculation pumps), some operators belicved the MFP should have started on
the trip of the turbine driven pumps. This was documented in several personnel statements and
a narrative log entry. Contributing to this initial misunderstanding was a MFP control power
available light bulb that did not illuminate until it was touched. In fact, the MFP had functioned
as it was supposcd to, and aside from the indication on the control panel, there were no
impediments to restarting any of the fecdwater pumps from the control room. No attempt was
made to manually start the MFP prior to resetting the Level 8 feedwater trip signal.

Regardless of the issue with the MFP, however, both turbine driven feed pumps were available
once the high reactor water level cleared, and could have been started from the control room
without diagnosis or repair. Procedures are in place to accomplish this restart, and operators are
trained in the evolution. Since RCIC was already in opcration, operators elected to usc it as the
source of inventory, as provided for in the plant emergency instructions, until plant conditions
stabilized. Should this cvent be counted as a Scram with a Loss of Normal Heat Removal?

Response:
The ROP working group is currcntly working to prepare a response.

30.8

1E02

Question:

Many plant designs trip the main fccdwater pumps on high reactor water level (BWRs), and
high steam gencrator water level or certain other automatic trips (PWRs). Under what
conditions would a trip of the main fecdwater pumps be considered/not considered a scram with
loss of normal heat removal?

Response:
The ROP working group is currently working to prepare a response.
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Question:

An unplanned scram occurred October 7, 2001, during startup following an cxtended forced
outage, The unit was in Mode 1 at approxlmatcly 8% reactor power with a main feed pump and
low-flow feedwater preheating in service. The operators were preparing to roll the main turbine
when a reactor tripped occurred. The cause of the trip was a loss of voltage to the control rod

1/23 Revised. Split into two FAQs
3/20 Discussed
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drive mechanisms and was not related to the heat removal path. Main feedwater isolated on the
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trip, as designed, with the steam generators being supplicd by the auxiliary feedwater (AFW)
pumps. At 5 minutes after the trip, the reactor coolant system (RCS) temperature was 540
degrees and trending down. The operators verified that the steam dumps, stcam generator power
operated relief valves, start-up steam supplics and blowdown were isolated. Additionally, AFW
flow was isolated to all Steam Generators as allowed by the trip response procedure. At 9
minutes after the trip, with RCS temperature still trending down, the main stecam isolation’
valves (MSIV) were closed in accordancc with the re'lctor trip responsc procedure curtailing the
cooldown.

The RCS cooldown was attributed to steam that was still being supplied to low-flow feedwater
preheating and #4 steam generator AFW flow control valve not automatically moving to its
flow retention position as expected with high AFW flow. The low-flow feedwater preheating is
a known steam load during low power operations and the AFW flow control issue was
identified by the control room balance of plant operator, The trip response procedure directs the
operators to check for and take actions to control AFW ﬂow and eliminate the fccdwater heater
steam supply. - : ,

When this trip occurred the unit was just starting up followmg a 40 day forced outage The
reactor was at approximatcly 8% power and there was very little decay heat present following
the trip. With very little decay heat available, the primary contribution to RCS heating is from
Reactor Coolant Pumps (RCPs). Evaluation of these heat loads, when compared to the cooling
provndcd by AFW, shows that there is approximately 3.5 times as much cooling flow provided
than is required to remove decay heat under these conditions plus pump héat. This resulted in
rapid cooling of the RCS and ultimately required closure of thc MSIVs. Other conditions such
as low flow feedwater prehcating and the additional AFW flow due to the AFW flow control
‘valve failing to' move to its flow retention setting contributed to this cooldown, but were not the
primary causc, Even without these contributors to the cooldown, closure of MSIVs would have
been required due to the low decay heat present following the trip.

It should also be noted that the conditions that are identified as contributing to 1hc cooldown are
not conditions which prevent the secondary plant from being available for use as a cooldown -
path. The AFW flow control valve not going to the flow retention setting increases the AFW
flow to the S/G, and in turn causes an increase in cooldown. This condition is corrected by the

. trip response procedure since the procedure directs the operator to control AFW flow as a
-method to stabilize the RCS temperature: With low-flow fecdwater preheating in service, main

steam is aligned to feedwater heaters 5 and 6 and is remotely regulated from the control room.
Low-flow feedwater preheating is used until turbine bleed steam is sufficient to provide the
steam supply then the system is isolated. There are no automatic controls or responses

-associated with the regulating valves, so when a trip occurs, operators must close the regulating
'valves to secure the stcam soirce. Until the steam regulating valves are closed, this is a steam

load contributing to a cooldown, The low-flow prcheating steam supphes are identifi ed in lhc
trip response procedure since they are a CNP specxl‘ ¢ design issue,

_The actions taken to contro! RCS cooldown were in accordance w1th the plant procedurc in

response to the trip. The primary reason that the MSIVs were required to be closed was due to

-the low level of decay heat present following a 40 day forced outage. The closure of the MSIVs

was to control the cooldown as directed by plant procedure and not to mitigate an off-normal
condition or for the safety of personnel or equipment. With the low decay heat present
following the 40 day forced outage, theére would not have been a need to reopen the MSIVs
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prior to recommencing the startup. -
Should the reactor trip described above be counted in the Unplanned Scrams with Loss of
Normal Heat Removal Performance Indwator" .

Response: '

Yes. The licensee’s reactor trip responsc procedure has an acuon/expeclcd response” that
reactor coolant system temperature following a trip would be stable at or trending o the no-load
Tavg value. If that expected response is not obtaincd, operators are dirccted to stop dumping
steam and verify that steam gencrator blowdown is isolated. If cooldown continues, operators
are dirccted 1o control total feedwater flow. If cooldown continues, operators are directed to
close all stcam generator stop valves (MSIVs) and other stcam valves.

During the unit trip described, the #4 stcam generator auxiliary feedwater flow control valve did
not reposition to the flow retention setting as expected (an off normal condition). In addition,
although control room operators manually closed the low-flow fecdwater preheat control valves
that were in service, lcakage past these valves (a pre-existing degraded condition identified in
the Operator Workaround databasc) also contributed to the cooldown. Operator logs altributed
the reactor system cooldown to the #4 AFW f{low control valve failure as well as to steam being
supplied to low-flow feedwater preheating. As stated above, the trip response procedure dirccts
operators to control feedwater flow in order to control the cooldown. Operator inability to
contro] the cooldown through control of fecdwater flow as directed is considered an off normal
condition. Since the cooldown continued due to an off normal condilion, operators closed the
MSIVs, and therefore this trip is considered a scram with loss of normal heat removal.

34.6

1E02

Question:

Should the following cvent be counted as a scram with loss of normal heat removal?

STP Unit Two was manually tripped on Dec. 15, 2002 as required by the off normal procedure
for high vibration of the main turbine, Approximately 17 minutes after the Unit was manually
tripped main condenser vacuum was broken at the discretion of the Shift Supervisor to assist in
slowing the turbine. Plant conditions were stabilized using Auxiliary Feedwater and Stecam
Gencralor Power Operated Relief Valves. Main Feedwater remained available via the clectric
motor driven Startup Feedwater pump. Main steam headers remaincd available to provide
cooling via the stcam dump valves. At any time vacuum could have been reestablished without
diagnoses or repair using established operating procedures until after completion of the scram
response procedures.

Scrams with a Loss of Normal Heat Removal performance indicator is defined as “The number
of unplanned scrams while critical, both manual and automatic, during the previous 12 -
quarters that were either caused by or involved a loss of the normal heat removal path prior to
establishing reactor conditions that allow use of the plant’s normal long term heat removal
systems.” This indicator states that a loss of normal heat removal has occurred whenever any of
the following conditions occur: loss of main feedwater, loss of main condenser vacuum, closure
of the main steam isolation valves or loss of turbine bypass capability The determining factor
for this indicator is whether or not the normal heat removal path is avzulablc, nol whether the
operators choose to use that path or some other path.

The STP plant is designed Lo isolate main fecdwater after a trip by closing the main fecdwater
control valves. The auxiliary feedwater pumps are then designed to start on low stcam
generator levels. This is expected following normal operation above low power levels and in
turn provndcs (hc normal hcat rcmoval
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reflect discussion
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This design functioned as expected on December 15, 2002 when the reactor was manually
tripped due to high turbine vibration. Normal plant operating procedures 0POP03-ZG-0006
(Plant Shutdown from 100% to Hot Standby) and 0POP03-ZG-0001 (Plant Heatup) state if
Auxiliary Feedwater is being used to feed the steam generators than the preferred method of
steaming is through the stcam gencrator power operated relief valves. This can be found in
steps 7.4 and 7.5 of 0POP03-ZG-0001 and steps 6.6.5 and 6.6.10 of 0OPOP03-ZG-0006. The
note prior to 6.6.10 states *“the preferrcd method for controlling SG steammg rates wlule feeding
with AFW is with the SG PORVs"”, - -

The normal heat removal path as defined in NEI 99-02 Revision 2 was in service and
functioning properly for seventeen minutes after the manual reactor trip and would have
continucd to function had not the shift supervisor voluntarily broke condenser vacuum and
closed the MSIV’s. Interviews with the shift supervisor showed that the decision to break
vacuum was two part.” 1) Based on éxperience and reports from the ficld it was known that
vacuum would need to be broken to support the maintenance state required for the main turbine
and at a minimum to support timely inspection. 2)This would assist in slowing the turbine. The
decision to break vactium was not based solely on mitigating an off-normal condition or for the
safety of personnel or equipment. Because Auxiliary Feedwater system had actuated and was in
service as expected, the decision was made to use Auxiliary Feedwater and stcam through the
SG PORVs, As stated earlier, this is the preferred method of heat removal if the decision to use
Auxﬂxary Feedwater is employed as supported by the normal operating procedures while the
plant is in Mode 3. Main feedwater remained available via'the electric motor driven Startup
Feedwater pump and the main steam headers remained available to provxdc cooling via the
steam dump valves if requ:red Discussion with the shift supervisor showed he was confident
that at any time vacuum could have been readily recovered from the control room without the
need for diagnoses or repalr usmg estabhshed operatmg proccdurcs if the need arose. An
outsrde action would be required in drawing vacuum in that a Condenser Air Removal pump
would’ require startmg locally in the TGB. This is a simplistic, proceduralized and commonly
performed evoluuon Personncl are fully confi dent thls would have been performcd without
incident if required.” " ro

Closing the MSIVs and breakmg vacuum as quickly as possible is not uncommon at STP. Fora
normal planned shutdown MSIVs are closed and vacuum broken within four to six hours
typically to support required mamlcnance in the secondary " 1f maintenance in the secondary is
known to be critical p'uh than vacuum has been broken as early as three hours and fifteen’
minutes followmg opemng of the main gencrator breaker. The only reason that vacuum is not
broken s sooner is bccausc in most cases it is needed to support chemlslry lcslmg ‘

By llmmng the flow path as dcscnbcd in NEI 99-02 for normal heat removal there is undue
burden being placed on the utility. Only recognizing this one specific flow path reduces
operational flexibility and penalizes utilities for imparting conservative decision making.
Conditions are established immediately following a reactor trip (100% to Mode 3) that can be
sustained indefinitely using Auxiliary Feedwater and steaming through the steam generator
PORVs. This fact is again supported in the stations Plant Shutdown from 100% to Hotstandby
and Plant Heatup normal operating procedures. The cause of a trip, the intended forced outage
work scope, or outage duration varies and inevitably will factor into which method of normal

long term heat removal is best for the station to employ shortly following a trip.
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Response: ‘
The ROP working group is currcnlly working to prepare a response.

Licensec Proposcd Response:

NO. Since vacuum was secured at the dlscreuon of the Shift Supervisor and could
have been restored using existing normally performed operating procedures the
function meets the intention of being available but not used.

35.5

1E02

Question:

This question sceks clarification of the description of events that are not to be counted as a
Scram with Loss of Normal Heat Removal (Scram w/LONHR), specifically page 16, lines
36-37, of NEI 99-02.

At GGNS, an automatic scram occurred duc to a turbine trip from a load reject along with a
simultancous loss of offsite power to the Power Conversion System (PCS) with a total loss of
power to PCS after the turbine/gencrator output breaker opened. Power to two of three
Emergency Safety Feature (ESF) transformers were lost. All three of the cmergency diesel
gencerator divisions started and aligned to the threc busses previously fed from the two lost
transformers. The third ESF transformer is powcrcd by an lndcpcndcnl 1 15 Kv line and was not
lost during the cvent.

The NRC Scnior Resident agrees this was not a design basis loss of offsite power event to

the Emergency Core Cooling System (ECCS). However, the NRC Senior Resident

interprets the referenced exemption is not applicable in this casc.

The NEI 99-02 guidance noted above excmpts the “loss of offsite power” but docs not
explicitly address a situation where a partial loss of offsitc power occurred that resulted in a
complete loss of offsite power to the power conversion system.

Event Description:

GGNS automatically scrammed at 0948 CDST on 4/24/2003 due to a turbine trip froma load
rcject. Breakers opened in both the local switchyard and in remote switchyards that removed all
paths of generation onto the grid and offsitc power to the power conversion system. At the time
of the scram, there was a scvere thunderstorm in the vicinity. High winds caused a closure of an
open disconnect into a grounded breaker under on-going maintenance. This lockout condition
led to protective relaying actuating to isolate the fault, and caused the load reject.

During the event, Division 1, 2 and 3 Diesel Generators (DGs) started and encrgized their
respeclive safety busses. All safety systems functioned as designed and responded properly.
During this transient, no deviations were noted in any safety functions.

Offsite power was automatically restored to the East 500 KV bus, once the main turbine output
breaker opened and the fault was cleared. The West 500 KV bus, which was undergoing
maintenance at the time of the event, remained decnergized.

While all three DGs started and supplicd their buses, this did not constitute a design bases Loss
Of Offsite Power (LOOP) and an emergency declaration of an unusual cvent because one of the
three sources of off site power (a 115KV line to Engineerced Safety Feature (ESF) Transformer
12 (ESF12) remained energized and was available throughout the event. Any of the three
ECCS buses could have been transferred to this source of power at any time during the event.
Bascd on the above considerations, it is concluded that this event would be best modeled as a

7124 Introduced
9/23 Tentalive Approval; response (o be
rewritten to clarify reason.
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T2, or Loss of PCS (Power Conversion System), initiator. A T2 initiator results in the loss of
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the power conversion systems (feedwater, condenser, and condensate) and the modeling of this
event does allow for recovery of the power conversion systems.

Under the currcnt Rcvnsnon 2 of NEI 99-02, does this Scram count as a Scram with Loss of Heat
Removal" ‘

Response:

No. Thc clanfymg notes for this performance mdlcntor exempt scrams resulting in loss of all
main feediater flow, condenser vacuum, or turbine bypass capability caused by loss of offsite
powcr There is no distinction made or implied regarding a complete or partial loss of offsite
power. In this case, while the loss of offsite power was not a complete loss, the loss did affect
the feedwater, condensate and condenser systems, Fhe-basis-for-the-exemption-is-that-a-oss-of
pewer-to-the-feedwater-MSVsrorcondenserequipmentis-expeeted-to-resultin-the-doss-of
equipment-and—m—net—a—reﬂeeﬂen—of—equmment-mmntemmee—pmehee&-!e«&mmm»emhm

356

MSO01-
MS04

Questlon :

At Waterford-3, the essential chlller is a continuously operating suppon system for the High
Pressure Injection, Heat Removal, Residual Heat Removal anatmn-Syc{elm, and Emergency
AC Power mitigating systems. The function of the Chilled Water System is to provide room
cooling to support operation of these systems and otheref key plant equipment. As such, chiller
unavailability should cascade upon the mitigating systems, resulting in_mitigating system
unavailability, The Plant has established through documented enginecring analysis that the
functional capability of those mitigating systems is not affected by an interruption of the
essential chiller function for a two hour period. The two hour period is not dependent on any
operator actions; the time period is based upon the most limiting design temperature for -
components in the systems_in a design basis condition._The mitigating systems are inoperable
from a loss of chiller function as soon as chiller function is lost. However. the study establishes
that the mitigating systesns are available, at least for the first two hours of chiller unavailability,
The practice at the plant is that for a loss of chiller function of less than two hours. no
unavailability is counted for the mitieating systems. For a loss of chiller function of more than
two hours, the counted unavailability time for the mitigating systems is the total chiller
unavailability time minus two hours. Is the use of an engincering cvaluation to exclude the
initial two hour period of unavailable hours as described above consistent with_the guidance
presented in NEI 99-02, specifically, page 36 lines 14-22?
lze%of—eh:Ueﬁ—fune{mn—aﬂt—eacendec-enmhe-mmuaune—safe&y—cyq&enw—m—net—meluded—m—lhe
tmfwaﬂalnlny—deeumented—nnalym—for—!lmse—v.yq{ems-un!eqs—{he—leswf—ﬁmetmn—e*eeedc—am
hours—ﬂm—w—unavaﬂabnMy—*e—%aken—for—any—pemon—ehtm&aﬂet-twe’heum—unm-lhe-ehlIler
funetiem‘:—recwred-lq—lhﬁ-appmaeh—e(mm%em—»wh-!he—gme!anee—we%ented—m—NE»I—QQ-()l

meetﬁeauy—pa«e—'%(}—hnes—l‘l-%ﬁ
Proposed answer: -

Yes. The use of a documented engineering analysis which evaluates funcuonallty of the
mitigating supperted systems as affected by cascading support system is consistent with NEI
99-02. The exclusion of the two hour period as described is appropriate.is-censistent-with-NEl

00-02—TFhe-use-af-a-study-is-aeeeptable-in-determining-that-the-nitizating-system-funetion

8/21 Introduced
9/25 Discussed
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3
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357

EPO3

Question: .
Can the licensee modify the ANS testing methodology when calculating the site
value for this mdxcator"

Response:
Yes. Page 95 lme 19-23 of NEI 99-02 will be modified as follows:

The testing of the public alert and notification system shall meet the requirements of the
licensee’s FEMA approved Alert and Notification System (ANS) design report and supporting
FEMA approval letter. ' Clhianges to the activation and/or 1esting méthodolngy shall be noted in
the licensee’s quarterly Pl report in the comnient section. Changes in the methodology may be

made once a 50.54(qp) analysis has been completed and a letter has been sent o FEMA
requesting the change, Siren systems may be designed with equipment redundancy, multiple
signals or feedback capability. It may be possible for sirens to be activated from multiple
control stations or signals. 1f the use of redundant control stations or multiple signals is in
approved procedures and is part of the actual system activation process, then activation from
either control slauon or any signal should be considered a success.
i a hnl uh'mtmd thcnr tesling mclh()doln"v wuhuul rior

so Jong as lhc r subsequently obtain FEMA a roval. However, those 1lanls still need to update
the aflected PIdata report by aoting the change in the comment section.

8/21 Introduced

9/25 Tentative Approval. The response will be
maodified to state that the methodology may be
changed once a 50.34 (q) has been completed
and a letter sent to FEMA requesting the

change.
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MS03

Question;

NE199-02 states (hnl Pl:\nncd Unavuilabk Houm includc lcslin r unlw« lhc ¢

allow licensees to take credit for restoration actions that are virluzlllv ccrmin to he successful

(i.c., probability ncarly cqual to 1) during accident conditions™,
In the following scenario, a pump with an auto start feature is placed in “pull-to-lock” for
performance of a calibration procedure on a recirculation valve {low transmitter. The pump
would only be required to operate during an gvent requiring use of the Emergency Operating

Procedures and instructions to verif’ opecability are contained within the EQPs,.
EOP instructions vary depending on the situation. For example, if a Reactor Trip and Safety
Injection oceurred, step 9 of E-0 (Reactor Trip or Safety Injection) directs the operator 0

when time permits”, Step 2 of Attachment 1-K verifies the status of the pump. This altachment
would be perforimed for all situations, except when a Safety Injection is not required. Ifa
Safety Injection were not required, restoration of the pump would be performed in step 6 of ES-
0.1 (Reactor Trip Response). In each case, the specific EOP steps which verify automatic
actions arc performed after completion of the EOP Immicdiate Actions. This mav take 1102
mmulcs The NRC Rwdcm inspectors ¢ uwnoncd whuhur .erf(mnanw of this rcslomuon '

instructions to verify pump operability would not be appropriate since the action would be
performed in accordance with the EOPs in a pre-determined sequence. In addition. the station

9/25 Introduced
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conduct of operations procedure, which governs operator performance at all times, specifics:
“anytime valid plant conditions indicate a need for...Safety Svstem actuation, and the actuation
fails to automatically occur, the operator is required to manually initiate the protective action™
In this specific case, the control room operator was pre-bricfed on the manual pump restoration
task during the pre-evolution (transmitter calibration) bricfing. Rcstomllon of the pump is a
single action (i.c. remove the pump from pull-to-lock).

In this example, can the manual operator action be credited in place of thc automatic nump start
function for LOI“II\UCL‘ npump availability? : -

Rcepon\e- ; ’ o .

9
N

1E02

Ouwlmn'

With the unit in RUN modc at 100% power. the control room received indication that a Reactor
Pressure Vessel relief valve was open. After taking the steps directed by procedure to altempt

to reseat the valve withoul suceess, operators scrammed the reactor in response to increasing
suppression pool temperature. Following the scram, and in response to procedural direction to
limit_the reactor cooldown rate 1o less than 100 degrees per hour, the operators closed the Main
Steam Isolation Valves (MSIVs). The operators arc trained that closure of the MSIV's to limit
coal down rate is expected in order to minimize steam Ioss throush normal downstream
halance-of-plant loads (steam jet air ejectors, offgas preheaters, eland seal steam).

At the time that the MSIVs were closed, the reactor was at approximately S00 psig._One half
hour later, condenser vacuum was too low to open the turbine bypass valves and reactor
pressure was approximately 325 psig, - Approximately eight hours after the RPV relief valve
opened, the RPV relief valve closed with reactor pressure at approximately 50 psig. This
information is provided to illustrate the time frame during which the reactor was pressurized
and condenser vacuum was low, s

Although the MSIVs were not reopened during this event, they could have been opened at anv
time. ' Proccdural guidance is provided for reopening the MSIVs. Had the MSIVs been
reopened within approximately 30 minutes of their closure, condenser vacuum was sufficient to

“allow opening of the turbine bypass valves. If it had been desired to reopen the MSIVs later

than that; the condenser would have hccn brought b'l(.‘k on line by following the normal startup
procedure for the condenser, ‘ .

As part of the normal stariup procedure for lhc condenser, the control room operator draws
vacuum jn the condenser by dispatching an operator to the mechanical vacuum pump. The
operator starls the mechanical vacuum pump by opening a couple of manual valves and

. operating a local switch, All other actions, including opening the MSIVs and the turbine bypass
- valves, arc {aken by the control room operator in the control room. It normally takes between

45 minufes and one hour to establish vacuum_using the mechanical vacuum pump.
The reactor feed pumps and feedwater svstem reimained in operation or available for operation

-throughout the event. _The condenser remained intact and available and the MSIVs were

available to be opencd from the control room throughout the event. The normal heat removal
path was always and readilv available (i.e.. usc of the normal heat removal path required only a

"decision to use it and the following of normal station procedures) during this event. '

9/25 Introduced and discussed

Docs this scram constitute a scram with a loss of normal heat removal?




FAQ LOG

DRAFT

TempNo.

PI

Question/Response

Status

Plant/ Co.

Response:
No. The normal heat removal path was not lost even though the MSIVs were manually closed to

control cooldown rate. There was no leak downstreain of the MSIVs, and reopening the MSIVs
would not have introduced further cotnplications to the event, The normal heat removal path
was purposelully and temporarily isolated to address the cooldown rate. only. Reopening the
ays available at the diseretion of the control room operator

and would not have involved any diagnosis or repair,

Further supporting informatjon:

The clarifying notes for this indicator state: *Loss of nornial heat removal path means the loss
of the normal heat removal path as defined above. The determining factor for this indicator is
whether or not the normal heat removal path is available, not whether the operators choose 1o
use_that path or some_ other path.” In this case, the operator did hot choose to use the path
through the MSIVs. even though the normal heat removal path was available,

The clarilying notes for this indicator also state; “Operator actiony or design features 1o control
the reactor cooldown rate or water level, such as closine the main feedwater valves or clasing
all MSIVs, are not reported in this indicator as long as the normal heat removal path can be
readily recovered from the control room without the need for dingnosis or repair.”_In this case
the closinge of the MSIVs was performed solely to control reactor cooldown rate. Tt was not
crformed 1o jsolate a steam leak, There was no diagnosis or repair involved in this event. The
MSIVs could have been reopened ('ollowm-' normal plant procedures

"
1D

1E02

Question:

Should an "Unplanned Scram with a Loss of Normal Heat Removal” be reported for the Peach
Bottom Unit 2 (July 22, 2003) reactor scram _followed by a hieh area temperature Group [
D&.scnnlu)n ot Event:

At approximately 1345 on 07/22/03, a Main Generator 386B and 386F relay trip resulted in a
load reject signal 10 the main turbine and the main turbine control valves went closed. The Unit
2 reactor received an automatic Reactor Protection System (RPS) scram sienal as a result of the
main turbine u)nlrol valves d()\ln Following the scram signal, all control rods fully inserted

()u.umd due 1o low Reactor Pressure Vessel (RPV) level. The Group 1 isolation includcs
aulomauc shuld()wn ofR»acto: Butldm 1 Vcnulauon RPV l«,vcl conlml was re-cstablished

Al anm'oxnnnlelv 1336 hours, the crew rcwlvcd a Hu_h Arca Temperature alarm for the Main
Steam Line area, The clevated temperature was a result of the previously described trip ol the
Reactor Building ventilation systemn. At approximately 1358, a PCIS Group 1isolation signal
occurred due to Steam Tunnel High Temperature resulting in the astomatic closure of all Main
Steam Isolation Valves (MSTV).Following the MSIV closure, the crew transitioned RPV
pressure and level control to the High Pressure Coolant Injection (HPCI) and Reactor Core
Isolation Cooling (RCIC) systems. Following the reset of the PCIS Group 11 and [T isolations

restarted. Even though the Group I isolation could have been reset following the Group T1/HI

9/23 Introduced and discussed

Peach
Boitom

reset at 1408, the erew decided to pursue other prioritics before reopening the MSIVs including:
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stabilizing RPV level and pressure using HPCI and RCIC; maximizing torus cooling; evaluating
RCIC controller oscillations; evaluating a failure of M0O-2-02A-33A "A" Recirculation Pump
Discharge Valve: and, minimizing CRD flow to {acilitate restarting the Reactor Recirculation
pumps.

Problem Asscssment:

It is recoenized that loss of Reactor Building ventilation resulls in rising temperatures in the

Outbhoard MSIV _Room._The rate of this temperature rise and the maximum temperature

altained are cxacerhated by summertime temperature conditions. When the high temperature

isolation occurred. the crew immediately recognized and understood the cause to be the loss of

Reactor Building ventilation. The crew then prioritized their activities and utilized existing

General Plant (GP) and System Operating (SO) procedures 1o re-open the MSIVs.

Reopening of the MSIVs was:

¢ casily Macilitated by restarting Reactor Building ventilation,

o completed from the control room using normal operating procedures

s without the need of diagnosis or repair

Therelore, the MSIV closure does not_meet the definition of "Loss of normal heat removal path”

provided in NEI 99-02, Rev. 2. page 15, line 37. and it is appropriate not to include this event in

the associated performance indicator — Unplanned Scrams with Loss of Normal Heat Removal,

Discussion of specific aspects of the event:

Was the recoenition of the condition from the Control Room?

s Yecs. Rising temperature in_the Qutboard MSTV Room is indicated by annunciator in the
main control room. Local radiation levels are also available in the control room. During the
July 22, 2003 scram, control_room operators also recognized that the increase in
temperature was not due to a steam leak in the Outboard MSIV Room because the local
radiation monitor did not indicate an increase in radiation levels. Initiation of the Group 1
isolation on a Stecam Tunnel High Temperature is indicated by two annunciators in the
control room ) i

Does it require diagnosis or was it an alarm?

*__ The cvent is annunciated in the control room as described p reviously,
R . Vo ..

Is it a design issue? - . : . L

* _ Yes. The current Unit 2 design has the Group I isolation temperature elements closer to the
Outboard MSIV Room ventilation exhaust as compared to Unit 3. As a_result, the baseline
temperatures, which input into the Group [ isolation signal, arc higher on Unit 2 than Unit
3

Are actions virtually certain to be successful?

* The actions to resct a Group I isolation are straight forward and the procedural puidance is
provided to operate the associated equipment. No diagnosis or troubleshooting is required,

Arc operator actions proceduralized?

* __The actions to reset the Group 1 isolation are delineated in General Plant procedure GP-8.A
"PCIS Isolation-Group 1."_The actions to reopen the MSIVs are contained in System

Onerating procedures SO 1A.7.A-2 "Main Steam System Recovery Following a Group I
Isolation” and Check Off List SO 1A.7.A-2 "Main Steam Lineup After a Group I

Isolation.”_These procedures are performed from the control room.

1
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How does Training address operator actions?

s The actions hecessary for responding to a Group 1 isolation and subsequent recovery of the
Main Steam systemn are covered in licensed operator training, .

Are stressiul or chaotic conditions during or following an accident expected to be present?

e As was demonstrated in the event of July 22, 2003, sufficient time existed (o stabilize RPV

level and pressure contro} and methodically progress through the associated procedures to

Response:
The Peach Bouom Unit 2 July 23, 2003 reactor scram followed b

' a high area temperalure

a Loss of Normal Heat Removal." This specific MSIV closure does not meet the definition of

"Lass of normal heat removal path” provided in NEI 99-02, Rev, 2, page 135, line 37, in that the
main steam system was "easily recovered from the control room without the need for dingnosis

performance indicator — Unplanned Scrams with Loss of Normal Heat Removal.
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