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ABSTRACT

The uncertainty in travel time for water through the unsaturated and
saturated zones of Yucca Mountain and vicinity was determined by con-
sidering uncertainty associated with input parameters to the hydrologic
models of these zones. A first-order analysis was used to investigate
uncertainty in water travel time through the unsaturated zone at Yucca
Mountain, based on an analytic solution for water flow. Results of the
investigation of uncertainty for the unsaturated zone indicated that
uncertainty in the percolation estimate contributed significantly more
to uncertainty in travel time than uncertainty in estimates of hydraulic
conductivity. Monte Carlo and first-order approaches were used to inves-
tigate uncertainty in ground-water travel time for different cases that
varied in the treatment of the input parameters to the hydrologic model
of the unsaturated zone. Comparison of the Monte Carlo and first-order
estimates of mean ground-water travel time and travel time uncertainty
in the saturated zone demonstrates that the first-order aporoach under-
estimated both the mean and variance of travel time for all cases con-
sidered. This underestimation suggests that the Monte Carlo approach
should be used to estimate mean travel time and its variance as well as
the probability density distribution of travel time. A sensitivity
study of ground-water travel time in the saturated zone indicated that
the zones with smaller transmissivity produced the largest influence in
travel time for most cases.
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FOREWORD

The draft of this report was completed and submitted to Sandia National

Laboratories in late 1984. Some data and Darameters used as the basis for

the work reported herein were selected earlier, based on the best information

available at the time. Althouah some of the data and parameters have now been

updated, the basic methods reported herein remain valid.

Martin S. Tierney
NNWSI Repository Performance

Assessments Division
Sandia National Laboratories

October 1985
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-~~~~~~~~~~~~~ INTRODUCTI ON

* ~~~Pacific Northwest Laboratory (PNL) has been supporting Sandia National

Laboratories during performance assessment activities for the Nevada Nuclear

Waste Storage Investigations (NNWSI) project. Performance assessment contribu-

tions from PNL have included computer simulations of water flow and radio-

nuclide transport at Yucca Mountain, which is located on and adjacent to the

southwest corner of the Nevada Test Site. These simulations were designed to

help supply technical insight into programmnatic issues such as repository

horizon sel ecti on, ground-water percol ati on, ground-water travel times,
radlonuclide migration projections, biosphere discharge points, repository
stability, and suggested data-gathering programs.

One guideline prescribed by the Department of Energy (DOE) for repository
siting Is the 1000-year minimum ground-water travel time determined for the
site prior to waste emplacement (DOE 1984). The time is to be evaluated for
any potential path of likely radlonuclide travel from the disturbed zone to the

accessible environment. The accessible environment may be defined as

10 kilometers (10,000 meters) from the repository boundaries or possibly the

nearest potable water supply. The DOE guidelines disqualify a site if the
expected ground-water travel time along any path of likely and significant

radionuclide travel from the disturbed zone to the accessible environment is

less than 1000 years. Determination of uncertainty in travel time will be

necessary to establish the credibility of the evaluation and to ultimately

demonstrate compliance with regulatory standards.

Uncertainty analysis, as used in this report, is defined as a sensitivity
analysis combined with parameter uncertainty. The goal of this study has been

to demonstrate methods that relate uncertainty in hydrologic parameters to
variations In ground-water travel time. (For purposes of clarity, an equally
important Issue, the amount of contaminant delivered to the accessible environ-

ment, will be neglected.) Parameters that directly relate to recharge~ and

subsurface flow have been the focal point for analyses in the unsaturated and

saturated hydrologic systems. Many analytical techniques are available to
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quantify uncertainty. This study has been designed to use methods that

preserve the basic understanding of the physical system.

At Yucca Mountain, Nevada, no direct measurements of recharge are

currently available; however, interpretations from indirect measurements

suggest that percolation at depth is less than 1 mm/yr. Because of the low

flux, the longest travel time for moisture at Yucca Mountain will occur in the

unsaturated system. Historically, the study of saturated flow systems has

preceded the study of unsaturated flow systems in the field of hydrology.

Consequently, the techniques used to quantify the effects of uncertainty in

saturated flow systems are more advanced than those proposed for use in

unsaturated flow systems. Further, the analysis of the unsaturated system is

more complicated because of the nonlinear dependence of hydraulic properties on

moisture content. Thus, another objective of this study has been to investi-

gate techniques used to quantify uncertainty in the saturated system with a

view toward future applications in the unsaturated system.

Although more is known about saturated flow systems, this report is

organized along a typical hydrologic flow beginning with infiltration at the
ground surface, percolation through the unsaturated zone, recharge to the

regional water table, and finally flow through the saturated zone. A con-

ceptual hydrologic model of Yucca Mountain is presented first to establish a

framework for interconnection between the unsaturated and saturated flow

systems. Uncertainty in the unsaturated system is then discussed followed by

consideration of uncertainty in the saturated system. Suggestions for future

directions in the development of uncertainty analyses for both unsaturated and

saturated systems are made in the final section.
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CONCEPTUAL HYDROLOGIC MODEL OF YUCCA MOUNTAIN

The saturated flow system surrounding Yucca Mountain has been included

within the boundaries of two regional ground-water models (Rice 1984; Waddell

1982). In both cases, the unsaturated flow system was considered to be loosely

coupled to a saturated regional system. The degree of coupling is related to

the local infiltration passing through the mountain to recharge the water

table. The term 'loosely coupled' is used because percolation of water through

Yucca Mountain is not sufficient to produce a recharge mound in the water

table. Although direct measurement of recharge at Yucca Mountain has not been

obtained to date, flux within the mountain has been estimated to be very

low--possibly less than 1 mm/yr (Sinnock et al. 1984). Such low rates are

extremely difficult, if not impossible, to measure (Sammis et al. 1982). The

conceptual hydrologic model of Yucca Mountain that has been used for purposes

of uncertainty analysis is depicted schematically in Figure 1.

Yucca Mountain consists of layered Tertiary volcanic tuffs ranging from

nonwelded to welded ash-flow or airflow materials (Winograd and Thordarson

1975). The layers dip to the east at an angle less than 8 degrees. The

moisture content of the materials generally increases with depth in the

unsaturated zone but can vary both within and between stratifications. Typical

saturation, which is the ratio of moisture content to porosity of the tuff

matrix, ranges from 34 to 96 percent, and the matrix porosity varies between 10

and 44 percent (Rush et al. 1983). The tuffs typically demonstrate low

saturated matrix hydraulic conductivities ranging in order of magnitude from

0l1o cm/s to 10-3 cm/s (Peters et al. 1984).

For this study, water flow in the unsaturated zone is assumed to be

occurring in the porous matrix even where the rock is highly fractured (e.g.,

the Topopah Spring Member of the Paintbrush Tuff Formation). This conceptuali-

zation of the flow considers the bulk properties of the rock as providing a

porous flow equivalent or continuum approach to modeling. Peters and Gauthier

3



FIGURE 1. Conceptual Diagram of the Saturated and Variably
Saturated Flow Systems

(1984)(a) have proposed another representation that discriminates between

fracture and matrix flow where the fractures are allowed to conduct excess

matrix water. However, current interpretations of measured moisture content,

suction head, and calculated recharge suggest an unsaturated flux that can be

adequately described by porous flow concepts.

The saturated flow system consists of the Tertiary volcanic tuffs

separated from a lower carbonate aquifer by a clastic confining layer (Winograd

and Thordarson 1975). The regional flow system surrounding Yucca Mountain has

been modeled as a single-layer aquifer (Rice 1984; Waddell 1982). This simpli-

fication is largely the result of available composite hydraulic head measure-

ments, which do not allow correlation of potentiometric surfaces with specific

hydrogeologic units. Recent observations from boreholes near Yucca Mountain

(a) R. R. Peters and J. H. Gauthier. 1984. Memorandum to F. W. Bingham
entitled "Results of TOSPAC Hydrologic Calculations for Yucca Mountain,"
April 30, Sandia National Laboratories, Albuquerque, New Mexico, 51 pages.
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suggest that an upward hydraulic gradient may exist between the lower confined

carbonate aquifer, the clastic confining layer, and the unconfined aquifer

below Yucca Mountain.

The Tertiary tuff layers in the saturated flow system also dip to the east

at angles less than 8 degrees. The regional water table in the vicinity of

Yucca Mountain is fairly flat and intersects the inclined volcanic tuffs. This

intersection establishes a transmissive zone. A conceptual diagram illustrat-

ing the transmissive zone, inclined volcanic tuffs, and the regional water

table in cross section is shown in Figure 2. For the investigation of uncer-

tainty in travel time, only a local saturated system with a perimeter surround-

ing the repository portion of Yucca Mountain slightly in excess of 10,000 m (a

subset of the regional flow system) was used.

Porous flow equivalence that combines the bulk effects of matrix and

fractures is assumed for water flow in the saturated zone. Saturated portions

of Topopah Spring welded tuff, which are downdip from the potential repository,

demonstrate a high yield of ground water to wells with relatively low draw-

down--in spite of low matrix porosity (Winograd and Thordarson 1975). This

phenomenon suggests that flow through fractures dominates the bulk effects of

the porous media equivalence in the saturated system. Lahoud et al. (1984)

recently concluded that the flow in the saturated zone is dominated by frac-

tures based on correlations between transmissivity and local rock structures.

Flow paths used to calculate travel time are vertically downward through

the unsaturated zone and horizontal in the saturated zone. The location of

Well J12 (shown in Fig. 2) is approximately 10,000 m from the perimeter of a

potential repository. Preliminary calculations demonstrated that travel time

through the unsaturated zone may exceed that of the saturated zone by at least

a factor of 20 (Thompson et al. 1984). However, while the unsaturated zone can

provide the longest travel times, it also has the greatest potential for

uncertainty.

5



FIGURE 2. Flow Paths for Travel-Time Calculations
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APPROACHES TO SENSITIVITY AND UNCERTAINTY

Uncertainty analyses quantify uncertainty in model output or model perfor-

mance measures induced by uncertainties associated with input parameters. A

number of different approaches can be used for uncertainty analyses; both

first-order and Monte Carlo approaches were applied to our investigation of

uncertainty in water flow through and adjacent to Yucca Mountain. Water travel

time was selected as the model performance measure for investigation of uncer-

tainty in the saturated and unsaturated zones at Yucca Mountain.

In first-order uncertainty analyses, sensitivity coefficients are combined

with parameter uncertainty to propagate uncertainties in the input parameters

to uncertainties in water travel time. Sensitivity coefficients are the output

of sensitivity analyses that quantify the effect on a model performance measure

produced by a change in a specific input parameter or input parameters.

Parameter uncertainty is a measure of parameter error.

The Monte Carlo approach to uncertainty analyses is a simple and direct

method for propagating uncertainty of input parameters to uncertainty in water

travel time. The Monte Carlo approach involves generating a large number of

'realizations' of input parameters and their spatial distributions; calculating

the corresponding values of water travel time; and determining the mean,

variance, and probability density function of travel time.

The perturbation approach to determining sensitivity coefficients as well

as the first-order and Monte Carlo approaches to uncertainty analyses are

presented in the following sections. The strengths and weaknesses of the two

approaches to uncertainty analyses are summarized. In addition, uses for the

results of uncertainty analyses are briefly discussed.

SENSITIVITY ANALYSIS

For a model output function or model performance measure F, which depends

on the parameters p1 , P2' ... , Pns the general definition of a sensitivity

coefficient is the derivative

7
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Si~a (1)
apj

where Si is the sensitivity coefficient for the output function F with respect

to parameter pi. We used a finite difference approximation to Equation (1) as

follows:

F -F1 F
S = 2 1 =.AF (2)

-i Pi Api

where subscripts 1 and 2, respectively, correspond to the state of the system

at positive and negative variations of pi that are symmetric about the mean

value.

Comparing the magnitude of the sensitivity coefficients indicates the

parameters that have the most influence on the value of the function F.

However, because differences in the magnitudes of the parameters will affect

the value of S.i, comparison of the normalized sensitivity coefficients is a

better indicator of the relative importance of the parameters contributing to
F. The expression for the normalized sensitivity coefficients, Sn1, is as

follows:

Sn1 = F(3)

where pi is the mean value of the ith parameter and F(51) is the value of the

function when all parameters are equal to their mean values.

The perturbation approach to estimating sensitivity coefficients consists

of repeated simulations with a model while varying the input parameters.

Sensitivity coefficients are calculated with respect to positive and negative

variations of the input parameters symmetric about their mean values.

8



FIRST-ORDER ANALYSIS OF UNCERTAINTY

The first-order approach to uncertainty analysis of water travel time is

based on a Taylor series expansion for travel time about the mean values of the

parameters (see Appendix B). This approach requires knowledge of the mean and

variance of the parameters in addition to estimates of the derivatives of

travel time with respect to the parameters. These derivatives, also called

sensitivity coefficients [Equations (1) and (2)], are obtained from a

sensitivity analysis.

The equations for the mean and variance of water travel time from first-

order analysis are derived in Appendix B when F is a function of only one input

parameter. These equations may be easily extended to include the case where F

is a function of several parameters. Therefore, in analogy to Equation (B.8),

the expression for the mean value of the travel time is

E(Tr) = Tr(plsp2 ... 'P) (4)

where E denotes the expectation of travel time, Tr.

In a similar manner, Equation (B.12) for the variance of travel time may

be written as follows:

Var (Tr) = I V Var (p.)

+ E cov(P1 sPj) (87r (675

istj ~ip, fj

where Var denotes variance, which is a measure of uncertainty, and Cov(piPj)

is the covariance of pi and pj. If the parameters are independent, the

covariance among the parameters is zero and Equation (5) reduces to the

following expression:

9



Var (Tr) I (bpt) Var (p1) (6)

which is a first-order expression relating uncertainty in the input parameters

pi to uncertainty in Tr. Equation (6) is first-order because second order and

higher derivatives of travel time with respect to pi are not considered.

Because each term in Equation (6) is a function of only one parameter, the

relative magnitudes of the terms can be compared to determine which of the

parameters produces the most uncertainty in the water travel time. This

information indicates which parameters should be more accurately determined so

that travel-time uncertainty could be reduced. Thus, a first-order analysis of

travel time not only allows estimation of travel-time uncertainty but also may
be used to direct future data collection activities.

The estimate of travel-time uncertainty obtained from the first-order
analysis may not be similar to those obtained from a Monte Carlo approach if
the second order or higher derivatives are not negligible as has been assumed
in the derivation in Appendix B. In addition, the validity of using a series

expansion for estimating means and variances has not been successfully

addressed to date. A Taylor series expansion of a function has been shown to

be valid for very small variations of the parameters about a fixed value.

However, when the series expansion is used to estimate the variance of the
function, the corresponding variance of the input parameters may be quite
large, which violates the condition of small variations in the parameters.
Until this point has been resolved, the results from a first-order analysis
must be considered as a rough estimate of the uncertainty in a function. In
addition, the estimate of variance from a first-order analysis is not

sufficient to obtain confidence interval estimates for travel time unless the
probability density function of the travel time is known.

MONTE CARLO APPROACH TO UNCERTAINTY ANALYSIS

The model output of interest for application of the Monte Carlo approach

to uncertainty in this study is water travel time. The Monte Carlo approach

10



involves generating a large number of 'realizations' of the hydrologic

parameters and their spatial distributions, calculating the corresponding

values of water travel time and determining the mean, variance, and probability

density function of the travel time. A realization is generated by randomly

selecting values from the assumed joint probability density function of the

input parameters.

The major disadvantage of the Monte Carlo approach is that a large number

of simulations of the flow system are needed in order to adequately estimate

the mean, variance, and probability density function of water travel time.

However, an advantage of this technique is that we can obtain an estimate of

the probability density function of travel time, which in turn allows the

calculation of reliability or confidence limits. Estimates of the mean and

variance of travel time alone are not sufficient to calculate confidence on

travel time, because determining confidence limits depends on knowledge of the

probability density function.

11



INVESTIGATION OF UNCERTAINTY IN THE UNSATURATED ZONE

AT YUCCA MOUNTAIN

A one-dimensional, steady-state analytic solution for unsaturated flow was

used to investigate the effect on water travel time of uncertainty in estimates

of percolation through Yucca Mountain, Nevada. As used in this investigation,

percolation is water flux at depth below the evaporative and root zones. The

analytic solution was evaluated numerically by a computer code that determines

the distribution of pressure head over a vertical profile of the mountain.

The analytic solution was derived by integrating Richards' (1931) exten-

sion of Darcy's law over a one-dimensional profile (see Appendix A). Gardner

(1958) solved the integral using simple algebraic expressions for the material

properties. Numerical evaluation of the integral allows more flexibility in

the algebraic expressions used to describe material properties. Travel time

for water was based on Darcy's law for unsaturated flow and definition of the

seepage velocity using the distribution of head from the analytic solution.

The numerical code was applied to the unsaturated zone of Yucca Mountain

to form a model covering a vertical profile from the prospective repository to
the regional water table. A possible range of percolation through Yucca

Mountain was used to perform an uncertainty analysis of travel time through the
mountain. The mean value of recharge and resulting mean travel time were

estimated by partial calibration of the model to field-measured saturations.
An uncertainty analysis was used to quantify the uncertainty in travel time

resulting from uncertainty in the estimates of percolation. We considered the

percolation estimate as the parameter for uncertainty in travel time through

the unsaturated zone.

CALCULATION OF TRAVEL TIME THROUGH THE UNSATURATED ZONE

For this study, water flow through the unsaturated zone of Yucca Mountain

was treated as one dimensional and steady state. Steady-state water flow is

defined as when the magnitude and direction of the flow velocity are constant

with time at any point in a flow field (Freeze and Cherry 1979). An analytical

solution for steady-state, one-dimensional downward flow of water through the

12



unsaturated zone was obtained by integrating Darcy's Law over a vertical

profile (see Appendix A). The analytical solution over an incremental distance

AZi is

Az dq, ~~~~~~~~~~~(7)
A~~i | q/Ki (1) -1(7

where Az. is distance between the i and i-1 points, (i is pressure head at the

jth point, q is the steady-state recharge rate, and Ki(4) is unsaturated

hydraulic conductivity over AZ1. A harmonic mean hydraulic conductivity

[Equation (A.12)] is used for Kg(4). Solution of Equation (7) yields the
distribution of pressure head over the profile.

Travel time over the increment AZ1 is obtained by the following equation:

(Azr 2
At. (Z)e (8)

K. Ah.1 1( )

where At1 is the incremental travel time over Azi, oi is effective moisture

content over AZ1, K1 is a harmonic mean of the hydraulic conductivity over
Az1 , and Ah; is the change in hydraulic head over Az1. Hydraulic head h is the

sum of pressure head 4' and elevation head z. The effective moisture content is

the product of saturation and effective porosity ne (01 = Sne). Moisture

content is an expression for the volume of water to volume of soil or rock, and

saturation is the ratio of volume of water to volume of voids in the soil or

rock. Effective porosity considers only those pore spaces through which flow

can occur (Bear 1979).

Equations (4) and (8) are evaluated numerically by computer programs at

discrete points over the vertical profile.
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APPLICATION OF THE ANALYTIC SOLUTION TO YUCCA MOUNTAIN

A one-dimensional geologic profile was defined from the prospective

repository horizon in Yucca Mountain to the water table. The profile is based

on the geologic log of Well USW G-4, which is located within the conceptual

repository boundary (Fig. 3).

The generalized geologic profile from USW G-4 is illustrated in

Figure 4. The depths of core samples from USW G-4 covering the profile con-

sidered for this investigation are listed in Table 1. The stratigraphy used to

model water flow from the repository horizon to the water table was simplified

from the generalized stratigraphy in Figure 4 and is illustrated in Figure 5.

Representative core samples based on lithology as well as hydraulic

characteristics were used to represent the stratigraphic units in Figure 5.

The hydraulic characteristics of core samples from USW G-4 used to

represent the simplified stratigraphic units in Figure 5 were reported by

Peters et al. (1984). The saturated hydraulic characteristics for the core

samples used are given in Table 2. Moisture-retention characteristics that

describe the change in moisture content with change in pressure head for the

core samples are illustrated in Figure 6. The moisture-retention character-

istics, or characteristic curves, represent a statistical least squares fit of

measured data with Haverkamp's formula (McKeon et al. 1983) for moisture

retention, which is

e= s r + (9)
a + |f|l

where 8 is the volumetric moisture content at pressure head A, Os is the

moisture content at saturation, Or is the residual moisture content, and a, l

are empirical constants derived from fitting the data.

The unsaturated hydraulic conductivity K(f) was generated from the shape

of the moisture-retention characteristics using a method developed by Mualem

(1976) (Fig. 7).
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FIGURE 3. Location of USW G-4 and Other Wells Within and Adjacent to the
Conceptual Repository Boundary at Yucca Mountain (after
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Generalized Stratigraphic Log

Depth (meters) 0 Alluvium / Colluvium
9.1 _ Tiva Canyon Member

72.8 Yucca Mountain Mem
72.8

ber & Pah Canyon Member

Topopah Spring Member

429.6

Tuffaceous Beds of Calico Hills

536.8 vL

Prow Pass Member

684.0

833.1

Bullfrog Member

Tram Member
914.7 _

Surface Elevation 1270 m (4166 ft)

Repository Horizon 1030 m (3379 ft)

FIGURE 4. Geologic Profile for Well USW G-4 (after Fernandez
and Freshley 1984)
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TABLE 1. Depths at Which Core Samples Were Taken from Well USW G-4
(from Peters et al. 1984)

Sample Depth Below
PNL Code Surface (ft)

G4-1 43

G4-2 123.5

G4-3 208

G4-5 246.5

G4-5 864 (dark section)

G4-6 1158

G4-7 1256

G4-8 1299

G4-9 1324

G4-10 1405

G4-11 1548

G4-12 1686

G4-13 1727.7

G4-14 1736.7

G4-15 1769.3

G4-16 1778

G4-17 1789

G4-18 1899

G4-19 2006

G4-20 2101

G4-21 2401

G4-22 1407
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Well
USW G-4

Depth (meters)
1030.0.

841.0

869.0

728.0

Proposed Repository Horizon

Sample G4-8 Welded Tuff

Sample G4-12 Nonwelded Tuff

Sample G4-13 Nonwelded Tuff

FIGURE 5. Simplified Stratigraphy
Through Yucca Mountain

for Modeling the One-Dimensional Profile

TABLE 2. Sumnary of Saturated Hydraulic Characteristics for Core Samples
Used to Represent the One-Dimensional Yucca Mountain Profile
(from Peters et al. 1984)

Sampl e

G4-13 (NW)(a)

G4-12 (NW)

G4-8 ('A)

Interval
(m) Porosity

Saturated Hydraulic
Conductivity (/day)

728-841

841-869

869-1030

0.27

0.37

0.09

1.607 x 10-6

1.132 x 10-6

3.862 x 10-5

(a) NW denotes nonwelded tuff, W denotes welded tuff.
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FIGURE 6. Moisture-Retention Characteristics Using Haverkamp's Formula
for Core Samples Representing Stratigraphic Units in the One-
Dimensional Yucca Mountain Profile
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The curves in Figure 7 were obtained by Haverkamp's formula (McKeon et al.

1983) for unsaturated hydraulic conductivity:

K (4) = K A.BA + 4Id (10)

where Ks is the saturated hydraulic conductivity, and A, B are empirical

coefficients used to fit the unsaturated hydraulic conductivity values.

To arrive at a baseline case for Yucca Mountain, saturations based on
pressure heads estimated by the analytic solution were matched with saturations

reported in Fernandez and Freshley (1984) (Table 3) to obtain a partial

TABLE 3. Generalized Stratigraphy and
(from Fernandez and Freshley

Stratigraphic Unit

Surficial Deposits

Paintbrush Tuff

Tiva Canyon Member

Yucca Mountain
Member

Pah Canyon Member
Topopah Spring
Member

Tuffaceous Beds of
Calico Hills

Crater Flat Tuff

Prow Pass Member

Bullfrog Member

Tram Unit

Saturations for Yucca Mountain
1984)

Saturation (%)

33-50

61-90

17-91

82-100

100(a)

10(a)

-1Oo(a)-

(a) Assumed values below the static water level.
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calibration of the analytic solution. The analytic solution was calibrated by

adjusting the estimated percolation rate, rather than the measured hydraulic

properties of the tuff. Although other values are reported in the literature,

a percolation rate of 0.02 cm/yr gave the best calibration because saturations

predicted by the analytical solution most closely matched the measured values.

This percolation rate and the resulting distributions of pressure head and

saturation were assumed to represent the baseline case for the uncertainty

analysis. The total travel time from the proposed repository depth to the

water tables for the baseline case is 2.17 x 105 years.

The distributions of moisture content, pressure head, and hydraulic head

generated by numerical evaluation of the analytic solution are illustrated in

Figures 8, 9, and 10, respectively. The resulting profile of travel time for

the baseline case is illustrated by the solid line in Figure 11. The dashed

lines in Figure 11 are profiles of travel time for different variations of the

percolation rate.

Moisture content as illustrated by Figure 8 is not a continuous variable.

Pressure head experiences a sharp jump across the lowest interface (Fig. 9).

This contrast caused severe difficulties with numerical evaluation of the

analytic solution. To overcome these difficulties, a grid spacing on the order

of centimeters was required in the region near the interface. As illustrated

in Figure 10, the steepest hydraulic-head gradients and the longest travel

times occur in the lower nonwelded tuffs.
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SENSITIVITY FOR INVESTIGATION OF PERCOLATION THROUGH YUCCA MOUNTAIN

Water travel time was the output function F for which uncertainty with

respect to the parameter pi, represented by the percolation rate, was

investigated. Uncertainty of only one input parameter at a time was considered

to contribute to the uncertainty in travel time. Variations to the baseline

percolation rate of 0.02 cm/yr ranging from +0.015 cm/yr to -0.015 cm/yr

(Table 4) were used to investigate the effect of the magnitude of perturbation

in the input parameter on the resulting sensitivity coefficient. The total

travel times from the prospective repository to the water table resulting from

variations of the percolation rate are listed in Table 5. Sensitivity

coefficients in Table 5 were calculated using Equation (B.4). The variation of

travel time with change in percolation is illustrated in Figure 12. Variation

of the sensitivity coefficient with change in percolation is illustrated in

Figure 13.

Figures 12 and 13 were used to determine the appropriate sensitivity coef-

ficient for the uncertainty analysis. Because we are considering sensitivity

and uncertainty of travel time with respect to the baseline estimate, the

sensitivity coefficient, which is the derivative of travel time with respect to

percolation (see Fig. 12), should be calculated close to the baseline

percolation estimate. When the percolation flux is small (large negative

variation), both the unsaturated hydraulic conductivity K(4f) and the hydraulic

gradient ah/az (or Ah/Az) are small and, from Equation (2), the travel time is

large (see Fig. 12). Conversely, when the percolation flux is high (large

positive variation), K(M) and ah/az are large, and travel time is small (see

Fig. 12). Figure 13 illustrates that calculation of the sensitivity

coefficient converges to -1.03 x 107 near 10-3 cm/yr perturbation of the

percolation rate. When variation of the percolation rate is smaller than 5.0 x

10-4 cm/yr, some deviation from the sensitivity coefficient occurs, but the

magnitude of change in Si may be caused by numerical error.
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TABLE 4. Variations from the Baseline Percolation Flux of 0.02 cm/yr
and the Corresponding Flux for the Sensitivity Analysis

Aq (cm/yr) q (cm/yr) q (m/day)

+0.015 0.035 9.5890 x 10-7
-0.015 0.005 1.3699 x 10-7

+0.010 0.030 8.2192 x 10-7
-0.010 0.010 2.7397 x 10-7

+0.005 0.025 6.8493 x 10-7
-0.005 0.015 4.1096 x 10-7

+0.002 0.022 6.0274 x 10-7
-0.002 0.018 4.9315 x 10-7

+0.0015 0.0215 5.8904 x 10-7
-0.0015 0.0185 5.0685 x 10-7

+0.001 0.021 5.7534 x 10-7
-0.001 0.019 5.2055 x 10-

+0.0008 0.0208 5.6986 x 10-7
-0.0008 0.0192 5.2603 x 10-

+0.0007 0.0207 5.6712 x 10-7
-0.0007 0.0193 5.2877 x 10-7

+0.0006 0.0206 5.6438 x 10-7
-0.0006 0.0194 5.3151 x 10-7

+0.0005 0.0205 5.6164 x 10-7

-0.0005 0.0195 5.3425 x 10-

+0.0002 0.0202 5.5342 x 10-7
-0.0002 0.0198 5.4247 x 10-7

+0.0001 0.0201 5.5068 x 10-7
-0.0001 0.0199 5.4521 x 10-

+0.0005 0.02005 5.4932 x 10-7
-0.0005 0.01995 5.4658 x 10-7

0.0000 0.020 5.4795 x 10-7
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TABLE 5. Travel Times and Sensitivity Coefficients Corresponding to
Variations from the Baseline Percolation Flux of 0.02 cm/yr

lAgI (cm/yr)

0.015

0.010

0'.005

0.002

0.0015

0.001

0.0008

0.0007

0.0006

0.0005

0.0002

0 .0001

0.00005

Tr2 (yr)
(Positive
Variation)

128,526

148,430

176,146

198,735

203,107

207,684

209,577

210,536

211,505

212,483

215,476

216,493

217,001

Tr, (yr)
(Negative
Variation)

825,710

422,995

286,174

240,436

234,245

228,377

226,115

225,002

223,900

222,809

219,601

218,554

218,034

ATr (yr)

-697,184

-274,565

-110,028

-41,701

-31,138

-20,693

-16,538

-14,466

-12,395

-10,326

-4,125

-2,061

-1,033

S-
-2.324 x 107

-1.373 x 107

-1.100 x 107

-1.042 x 107

-1.038 x 107

-1.035 x 107

-1.034 x 107

-1.033 x 107

-1.033 x 107

-1.033

-1.031

-1.030

-1.033

x
x

x
x

107

107
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FIRST-ORDER UNCERTAINTY ANALYSIS FOR PERCOLATION

The uncertainty analysis began with an assumed. range of percolation

through Yucca Mountain. We assumed that percolation flux is bounded by

recharge. Rice (1984) estimated recharge for regional modeling in the vicinity

of Yucca Mountain to be less than 0.25 cm/yr. The U.S. Geological Survey
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(USGS) suggests an upper limit to percolation of 0.4 cm/yr (Roseboom 1983),

but evidence indicates that a value less than or equal to 0.1 cm/yr is more

probable (Sinnock et al. 1984).

The assumed range of percolation was based on the following upper and

lower bounds. The upper bound on the range of percolation was assumed to be

0.1 cm/yr, which resulted in a saturated profile from the analytic solution

with the upper few meters showing noticeable drainage. Saturation was assumed

to represent the limiting case.

The lower bound for the range of percolation was determined to be 3.0 x

10-3 cm/yr. This value was obtained from the graph of travel time versus

perturbation of recharge (see Fig. 12). At a recharge rate of 3.0 x 10 cm/yr

(perturbation of -0.02 cm/yr), travel time begins to approach infinity (see

Fig. 12).

Because the range of percolation is not symmetric about the mean, we used

natural logarithms of the values (Table 6). We assumed the estimates of perco-

lation are lognormally distributed; variation of the logged values is more

nearly symmetrical.

TABLE 6. Range of Percolation Estimates for the First-Order
Uncertainty Analysis

Value of q Differences between
(cm/yr) ln aI(q) ln (q)

0.003 -5.81
1.897

0.02 -3.91
1.609

0.10 -2.30

(a) ln denotes the natural logarithm.

We assumed 1.61, the smaller of the two differences in Table 6, repre-

sented a multiple of the standard deviation. The value selected is based on

the upper bound on the range of percolation.

Properties of the lognormal distribution were used to examine the ranges

2a0n q = 1.61 and 3a0n q = 1.61, where aln q represents the standard deviation
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of the logged percolation. The number 2aln q means that 95.45 percent of the

values are within the range ln(qo) ± 2aln q (Burington 1973), where q. denotes

the baseline estimate of percolation. The number 3amn q means that 99.97

percent of the values are within the range ln(qo) ± 3aln q.

If 2aln q = 1.61, aln q = 0.80 and the variance of the in q of q is

Var (ln(q)) = (aln q)2 = 0.65. According to Benjamin and Cornell (1970), the

transformation of variance from natural logarithms to the unlogged values is

Var (q) = (qO)2 (exp (Var (In q)) -1) (11)

For Var (ln(q)) = 0.65,

Var (q) = 3.65 x 10- --
yr

Then, the variance of travel time, Tr, by Equation (6) is

Var (Tr) = 3.89 x 1010 yr2

and the standard deviation is (Tr = VVar (Tr) = 1.97 x 105 years.

If 1.61 is assumed to be three standard deviations of the logged

percolation flux, the resulting variance and standard deviation of travel time

are 1.42 x 1010 yr2 and 1.19 x 105 years, respectively.

The standard deviations of travel time for 2ain q and 3aln q are close to

100 and 50 percent of travel time for the baseline recharge.

FIRST-ORDER UNCERTAINTY ANALYSIS FOR HYDRAULIC CONDUCTIVITY

To compare uncertainty in travel time resulting from uncertainty in

hydraulic conductivity with that caused by uncertainty in percolation through

Yucca Mountain, an uncertainty analysis of travel time based on hydraulic
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conductivity was performed. Inasmuch as most of the travel time through the

unsaturated zone at Yucca Mountain occurs in the lower nonwelded tuff (see

Fig. 11), this unit was selected for variation of hydraulic conductivity in the

uncertainty analysis. The saturated hydraulic conductivity of Sample G4-13 in

Figure 5 was varied in the analysis; changing the saturated hydraulic con-

ductivities shifts the unsaturated hydraulic conductivity curves up or down,

depending on the sign of the change

The saturated hydraulic conductivity of the lowermost stratigraphic unit

of the profile was considered in the uncertainty analysis of travel time for

comparison with the uncertainty analysis based on estimates of percolation. It

would be possible to consider functional variation of unsaturated hydraulic

conductivity as well, provided the functional relationship is known.

To determine the sensitivity coefficient for travel time with respect to

hydraulic conductivity, a wide range of variations to a baseline hydraulic

conductivity of 0.06 cm/yr was considered (Table 7). The travel times and

sensitivity coefficients associated with variations of the hydraulic conduc-

tivity are listed in Table 8. From Table 8, the sensitivity coefficient

appears to converge near -1.76 x 105 yr2/cm at small variations of hydraulic

conductivity. The lower limit of hydraulic conductivity was assumed to be

0.02 cm/yr, which is the baseline percolation flux for this study and results

in a saturated profile. The upper limit was assumed to be an order of magni-

tude larger than the baseline hydraulic conductivity; Freeze and Cherry (1979)

state that order-of-magnitude estimates of hydraulic conductivity are

reasonable.

Hydraulic conductivities are generally accepted as being lognormally

distributed (Davis 1969), so we used logarithms of hydraulic conductivity to

describe the variations used in the uncertainty analysis (Table 9). We assumed

the difference that includes the lower limit was representative because the

lower limit of the range for hydraulic conductivity is based on the Yucca

Mountain flow system, namely that hydraulic conductivity that yields a

saturated profile.
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TABLE 7. Variations of Saturated Hydraulic Conductivity (Ks) of Sample
G4-13 for Calculating the Sensitivity Coefficient for Travel
Time with Respect to Hydraulic Conductivity

Percent
Variation

90

50

30

20

10

5

Variation
of Ks

(cm/yr)

0.0528

0.0293

0.0176

0.0117

0.0059

0.0029

Variation
of Ks
(m/day)

-1.45 x 10-6
+1.45 x 10-6

-8.04 x 10-7
+8.04 x 10-

-4.82 x 10 7
+4.82 x 10-

-3.21 x 10- 7
+3.21 x 10-7

-1.61 x 10 7
+1.60 x 107

-8.04 x 10 8
+8.04 x 10-8

K
(m/Way)

(saturated
profile)

8.04 x 10-7
2.41 x 10-6

1.12 x 10-6
2.09 x 10-6

1.29 x 10-6
1.93 x 10-6

1.45 x 10 6
1.77 x 10-6

1.53 x 10-6
1.69 x 10-6

TABLE 8. Travel Times and Sensitivity Coefficients Corresponding
to Variations of the Saturated Hydraulic Conductivity
of Sample G4-13

Percent
Variation

50

30

20

10

7

5

Variation
of Ks
(cm/yr)

0.0293

0.0176

0.0117

0.0059

0.0041

0.0029

Tr2 (yr)
(Positive
Variation)

213,900

215,059

215,757

216,566

216,835

217,022

Tr 1 (yr)
(Negative
Variation)

226,445

221,683

220,009

218,646

218,285

218,056

Sj-

-2.137 x 105

-1.882 x 105

-1.817 x 105

-1.763 x 105
-1.768 x 105

-1.783 x 105
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TABLE 9. Range of Saturated Hydraulic Conductivities Used in the
First-Order Uncertainty Analysis

Value of Ks Differences Between
(cm/yr) in (K,) in (K.)

0.02 -3.912
1.082

0.059 -2.830
2.302

0.59 -0.528

If 2a1n K = 1.08, aln K = 0.54, and Var (in K) = 0.29, then, based on the

transformation of variance from logged to unlogged values by Equation (11),

2
Var (K) = 1.18 x 103 cm

yr

The variance of travel time for 2 aln K = 1.08 is, by Equation (6),

Var (Tr) = 3.68 x 107 yr2

and the standard deviation is aTr = 6.07 x 103 years.

If 1.08 is assumed to be three standard deviations of the logged saturated
hydraulic conductivity, the resulting variance and standard deviation of travel

time are 1.50 x 107 yr2 and 3.88 x 103 years, respectively.

The standard deviations for 2aln K and 3aln K are much less than the

magnitude of the baseline travel time.

COMPARISON OF THE UNCERTAINTY ANALYSES FOR PERCOLATION AND

HYDRAULIC CONDUCTIVITY

By comparing the uncertainty analyses we can determine whether percolation
or saturated hydraulic conductivity contributes more to uncertainty of water
travel time through the unsaturated zone at Yucca Mountain. The variances of
travel time indicate that uncertainty in the estimates of percolation through
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Yucca Mountain contributes much more to uncertainty in travel time than

uncertainty in saturated hydraulic conductivity for the range of values

considered. We calculated a travel-time variance of about 100 percent of the

baseline value resulting from variance of percolation, whereas, the variance of

saturated hydraulic conductivity of the lowermost, nonwelded tuff in the Yucca

Mountain profile produced a 5 percent travel-time variance.

The sensitivity coefficients (see Tables 5 and 8) indicate that changes in
travel time are greater for changes in the percolation estimate than for

changes in hydraulic conductivity. Consequently, travel time is more sensitive

to the percolation rate than to saturated hydraulic conductivity of the lower-

most layer of the profile by two orders of magnitude. The negative sign of the

sensitivity coefficients indicates that, as the percolation flux and saturated

hydraulic conductivity increase, travel time decreases. This result is con-

sistent because travel time is inversely proportional to both the hydraulic

conductivity and percolation flux. The variances of percolation flux and

hydraulic conductivity demonstrate opposite behavior from the sensitivity

coefficients. The assumed variance of the unlogged recharge estimate was an

order of magnitude smaller than that assumed for hydraulic conductivity.

However, in the equation for travel-time uncertainty [Equation (6)], the

sensitivity coefficient is squared and has a greater influence on travel-time

variance than the parameter variance. This causes the uncertainty in travel

time resulting from uncertainty in the estimate of percolation to be larger

than that resulting from uncertainty in saturated hydraulic conductivity of the

lowermost layer of the profile.
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UNCERTAINTY ANALYSIS OF GROUND-WATER TRAVEL TIME

IN THE SATURATED ZONE

In steady-state ground-water flow systems, ground-water travel time along

a given pathline is a function of 1) hydraulic gradient, 2) transmissivity (or

hydraulic conductivity), and 3) effective thickness (or effective porosity).

Uncertainty in numerical predictions of ground-water travel time arises from
lack of knowledge about the spatial variations of these hydrogeologic proper-

ties. Additional sources of uncertainty may be caused by the lack of knowledge

about the boundary conditions, sources, sinks, and conceptual models. In this

study, only the uncertainty in ground-water travel time caused by the uncer-

tainty in hydrogeologic parameters is addressed because insufficient informa-

tion was available about the boundary conditions, sources, and sinks to treat

them in a statistical manner. In this section, two techniques (Monte Carlo and

first-order analysis) are used to calculate the uncertainty in ground-water

travel time caused by uncertainty in transmissivity and effective thickness

(effective porosity times the thickness of the aquifer).

Given estimates of the mean, variance, and probability density distribu-

tion for each of the two hydrologic parameters, a Monte Carlo technique was

used to calculate the ground-water travel-time uncertainty for seven cases.

The different cases varied in the treatment of the hydrologic information.

The calculation of uncertainty in ground-water travel time by a first-

order analysis requires an estimate of the mean and variance of the hydrologic

parameters together with an estimate of the first derivative of travel time

with respect to the hydrologic parameters. The first derivative is also called

the sensitivity coefficient. A sensitivity analysis was applied to the four

cases with the most reasonable hydrologic parameters to observe the sensitivity

of the ground-water travel times to each hydrologic parameter and obtain the

information necessary for the calculation of uncertainty in travel time from a

first-order analysis.

The estimates of ground-water travel time uncertainty as calculated by the

Monte Carlo and first-order methods are compared and discussed in this section.

Also discussed is how the mean travel time and its variance is influenced by
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the distribution of hydraulic head, spatial variability of the effective

porosity, and uncertainty associated with the effective porosity.

NUMERICAL CALCULATION OF GROUND-WATER TRAVEL TIME

Ground-water flow in the study area is treated as two dimensional and in

steady state. The governing equation for two-dimensional steady-state flow in

heterogeneous isotropic media with no sources or sinks is given by

V.(TVh) = 0 (12)

where V is the two-dimensional gradient operator, T is the transmissivity

tensor, and h is hydraulic head. The solution of Equation (12) is subject to

constant hydraulic head and/or constant flux boundary conditions. Following

the solution of Equation (12), the ground-water travel time can be calculated

from

Tr t dL (13)

where Tr is the ground-water travel time and L is the path length of interest.

The seepage velocity gs (defined as the Darcy velocity divided by the effective

porosity) is a vector quantity that is calculated from Darcy's law and is given

by

T Vh
qs = (14)

e

where ne is the effective porosity and b is the thickness of the saturated

zone. The product neb may be called the 'effective thickness' (Leonhart et al.

1983; Clifton et al. 1983) and represents the area of pore space in a vertical

plane of the flow system of unit width and thickness b. Equation (13) may be

rewritten using Equation (14) as follows:

39



Tr = f fle dL (15)

Ground-water travel time may be calculated by Equation (15) if the path length,

spatial distribution of transmissivity, boundary conditions, and spatial

distribution of effective thickness are specified.

For this analysis, Equation (12) is solved numerically by the finite

difference Variable Thickness Transient (VTT) ground-water flow code

(Reisenauer 1979). In the finite difference discretization of the flow domain,

the spatial distribution of transmissivity is represented by parameter values

assigned to each node. However, when there is insufficient information about

the spatial variability of transmissivity to assign differing parameter values

to each finite difference node, the flow domain must be divided into zones

consisting of a group of nodes with a uniform transmissivity. The numerical

solution to Equation (15) for ground-water travel time is obtained by approxi-

mating the steady-state seepage velocities over the flow domain from

Equation (14) and integrating these velocities along the path of interest. To

obtain travel time, the spatial distribution of effective thickness (or

effective porosity) must also be represented in some discrete manner over the

flow domain.

ANALYSIS OF UNCERTAINTY IN GROUND-WATER TRAVEL TIME

The aquifer parameters necessary for calculating ground-water travel-
time--the transmissivity and effective thickness--can be treated stochastically

by considering them as random variables with known mean, variance, and proba-

bility density distribution. The boundary conditions necessary to solve

Equation (7) may also be treated stochastically if sufficient statistical

information is available. Based on the uncertainties in the input parameters,

the mean and variance of ground-water travel-time may be calculated by a Monte

Carlo or first-order analysis to quantify the uncertainty in the travel times.
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Correlation Among Parameters

In a given geologic formation, it is generally accepted that hydraulic

conductivities and transmissivities are lognormally distributed parameters,

whereas porosities are usually reported to be normally distributed (Davis 1969;

Freeze 1975; Neuman 1982). If the thickness of the aquifer is constant (as

assumed in this study), the effective thickness (neb) will also be normally

distributed.

Because the permeability (ease of fluid flow) depends on interconnected

(effective) porosity, we expect correlation between these two parameters.

Permeability, which is related to properties of the geologic medium, is

generally correlated with hydraulic conductivity, which is a function of the

properties of both the geologic medium and the fluid. If the properties of the

fluid are constant, a correlation between hydraulic conductivity and effective

porosity is likely because of the correlation between permeabilities and
effective porosity. In addition, a correlation between transmissivity and

effective porosity can be assumed because transmissivity is the product of

hydraulic conductivity and the saturated thickness, and the saturated thickness

is assumed constant over the flow domain for this study.

Brace et al. (1982) studied the relationship between porosity and perme-

ability in granite, basalt, and tuff and concluded that permeability generally

does not correlate directly with effective porosity. For example, the porous

rock permeabilities of granite and shale are about the same, whereas the

porosity of granite is typically less than half a percent and porosity of shale

is usually 10 percent or greater. Brace et al. (1982) suggest that pore dimen-

sion accounts for the apparent discrepancy. Thus, for a geologic formation

composed of one material with a characteristic distribution of pore size, the

permeability may be correlated with effective porosity.

Brace et al. (1982) discuss the relationship between porosity and permea-

bility for flow through isotropic porous rock and flow through rough parallel

fractures and found that for porous rock, the following expression for permea-

bility is widely applicable:
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=m2 3
k ' ne (16)

where ko is a dimensionless constant that can vary between 2 and 3, ne is the

effective porosity, and m is one fourth of the diameter of a cylindrical

pore. For fractures the permeability is given by

b3
k = (17)

where b is the aperture of the fractures and J is the spacing between frac-

tures. Because, b/J is the fracture porosity, nf, the permeability may be

expressed as

k = b2 nf (18)

Assuming that nf is the effective porosity in flow through fractures, a

comparison of Equations (16) and (18) clearly demonstrates the difference in
the role played by effective porosity in flow through porous versus fractured

media. Based on these relationships between permeability and porosity, we can

assume that hydraulic conductivity (transmissivity) and effective porosity are

correlated parameters for a given type of geologic material.

APPLICATION TO AQUIFER NEAR YUCCA MOUNTAIN

As previously discussed, the ground-water flow system in the vicinity of

Yucca Mountain was modeled as a single-layer aquifer. The region modeled is

shown in Figure 14 and lies between long. 116'37'W and long. 116*11'W and

between lat. 37000'N and lat. 36040'N. To estimate ground-water travel time

from the proposed repository in Yucca Mountain to the accessible environment

(defined at a distance of 10 km from the repository), seven pathlines were

considered with their starting points located between Wells USW G-1 and USW H-3

(see Fig. 14) and their end points on a line just south of Well J12.
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Travel times calculated along these pathlines were averaged to obtain a repre-

sentative travel time. Although only the local ground-water flow system within

a radius slightly in excess of 10 km from the tentative repository location was

involved in the calculation of travel times, a ground-water flow model of the

larger region was used to estimate the distribution of hydraulic head and

thereby minimize the effect of boundary conditions on the computed hydraulic

heads within the area of interest.

A square finite difference grid composed of 47 rows and 49 columns with

approximately one-half-mile node spacing was superimposed over the study area.

Transmissivities considered representative of the area surrounding each node

were assigned to each node. The flow region was divided into nine zones of

constant transmissivity (Fig. 15). No recharge was assumed over the area.

Constant hydraulic heads were imposed at all boundaries based on a USGS inter-

pretation of steady-state hydraulic heads.(a) Given the boundary conditions

and estimates of the hydraulic parameters, the distribution of steady-state

hydraulic head distribution within the study area was calculated to determine
the corresponding ground-water travel time.

Seven Specific Cases for Uncertainty Analysis

The uncertainty in ground-water travel time was calculated for seven

different cases that varied in the treatment of the hydrologic information

(Table 10). The various combinations of hydrologic parameters were chosen in

order to investigate the effect on travel-time uncertainty of 1) the use of

simulated hydraulic heads from the aquifer parameters versus a fixed distribu-

tion of hydraulic head that may not reflect a mass balance solution for the

flow system, 2) the representation of effective porosity by either one value

over the entire flow domain or differing values in selected zones to allow for

spatial variability, and 3) the treatment of the effective porosity as a

deterministic parameter (known values with no uncertainty) or a random

parameter. In all seven cases, transmissivity was treated as a spatially

varying, random parameter.

(a) Written communication from USGS, Denver Office, to PNL, March 31, 1982.
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FIGURE 15. Transmissivity Zonation Pattern for the Study Area

Statistical Properties of Transmissivity

The transmissivity zonation pattern illustrated in Figure 15 was deter-
mined by considering 1) the transmissivity zones used in the USGS two-

dimensional, regional ground-water flow model (Waddell 1982), 2) the trans-

missivity distribution from the regional flow model presented by Rice (1984),
and 3) the transmissivity pattern calculated using a stream-tube technique
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TABLE 10. Hydrologic Information Used in Each of the Seven Cases for Which
Uncertainty in Ground-Water Travel Time was Calculated

TABLE 10. Hydrologic Information Used in Each of the Seven Cases for Which Uncertainty in
Ground-Water Travel Time was Calculated

Case
Number

1

2

3

4

5

6

7

Transmlssivit

Varying and
Random

X

X

X

X

X

x
x

USGS
I nterpretati on

X

Hydraulic Heads
Simulated-for Each

Realization of
Transmi ssi vi ties

Simulated
from Mean

Transmisslvities

X

x

Effective Porosity
. 1 f. on..pa. ally Farabfe

Constant Random Constant with Transmissivities

x
x

K

K
K

K
K

X

X

X

X
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described in Thompson et al. (1984). Only large-scale spatial variability is

represented by the transmissivity zones shown in Figure 15. The aquifer thick-

ness is assumed to be a constant value of 81 m (Thompson et al. 1984) because

of the lack of information on the spatial variability of the thickness of the

saturated zone.

Zones A, B, and C (see Fig. 15) are not along any pathline from the pro-

posed repository site. Thus, the transmissivity values in these zones were

held constant in all the simulations and were not considered in the uncertainty

analysis. The mean transmissivity values for each of the seven zones were

determined based on estimates presented in the three studies mentioned previ-

ously. Inasmuch as transmissivity is generally considered to be lognormally

distributed, the mean and standard deviation of the common logarithm (base 10)

of transmissivity (log T) must be determined. First a mean value of transmis-

sivity was estimated for each zone and then the log of that mean value was used

to calculate the mean value of log T (i.e., T- = 5 m2/day, thus log T1 =

0.7). The range in magnitude of the values of log transmissivity over the zone

was used to estimate the standard deviation by the following method. With a

range in T1 values from 2.0 m2/day to 12.6 m2/day, the corresponding range in

log T1 values is 0.30 and 1.10. Assuming that the total range represents two

standard deviations (2 alog T1) on either side of the mean value, then a109

T1= 0.8/4 = 0.20 is the estimate of the standard deviation. For a normal

(i.e., Gaussian) distribution, 95.5% of the values are within two standard

deviations on either side of the mean value. The estimates of mean and stan-

dard deviation of the log transmissivity in each zone is listed in Table 11.

Generation of Realizations of Transmissivity

Realizations of the transmissivity distribution were generated by first

generating realizations of log transmissivity. Because log transmissivity was

assumed to be normally distributed, Gaussian errors, e, were generated for each

zone of transmissivity and multiplied by the corresponding standard deviation

(alog TY* This product was added to the mean of the log transmissivity (log T

+ alog T r e) to obtain a realization of the value of log transmissivity. The

corresponding value of transmissivity was obtained by taking the antilogarithm

of the log transmissivity. This procedure was followed to obtain
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TABLE 11. Estimates of Mean and Standard Deviation
of Log Transmissivity for Each Zone

Standard
Mean ~Mean Log Deviation log

Transmissivity Transmissivity Transmissivity

Zone T(m2/day) log T "log T
1 5.0 0.70 0.20

2 20.0 1.3 0.30

3 100.0 2.0 0.15

4 1200.0 3.08 0.30

A 40.0 _ _

B 50.0

C 1.0

100 realizations of the transmissivity distribution. The procedure did not

consider correlation among the transmissivities. The correlation structure can

be included in the process of generating realizations (Clifton and Neuman

1982); however, currently available information on correlation of transmis-

sivity values between the zones is insufficient for this type of analysis.

Therefore, for this study the transmissivities in each of the zones were

considered to be independent of those in other zones.

The Monte Carlo approach to uncertainty analysis requires the generation

of enough realizations to reproduce the statistical properties of the hydro-

logic parameters. Because the purpose of this study is to demonstrate the

use of various approaches to uncertainty analysis and not to produce a

definitive analysis of the Yucca Mountain system, only 100 realizations of

the spatial distribution of transmissivity were generated. The mean, standard

deviation, and probability density distribution of the Gaussian errors in each

zone were calculated to determine how accurately the 100 realizations repro-

duced the assumed values of the statistics of the log transmlssivities. The

resulting distribution of Gaussian errors is plotted in Figure 16a through.

Figure 16d for each zone. The calculated means and standard deviations are all

within 6 percent of the assumed values of the statistics. However, under ideal

conditions, these values should be closer to the assumed values. This lack of
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fit indicates that a larger number of realizations would be needed to reproduce

the assumed values for a truly rigorous application of the Monte Carlo

technique.

Statistical Properties of Effective Porosity

In order to calculate the ground-water travel time from Equations (12) and

(15), the effective porosity must be known. At this time limited information

is available about the values, let alone the spatial variability of effective
porosity near Yucca Mountain. To investigate the effect of uncertainty in

effective porosity on travel time uncertainty, two models of the spatial
variability of effective porosity were considered. In the ffirst model, the

effective porosity was assumed to be uniform over the entire study area,
whereas in the second model the effective porosity was assumed to be constant

in each of the transmissivity zones labeled 1, 2, 3, and 4 in Figure 15. For

this study, effective porosity was assumed to be normally distributed.

The first model estimates of the mean and standard deviation were based on

information from Peters et al. (1984), Thompson et al. (1984), Bentley (1984),

Rush et al. (1983), and Lobmeyer et al. (1983). The mean effective porosity

was estimated to be 0.15 with a standard deviation of 0.06 using the same

procedure as used to estimate the statistical properties of transmissivity.

In the second model, the effective porosity was assumed to be uniform in

each of the zones (1, 2, 3, 4) of transmissivity. The estimate of mean and

standard deviation in each zone was based on reports by Bentley (1984),

Lobmeyer et al. (1983) and Rush et al. (1983). The measurements of Peters

et al. (1984) for small cores indicate a positive correlation between porosity

and hydraulic conductivity for welded and nonwelded-nonzeolitized tuffs

(Fig. 17). Based on this information, the mean value of effective porosity was

assumed to increase as the transmissivity increased. The standard deviations

were estimated using the range in values and the same procedure used to esti-

mate the statistical properties of the transmissivities. The assumed means and

standard deviations for each of the zones are listed in Table 12.

The mean effective porosity values for both models are representative of

porous flow equivalence of bulk rock properties. Available porosity data
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TABLE 12. Estimates of Mean and Standard Deviation
of Effective Porosity for Each Zone

Zone

1

2

3
4

Mean
Trans~i ssi vi ty

(m /day)

5

20

100

1200

Mean
Effective
Porosity

0.10

0.15

0.20

0.32

Standard
Deviation
Effective
Porosity

0.02

0.03

0.04

0.04
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corresponds to rock matrix pores in welded and nonwelded tuff. Preliminary

information indicated that porosity values for the Topopah Spring Member of the

Paintbrush Tuff Formation were generally less than 5 percent. This welded tuff

unit was known to be fractured. Under saturated conditions, the Topopah Spring

Member could produce at least 600 gallons-per-minute (gpm) to a well with

relatively low drawdown (Winograd and Thordarson 1975). Well productions of

this magnitude are more characteristic of either higher porosity materials than

5 percent or fracture flow. Thus, the bulk effects of fractured, low porosity

rock was considered to be adequately represented by a higher porosity,

equivalent porous flow medium.

Currently, it is difficult to obtain estimates of the effective porosity

of fractures for use in transport problems. The definition of porosity used in

Equation (18) for fracture flow depends only on the aperture of the fractures

and the spacing between the fractures. Inasmuch as the effective porosity is

the parameter necessary for transport calculations, some measure of the degree

of interconnectiveness of the fractures must be obtained. Thus, estimating

only fracture aperture-and spacing between fractures is not sufficient to

obtain a value of effective porosity for use in transport calculations.

Generation of Realizations of Effective Porosity

For the model with uniform effective porosity, the effective porosity can

be treated as either a randomly varying or constant parameter. For the example

in which effective porosity was treated as a random parameter, 100 realizations

were generated using the same procedure as discussed for log transmissivi-

ties. No correlation between transmissivity and effective porosity was

assumed. The distribution of the Gaussian errors for effective porosity is

shown in Figure 18. The sample mean of the 100 realizations is within

11 percent of the assumed mean, and the sample standard deviation is within

7 percent of the assumed value. As with log transmissivity, this lack of fit

between sample values and the assumed values indicates that additional

realizations are needed.
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For the second model, the effective porosities in each of the zones were

treated as either random or as constant parameters. Assuming the effective

porosity is random within each zone, effective porosity in each zone was

generated for each of the 100 realizations of log transmissivity. To investi-

gate the effect of correlation between the hydrologic parameters, a correlation

coefficient equal to one was assumed between effective porosity and log trans-

missivity in each zone, and no correlation was assumed between zones. For each

zone, the realizations of effective porosity were obtained from the Gaussian

error in the corresponding realization of log transmissivity; i.e., if the log

transmissivity in a zone was increased by one standard deviation, then the

corresponding effective porosity was also increased-by one standard

deviation. Inasmuch as the same Gaussian errors were used to generate the

realizations of both effective porosity and log transmissivity, the distribu-

tion of errors plotted in Figure 16 also applies to the effective porosities.
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UNCERTAINTY ANALYSIS FOR THREE CASES WITH UNIFORM EFFECTIVE POROSITY

The uncertainty of ground-water travel time was calculated for the first

three cases using the model of uniform effective porosity. The first case

involved calculating 100 average travel times using the constant mean effective

porosity value of 0.15, the hydraulic-head distribution obtained from the USGS

interpretation, and 100 realizations of transmissivity. This case was included

to investigate the effects of using a fixed hydraulic head distribution that

may not reflect a mass balance solution to the flow system. The second case
investigated the uncertainty in travel time when the hydraulic heads were

obtained by simulating the flow system for each realizations of transmissivity

and fixed boundary conditions. The results from these simulations were used

together with the mean effective porosity to calculate the ground-water travel
times. In the third case, the effective porosity was assumed to be random.

Thus, for each of the ground-water flow simulations, a new, uniform effective

porosity was used to calculate travel time.

Monte Carlo Analysis with Uniform Effective Porosity

The contours of hydraulic head obtained from the USGS interpretation are

shown in Figure 19. For steady-state flow, the location of pathlines is deter-

mined by the spatial distribution of hydraulic head. Thus, the location of the
seven pathlines shown in Figure 19 is the same for all 100 realizations in

Case 1. The histogram of the resulting ground-water travel times is illus-

trated in Figure 20. The sample mean travel time was calculated to be

3600 years with a sample standard deviation of 1040 years. The histogram is

skewed to the higher values of travel time, which may be because transmis-

sivities are lognormally distributed. The coefficient of variation is defined

as the standard deviation divided by the mean and may be used as an indication

of the magnitude of uncertainty in the mean value. For example, a coefficient
of variation of 0.30 indicates that the standard deviation is 30 percent of the

mean value, whereas a value of 1.0 indicates the standard deviation is

100 percent of the mean value. The coefficient of variation is equal to 0.29

for Case 1. A plot of the cumulative histogram of ground-water travel times

for Case 1 is shown in Figure 21 and, based on these results, the median travel
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FIGURE 19. Contours of Hydraulic Heads Obtained from the
U.S. Geological Survey Interpretation
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FIGURE 20. Histogram of Ground-Water Travel Time for Case 1

time (i.e., 50 percent point) is equal to 3370 years. This median value is

less than the sample mean of 3600 years because the distribution is skewed to

higher values.

When consistent hydraulic heads are obtained for each realization by simu-

lating the ground-water flow system, as was done in Case 2, the travel times

are more representative of the physical system. Contours of hydraulic heads

obtained from a simulation using the mean transmissivity values, transmissivity

realization number 14, and realization number 88 are shown in Figures 22, 23

and 24, respectively. The hydraulic head distributions produced by realiza-

tions 14 and 88 are presented because they corresponded to short (440 years)

and long (1815 years) travel times, respectively, for Case 2. A comparison of

the contours in Figures 22, 23, and 24 demonstrates variations in the hydraulic

heads produced by changes in the transmissivity values. The corresponding

values of transmissivity are given in Table 13 for the four zones traversed by

the pathlines. The histogram of ground-water travel times for Case 2 is

presented in Figure 25. The sample mean is 840 years with a sample standard
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FIGURE 24. Contours of Hydraulic Head Obtained from the Ground-Water
Flow Simulation Using Transmissivity Realization Number 88

TABLE 13. Zonal Transmissivity Values Corresponding to the
Mean, Realization 14, and Realization 88

Zone

1

2

3

4

Mean
Transgi ssivity

(m /day)

5

20

100

1200

Realization 14
Trans~issivity

(m /day)

10.2

Realization 88
Trans~i ssi vi ty

(m /day)

2.0

21.2

90.7

1953.0

9.8

86.9

504.8
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FIGURE 25. Histogram of Ground-Water Travel Time for Case 2

deviation of 280 years. The histogram appears to be skewed to higher values of
travel time similar to Case 1. The mean value of travel time for Case 2

(840 years) is more than four times smaller than the mean travel time for

Case 1 (3600 years). Thus for this data set, use of the USGS-interrreted
hydraulic heads leads to an overestimation of ground-water travel time. The

coefficient of variation was equal to 0.34, which is larger than the value

obtained from Case 1. The cumulative histogram of travel time is presented in

Figure 26 for Case 2. The median value of travel time is equal to 820 years,

which is less than the sample mean and is due to the skew toward higher values.

In Case 3 the hydraulic heads obtained by simulating the flow system for

each realization of transmissivity were used together with random effective

porosities to calculate ground-water travel time. The effective porosity was

treated as a random parameter in order to calculate the ground-water travel

time uncertainty when both the values of transmissivity and effective porosity
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were uncertain. The histogram of ground-water travel time for Case 3 is shown

in Figure 27 and has a sample mean of 920 years with a standard deviation of

460 years. The coefficient of variation is equal to 0.50. The shape of the

histogram shows a skew toward higher values of travel time as also observed for

Cases 1 and 2. The cumulative histogram of travel times for Case 3 is shown in

Figure 28. The median ground-water travel time is equal to 890 years, which is

smaller than the sample mean value.

The sample mean values of travel time together with the sample standard

deviations, corresponding coefficients of variation, and the median values of

travel time for Cases 1, 2, and 3 are summarized in Table 14. The histogram of

travel time can be considered an approximation of the probability density dis-

tribution of travel time. The histograms for all three cases exhibited a skew

toward higher values, which suggests that the travel time may be lognormally
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TABLE 14. Sample Means, Sample Standard Deviations, Coefficient
of Variations and Medians of Ground-Water Travel Time
Obtained from Monte Carlo Analysis for Cases 1, 2, and 3

Sample Sample Standard Coefficient
Mean Median Deviation of

Case (yr) (yr) (yr) Variation

1 3600 3370 1040 0.29

2 840 820 280 0.34

3 920 890 460 0.50

distributed. If this observation is correct, a more representative value of

the expected travel time would be the median rather than the sample mean. In

all three cases, the median travel time is less than the sample mean; there-

fore, the expected travel time could be overestimated if the sample mean were

used rather than the more representative median.

A comparison of the magnitudes of the sample means of ground-water travel

time for Cases 1, 2, and 3 shows that when the USGS hydraulic head interpreta-

tion was used (Case 1), the travel times were four times larger than when

consistent hydraulic head data were used (Cases 2 and 3). When the effective

porosity was treated as a random parameter (Case 3), the sample mean travel

time was only 9 percent larger than for Case 2 where effective porosity was

assumed to be a deterministic parameter. However, comparing the coefficients

of variation for Cases 2 and 3 shows that the uncertainty in travel time for

Case 3 was much larger than for Case 2. Thus, treating the effective porosity

as a random parameter caused the uncertainty in travel time to increase while

having only a small affect on the sample mean travel time. The coefficient of

variation was smallest for Case 1, which indicates the least uncertainty; how-

ever, recall that use of the USGS hydraulic head interpretation produces travel

times that are not representative of the ground-water flow system. Given the

current state of knowledge of the hydrologic parameters, Case 3 contains the

most physically realistic assumptions for estimating uncertainty in travel time

when the effective porosity is assumed to be uniform over the flow region.

The sample mean together with the sample standard deviations of travel

time are plotted versus the number of realizations in Figures 29, 30, and 31
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for Cases 1, 2, and 3, respectively. If a sufficient number of realizations

have been considered, the values of the sample statistics should converge to

specific values as the number of realizations is increased. The figures illus-

trate that 100 realizations were not sufficient for the statistics to converge

to their final value. The sample statistics for Cases 1 and 2 show indications

of converging, but for Case 3 only the sample mean may be converging, while the

sample standard deviation is still variable. These results suggest that, in

general, the sample mean appears to converge more quickly than the sample

standard deviation. Also, for cases with larger uncertainties in the hydro-

logic parameters (i.e., Case 3), it is necessary to consider a larger number of

realizations in a Monte Carlo analysis in order to obtain convergence of the

sample statistics.
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Sensitivity Analysis with Uniform Effective Porosity

A sensitivity analysis was conducted for Cases 2 and 3 that were based on

simulation of the ground-water flow system. Case 1 with the USGS hydraulic

heads was not used because it is not representative of the flow system.

The sensitivity coefficients were calculated by a perturbation method as

discussed in Appendix B. The log transmissivity in each zone and the effective

porosity were varied about their mean values by an amount equal to ±5 percent

of their corresponding standard deviations. The 5 percent variation in the

parameters was chosen in order to ensure that the corresponding travel times

had measurable variation in their magnitudes, while maintaining the parameter

values close to their means. A reasonably accurate estimate of the sensitivity

coefficients should be obtained by using the 5 percent variation of the input

parameters because ground-water travel time appears to vary slowly as the

magnitude of the input parameters changes. The parameters were varied one at a

time, and the sensitivity coefficients were calculated using Equation (2). The

travel times and sensitivity coefficients obtained in this study are given in

Table 15. Also listed are the normalized sensitivity coefficients (Sn1)

calculated by Equation (3). Because of different magnitudes of the parameters,

the normalized sensitivity coefficients must be used to indicate which

parameters most affect the calculation of travel time.

TABLE 15. Travel Times, Sensitivity Coefficients (S,), and Normalized
Sensitivity Coefficients (Sna) Corresponding to Variations of
the Log Transmissivity in the Four Zones and Effective Porosity

Tr2 (yr) Tr1 (yr)
Delta Change in (Positive (Negative ATr

Parameter Variation) Variation) (yr) __;j_ Sn

Alog T1 = 0.02 749.2 768.3 -19.1 -955.0 -0.88

Alog T2 = 0.03 755.5 765.1 -9.6 -320.0 -0.55

Alog T3 = 0.015 760.2 760.6 -0.4 -26.7 -0.07

Alog T4 = 0.03 750.8 754.4 -3.6 -120.0 -0.49

Ane = 0.006 775.3 744.9 30.4 5066.7 1.0
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In a sensitivity analysis of Case 2 where the effective porosity was

treated as deterministic, the only parameters varied were log transmissivities

in each of the four zones. A comparison of the normalized sensitivity coeffi-

cients for the log transmissivities shows that log transmissivity in Zone 1 has

the most influence on the calculation of travel time. Zones 2 and 4 have Sni

of similar magnitude, while Zone 3 has the least influence on travel times.

Because the log transmissivity value in Zone 1 is smaller in magnitude than

those in the other three zones, it produces the most effect on the ground-water

flow system near Yucca Mountain, and travel time is most sensitive to this

parameter. Note that the sensitivity coefficients are negative, which indi-

cates that travel time decreases with an increase in the log transmissivity

values. This result is expected because travel time is inversely proportional

to transmissivity in Equation (15).

In a sensitivity analysis for Case 3, both the log transmissivities and

the uniform effective porosity were varied. Comparing all the normalized

sensitivity coefficients listed in Table 15 shows that the effective porosity

had a slightly larger influence on the estimates of travel time than the log

transmissivity value in Zone 1. This result was expected because the smaller

transmissivity value in Zone 1 had the most effect on the flux through the flow

system near Yucca Mountain, and the effective porosity directly influences the

magnitude of the seepage velocity [Equation (15)]. Note that the normalized

sensitivity coefficient for effective porosity is positive, while those for log

transmissivity are negative. This difference in sign is because travel time is

directly proportional to effective porosity, whereas it is inversely propor-

tional to transmissivity.

First-Order Analysis with Uniform Effective Porosity

A first-order approach to estimating uncertainty in ground-water travel
time was applied to Cases 2 and 3. The first partial derivatives of travel

time with respect to the hydrologic parameters (i.e., sensitivity coefficients)
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were determined from the sensitivity analyses of Cases 2 and 3. These esti-

mates of the derivatives together with the estimates of the variance of the

parameters were used to calculate travel time uncertainty from Equation (6).

The mean value of travel time was calculated from Equation (4).

The mean ground-water travel time for Case 2 is 760 years, the standard

deviation is 220 years, and the corresponding coefficient of variation is

0.29. Because each term in Equation (6) for variance of travel time depends on
only one parameter, a comparison of the magnitudes of the terms that are

products of the sensitivity coefficients squared and the variance of parameters

indicates which parameters contribute most to the travel time uncertainty. For

Case 2, 78 percent of the uncertainty (represented by variance) in travel time

was due to the uncertainty in log transmissivity in Zone 1. This result means

that a reduction in the parameter uncertainty for this zone would have the

maximum effect on the travel time uncertainty.

The mean ground-water travel time for Case 3 is 760 years, the standard

deviation is 370 years, and the coefficient of variation is 0.49. For this

case, 66 percent of the uncertainty (variance) in travel time is due to the

uncertainty in effective porosity, whereas 26 percent of the travel time

uncertainty is due to the uncertainty in log transmissivity in Zone 1.

Comparison of Monte Carlo and First-Order Results Using Uniform Effective

Porosity

The estimates of mean and standard deviation of travel time for Cases 2

and 3 obtained by the Monte Carlo and first-order analyses are listed in

Table 16. The first-order analysis underestimated the mean and standard
deviation when compared to those determined by the Monte Carlo approach for

both cases. Only the coefficients of variation for Case 3 are similar. This
discrepancy between the estimates of the mean and standard deviation for the

two approaches indicates that either the second-order and higher derivatives

cannot be neglected in the Taylor series expansion for the first-order analysis

or the Taylor series expansion is not appropriate to use for an uncertainty

analysis. In general, a rigorous Monte Carlo analysis yields the more accurate
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TABLE 16. Values of Mean, Standard Deviation, and Coefficient of
Variation of Travel Time Obtained from Monte Carlo and
First-Order Analysis for Cases 2 and 3 with Uniform
Effective Porosity

Standard
Mean Deviation Coefficient

Travel Time (yr) Travel Time (yr) of Variation
Monte First- Monte First- Monte First-

Case Carlo Order Carlo Order Carlo Order

2 840 760 280 220 0.34 0.29

3 920 760 460 370 0.50 0.49

estimate of uncertainty in model output because the generation of realizations

of input parameters allows more complete representation of the statistical

properties of the input parameters.

Although the first-order approach is an efficient method of calculating

the uncertainty in ground-water travel time, application of this approach

yields no information concerning the probability density distribution of
ground-water travel time. On the other hand, the histogram obtained from a

Monte Carlo analysis can be used to approximate the probability density
distribution of travel time. However, the first-order analysis may give an

indication of which parameters are contributing the most to the travel time
uncertainty. This information cannot be obtained from the Monte Carlo

approach.

UNCERTAINTY ANALYSIS FOR FOUR CASES WITH SPATIALLY VARYING EFFECTIVE POROSITY

The uncertainty in ground-water travel time was calculated for four cases
(labeled 4, 5, 6, and 7) in which the value of effective porosity varied in the

different zones near Yucca Mountain. In Case 4, the deterministic (i.e.,

constant) spatially varying effective porosities were used along with the

100 realizations of transmissivities, and the USGS interpretation of hydraulic

heads. This case was included to observe the effect on travel time of using

spatially varying porosities together with a fixed hydraulic head distribution.

A comparison of the results of Cases 1 and 4 should indicate the influence on

travel time of the two models of effective porosity (i.e., uniform versus
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spatially varying). The distribution of hydraulic head calculated from the

mean values of transmissivity was used in Case 5 to represent more consistent

hydraulic head data. Cases 6 and 7 were based on hydraulic head data obtained

by simulating the ground-water flow system for each realization of

transmissivity. The spatially varying effective porosities were treated as

deterministic in Case 6, whereas in Case 7 they were considered to be random

but correlated with log transmissivity.

Monte Carlo Analysis with Spatially Varying Effective Porosity

A statistical analysis of the ground-water travel time calculated for
Case 4 yielded a sample mean travel time of 4600 years, a sample standard
deviation of 1590 years, and corresponding coefficient of variation of 0.35.

The histogram and cumulative histogram of ground-water travel time are not pre-
sented because their shapes are very similar to those obtained for Case 1. The

median travel time for Case 4 is 4270 years, which is less than the sample mean
and due to a skew in travel time toward higher values. A comparison of the

sample means, medians, and standard deviations of travel time for Cases 1 and 4

indicates that the effect of spatially varying effective porosity is to

increase the values of the statistical quantities. In addition, the coeffi-

cient of variation is larger for Case 4, which suggests that spatially varying

effective porosities (whose values have been chosen to consider correlation

with the transmissivities) cause an increase in the uncertainty associated with

calculating travel time when the USGS hydraulic head distribution is used.

The hydraulic heads calculated from the mean values of transmissivity are

more representative of the flow system than the values obtained from the USGS

interpretation. Thus, the estimate of travel time uncertainty obtained from

Case 5 can be directly compared to the other cases in which the flow system was

simulated for each realization of transmissivity. The histogram of ground-

water travel times for Case 5 is given in Figure 32. The sample mean of travel

time is 1090 years with a sample standard deviation of 390 years and

coefficient of variation of 0.36. The cumulative histogram of ground-water

travel time for Case 5 is plotted in Figure 33. The median travel time

observed from the cumulative histogram is equal to 990 years. The histogram of

travel time (see Fig. 32) displays the largest skew to higher values when
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compared to the histograms for the other cases. In addition, the difference

between the sample mean and median of travel time is also the largest for

Case 5, which supports the previous observation concerning the skew. The

magnitude of the sample mean travel time for Case 4 is over four times larger

than that obtained for Case 5. Thus, the travel times are overestimated when

based on the USGS hydraulic head data as compared to the case when more

representative hydraulic head data are used. However, the coefficients of

variation for Cases 4 and 5 are very similar, which indicates that the uncer-

tainty in travel time is comparable for the two cases.

The histogram of ground-water travel times for Case 6, which involves

simulating the ground-water flow system for each realization of transmissivity

is given in Figure 34. The sample mean and standard deviation for ground-water
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travel time were determined to be 1070 years and 360 years, respectively, and

the corresponding coefficient of variation was equal to 0.34. A median travel

time value of 1030 years was observed from the cumulative histogram of ground-

water travel time given in Figure 35. Although the histogram exhibits a skew
toward higher travel times, it is not as large a skew as observed in other

cases. The results of Case 6 can be compared to those obtained from Case 2 to

observe the effect of spatially varying effective porosities. The sample mean

travel time of 840 years is smaller for the case with uniform effective

porosity (Case 2); however, the coefficients of variation are the same, indi-

cating that the same degree of uncertainty is observed for both cases. The

larger sample mean travel time for Case 6 can be attributed to the influence of

larger effective porosity values in two of the four zones.

In Case 7, the hydraulic heads were obtained by simulating the ground-
water flow system for each realization, and the travel times were calculated
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using random effective porosities in each zone. These random effective

porosities were correlated with the log transmissivity values in each zone with

a correlation coefficient assumed to be equal to one. The histogram of ground-

water travel times for Case 7 is given in Figure 36. The histogram shows a

skew toward higher values of travel time similar to that observed in the

histograms for the other cases. The sample mean and standard deviation are

1090 years and 340 years, respectively.

The coefficient of variation for Case 7 is 0.31, which is a smaller value

than that obtained for Case 6. In the model with uniform effective porosity,

the coefficient of variation increased when effective porosity was treated as a

random variable (see Table 14, Cases 2 and 3). However, for Case 7, with

spatially varying effective porosity, the coefficient of variation decreased

when effective porosity was treated as a random parameter. This result is

caused by imposing the one-to-one correlation between effective porosity and
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FIGURE 36. Histogram of Ground-Water Travel Time for Case 7
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log transmissivity. If no correlation were assumed, the coefficient of varia-

tion would probably increase with the effective porosity treated as a random

parameter. The median ground-water travel time for Case 7 is 1060 years as

observed from the cumulative histogram given in Figure 37. This median value

is also less than the sample mean travel time, as is observed for all the other

cases.

The values of sample mean, sample standard deviation, coefficients of

variation obtained for Cases 4, 5, 6, and 7 are listed in Table 17. Also, a

comparison of the sample mean travel times for Cases 5, 6, and 7 shows little

variation in the magnitudes; however, the median values for the three cases are

more variable. The coefficients of variation for the four cases are of similar

magnitude.

To observe the effect of the number of realizations on the statistics, the

sample mean together with the sample standard deviation of travel time are

plotted versus the number of realizations in Figures 38, 39, and 40 for

Cases 5, 6, and 7, respectively. Analysis of the sample statistics as the

number of realizations increased indicated that 100 realizations were not suf-

ficient for the mean and standard deviation to converge to their final value.

However, the sample mean and standard deviation for Cases 5 and 6 show indica-

tions of converging, while those for Case 7 show definite signs of converging.

This result for Case 7 suggests that when the effective porosities are highly

correlated with log transmissivities in the four zones, 100 realizations may be

sufficient to evaluate the statistical properties of the travel time.

Sensitivity Analysis with Spatially Varying Effective Porosity

A sensitivity analysis was conducted for Cases 6 and 7 that involved

simulating the ground-water flow system for each realization. Cases 4 and 5

were not analyzed because they used hydraulic heads that were not completely

representative of the ground-water flow system.

The sensitivity coefficients for the analysis with spatially varying

effective porosity were calculated by the perturbation method as before. The

log transmissivity and effective porosity values in each zone were varied about
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TABLE 17. Sample Means, Sample Standard Deviations, Coefficients
of Variations, and Medians of Ground-Water Travel Time
Obtained from Monte Carlo Analysis for Cases 4, 5, 6,
and 7

Case
4

5

6

7

Sample
Mean
(yr)
4600

1090

1070
1090

Median
(yr)
4270

990

1030

1060

Sample
Standard
Deviation

(yr)

1590

390

360
340

1100

1080 1-

Coefficient
of

Variation

0.35

0.36

0.34
0.31
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their mean values by an amount equal to ±5 percent of their corresponding stan-

dard deviations. The 5 percent variation in the parameters was chosen in order

to ensure that the corresponding travel times had measurable variation in their

magnitudes while maintaining the parameter values close to their means. The

parameters were varied one at a time, and the sensitivity coefficients

calculated using Equation (2). The sensitivity coefficients for the log

transmissivities and effective porosities are listed in Table 18. The nor-

malized sensitivity coefficients (Sn1) calculated by Equation (3) are also

listed in Table 18 and are used to determine which parameters most affect the

calculation of travel time.

In the sensitivity analysis for Case 6, the only variable parameters were

the log transmissivities in each of the four zones because the spatially
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varying effective porosities were held constant. A comparison of the normal-

ized sensitivity coefficients corresponding to the log transmissivities in

Table 18 shows that the log transmissivity in Zone 1 has the greatest impact on

calculation of ground-water travel time. The log transmissivity in Zone 2 pro-

duces the next largest effect, and the log transmissivity in Zone 4 has the

least influence on the value of travel time. Because travel time is inversely

proportional to transmissivity, the sensitivity coefficients for Case 6 are

negative; thus, as this parameter is increased, the travel time decreases.

A comparison of the results of the sensitivity analysis for Case 2 with

constant uniform effective porosity (see Table 15) and Case 6 with spatially

varying effective porosity (see Table 18) shows that in both instances the log

transmissivity value in Zone 1 has the most influence on travel time. This
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TABLE 18. Travel Times, Sensitivity Coefficients (S-), and Normalized
Sensitivity Coefficients (Snj) Corresponding to Variations
of the Log Transmissivity and Spatially Varying Effective
Porosity in the Four Zones

Delta Change in
Parameter

log T1 = 0.02

log T2 = 0.03

log T3 = 0.015

log T4 = 0.03

nel = 0.002

ne2 = 0.003

ne3 = 0.004

ne4 = 0.004

Tr2 (yr)
(Positive

Variations)

975.9
983.6

989.3

975.6

991.5

991.2

993.0

992.6

Tr1 (yr)
(Negative

Variations)

997.7

995.4

991.3

976.4

988.5
988.8

987.0

987.4

Tr
(yr)

-21.8

-11.8

-2.0

-0.8

3.0

2.4

6.0

5.2

-1090.0

-393.3

-133.3

-26.6

1500.0

800.0

1500.0

1300.0

Snag_

-0.77

-0.52

-0.27

-0.08

0.15

0.12

0.30
0.42

result is expected because the smaller transmissivities govern the magnitude of

the flux through the ground-water flow system near Yucca Mountain.

In the sensitivity analysis for Case 7, both the log transmissivities and

the effective porosities were varied. A comparison of all the normalized

sensitivity coefficients listed in Table 18 shows that the values of log

transmissivity in Zones 1 and 2 and the values of effective porosity in Zone 4

have the largest influence on the calculation of travel time. Again, this

result can be attributed to the fact that the smaller transmissivities (i.e.,

in Zone 1 and 2) govern the magnitude of the ground water flux, while the

effective porosity has its largest value in Zone 4 and thus has the most affect

on the magnitude of the ground-water travel time (see Equation (15)].

A comparison of the results of the sensitivity analyses for Cases 3 and 7

shows that in Case 3, the normalized sensitivity coefficient is largest for the

uniform effective porosity, while in Case 7, the coefficient is largest for log

transmissivity in Zone 1. Thus, consideration of spatially varying effective

porosities reduced the influence of effective porosity on the travel time.

Note that, as before, the normalized sensitivity coefficients for effective

porosity are positive because travel time is directly proportional to effective
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porosity, while coefficients for log transmissivity are negative because travel

time is inversely proportional to transmissivity.

First-Order Analysis with Spatially Varying Effective Porosity

The first-order approach previously described for estimating uncertainty

in ground-water travel time was applied to Cases 6 and 7. The first partial

derivatives (sensitivity coefficients) were determined from the sensitivity

analyses of Cases 6 and 7. These approximations of the derivatives together

with estimates of variance of log transmissivity (see Table 10) and effective

porosity (see Table 11) were used to calculate the ground-water travel time

uncertainty from Equation (6) for Case 6 and Equation (5) for Case 7. Recall

that Equation (6) is the expression for variance of ground-water travel time

when the parameters are independent, while Equation (5) was used for Case 7

because the parameters were assumed to be correlated. The mean value of travel

time was calculated from Equation (4) for both cases.

The mean travel time for Case 6 calculated from the first-order analysis

is 990 years and the standard deviation is 250 years with a corresponding coef-
ficient of variation of 0.25. As before, because each term in Equation (6) for

the variance of ground-water travel time depends only on one parameter, a com-

parison of the magnitudes of the terms indicates which parameters contribute

most to the travel time uncertainty. For Case 6, 77 percent of the uncertainty

(variance) in travel time was caused by the uncertainty of log transmissivity

in Zone 1. Thus, reducing the uncertainty in log transmissivity for Zone 1

would produce the maximum effect on the uncertainty in ground-water travel

time.

The mean travel time calculated from the first-order analysis for Case 7
is 990 years, and the standard deviation is 240 years with a corresponding

coefficient of variation of 0.24. For Case 7, the first-order estimate of

variance was calculated from Equation (5)

Var (Tr) Var (pi)
Var (p.)6T

+ Cov [py P TprTr)
i j ]

i >j
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Because some terms in Equation (5) involve more than one parameter, it is more

difficult to determine which parameters cause the most uncertainty in travel

time. However, based on the magnitude of the terms which involve the uncer-

tainty of log transmissivity in Zone 1, we can state that this parameter

produces a large percentage of the travel time uncertainty.

Comparison of Monte Carlo and First-Order Results for Spatially Varying

Effective Porosity

The estimates of mean, standard deviation, and coefficient of variation

for travel time calculated from the Monte Carlo and first-order analyses are

summarized in Table 19 for Cases 6 and 7. The first-order analysis under-

estimated the mean, standard deviation, and coefficient of variation when

compared to the values determined by the Monte Carlo approach for both cases

(see Table 19). The first-order estimates of mean travel time are also less

than the median values of travel obtained from the Monte Carlo analysis (see

Table 17). The fact that-the coefficients of variation obtained from the first

order analysis are smaller than the values calculated from the Monte Carlo

approach indicates that the first-order analysis underestimates the travel time
uncertainty. The discrepancy between the estimates of the statistics for the

two approaches suggests that the second-order or higher derivatives cannot be

neglected in the Taylor series expansion for the first-order analysis or the

use of a Taylor series expansion in an uncertainties analysis is not

appropriate.

TABLE 19. Values of Mean, Standard Deviation, and Coefficient of
Variation of Travel Time Obtained from Monte Carlo and
First-Order Analysis for Cases 6 and 7 with Spatially
Varying Effective Porosity

Standard
Mean Deviation Coefficient

Travel Time (yr) Travel Time (yr) of Variation
Monte First- Monte First- Monte First-

Case Carlo Order Carlo Order Carlo Order

6 1070 990 360 250 0.34 0.25
7 1090 990 340 240 0.31 0.24
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DISCUSSION AND CONCLUSIONS

The uncertainty in travel time of water through both the unsaturated and

saturated zones can be discussed in terms of the types of uncertainty outlined

by Benjamin and Cornell (1970) and Dettinger and Wilson (1981), namely model

and parameter (both natural and statistical) uncertainty. Model uncertainty is

caused by the limitations in the mathematical and numerical models used to

simulate the hydrogeologic system. In this study, contributions to model

uncertainty for the unsaturated flow system originate from the following:

1) assumptions necessary for formulating the analytic solution, in particular

the steady-state assumption; 2) material characteristic selection and one-

dimensional model development; and 3) the relatively poor representation of

those material characteristics (see Fig. 5, 6, and 7). For the saturated flow

system, model uncertainty is related to the assumptions of steady-state two-

dimensional flow, no recharge, constant hydraulic head boundary conditions, and

the coarse representation of the spatial variability of transmissivity and

effective porosity. Model uncertainty is difficult to quantify for both the

unsaturated and saturated zones (Dettinger and Wilson 1981) and was not

considered in this study.

Data or parameter uncertainty is caused by 1) random and/or systematic

measurement errors in the data used to make parameter estimates for a model,

2) incomplete knowledge of the spatial or temporal variations of some of the

data used to make parameter estimates, and 3) heterogeneities within the

hydrogeologic system that have not been detected during collection of the

data. Parameter uncertainty may be classified as natural or statistical. For

example, natural uncertainty in estimates of percolation through Yucca Mountain

originates from variability of events contributing to recharge. Nonuniformity

of precipitation events, rain-shadow effects, concentration of runoff in

arroyos and washes, and variation of precipitation with elevation and temporal

variation all contribute to the natural uncertainty of recharge. Statistical

uncertainty arises from difficulties of measurement. These measurement

difficulties may be caused by frequency of measurements, accuracy of measure-

ments and detection limits of instrumentation. Additionally, statistical

uncertainty may be used to represent the relative accuracy of point or areal
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measurements. When sufficient statistical information about the parameters is

not available, additional uncertainty may be introduced because of the

selection of reasonable ranges for the parameters.

In this study, the uncertainty in travel time of water through both the
unsaturated and saturated zones was estimated by considering uncertainty in the

hydrogeologic parameters. Uncertainty analyses of travel time were conducted

separately for the unsaturated and saturated zones.

Based on the first-order analysis of uncertainty in the unsaturated zone

using the analytic solution for water flow through Yucca Mountain, uncertainty

in the percolation estimate contributes significantly more to uncertainty in

travel time than does uncertainty in estimates of hydraulic conductivity. This

supports the importance of accurate estimates of the present and future perco-

lation through Yucca Mountain in assessing the performance of a high-level

nuclear waste repository. Consequently for performance assessment of a nuclear

waste repository in Yucca Mountain, uncertainty in travel time through the

unsaturated zone can be reduced by decreasing the uncertainty in the estimate

of percolation. However, because of complexity of the infiltration process at

the ground surface, reducing uncertainty in estimates of percolation through

the mountain will be a difficult, expensive, and time-consuming process.

Two approaches, Monte Carlo and first-order, were used to investigate

uncertainty in ground-water travel time through the saturated zone. The Monte

Carlo approach shows that using hydraulic head data that is not representative

of the ground-water flow system (Cases 1 and 4) leads to incorrect estimates of

mean travel time. The hydraulic head distribution calculated using the mean

values of transmissivity (Case 5) is more representative of the flow system and

yields a mean ground-water travel time that was similar in magnitude to the

travel time obtained by using hydraulic head distribution calculated from

simulating the ground water flow system for each realization (Case 6).

Although the mean travel time for Case 5 is representative, the coefficient of

variation is larger than for Case 6, which is based on simulations of the flow

system. For Case 5, this larger coefficient of variation indicates a higher

degree of uncertainty in ground-water travel time, which is due to the
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correlation between the log transmissivities and the distribution of hydraulic

heads that has been neglected by not simulating the flow system for each

realization.

In the saturated zone, two models of effective porosity--uniform versus

spatially varying--were used to determine their effects on mean travel time and

its uncertainty. The values of spatially varying effective porosity were

determined based on an assumed correlation between the effective porosity and

log transmissivity (i.e., larger effective porosities associated with larger

log transmissivities). Results from the uncertainty analysis of ground-water

travel time using the Monte Carlo approach indicate that the mean travel time

is smaller for the model with uniform effective porosity (Cases 2 and 6).

However, the uncertainty that was based on the coefficients of variation of
travel time appears to be very similar for the two models of effective

porosity.

Cases 3 and 7 were included to investigate the Influence on ground-water

travel time uncertainty when both the effective porosity and the log transmis-

sivity are treated as random parameters. The largest uncertainty in ground-

water travel time was obtained for Case 3, where effective porosity was assumed

to be uniform over the flow domain, as indicated by the largest coefficient of

variation. Although the spatially varying effective porosities were assumed to

be random for Case 7, the uncertainty in travel time was smaller than the

uncertainty calculated for Case 6 in which deterministic effective porosities

were used. This decrease in travel time uncertainty can be explained by the
assumed one-to-one correlation between the effective porosity and log transmis-

sivity. Therefore, for this data set and modeling assumptions, considering
correlation between effective porosity and log transmissivity produced lower

uncertainty in ground-water travel time.

The sensitivity studies for Cases 2 and 3 in the saturated zone indicated

that the region with the smallest mean transmissivity produced the largest

influence on the calculated ground-water travel time. When random effective

porosity was considered (Case 3), the effective porosity produced the largest

influence on the calculated ground-water travel time, with the smallest value

of transmissivity having the next largest influence. The sensitivity studies
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for Cases 6 and 7 indicated that the zones with smaller transmissivity produced

the largest influence on travel time, with the higher values of effective

porosity having the next largest influence. The results of the sensitivity

studies are not unexpected because both the smaller values of transmissivity

and the higher effective porosities yield longer ground-water travel times [see

Equation (12)); therefore, ground-water travel times in the areas with these

parameters are the longest and represent most of the total travel time.

In addition to estimating uncertainty in ground-water travel time through

the saturated zone, the first-order approach was used to indicate which

hydrologic parameters contribute most to the uncertainty in travel time. Over

70 percent of the uncertainty (i.e., variance) in travel time for Cases 2, 6,

and 7 was due to the smallest mean log transmissivity value. For Case 3, over

66 percent of the uncertainty in ground-water travel time can be attributed to

the uniform random effective porosity. Thus, for these cases, the most

important hydrologic parameters as indicated by the normalized sensitivity

coefficients are also the parameters that contribute most to the uncertainty in

ground-water travel time. Therefore, a reduction in the uncertainty in these

parameters will have a large effect on the travel time uncertainty.

Comparison of the Monte Carlo and first-order estimates of mean ground-

water travel time and travel time uncertainty in the saturated zone showed that

the first-order approach underestimated both the mean and variance of travel

time for all the cases considered (Cases 2, 3, 6, and 7). This underestimation

of the mean value of ground-water travel time and its uncertainty suggests that

the Monte Carlo approach should be used to estimate the mean travel time and

its variance as well as the probability density distribution of travel time. A

rigorous Monte Carlo analysis yields the most accurate estimate of uncertainty

in model output because generating realizations of input parameters involves

the probability density distribution of the input parameters. These realiza-

tions allow more accurate representation of the statistical properties of the

input parameters. A first-order analysis uses only the variance (or

covariance) of the input parameters and does not consider the probability

density distribution of the input parameters. The first-order approach may be
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useful to indicate which parameters contribute most to the ground-water travel

time uncertainty and thus where the effort must be concentrated to reduce the

uncertainty in travel time.

Conclusions from this investigation of uncertainty in the saturated zone

must be qualified based on limitations of available data, preliminary develop-

ment of the conceptual and numerical model, and limited statistical information

about the parameters. However, the results suggest that for calculating

ground-water travel time and its associated uncertainty, consistent data must

be used to obtain values that are representative for the ground-water flow

system. The Monte Carlo approach is useful to calculate the uncertainty in

travel time, whereas a sensitivity study together with a first-order approach

for uncertainty may indicate which parameters produce the largest influence on

ground-water travel time and its uncertainty. Inasmuch as both the Monte Carlo

and first-order approaches to uncertainty analysis yield beneficial information

about uncertainty in travel time through the saturated zone, we recommend that

both techniques be considered in future uncertainty studies in the unsaturated

zone as well as in the saturated zone. Where information is available, the

spatial variability of the hydrologic parameters must be considered, in

addition to their statistical properties such as mean values, variances,

probability density distributions, and correlation structures.

By comparing the uncertainty analyses for the unsaturated and saturated

zones at Yucca Mountain, we can assess the relative impact of uncertainty in

water travel time through each zone. The uncertainty in water travel time

through the unsaturated zone caused by the uncertainty in recharge was 50 to

100 percent of the mean value, depending on the estimate of the variance in

recharge. Whereas, for the saturated zone, the uncertainty in ground-water

travel time varied from 31 to 50 percent of the mean value, depending on the

statistical assumptions about the hydrologic parameters. In summary, the mean

travel time for water through the unsaturated zone is two orders of magnitude

larger than ground-water travel time through the saturated zone. However, the

larger uncertainty in unsaturated zone travel time produces a greater impact on

uncertainty of travel time through the combined system than does the uncer-

tainty in saturated zone travel time.
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APPENDIX A

ONE-DIMENSIONAL ANALYTIC SOLUTION FOR PRESSURE HEAD

IN THE UNSATURATED ZONE

In deriving the one-dimensional, steady-state, analytic solution for

unsaturated flow, the following assumptions were made:

* water flow is steady state

* the hydraulic gradient is vertically downward

* water table conditions exist at the lower boundary

* the upper boundary condition is constant flux.

Darcy's law in three dimensions is as follows:

q = K Vh (A.1)

where q is the vector of specific discharge with dimensions [L/t], L is the

hydraulic conductivity tensor [L/t], and Vh is the hydraulic head gradient

[L/L]. Hydraulic head h is the sum of pressure head * and elevation head z;

h = p + z. In the unsaturated zone, ip is less than zero and K = K(9).

Let X be the unit normal vector, which is positive in the upward

direction. Then

qx3 -K3 ('P) ah (A.2)

Rewriting the equation such that q~x is downward into the profile and dropping

vector notation gives

q = -K(+) (do + 1) (A.3)
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which, when rearranged becomes

-qdz = -K(0)dc - K(0ddz (A.4)

(K(M ) - q)dz = (q)d,

dz K (0 d4

dz = q/K(q) 1

The integral of the above expression between depths in the profile is

fz dz = - 1 (A.5)

Let i = dz= i i-l

If Azi is small and (ki-1 does not vary much from fj, then Kj((k) is relatively

constant and the integral may be written as

Jf i -1 (A.6)

Solving the expression for (ki gives

az = [ N-f (|i

A~i q/Ki -1 [(fi 'i-il
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Az 1 (q/K; - 1) = -i - i-1

(Pi= I�i-i + Az i (q/K i -1) (A.7)

Because the profile is most likely to

mean hydraulic conductivity is used for K.

by considering the equation of continuity.

qi q 1 - qT = q

be layered horizontally, a harmonic

The harmonic mean (K*) is derived

(A.8)

The values of flux are predicted by Darcy's law

6h.

qi = -K; I
1 z

(A.9)

=- 1 K j _ 1Zi-ii-i ~-

where the variables in the equations are defined in Figure A.1.

We also have

* Ah
qT = -K Sz (A.10)

where Ah1 = 6h1 + Shi1l and Az1 = 8z1 + 6zi_. Then,

* [6h; + 6h
qT = K IZ; + 6zj

(A.11)
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-I1 I
6zi, 6h,

z1 ,,hi-,
6zi-i, 6hi-i

FIGURE A.1. Discretization Between Grid Points

7;6ZR 91- K I1
qT = K* 6z-

i-

and with qT= qi =q1

* z [ i/Kj + 6Z i1/K;11 = K * _ _ _ _ _ _ _ _ _ _ _

The harmonic mean hydraulic conductivity K* is

A z.
K * z=/K + 6z K 1 (A.12)

* i- i I
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The analytic solution then becomes

fi = fi 1 + AZ; (q/K* - 1) (A.13)

This expression is evaluated numerically over a one-dimensional grid, beginning

at a lower water table boundary and working up. At each step, 4fil and Kj

are known; rj K; and K* are solved iteratively.

(i = 4i 1 + AZ1 (q/K - 1) (A.14)

where m denotes the level of iteration.

The solution is analytic except for iterating to obtain K1 and K*.

Empirical functions are used for the moisture-retention characteristics 0(f1)

and unsaturated hydraulic conductivity K(f'). Volumetric moisture content e is

saturation multiplied by porosity. The functions are statistically fit to

measured moisture-retention and generated hydraulic conductivity data to obtain

expressions that can be used in modeling.

The formula for moisture-retention characteristics developed by Haverkamp

and described by McKeon et al. (1983) is

a(9@ - o )
: = e 0r (A.15)

a + 1|fl

where Os is the moisture content at saturation, or is the residual moisture

content, and a, 0 are empirical constants derived from fitting the data.

Haverkamp's formula for unsaturated hydraulic conductivity is (McKeon

et al. 1983)
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K(f) = K A
S A + |+ |

(A.16)

where Ks is the saturated hydraulic conductivity and A, B are empirical para-

meters used to fit the unsaturated hydraulic conductivities.

Solution for Travel Time

Darcy's law in the vertical direction is (in magnitude without vector

notation)

q = K(f) dh (A. 17)

The average linear pore velocity v is (Bresler et al. 1982)

V = q/0e (A.18)

where ee is the effective volumetric moisture content through which flow can

occur. Effective moisture content is defined as se = Sne where S is saturation

and ne is effective porosity. Combining Equations (A.17) and (A.18) gives

vee = K dh

where K = K(U). Because 9 is a velocity, we can also define v as

v = Az/At

where t denotes time. We can write dh/dz as Ah/Az so that

ITt e = Az

(A.19)

(A. 20)

(A.21)
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Rearranging the equation gives:

(Az)2 e
At = K (A.22)

Between points of the profile, the travel time is

At = Ah1 (A.23)

where the variables are described as in Figure A.1 and 8; is the harmonic mean

of the effective moisture content. The total travel time Tr over the profile

is

n
Tr = I At1 =

i=1

2 *
X CAZi) ei

i=1 K. Ah;
*1

(A.24)

where n is the number of discretized node points.

Verification of Numerical Evaluation of the Analytic Solution Against a Fully

Analytic Solution

To verify whether numerical evaluation of the analytic solution for

infiltration is correct, we compared results to those predicted by a fully-

analytic solution. The equation

I dz =
Zi-1 -P 1 qXiTTWF1

(A.25)

can be integrated directly for simple forms of K(4') where
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K (44 = K A
s A + 14B

as before. Specifically, the integral can be evaluated for B=1, 3/2, 2, etc.

We assumed B=2 to verify numerical evaluation of the analytic solution.

The integrand on the right-hand side of the infiltration equation is

1 1
q/K(q)-l1 q( I 2+ A) - 1

s

KsA

=2
q(I412 + A) -KsA

KsA

q IfI + (q - ) A

Ks

q -Ks=~~~~

Ks
- [ ] [-K (A.26)q s a 14,I + C

where a = q and c = 1. In the unsaturated zone, K > q so that a is

always negative. The solution of this indefinite integral is (Burington 1973).

dx = - - ln /c + xIa (A.27)

ax + c 2/;ia /c - xVi
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where in denotes the natural logarithm and x = 1blJ. Then the infiltration

equation becomes

Az 1 =
2/7-aJ

i[c9 r xi
c _ x /a xi-i

or

Azi =[q -Ks 2/_-a] ln + ] | (A.28)

where a, c, and x are defined as before and AZ = Zi - Zi_14

Azi ( K ) =
K

n [1 + x/-- |
1 - xv/-a xi

(A.29)

Let B = 1/-a (Az.)
(q - Ks hn

K Then,

1 + xi J-a
B = in -

1 - xj.a

1 + x_1 V-a
In

1 - x1 _1 /a
(A. 30)

(1 + x. i)(1 - x; 1 /-a)
B = In

(1 - xi /---)(1 + x1-1 /--a)

1 + xj a
1

- xi-l /j@ + xi(x 1_1)(a)_ _ _1Be 1 - Xja + x v'j a+ xi (x 11)(a)
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xi (x ii )ae B=I+ x.i/-- -x yi_ a+ xi(xi_)

-x a eB + x (x )aeB

X (-- eB + Xj 1 aeB

- x; /--a- xi (xa = 1 -= I 1 {-a -e x 1 V a eB

- Y a - xj i1 a) = 1 - x i_1 V--a _eB x;I /1 e

Solving for xi

1 + Xi-l

where xi = 1'tJ, a = q and

/--a -e ~x;1 /-a eB

x: 1 aeB _/ r x xj a

= 2/-a (Az ) ( K S)

(A.31)

Results of travel time based on numerical evaluation of the analytic

solution and the fully analytic solution were compared over a 100-m profile.

For an input flux of 0.02 cm/yr, the total travel times for the numerical and

fully-analytic solutions were within 0.17 percent of each other. At an input

flux of 0.20 cm/yr, only an 0.02 percent difference occurred between total

travel times. These differences are well within an acceptable range of

error.

The travel time estimated from numerical evaluation of the analytic

solution was also compared to the travel time used by Thompson et al. (1984) in

the consequence analysis for Nevada Nuclear Waste Storage Investigations

Performance Assessment. The travel time estimated for the consequence analysis

was approximately 10 percent greater than that estimated by the analytic

solution.
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APPENDIX B

DERIVATION OF EQUATIONS FOR THE FIRST-ORDER

UNCERTAINTY ANALYSIS

The first-order uncertainty analysis consists of sensitivity coefficients

combined with parameter uncertainty. Sensitivity coefficients and the equa-

tions for first-order uncertainty are explained and derived in this appendix.

DETERMINATION OF SENSITIVITY

Sensitivity coefficients can be combined with parameter uncertainty to

perform an uncertainty analysis for a model of a particular system.

Sensitivity coefficients express the rate of change of one variable caused by

the rate of change of another variable. With respect to modeling, sensitivity

coefficients describe change in model output caused by change in model input.

The mathematical meaning of sensitivity can be described by considering an

arbitrary function

F f (P1 P2 1 *.-Pn) (B.1)

where the function F depends on parameters P1 P2 .Pn (McCuen 1973). The

change in F resulting from a change in a single parameter Api is given by the

Taylor Series expansion

1 + F ~aF + 1 2F (p)
f(p. ap = + 2! 2 (Ap1) +IF (B.2)

+ Tpj- A i 2!api2

If the nonlinear terms of the Taylor Series expansion can be ignored, the

general definition of a sensitivity coefficient is given by

B.1



Si = = nim [f(pi + Api) _ f(pi)]/Api (B.3)

where Si is the sensitivity coefficient with respect to the parameter pi.

Coleman and DeCoursey (1976) suggest a finite-difference approximation to the

partial derivative

F2 -F 1 A
S. = 2 1 =-h (B.4)

i Pi2- Pil iAp

where subscripts 1 and 2, respectively, correspond to the state of the system

at negative and positive variations of pi.

The sensitivity coefficients of a system can be calculated by a number of

different methods including the following: simple differentiation, perturba-

tion analysis, the adjoint approach, and a Monte Carlo (Latin Hypercube)

method. The adjoint technique is discussed by Oblow (1978) and Harper (1983);

the Latin Hypercube method was developed primarily at Sandia National

Laboratories and is discussed by Iman et al. (1978). The perturbation approach

to sensitivity is being used for investigation of flow through Yucca Mountain.

The perturbation method for determining sensitivity coefficients consists

of repeated simulations with a model, while varying the input parameters.

Sensitivity coefficients are then calculated with respect to the varied input

parameters.

First-Order Uncertainty

Benjamin and Cornell (1970) discuss three distinct types of uncertainty.

The first is the fundamental uncertainty of the parameter itself caused by

natural variation. The second type of uncertainty is statistical and is caused

by errors in estimating model parameters. Benjamin and Cornell (1970) describe

the third type of uncertainty as model uncertainty, associated with the form of

the actual model. This last type of uncertainty, that of the model, is not

addressed by the first-order uncertainty analysis. The first two types of

uncertainty are combined by considering parameter uncertainty.
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To derive the equation for the first-order uncertainty analysis, we assume

the expected value of a parameter, p, is (Dettinger and Wilson 1982):

E(p) = p0 (B.5)

where po is the mean infiltration rate and E(p) denotes the expectation of p.

If the function F is travel time Tr, the Taylor series expansion for

travel time about po is:

TrTr~p )a~r 1 aTr (p 2Tr Tr(p) - (P - Po) + at (p p) +*

The expected value (mean) of Tr is

(B.6)

E[Tr] = E[Tr(p )I + aTr E[p - po] + E E
0 3P 0 2 ~~~ap

(p - p )2] + ...

= Tr(p ) + 0 + 1 a2Tr Var (P) + *-
0 2 ~ap2

(B.7)

where EPp - p0 ) = E~p] - E[p 0 = PO - PO = 0, EC(p - p 0)
2] = Var (p), and Var

denotes variance. If we assume the second-order derivative defining curvature

of travel time versus the parameter p is small, then

EETr] = Tr(po) (B.8)

The variance of Tr is arrived at by rearranging the Taylor Series

expansion of Tr
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Tr - Tr (PO) = ap (P - Po) + 2 +

The square of this is .

(B.9)

(Tr - Tr (Po)) 2 (aTr32 (p po)2 + 1 aTr a2Tr 32 ap a-2 ( p-PO

+ 1
4-

a2Tr 2

ap 2 )
(P - PO)4 + ... (B.10)

and taking the expectation, we arrive at

E [(Tr - Tr (Po)) ] -pr ) E [(p - p )21po
I aTra~T-r E [(( - p )3]
2 ap al)2

+ 1 (12Tr) E [(p - p) 4] + 4*

4ap2 0
(B.11)

If we again neglect second and higher order derivatives, we obtain

Var (Tr) = (aTr)2 Var (p) (B.12)

which relates variance in the input parameter p to variance in travel time.
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