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Executive Summary

This nepont descnibes Long-range cfLimate models useful in
studying the stability of the Nevada Test Site as a geologic reposi-
tony for disposal of nuclean wastes. The Long half-Lives of transu-
nanie elements that are a part o4 such wastes necessditate the
considenation of stability for at Least 10,000 yearns. Durning such a
time span climate change 48 Likely. Thus it becomes imperative to
develop means of estimating the effects of such climate change upon
the waste package.

We present a set of predictions of temperature, precipita-
tion, evapotrarspiration and nunoff typical of a climatic extreme
such as occumned 4n the recent geologic past (about 18,000 years
ago). These are made fon a Lange negion sunrounding the Nevada Test
Site. Impontant tests of the neasonableness of these predictions are
made. Lake configurations predicted under our 'model' climate are
companed to those observed at present, on the one hand, and to those
preserved in the geologic record (fon 18,000 yeans ago) on the othex.
Both of these, as well as other tests, suggest oun predictions are 4in
accond with the actual conditions.

‘ The procedure is briefly summanized; it has been described
in detail in two previous reponts to Battefle. The equations are de-
nived §rom observed cLimate data using stepuise negnession. Variables
used can neflect qthen global climatic negimes such as a glaciation.
We suggest future wonk that would erhance the applicability of this
model to the nucfear waste assessment problem.
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Specific conclusions from this study are as §ollows:

. Quite precise estimates of the modern Local climate on a de-
- tailed monthly basis are possible. About 65% to 95% of the
variability of climate in this time nange can be predicted.

Reasonably precise estimates of the Local climate can also be
made §ox conditions analogous to the Last glacial maximum at
which time a numbern of Large Lakes existed in the Southwest U.S.

Lakes comparable Lo those knawn from the geofogic record are
predicted for these climatic eonditions. This provides some
confidence in the detailed predictions. '

. Such a climate extreme will ‘be charactenized by 90% increase
in precipitation. In areas presently anid, nunodf will change
very Little, howeven, because of continued high evapotranspiration.

. The most signifdicant precipitation change 48 the drnamatice 4in-
crease in the Siema Nevada Mountains. Runoff from these
mountains will cause growth of Lakes in a chain extending to
the Panamint Valley. No sdignificant Lake i4 forecast for Death
Valley.

Changes in temperature will be small and ewatic. Increases will
occur, as will decreases. Changes are highly site specifdc.

1§ Lake evaporation nates also decrease by 27% a major Lake will
foxm in Death Valley. This agrees with previous geologic studies.

Such a climate change as forecast by ourn equations L8 Likely 2o
be accompanied by increased rechange rates. Groundwatern §Low
conditions may be modified accondingly. Site étabAL(xy could be
influenced by these changes. :
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INTRODUCTION

The primary objective of this study is to define
a method capable of specifying the boundary conditions con-
trolling the behaviour of the groundwater system in the
area of Yucca Mountain, Nevada (Figure 1). With such a
specification available it will be possible to model ground-
water flow through the repository and estimate the effects
of such flow upon the étability of the site.

0f greatest interest as an external control upon
the hydrogeologic system is the amount of recharge to be
expected. Because recharge varies significantly throughout
the area, and because this variability itself influences the
configuration and behaviour of that system, it is necessary
to specify these recharge values at a large number of points
within the area. Since a finite difference.approach is being
used to model groundwater flow, it is most helpful to have
recharge specified at each node of a large and detailed grid.

Recharge rate is largely a function of the amount
of precipitation falling on the area. It is also decreased
Ehrough evapotranspiration, itself controlled by temperature.
Thus good estimates of recharge'reéuire accurate predictions
of the precipitation and temperature within the region.

Both of theée vary with elevation. This is the

so-called orographic effect. Another aspect of the orographic
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Figure 1. Area of interest in this study. Boundaries of the
groundwater flow system, potentiometric surface con-
tours and flow directions are from Waddell (1982, p. 33,
fig. 3, and p. 3, fig. 1). This is termed the level
III area. The level I and II areas are shown on the
inset.



'effecﬁ p:pduces rainshadows downwind from major topographic
obstacles. Precipitation is also limited by the amount of
precipitable water and, because the dominant winds come from
the Pacific Ocean, this is ultimately affected by patterns
of sea surface temperatures. It is the sea~surface tempera-
ture pattern which controls the rate of evaporation of water
from the ocean that will be carried inland as gvailable moisture.
Thus a large number of factors enter into the system of climatic
variability within the area of concern.

Through the use of statistical procedures, we creatg.
a set of equations that describe the rélation between these
controlling factors and the climate that results. These
eéuations are constructed using least squares procedures
coupled with a stepwise regression iterative solution. A
total of 37 independent variables are defined for use in the
regressions. Ultimately, we derive equations for preéipita-
tion and temperature in each month of the year.

To allow aéEII;étiSR of these equations to create
a grid of predicted values for use in the finite difference
flow models, we must be able to specify values of the inde-
pendent (or predictor) variablesvat each of these points.
This is achieved by means of computer code. Computations
make use of a grid of elevation data ahd reported values

of sea surface temperature and dominant wind directions.



A site such as the préposed repository at Yucca
Mountain ﬁust be stable for an extended period of time (over
10,000 years) because of the long-lived radiocactive material
to be contained within it." Thus we must.concern ourselves
with the possibility of changes in the hydrogeologic system
that could have'impact upon the repository. For clues'about'
the changes thgt may be anticipated we must make use of the
geologic record.

This record clearly shows that climate has not re-

mained stable within the area of cohcern. Although the ul-

o

timate discharge point of groundwater passing beneath Yucca
Mountain (Death Valley) is now arid and idﬁospiéable, it was
{over 25,000 years ago) the site of a major lake (Manly) nearly
200m deep (Figure é). If conditions once again return to

this state, will the repository remain stable? To answer

this qqestion we must once again rely upon the hydrogeologic
models. Again estimates of the climatic conditions must be

made available.

The equations previously described were developed
using predictor variables that can be quite precisely
specified in sﬁch climatic eitremes. Only three/variables
need be determined: sea surface temperatﬁre, sea level and
dominant wind directions. Exhaustive geologié research has
in recent'years made available estimates of sea surface

temperatures and the amount of sea level lowering at the



Figure 2.

Configuration of lakes in the Death Valley drainage
system at their last maximum stand in the Late Pleisto-
cene. This (unspecified) date is informally referred
to in the text as the Last Pluvial Maximum. Figure
adopted from Morrison (1965, p. 278, figure 5).



time of th;s climatic extreme (the last glacial maximum).
Concurrent'research by meteorologists and paleoclimatolo-
gists has allowed estimation of dominant wind directions for
the same period. With these, and the equations developed
for modern climate,we can predict the past climate in the
detail needed to allow the hydrogeologic model to be soived.

However, it is not just the change of climate alone
that may impact upon the groundwater system. Because Death
Valley is the discharge point for‘this system, such major
changes of the water table ‘as would be created by the pre-
sence of a lake could also affect groundwater flpw. Thus,
not only must we specify climate, we must also specify the
size of the lake that can be anticipated. For this we have
developed a separate computer code.

Thus there are three major elements to this report.
We first describe the development of the equations of climate.
Next, these equations are adapted to allow spécification of
the climate at the last glacial maximum. Finally, the lake
system that can be anticipated under such climate extremes
is determined, We conclﬁde this discussion with a section
déscribing how these predictions can be improved and extend-

ed..



THE METHOD OF CLIMATE PREDICTIONS

Development of the desired equations has relied on
the capability of solving for a set of variables that repre-
sent the orographic influences upon climate within the area.
For ﬁhis we have used a digital elevation model at a spacing
of 2%' latitude and longitude coupled with available bathy-
metric data and information concerning sea surface tempera-
tures and dominant wind directions for the months of August
and February. '

We have developed a set of equations capable of pre= |
dicting the historical éonditions at the 124 climate stations
of record in the level I area (Figure 3). These equations
rely upon a set of variables that allow generalization of
the climatié predictions.to the entire region. Furthermore
the variables included in the analysis are such that climatic
changes accompanying glaciation can be reflected in the pre-~
dictor variables and thus in the predictions.

Variables available within this modelling effort
included the following: sea surface temperature in each of
two months (August and February) at each point along the
California coastline, distance from the coast to any point
of concern along thé wihd veétors assumed to dominate-the
circulation pattern during the months 65 February and August,
latitude and longitude of the point of interest, elevation

of the point of interest, elevation and distance of the highest
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point that would pe crossed as winds travel from the coast
to the point of interest, elevation and distance of the
_lowest point that would occur (between that highest point
and the point of interest) along the aésumed wind‘vector,
and the slope in the westerly and southerly directions at
the point of interest. Computation of the variables of
concern was made under the assumption that the present
dominant wind directions in February and August are 241°
and 282° respectively. These variables are illustrated
schematically in Figure 4.

From these variables a set of additional variables
were computed and transformations of some of thosevvariable;
were ﬁsed.‘ These additional variables Are as follows: thé
natural logarithm of the distance from the coast, the natural
logarithm of the distance from the highest upwind point, the
natural logarithm of the distance from the lowest upwind .
point, the ratio of sea surface températu:e fo the ﬂatural
logarithm of distance to the point from the coast, the ratio
of the highest elevation to the natural logarithm of distance
from that elevation to the point of concern, the ratio of
the lowest elevation to the natural logarithm of distance
to the poinﬁ of concern, the difference_ih elevation between
the highest upwind point and the point of cdncern, thé
difference in elevation between that of the lowest upwind
point and the point of concern. Ratios of the drop and of

the gain in elevation to the logarithm of their distances
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Figure 4. Schematic fllustration of the predictor variables
defined for use in the climate equations. Two wind
vectors are shown. Each illustrates the assumed
dominant wind direction in one of the months used.
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'were also used. All of these variables were then
available for construction of predictive equations of
temperature and precipitation. They are summarized in
Table 1.

From these we have solved for the dependent variables
in each month. These variables were the mean monthly temp-
erature and‘the}mean monthly precipitation in each of the
twelve months. We also made a predictive equation of total
precipitation and mean temperature over the year.. The climate
stations used in this ané}ysis have been described in our
previous report (Craig, 1983). The precipitation data were .
transformed using the cube root transformation also describ-
ed in the earlier report. In Table 2 we report the order of
entry for the variables that enter each of the equations for
monthly temperature. 1In Table 3 we report the same informa-
tion for the values of monthiy precipitation. In Table 4
are reported the values of percent variance explained, ad-
justed for degrees of freedom for each of the twelve months
for these two variables. As can be seen, our predictive
equations are quite successful in estimating the values of
. temperature and precipitation in each of these months. All
of the predictive equations are statistically significant
and to the best of our knowledge these equations represent
the most successful yet developed in making such predictions.
Analysis of the residuals from these predicti&é equations has

shown no systematic tendency for deviationms.



Listing of all independent variables defined in the study of climate

ravle 1. and available for stepwise regression predictions of precipitation
and temperature. Each variable in the second group is computed for
both February and August. Thus, for example, there is ELMUPF and
ELMUPA. 1In group three all months may be available. Thus there is
a TJAN, TFEB --- and CUPJAN, CUPFEB, etc.

Name Variable

LAT Latitude of Point

LONG Longitude of Point

ELEV Elevation of Point

SLOPES Slope to South from Point to Next Adjacent Point of Grid

SLOPEW Slope to West from Point to Next Adjacent Point of Grid

ELMUP Elevation of Maximum Upwind Point

DISMUP Distance to Maximum Upwind Point

ELLOF Elevation of Lowest Point Between at

DISLOP Distance to Lowest Point Between

ELEDROP Elevation Drop (Maximum Upwind - Point Elevation)

ELEGAIN Elevation Gain (Lowest Point Between - Point Elevation)

LNDIMUP LN (Distance to Maximum Upwind Point + e)

LNDILOP LN (Distance to Lowest Point Between + e)

DECADRP Elevation Drop/LN (Dist. to Max. Upwind Point + e)

DECAGAN Elevation Gain/LN (Dist. to Lowest Point Between + e)

DECAMAX Elevation of Maximum Upwind Point/LN (Dist. to Max. Upwind Point + e)

DECAMIN Elevation of Lowest Point Between/LN (Dist. to Lowest Point

Between + e) N o

SST Sea-Surface Tempéf;ture -

DISCOS Distance to the Coast (Along Wind Vector)

LNDICOS LN (Distance to the Coast + e)

DECSST Sea-Surface Temperature/LN (Distance to the Coast + e)

T Monthly Mean Temperature (if previously predicted)

CuP Cube Root of Monthly Mean Precipitation (if previously predicted)




Table 2.

Variable
No. Name
1 LAT
2 LONG
k] ELE
4 EL MUP F
6 EL LOP F
10 DIS COS F
11 SST F
15 EL MUP A
17 EL LOP A
20 SLOPE S
21 DIS COS A
22 SST A
26 T JAN
28 T FEB
30 T MAR
32 T APR
36 T JUN
38 T JUL
40 T AUG
42 T SEP
44 T OCT

52 EL DROP A
54 EL DROP F
55 EL GAIN F
57 CUP FEB

63 CUP AUG
69 LN DI COS A
72 LN DI LOP A
73 LN DI MUP F
74 LN DI LOP F
.75 DECA SST A
77 DECA MAX F
78 DECA MAX A
80 DECA MIN F
- 83 DECA DRP A

No. vars.in
eqn.
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Results of stepwise regressions to predict monthly mean
Final coefficients of the regression equa-
Variables that enter
but are later removed are not listed.

temperatures.,
tion are provided in the Appendix.

Order of Entry
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Table 3.
Variable
Yo. Name
1 LAT
2 LONG
k] ELEV
4 EL MUP F
7- DIS LOF F
10 . DIS COS F
11 SSTF
15 EL MUP A
16 DISMUP A
18 DIS LOP A
20 SLOPE S
21 DIS COS A .
22 SSTA
28 T FEB
30 T MAR
38 T JuL
40 T AUG
42 T SEP
46 T.NOV
52 EL DROP A
54 EL DROP F
56 CUP JAN
57 CUP FEB
58 CUP MAR
59 CUP APR
60 CUP MAY
62 CUP JUL
63 CUP AUG
64 CUP SEP
65 CUP OCT
66 CUP NOV
67 CUP DEC
69 LN DI COS A
70 LN DI COS F
71 LN DI MUP A
73 LN DI MUP F
74 LN DI LOP F
75 DECA SST A
76 DECA SST F
78 DECA MAX A
82 DECA GAN F
84 DECA DRP F
No. vars. in

eqn.

Results of stepwise regressions to predict monthly mean
precipitation. Final coefficients of the regression equations
are listed in the Appendix. Variables that enter but are

later removed are not listed.
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Table 4.

Values of percent explained (adjusted Rz) and the
standard error for each of the regression equations.

.Also reported for comparison are the RZ values re-

ported by Houghton (1979) for his precipitation
equations.

o

'- Temp;gizzr;g;Jf;'n' Precipitation
Month & st.er. Houghton
January .056 51.9
February 194 51.6
March .056 54.0
April .063 58.3
May 99.7 .202 95.3. .070 3;.2
June 99.2 417 | 80.7 .099 72.9
July 99.8 .208 8l1.9 .138 62.2
August 91.9 1.387 73.4 176 55.6
September 99.6 .241 65.0 .095 70.8
October .064 52.3
November 086 58.8
December .062 55.5

Values of.R2 are
This rep
The actual precisi®
measure of the qua

known .

s - theoreﬁ%:a-f e predictions.

: other months are

illhhﬁ?iiugﬁ§§?902"'ﬁ c—ﬁsﬁggttical. The best

tain dfby examination of
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Using these equations, and a program to ‘solve for
the independent variables at each point within our level II
grid area, we have made predictions of the temperature and
precipitation_in each of the twg;ye months of the year. Re-

g ) i

ribed iQh;he next section.
2 = 2




PREDICTIONS OF MODERN CLIMATE

Temperature

_ Using the equatlons for _temperature described above,
we have solve& for monthly tem gerature andggor mean annual
= = T aerme R
-temperature.“aﬁhese computatf

excellent agreement. In Table 5 we ha;e listed those loca- .
tions for which the observed value deviates from the pre-
dicted value by greater than two standard errors of the pre-
diction. The standard errors of the estimate are also re-
ported, for each equation, in Table 4. Analysis of residuals

suggests no systematic deviations from normallty (Table 6).

..
- _.."w-

As can be seen by 1n59e°t£°“‘°f thesé-tables: the predictions

W_\ . %
are very cgs . Tal] PR
the percent .  ance

top map ini}f; §s S f '~e;f;=u5~f 115 EY E.in examining

;f adjusted Rz,
gtion.

lustrated as the

Y
‘Qiﬁﬁ%edﬁg% represent temp-

'...-z*:.—-

.....

The bottom f;qure represents predictaqgg £er the last glacial
maximum to be described later. This facilitates comparisons
between present and past (LGM) climates; changes are more

readily noted.



Table 5, Number of months for which the observed value at a statjon exceeds
the predicted value by two standard errors (>2) and by three standard
errors (>3) of the regression equation.
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Table 6. Measures of skewness (g,) and kurtosis (g,) of the
- residuals from the equaéions to predict témperature
and precipitation. These values have been standardiz-
ed so that the expected variance is one under an
assumption of normality. Values exceeding *2.33suggest
rejection of the null hypothesis at the alpha = 5% level.
‘Temperature = ~fgegipitation
Month - 1 1
JAN
FEB
MAR J st Hle FHR
APR 1.23 -0.49 -0.52 0.71
MAY -1.83 -0.27 -2.51 -0.11
AUG -0.96 -0.02 0.70 -0.33
OCT 0.04 2.26 -0.82 -0.07
*
NOV 26.76°  119.59 0.71 -0.18
DEC -0.34

0.68 P

Examina:ion'b'

this month a2

at values for
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MODERN SEPTEMBER TEMPERRTURE
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The coding scheme represents the temperature using
six differént symbols. Except for adjusting the zero class
limit, each symbol is applied over an equal range of values
equal to one-sixth of the total range between absolute maxi-
mum and absolute minimum for that month. Of course, since
the lowest temperature may occur at the LGM and the maximum
in the present month, we determine the total range of values
across both dates and then scale all §alues.

The six symbols were chosen to represent the high-
est temperature with the dgrkest character. Successively
lighter characters represent cooler temperatures. This has *
the advantage of making the highest elevations white and of
course snow is most common there. Discretizing the tempera-
tures to six levels has thé disadvantage of disguising much
information. Many subtle differences are lost. Color dis-
plays are available and they are a great aid o show the

subtler varighi 7u.'h0n1y careful examingtiéﬁ;of the figures

 fii that is available. Of course, exact
values for any p ‘can be extracted from the equations.

In generifﬁ"éhé resu1ting predictions show the very
strong control elevation exerts upon temperature. The lowest
temperatures cbnsistently occur in the highest elevations.
The converse is also true. Death Valley, the southeastern

Mojave Desert and the lowest portions 6f the San Joagquin

Valley are hot. During the summer months the San Joaquin

Valley is not as hot as the Mojave Desert and Death Valley
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(in each figure the hottestpoint is marked with a 4 , the
coldest with a V ). Subzero temperatures are found in the
Sierra Nevada Mountains and the White Mountains during the
winter months (January through April). Coastal regions {in
‘the southwestern part of the area) show the Mediterranean
climate, warmer iq wintér and cooler in summer than compar-
able elevations in the remainder of the region. Relatively
warmer temperatures also characterize the low elevations
bordering the Colorado River. These are the warmest points
in early spring and fall. 'Even comparatively minor highlands.
such as the Panamint Mountains, Inyo Mountains, Spring o
Mountains and the Sheep Mountains are identified in the pre=-
dictions as remaining relatively cool.

Overall, we conclude that the predictive equations

correctly model the temperature patterns typical of this

region. The statistical measures are reassuring. In examina-

tion of regé%:;_
viation. Théx
of the samples E'A"‘f”i-l=,ci.:i.ngt two standard errors, 0.5% exceeding
three standard e;rors, see Table S) aie near what would be ex-
pected from a.normal distribution (4.55% and .27% respectively),
there is no spatial paftern to thosg deviations that would
suggest systematic bias, and finally the spatial patterns and
temporal pafterns of pfedictions_correspond to the intuition

of those familiar with the present regional climate there.
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Precipitation

Again, we illustrate the estimates of modern pre-
cipitation throughout the entire level II area (Eiéﬁres 18-
30) for each month and for the annual total. For these dis-
plays we use a coding sgheme similar to that of the tempera-
tures. As with temperatures, we show the highest precipitations
in the grids with the lightest symbol (a blank) and ldwest
precipitations with the darkest symbol. This has the effect

of showing higher elevations in darker shades. Because of

the great increase of precipitation at the last glacial max-_,
" imum, the sixth class for the very highest values is usualiy
only occupied at the LGM.

Examination of Figureé 18-30 reveals the expected
strong elevation control of precipitation. Areas of highest
precipitation include: thé Sierra Nevadas, the White and Inyo

Mountains,ﬂgbe Spring Mountains and the highest parts of the

Panamint Ran . These higher elevations are sites of great-

Tonly in the cooler months, however. During
the summer season”of convective storms the higher plateaus in
eastern Nevada receive the most rainfall,as would be expect-
ed (note the locations of the highs in July, August and
September). 1Indeed, the pattern of the Great Basin low
shows quite clearly in August.

In general, the lowest elevations receive scanty

rainfall and it is fairiy evenly distributed throughout the
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year. Thus thé driest pbints in Death Valley only receive
about 2cﬁ'rainfall. It should be noted that the standard
deviation of this prediction is 1.05. Thus there is about a
one-in-seventeen chance that no precipitation will be ob-
served in Death Valley in a given year. This agrees reason-
ably well with meteorological observations there. For example,
Hunt (1975, p. 19, fig. 8) reports two years - of 48 - which
had no rainfall. He also reports an average of 4.22cm for the
48 yrg. Hunt's station is not, of course, the driest éoint.

Other arid regions (less than 25cm per year) include
the Mojave Desert, the low-lying areas along the Colorado River,.
the San Joaquin Valley, Death Valley, Panaminﬁ V&lley and
Owens Valley. Semi-arid regions (25cm to.50cm per year) in-
clude: the higher elevations in Nevada, the western foothills
of the Sierras, and much of coastal California. Thus the
predicted patterns correspond quite closely to that ob-
served. |

- More exact evaluation of these data'result from

examination of the precise values of the predictions rather
than relative patterns. The most meaningful comparisons
are to the actual weather records. Differences between ob-
served and predicted precipitation were computed for each
of the 124 stations where data could be obtained. In Table 5

were listed those stations where deviations exceed two standard



errors of the regression equation (from 0.06 to 0.19,
depending on the month, see Table 4). about 4% of the stations
show thesé relatively large residual errors. This is slightly
fewer than the number expected (4.55%) but well within the
acceptable limits for the hypothesis of normality.

There is no evidence to suggest that the residuals
are not normally distributed. This was tested with Fisher's
9, and 9, (Table 6). Only single outliers appear in histo-
grams of the residuals and these are due to different climate
stations in each case. Furthermore, no épatial pattern of
unusual residuals can be detected. It is concluded that the
fit of the model is acceptable. )

CQnsideragion'of the predictions for individual
months reveals the expected seasonal variations within this
highly diverse area. Precipitation is greatest (mean = 48cm)
in January, February, and March; least (mean = 4cm) in June
with gradual and consistent changes in between (see Figures
5-16) . The Mediterranean climate of coastal California (ex-
tteme southwest) is evident. There precipitation reaches a
separate maximum in Mafch and is quité low at other times in
the year. It reaches a minimum there in July. Since the
highest elevations receive the greatest precipitation in
winter months - months ﬁhich are characterized by sub-zero
temperatures - it is reasonable to assume that considerable

snowpacks form there, especially in the Sierra Nevada.
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Several élaciers do exist in the Sierras today. Finally,
the very low precipitations coupled with the high tempera-
tures at the lowest elevations will dlmost certainly re-
~sult in a significant water deficit there in the summer
months, and in places throughout the year. This is con-
sonant with the known climatic conditions in these arid
areas. Thus the seasonal patterns reflected in these pre-
dictions correspond well with common observations.

For comparison the values of Rz reported by Hohghton
(1979) == in the only comparable predictive model known to *»
us -- are also reported in Table 4. As can be seen (Table 4)
our equations represent a significant improvement upon
Houghton's. This is especially important in that Houghton's
predictions are simply relative precipitation at adjacent
stations, one upland and one lowland. That is a simpler task
since it assumes prior knowledge of the lowland vaiues. of
course, our task requires prediction of both highland and
lowland climates. |

Because of their noted successes in describing the
present climate of the area we are encouraged to extrapolate
these predictions at the conditions of the last glaéial maxi-
mum. As in tﬁe case of the tempérﬁture equations, these pre-
cipitation models are constructed of variables that do allow

solution at other geologic times. Thus we have solved the
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equations. using the boundary conditions assumed to represent
the last glacial maximum. Those solutions are depicted in
the bottom illustrations of Figures 18-30 and are described

in detail in the following section.



APPLICATION TO OTHER GEOLOGIC BOUNDARY CONDITIONS

A significant advantage of these equations is
that they are based upon a set of variables representing
the physical factors that control orographic climates. We
have included variablesﬁthat reflect: (1) adiabatic cooling
in unsaturated‘and saturated conditions, (2) adiabﬁtic heat-
ing (3) diffusion and mixing, (4) available precipitable
water, (5) insolation and, (6) atmospheric pressure. Thus,
the relative importance of each physical process is evaluate?_
and represented. Furthermore, by including the values of
temperature and precipitation already predicted, the known
systematic intra-annual variability is preserved.

A further advantage of the equations we have used
is that they were constructed using variables that do not
require modern observational meteorological equipment to
estimate. An example of such (undesirable) variables would
be the atmospheric pressure, or the relative humidity. Al-
though these variables are doubtlessly of importance, they
are not readily predictable for times other than the present.
The variables we have used are available within the geologic
record. Thus, using these variables we can estimate climate
for other periods. ‘ |

'The majority of variables we useAare derived direct-

ly from the elevation grid. To apply this grid to other



times carries with it the implicit assumption that eleva-
tion haéinot changed from.that time to today. To the ex-
tent that this assumption is not correct the estimates of
climate will be in error. - We have not yet studied this
question in detail. Our effort to date has concentrated
upon the climate during the last glacial maximum (~18K yr
BP). For this relatively recent period we assume that
change in topography has been minor. Sensitivity analysis
of this point could be performed. Presumably the solutions
will decrease in accuracy over longer timé spansg in an
approximately monotonic fashion. This will hold whether
we are predicting the past history or the future. For
times at great distances (say approaching 100,000 years)
additional phenomena will become increasingly important in
defining the climate.

Besides the elevation grid, three additional vari-
ables must be known in order to predict climate using these
equations. Sea-surface temperature, dominanmt wind patterns
and sea-level each must be known. Both sea-éurface tempera-
ture and dominant wind patterns must be estimated for two
months - February and August. We have structured our equa-~-
tions to take advantagé of the availability of estimates of
sea-surface teméeratures in both of these months because of

recent advances made by members of the CLIMAP project
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(McIntyre, et al., 1981). Using a statistical transfer function
based upon the relative abundances of several nannoplankton
species (Imbrie and Kipp, 1971) these workers have construct-
ed estimates of modern sea-surface temperatures in these two
.months. From sediment cores in oceanic areas they have been
able to apply the same équations to relative abundances of
species preserved in the record. With this procedure, esti-
mates for almost any date in the Quaternary could, in theory,
be produced. A temporal limitation arises because of species
evolution and extinction. .COmptehensive maps of sea-surface ,
temperature in August and February at the last glacial maximum
have been produced. With these we can compute the sea-sur-
face temperatures that are required in our equations.

It is more difficult to obtain estimates of dominant
wind vectors for other times. Geologic evidence is available
on a very irregular basis. The estimates we do have could
easily reflect aberrant, rather than typical, conditions. An
indifect approach that yields systematically available esti-
mates is to use an atmosﬁheric General Circulation Model (GCM)
to solve for equilibrium circulation patterns under assumed
boundary conditions. Such GCM solutions are regularly ob-
tained for modern conditions. Because of the CLIMAP (1976;
McIntyre, et al., 1981) project such boundary conditions have

been estimated for the last glacial maximum.



We can use such GCM's to solve for the winds (meri-
dional and zonal) at each of two atmospheric levels (400mb
and 800mb) for both August and February (Gates, 1976). The
meridional and zonal vectors are combined to yield a dominant
wind vector direction. We use the values at the 400mb level
since the higher altitude winds are closely descriptive of
the regional circulation pattern that would pass over such a
high range (>4000m) as the Sierra Nevada. It appears probable
that circulation patterns shifted to the south during the last
glacial maximum. The wind pattern has a direct impact on
the value of every other variable (except elevation and slopé.
at the site).

The last variable that must be known in order to
solve the climate equations is the sea surface elevation. Sea
level was lowered during the Quaternary; ice sheet growth
ties up significant quantities of water. During meliing the
sea level rises again. .Jde are interested in altitude of

points above the current sea level. - That -altitude reflects

the atmospheric pressure at that site and hence the degree
of saturation. We assume that as sea level falls during a
‘glaciation'the column of air will fall in unison since the
absolute mass of air remains constant.\ Any increase in sea
surface temperature due to atmospheric derived heating
during sea ievel lowering (Tinkler, 1983) is assumed to be

reflected in the changed sea-surface temperatures as recorded

by the CLIMAP group.
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Since the equations have been constructed so as to
allow estimates at other times we illustrate this capability
by solving for the temperature and precipitation at the last
glacial maximum. This is a convenient time for several

reasons. As menticneé;above, detailed and systematic re-

constructions of thﬁ-neéded_predictor v&:inhles are available

e x&'e--« -f'.

that have been céngullyﬂstu&ied for paleoclimate indicators.

Thus we have the opportunity of testing our calculations .
against a number of independent lines of evidence. The most
sensitive paleoclimatic indicator, paleo-lake levels, are
well-documented in this period. We perform specific tests

which are described in a later chapter.




PREDICTIONS OF LAST GLACIAL MAXIMUM CLIMATE

With these equations we have made estimates of the

climatic condit1ons within the gtudy area when the last global

ice sheets were aﬁ&a_maximuﬂkaeal éxtent. Accompanying this
g"' . Yz
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reported by'

the coastal configquration we have used bathymetric data ob- ..
tained from the National Oceanic and Atmospheric Administra-
tion. For the more northerly portion of the study area bathy-
metric data were not available and we assume & gentle coastal
gradient of approximately 2.1°. Althou;h'we believe that wind
directions would become more southerly in each of the two

months, Februaty and August. For this analys;s we do not assume

a shift znf{%
assumed co?f

variables (2. ';”";

x,
SWal

:_ -‘*( P
study area. 3ﬁ§§ﬁrusing those values we have made estimates
of temperature‘and preb;pitation in each of the twelve months
over this entirngéqion. The results of these estimations

are summarized below.



Temperature

Turning attention to the predictions of tempera-
tures for the last glacial maximum it can be seen that the

. strong relation of temperature ;ith elevation is preserved

(Figures 5- 17 bottom{ The .Sierras remain the relatively

i

= e
southwestern poftion o :' e area diminishes markedly. This

is most apparent in comparing predicted temperatures for ~.
August and December. In August, temperatures in the southwest
are much warmer, over 9°C warmer; although most of the Great
Basin is cooler by'up to 3°C. December temperatures in the
southwest are slightly cooler, in places by up to 3.8°C.

Such a change from a maritime climate there is not surprie-

ing, the oceaaagetreatad meat qxtensivelgdgg this area due

: _ﬂs in this areaeare'
?fé%n each figure).

At the fbw elevations immediately surrounding Death
Valley and extendiﬁé southward into the Mojave Desert, the
areal extent of zones of highest temperature shrink noticeably.
Roughly one~twelth as much of that area lies within the high-

est temperature zone. This in turn would imply that evapo-

transpiration from soil and vegetation will be lessened



around the margins of some basins. Furthetmore; if lakes
begin to grow,'and as they rise to higher (cooler) eleva-
tions, evaporation from their surface will be lessened.
Remarkably, there‘is no consistent overall pattern

of temperature change that tfpifies the entire area, even
within any single month. Changes vary depending upon a be-
wildering variety of factors and are not subject to simplis-
tic interpreéﬁ%ioég--?offgxample, in every month tempera-
tures decreaéz§6§6£ £q§§e pﬁrts of the area. However, there
are also significant pértibns of the area in which tempera-
tures actually rise. In some spots,that rise is quite dra-
matic, as noted above as much as 9° in some parts of coastal

California in August.

In order to more clearly illustrate these changes,

we have calculated the differences in predicted values at

each point, 4,.

By subtracting €he-predicted values at present, Piyr from
the predicted values at the last glacial maximum, LCMij the
difference is positive where temperatures rose in the last

glacial maximum, negative where temperatures fell.
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.tan,tiﬂ“{é[m ,

Differences have been computed for the entire area and
for each month at the last glacial maximum. These values
are plotted in Figures 31-43.

Examination of these figures shows that although
the changes in each month appear to be dominated by simple
patterns (such as lznear or quadratic surfaces), the exacg

. —“ - B ’i ----- R
- patternEBHS”a mucu more com

‘ate&~nature. Bntire s
s

-,1‘-.-‘—4. . -

szmple pattezns-and
.As. - - ’% ~

-"nqe’fﬂisurprisinqtyag"”
Purthermere, the basic pattern of change aiffire in each

5'am§‘individual points the

month.

To provide an alternative summary of these changes
we have computed the mean change across the entire Death
Valley drainage basin area in each month (Table 7). Also

reported are the standard deviation of these changes, the

gercentage chanqe in BBARS

-‘-#

and finally, the change %gtaﬁﬂ-

: example,'ln qgiy mean;'
P J ;—_’ -~

About 88% of the area haselcgerwtempera-

-

sfuggéiu Only very smzll changes occur 1n the ‘winter mon:hs.
In‘}ebruary, temperaturegﬁgecrease‘by 0.2°C (mean), ppt.odf§
40% of the area shows a decrease. Temperatures increase

elsewhere.
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Table 9, Statistical summary of regression testing
for a linear relation between mean monthly
change in the precipitation and the
standard deviation of that change.

B b, = ¥, b 0

o 1 =

F = 148.08%+

1’ 10
bo = 0138’ t = 2-76*

bl = 0.57, t = 12,174

r? = 93.67% ol = 0.29

Significant at the 5% level

i Significant at the 1% level
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The dominant role of the Sierras in the overall
pattern of precipitation change continues through the spring.
A number of minor ranges, including the Inyos and the Pana-
mints, show slight changes,'mostly decreases. This could
produce a stress on the endemic vegetation during its
usual period of rapid growth #nd propagation. By May the
increase in precipitation due to the increased strength of
the Great Basin low during the LGM is as important as the
Sierra elevations in determining precipitation change.

During the summer months, especi#lly July and
August, changes appear to most closely correspond to changes N
in the sea surface temperature patterns between the pre-
sent and LGM. There are slight increases in the northwest,
'slight decreases in the southeast. A similar pattern prevails
until September or October at which point the elevational
control again dominates predicted changes. It should be
noted tha; changes in summer precipitation amounts are
generally so minor as to be essentially imperceptible with
available geologic data.

By November, the pattern typical of all winter
months - great increases in the Sierras, uniformly minor
changes elsewhere -~ again has been established. The grest-
est increases are again at the crest of the Sierras. Very
minor decreaSesb(less than lcm) occur at sporadic localities
within these mountains. Again, within the Great Basin and

in the San Joaquin Valley, changes are so minor as to be

almost negligible.



SOLUTION OF TOTAL RUNOFF

Using the Blaney-Criddle equation we have estimat-
ed evapotranspiration in each of the twelve months from the
available temperature data. The Blaney-Criddle procedure
fequires information concerning the consumptive use co-
efficient, K. This éoefficient was assumed to vary slight-
ly as a function of elevation so that at lower elevations
the consumptive use coefficient is higher. The assumed
values of K are given in Table 10. Estimated modern values
of evapotranspiration for February, August and yearly totals
are illustrated in Figures 45-47. Because the patterns so
closely follow temperature other months are not inciuded.

It should be noted that the values reported in
Figures 45-47 represent potential evapotranspiration. The
actual values (true evapotranspiration) applied are commonly
lower, especially in areas of low precipitation. On a
monthly basis actual evapotranspiration never is allowed
to exceed available moisture (precipitation for that month).
‘Furthermore, since at each point the computed potential eva-
potranspiration is linearly proportional to the temperaturé
and the constant of préportionality changés only slightly
from point to'point, one would expect the evapotranspiration
maps to closely correspond to the temperature maps. This

is in fact the case as can be seen clearly in comparing
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Table 10. Values of the consumptive use coefficient, K,

used in the Blanev-Criddle equation to estimate 3.9%
evapotranspiration.
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SOLUTION OF TOTAL RUNOFF

AUsing the Blaney-Criddle eqﬁation we have estimat-
ed evapotranspiration in each of the twelve months from the
available temperature data. The Blaney-Criddle procedure
requires information concerning the consumptive use co-
efficient, K. This coefficient was assumed to vary slight-
ly as a function of elevation so that at lower elevations
the consumptive use coefficient is higher. The assumed
values of K are given in Table 10. Estimated modern values
of evapotranspiration for February, August and yearly totals’
are illustrated in Figures 45-47. Because the patterns so
ciosely follow temperature other months are not included.

It should be noted that the values reported in
Figures 45-47 represent potential evapotranspiration. The
actual values (true evapotranspiration) applied are commonly
lower, especially in areas of low precipitation. On a
monthly basis aétual evapotranspiration never is allowed
to exceed available moisture (precipitation for that month).
Furthermore, since at each point the computed potential eva-
potranspiration is linearly proportional to the temperature
and the constant of préportionality changes only slightly
from point to point, one would expect the evapotranspiration
maps to closely éorrespond to the temperature maps. This

is in fact the case as can be seen clearly in comparing
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Table 7. Summary of our estimates of témperature change in the
Southwest at the Last Glacial Maximum.
Month Modern Last Glacial Nature of the Last Glacial
(°C) Maximum (°C) Maximum
T oe i e | ar b,y AT/mod.T  i8
Jan. 8.0 3.6 7.7 3.2 -0.4 0.7 ~42 -0.4
‘Feb. 9.5 4.0 9.3 3.7 0.2 0.6 -2 -0.3
Mar. 12.2 4.6 12.5 4.3 0.3 0.6 +2 -0.3
Apr. 16.5 4.8 16.8 4.6 0.2 0.6 - +2 -0.2
May 20.4 5.0 21.0 4.7 0.6 0.6 +3 -0.3
Jun. 25.4 5.1 26.5 4.8 1.1 0.7 + 0.3
July 29.2 4.8 28.5 4.8 -0.6 1.1 -2 0.0
Aug. 28.3 4.8 27.9 4.7 0.4 0.9 -1 -0.1
Sept. 25.8 4.5 25.5 4.2 -0.2 0.9 -1 -0.3
Oct. 19.7 4.2 19.6 3.8 -0.1 0.9 -1 -0.5
Nov. 13.3 3.7 [ 12.9 3.2 0.4 0.9 -3 -0.5
Dec. 9.5 3.3 9.0 2.8 -0.6 0.8 =5 -0.5
Annual 18.1 4.3 -0.1 0.6 -12 -0.3

% ’ .
Values reported here are mean differences of all of the points within
This is not the differences in the

the Death Valley drainage system.

means although the two are equal except for roundoff (:0.l) error.
- value reported is the more accurate one.

The
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Precipitétion

At the last glacial maximum precipitation in-
creased by a factor of 94%. This proportionate change was
fairly uniform throughout the area although there are
second order patterns that make such generalizationg less
useful. For example, in nearly every month there are points
that do not receive any precipitation or receive less than
2cm. Furthermore, there are some points where precipitation
actually decreases. Some §pecific features of the LGM pre-
cipitation patterns (Figures 18-30) are described below. e

February precipitation amounts at the LGM, as with
modern precipitation, are greatest of all the months. With-
in the Sierras not only has the absolute amount of precipita-
tion increased but also the relative area of high precipita-.
tion zones has expanded. Thus about four times as large an
area is now included in the highest precipitation class.

Within the Great Basin areas, the spatiél variability
of precipitation in January has greatly increased. Thus, al-
though the limits on the lowest precipitation class.have in-
creased there are more points in the higher classes than are
seen at present., However, along the Coast Ranges in ‘the south-
western portion of the area variability has decreased marked-
ly. Here some points actually receive less precipitation.

" The pattern of elevation influence is still dominant.

Highest precipitation is in the Sierras, lowest in basins
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such as Death Valley. Besides the Sierras two other ranges
are predicted to receive significant precipitation; they are
the White Mountains and the Spring Mountains. A secondary
high is in the Panamint Rahge, another in the Sheep Range.
The gradual increase in elevation on the west flanks of the
Sierras is reflected in the gradual increase in precipitation
as one moves northeast from the San Joachin Valley. In con-
trast, the steep east flank is mirrored in the sharp contact
between the highest precipitation class on the crest of the
Sierras and lowest precipiiation class found in the Owens
Valley. Even the plateau-like volcanic tableland of Bishop -
tuff at the northerq end of the Owens Valley is represented
in the higher precipitation there compared to the rest of
the Owens Valley. This could also be seen in the predictions
for the modern pfecipitation, especially in May and September.
Those familiar with the area will recognize that this pre-
diction corresponds well to actual conditions todiy.
Precipitation amounts at the LGM decline very slow-
ly through March, April and May. The general pattern of pre-
cipitation changes onlf slightly. In the desert areas pre-
cipitation decregse is least;»it also becomes considerably
more variable. At some of the higher elevations there, pre-
cipitation actually increases slightly through March. This
pattern is ohly vaguely discernable in estiﬁates of modern

precipitation. Such a phenomenon would explain the incursion



of more goisture demanding plant species into this area
as has béén recorded in a number of pollen studies.

With the end of spring the variability of precipita-
tion in the deserts declines while in the northern portions
of the Great Basin it shows a relative increase (although an
absolute decrease). The typical summer convective storm
pattern begins to develop. This pattern - dominated by the
Great Basin low centered roughly at the northeastern edge
of the area -~ continues to control precipitation throughout
the area until the end of summer. Throughout some of this
period (May-September) the greatest precipitation is still
found in the Sierras and the Spring Mountains. Lesser peaks
occur on the White and Panamint Mountains. However, in
July and August it is almost unrelated to topography. This
is of course as would be anticipated from ihtehse convective
storms. A similar pattern is seen today in these months;
The slight changes appear to be most closely related to the
fact that the coastline is now farther away. Retreat was
most extreme in the area of most gentle bathymetry (the
southwestern corner) and this retreat is reflected in the
patterns of July precipitatibn, modern vs. LGM.v It is the
summer months that sho& the least overall increase in pre-
cipitation amounts (always less than 5cm). Indeed in near-
ly one-half (the southeastern half)}the precipitation amounts

actually decrease by as much as 2.S5cm.
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Fall precipitation, beginning in September, once
again bééins to reflect the influence of elevation. The
Sierras are lightly sprinkled (no more than 4cm). However
the highest rainfalls are still in the northeast, related to
the lingering Great Basin low. That area receives up to S5cm
of rain.

By November the last inkling of that low has dis-
appeared. The Sierras again dominate the scene and the peaks
along the crest of the Sierras receive up to 36cm, over S5S0%
more than today. Precipitation amounts are much more variable
at those high elevations than is the case todayQ Over the .
remainder of the study area precipitatioﬁ is uniformly low,
although still roughly 50% greater than today.

As was the case with the predictions of temperature,
the comparison of data for individual months is more readily
achieved through the presehtation of.difference maps (Figures
31-43). Again, we subtract present from LGM so that positive
values indicate an increase at the LGM. Those difference
maps are presented using the same configuration and symbolism
as used before. We use the lightest symbols to represent the
greatest increase. The darkest symbol denotes the smallest
increase (in some cases actually a decrease). To facilitate
comparisons we make the upper limit of this (negative) class
équal to zero. Thus areas of increased precipitation can

readily be distinguished from areas of decrease.
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The range of Changes (and standard deviation) is
lower in éhe colder months suggesting a proportional effect
is at work (Table 8). To further illustrate this relation
between mean and variance we plot in Figure 44 these values
for all 12 months. A least squares regression line is
shown. The linear relation is significant as judged by an
‘F=test (Table 9) and the slope of that line is significantly
different from zero. These results imply that the changes
are heteroscedastic, a logarithmic transfbrmation may be

appropriate before further analysis of changes in pre-

cipitation. We assume that the logarithms of the precipita-
tion change data are normally distributed. Thus the

proportionate change is a more meaningful description of

differences between modern and last glacial maximum condi-
tions. Those values are also reported in Table 8.

Except in the drier months (in which all changes
are minor) the most outstanding change observed is the very
large increase in precipitation in the Sierras. In a number
of sites the increase reaches as much as 22cm. The in-
crease is by no méans uniform, even within the Sierras there
is considerable variability in the amount of increase. The
vast majority of the region shows veryvlittle absolute change
in precipitation amounts. Other than the Sierras, the
largest change is a decrease in the southwest reflecting
the decline in the maritime influence as sea level drops

and the coastline moves westward.



-81-

Table 8. Summary of our estimates of precipitation change
in the Southwest at the Last Glacial Maximum

Month Modern Last Glacial Nature of the Last Giacial
(cm) Maximum (cm) Maximum
P 8 P 8 ap* 8.p AP/mod.? a6
‘Jan. 4.8 4.9 8.6 7.6 3.9 3.0 +79%  +2.7
Feb. 4.8 4.3 10.3 7.2 5.4 3.1 115 2.9
Mar. 4.8 4.8 9.5 7.4 4.6 2.9 98 2.6
Apr. 2.4 3.0 4.7 4.5 2.3 1.6 96 1.5
May 1.1 1.3 4.0 3.1 2.9 1.9 264 1.8
June 0.4 0.4 1.4 1.0 . 1.0 0.6 250 0.6
July 0.9 0.5 1.1 0.8 .2 0.5 22 0.3
Aug. 1.2 0.5 1.3 0.6 .1 0.7 8 0.1
Sept. 0.9 0.4 1.3 0.6 R 0.3 44 0.2
Oct. 1.5 1.6 2.6 2.4 1.1 0.9 73 0.6
Nov. 2.3 3.6 6.2 5.4 1.9 1.9 83 1.8
Dec. 4.6 4.8 8.8 7.5 4.2 3.0 91 2.7
Total 29.8 28.3 57.7 46.0 27.9 19.3 94% 0.4

fValues reported here are mean differences of all of the points within
the Death Valley drainage system. This is not the differences in the
means although the two are equal except for roundoff (:0.l) error.
The value reported is the more accurate one. '
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STANDARD DEVIATION

MEAN

Figure 44. Relation between the monthly mean change in pre-
cipitation and standard deviation of that change.
Change is measured between the present and last
glacial maximum. The least squares line fitting
these data is showm. '
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Table 9, . Statistical summary of regression testing
for a linear relation between mean monthly
change in the precipitation and the
standard deviation of that change.

Ho: bo =Y bl =0

F = 148.08%*

1’ 10

b° = 0.38, t = 2,76%

b, = 0.57, t = 12,17%%

1

£ = 93.672 o% = 0.29

Significant at the 5% level

ke Significant at the 1% level
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The dominant role of the Sierras in the overall
pattern of precipitation change continues through the spring.
A number of minor ranges, including the Inyos and the Pana-
mints, show slight changes, mostly decreases. This could
produce a stress on the endemic vegetation during its
usual period of rapid growth and propagation. By May the
increase in precipitation due to the increased strength of
the Great Basin low during the LGM‘is as important as the
Sierra elevations in determining precipitation change.

During the summer months, especially July and
August, changes appear to most closely correspohd to changes h
in the sea surface temperature pattérns befween the pre-
seht and LGM. There are slight increases in the northwest,
slight decreases in the southeast. A similar pattern prevails
until September or October at which point the elevational
control again dominates predicted changes. It should be
noted that changes in summer precipitation amounts are
generally so minor as to be essentially imperceptible with
available geologic data.

By November, the pattern typical of all winter
months - great increases in the Sierras, uniformly minor
changes elsewhere - again has been established. The grest-
est increases are again at the crest of the Sierras. Very
minor decreases (less than lcm) occur at spotadic localities
within these mountains. Again, Qithin the Great Basin and

in the sSan Joaquin Valley, changes are so minor as to be

almost negligiblé.
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Table 10. Values of the consumptive use coefficient, X,
used in the Blanev-Criddle equation to estimate

evapotranspiration,
Elevation
m X
1000 .75
2000 .70
3000 .65
4000 .60

5000 : «55
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Figures 45-47 with 6, 12 and 17. This correspondence holds
for all months; thus we do not discuss plots of evapotrans-
piration except the yearly total. That is the value most
frequently reported in the literature and so allows com-

parison of our predictions to published observations.

Of all the variables studied it is evapotranspiration

that is least certain. Very few actual observations of this
variable are reported in the literature, especially for this
area. Most estimates that are made are based upon an assum-

ed extrapolation from pan evaporation data. Such extrapola-

tion is frought with difficulties. There is some suggestion.

that evapotranspiration varies with depth to the water table
(Tanner, 1957, figure 7). It also varies with vegetation,
of course. Because we do not yet have models of the vegeta-
tion distribution that are useable in this simulation effort
it is not practical to represent the variation of evapo-
transpiration with vegetation.

The relation of evapotranspiration with depth to
the water table is an inverse one. Tanner (1957) reports
values as shown in Figure 48. As can be seen the values
"roughly vary from lécm for a shallow water table to lem for
a relatively deep one. Because it can be expected that
the water table will be more shallow in regions of dis-
charge, and because those usually are found at lower eleva-

tions, we assume that the depth to water tables will
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Figure 49.

ns°

Annual potential laké evaporation for the area as re-
ported by the Department of Commerce (1968, plate 2).

.Contours are in inches. The level II area and Yucca

Mtn. are shown for orientation. The Pacific Ocean is
shaded. ‘
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decrease as elevation decreases. Thus the consumptive use
coefficiént will be slightly larger; this assumed relation
is that which is reported in Table 10.

As would be expeéted, evapotranspiration in the
warmer months is greater than in months such as February.
Comparing Fiqures 45 and 46 we see that evapotranspiration
is approximately doubled in August (maximum = l8cm) compared
to February (maximum = §.4cm). Comparing Figures 19 and 45
we see that precipitation in February exceeds evapotranspira-
tion at most points; there  is surplus water nearly everywhegf.
On the other hand, in August precipitatiqn nowhere exceeds )
4.6cm but August evapotranspiration is everywhere greater
than 7cm. Thus no surplus occurs anywhere in the entire
area. ‘Because precipitation behaves in an inverse fashion
to temperature the seasonality is highly amplified when run-
off is computed.

The yearly potential evapotranspiration values re-
ported in Figure 47 do not seem out of_line. The Department

of Commerce (1968, Plate 2) estimates potential lake

evaporation for the area (reproduced here as Figure 49).

Those values range from less than 30" (76cm) in the Sierras
to greater than 86" (218cm) in the Mojave Desert. The
values we report from the same area range from 57cm to
155cm following very closely that pattern seen in the

Climate Atlas. The lake evaporation values are larger
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than ours by about 50%. This seems reasonable in that
evaporation ffom lakes will nearly equal the potential
evaporation in an area since water is constantly available.
Evaporation from soils and transpiration from vegetation
is limited to available water. Other factors also lower
evapotranspiration; these include protective adaptations
of vegetation, insulation effects of soil cover, slope
azimuth and inclination, and shadowing effects. For these
reasons evapotranspiration can be expected to be markedly
lower than lake evaporation (Tanner, 1957).

Over a smaller range of elevations (270m to 2600m)
Armstrong and Stidd (1967, figure 2) show a range of evapo-
transpiration estimates of about 12" (30cm) to 35" (89cm)
for the American River watershed in the Sierra Nevada. This
"range of values very closely matches our predicted range of
values over the same elevations. Thus, although there is
certainly a widg latitude for improvements to be made in
the current modél of‘évapotranspiration, the results corres-
pond fairly well to observed values and first approximation
results are very encouraging. |

We have assumed that the groundwater rechérge and
discharge conditions remain in equilibrium throughout the
timé of study so that'thedischargeequals the recharge.

We have also assumed that storage remains constant during
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this time. Under those assumptions we have solved for
runoff since runoff equals total precipitation minus
evapotranspiration. This of course further assumes that

the surface water basins correspond to groundwater basins.
The evapotranspiration estimates, when subtracted from the
previously available precipitﬁtion estimates, yield run-

off estimates that are illustrated at the top in Figures

50 through 52. Estimates of runoff were made on a monthly
basis so that for any points in those months where potential
evapotranspiration exceeds precipitation, the runoff is ad-
justed to zero. This avoids the problem of a negative bal- °
ance in one month being artifically carried over to some
other month.

Few data on observed modern runoff values are avail-
able. Recording stations are mostly limited to the west-
flowing Sierran streams in the western portion of the study
area. The most comprehensive summary is thét of McGuinneés
(1964) . That study showed annual runoff and is reproduced
as Figure 53. We have shown the same area for comparison
in Figure 52 usihgrgur own equations.

As can be seen the agreement is quite closg, both
in the pattern and in absolute values. Because McGuinness'
map is more generalized (it covers the whole U.S. at a

scale of 1:5,000,000) exact comparisons are difficult. For
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Figure 53.

Observed values of runoff under present climatic
conditions in the Southwest. Contours are in inches.

The level II area of this study is outlined. The
high values of the Sierras can be seen on the left.
Data from: McGuinness (1964).
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example it is not clear what value he would assign as a
maximum in the Sierras. Because a 20" contour intetval
is used there, and the largest value reported is a closed
contour at 40" (101.6cm), we assume the observed maximum
would be a little less than 60" (152.4cm), based on the
contour spacings. Our computations yield a maximum of l42cm
and show a long narrow zone of precipitation in the %6cm |
to 120cm range where McGuinness shows the 40" (101.6cm) to
less than 60" (less than 152.4cm) band. Thus our estimates
in the most important zone - that of the highest runoff
values - are extremely close to those of McGuinness.

Throughout most of the Great Basin proper within
this area McGuinness infers values less than 0.25" (0.635¢cm).
Our own estimates give a runoff of zero. Since there are
a few points of slightly higher runoff (up to 25cm) we be-
lieve that, if generalized over broader areas as McGuinness
did, the correspondence would again be quite close. 1Indeed,
in light of the uncertainties in both of these estimates we
suggest that (1) the answers cannot be considered Significant-
ly different (2) our own estimates are likely to be closer
to correct if there is a difference and (3) our estimates
are more useful because they cOntgin greater detaii.

In conclusion we can say that the entire modelling

procedure has yielded estimates of available moisture in
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the level II area that are at least as good as any others
available. They can be expected to yield useful estimates

of quantities such as total precipitation, mean annual temp-
erature, total evapotranspiration and total runoff that re-
flect the available knowledge of such parameters as closely

as currently possible. With these, estimates of hydro-

geologic quantities such as infiltration and recharge should

be improved over those provided'by other means. Estimated
values of runoff as reported in these figures have been totalled

and are input to the computer code that solves lake confiquréz'

tions.
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SOLUTION OF LAKE CONFIGURATIONS

Modern

This code was described in our previous report (Craig
and Singer, 1983). The configurations were examined over a one
thousand year period at ten-year time steps to determine the
lake configuration that will be in equilibrium with the as-
sumed runoff values. We used a ten-year time step to mini-
mize approximation errors in the relation between net lake
evaporation and the surface area - depth of lake function.
This time step appears to produce smooth results (Figure
54) . Lake configurations resulting from 6ur predictions -
of modern runoff are reported in Figure 55. |

These valués of lake configuration have been ad-
justed at each step to account for lake evaporation as
estimated within the area from available data and approximat-
ed with a quadratic equation (Figure 56). This equation
was developed from modern observed lake evaporation measure-
ments using a stepwise regression procedure. Although we
had originally hoped to use the equations of Benson (1981)
to estimate lake evaporation using an enérgy balance approach,
this was impractical due to uncertainties in his formulation
that remain unresolvéd.

As can be seen from examination of Figure 57, the
predicted lake configurations solvgd using our climate equa-

tions correspond quite well to those actually observed today.
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Figure 54. Convergence to an equilibrium configuration of lakes illustrated
by the water surface elevation of. Lake Owens at each 10 year time
step of a 1000 year simulation.
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Figure 55. Configuration of lakes in the Death Valley drainage system that are
in equilibrium with the estimated modern runoff computed with our
climate equations. Dotted lines mark drainage divides. Solid
lines mark overflow channels,
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Relation between lake evaporation and elevation. These
values are from Mifflin and Wheat (1979). The line shown
is a best~fit (least squaEes) quadratic equation (Ev=248-
1.46(Elev/10)+0.0036(Elev /100)). Evaporation in the
equation is in cm/yr, elevac}on is in meters. The co-
efficient of determination (R”) is 99%. Standard error

of the estimate is £3.84.
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Locations of lakes within the level II area todav. Existing
lakes, including some man-made lakes, are shown in dark
shading. Plavas presently dryv and only intermittently re-
ceiving water are shown with light shading.
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Only Owens Valley contains major lakes. The largest is Mono
Lake; othéts include Lake Crowley (in the Long Valley caldera
depression), a small lake in the Adobe Valley (Antelope
Lake, River Spring Lakes and Black Lake are seen today) and
Owens Lake itself. Two small lakes are predicted in the
Mojave Desert, the larger of these, Lake Harper is shown on
modern (U.S.G.S.) hydrologic unit maps of the State of
California. The other, Laké Rogers on the site of the
Edwards Air Porce Base,is frequently wet. Indeed, such a
condition delayed landing of NASA's Space Shuttle in
1983.

Minor intermittent streams in the area of Ash
Meidows are also pre&icted. Occassionally today the Amargosa
River does flow at approximately this location. From the
close correspondence between the modern day observed and
predicted configurations we conclude that the model pro-
vides a satisfactory and acceptable estimate of the present
runoff characteristics of this region when considered over

ten to one hundred year time spans.
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LAST GLACIAL MAXIMUM

We have made similar computations of evapotfans-
piration for each month of the year using estimated temp-
- eratures in each month at the last glacial maximum. It
should be noted that the Blaney-Criddle consumptive use
coefficient at each point changes slightly, using the
same values as reported in Table 10, since elevation at
each point increases by 104 meters (due to sea level drop)
during a glacial maximum. ' These values of evapotranspira-
tion for several months were illustrated in figﬁres 45
through 47. |

Using the same assumptiOns as in the computation
of present-day runoff we have computed runoff at the last
glacial maximum as precipitation minus evapotranspiration.
Our estimated values of runoff at each point in the level
II study area are illustrated at the bottom in Figures 50
and 51. Finally we have summed the monthly values to com-
pute total runcff throughout the year (Figure 52) at the
last glacial maximum and those values of runoff have been
input to the lake code to estimate equilibrium configura-

tions.
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At the last glacial maximum a much lafger portion
of the area reCeived sufficient water to yield some non-
zero runoff on an annual basis. Only about 40% of the area
had no runoff at all (net deficit of moisture) compared to
nearly 80% of the area today. it is reasonable to assume
that this additional available water would encourage plant
growth and immigration of new plant (and animal) species
into these areas. The largest region so affected includes
the Nevada portion of the study area, iﬁcluding the NTS.

Greatest runoff ‘occurs in the winter months, just
as is true today. Surprisingly, the highest runoffs in ot
winter months such as February (Figure 50) occur in the
Spring Mountains, not in the Sierras. Of course the total
volume of runoff from the Sierras is much larger than that
of any other source. The aridity of Death Valley and the
lower Mojave remains important. Even the relative dryness
of the Owens Valley is clear through the winter months,
Regional runoff for February (in the Death Valley drainage
system) increases to 5.0 cm per cell. This is an increase
of 3.6 times over that of the present. 1In the summer months
such as August (Figure 51) no runoff occurs anywhere in the
area, as is thé case today. Thus, it can be expected that
summer remains a time of stress on the endemic vegetation

and will limit the introduction of new species into the area.
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Total runoff reaches a maximum of 2.53m, compared
to a ma*imum of 1.42m today. Data reported by Armstrong
and Stidd (1967, fig. 2) show runoff of 1.07m in the
American River watershed of the Sierras at an elevation of
1945m. Projection of their relations of runoff and evapotrans-
piration with elevation would suggest a runoff of about 1.30m
at an elevation of 3352m. Since our elevations in fact
reach over 4000m it appears reasonable to predict a modern
maximum runoff of 1.42m.

Between today and the last glacial maximum runoff
increased from a mean of 6.4cm per cell to a mean of 18.8cm"
per cell. This indicates that, on the average, runoff in-
creased by a factor of 2.9 times. By comparison, for run-
off sufficient to fill Lake Searles without causing Lake
Panamint to grow, Smith and Street-Perrott (1983, p. 200,
table 10-2) suggest that runoff must have been three to six
times the modern amount. Our own solutions of lakes (next
section) suggest that this is the lake configuration that
would result from our LGM predictions. Thus our 2.9x's
increase is at the low end of Smith and Street-Perrott's
" estimate. Of course the 2.9 factor is computed for the |
entire Death Valley drainage system which includes-some
points where runoff remained zero at the LGM. Considering
the Owens drainage only (as reflected in the number Smith
and Street-Perrott report) it is likely our factor of in-

crease would be considerably higher. Conceivably it might
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be at the high end of the range they report. Modifica-
tions of our computer code would allow direct reporting
of such changes in runoff.

Again, to more clearly show the changes we pre-
dict between modern and LGM conditions we show in Figure 58
the differences in the 'two predictions. Most striking-
ly, we see that in certain of the lowest elevations run-
off actually decreases. This happens in 31% of the entire
level II area. These decreases are very minor, nowhere
exceeding 4cm. However, Since runoff in these areas was
never large such decreases are very significant. Stress o;.
endemic plants would have been greater in these areas at
the LGM. This may explain the continued occurrence of
desert plants in these areas. Such "...altered species
associations were, in a sense biotic refugig under Wiéconsiﬁ
climatic conditions" (Spaulding, et al., 1983, p. 285).

The greatest part of the area (almost 46%)
experiences only slight increases (0Ocm to 26cm) and these
are usually the middle elevation points. The most dramatic
increases occur at high elevations including the Panamint
Mountains, Spring Mountains and especially in the Sierras.
Increases in the Sierras are almost all greater than 64cm.
Thus it can be anticipated that almost all the increased
runoff that would feed growth of_Lake Searles would originate

in the Sierras. Although the points of significant large
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absdlutq increases in runoff comprise no more than 6% of

the totai area of the Death Valley drainage system their

contribution was able to swell the downstream Lakes Owens
and Searles to their maximum levels.

Again lake level computations were run for a one
thousand year time period at ten year time steps to reach
overflow. In general we note that equiliprium is reach-
ed within approximately 100 years (Figure 59). The
equilibrium configuration at the last glacial maximum as

estimated with our runoff values and assuming the present

lake evaporation rates is reported in FigureAGOQ

The correspondence to the geolégic record is
probably within the limits of error of that record itself.
As can be seen by comparison of Figures 55 and 59 the
greatest predicted change from modern to last glacial maximum
configurations is by creation of Lakelsearles. All authors
agree that Searles was full and overflowing at the last
glacial maximum (Smith and Street-Perrott, 1983, p. 193).
Lake Searles is predicted to have received its water al-
most exclusively from Lake Owens; this also agrees with
the geologic record (Smith and Street-Perrott, 1983, p.
199). Our model also predicté that the 6verflow from Lake
Searles will result in a small lake in the Panamint Valley.
However, it is not nearly as large as the largest_lake which‘
is documented to have existed at one time and certainly not

deep enough to overflow to Lake Manly.
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Figure 59. Convergence to an equilibrium configuration of lakes illustrated by
the water surface elevation of Lake Searles at each 10 year time
step of a 1000 year simulation.,
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equilibrium with the climate equations reported here and solved using
boundary conditions representative of Fhe last glacial maximum,

L 4

-S11-




-116-

This configuration also egrees with the most re-
cent interpretations of the geoloeic record. Smith (Smith
and Street-Perrott, 1983, p. 199) claims that the highest
shoreline in Panamint Valley predates the last glacial
maximum, having occurred over 25,000 yrs BEP. He claims
that the most recent lake (of the latest Pleistocene) was
only 44m deep and must have been fed by overflow from Lake
Searles. The lake we predict for the Panamint Valley was
51lm deep.

There is some discrepancy in the literature about..
the size of the late Pleistocene lake that occupied Deeth
Valley. Hooke (1972, p. 2086-87) claimed thaﬁ a lake 90m
deep existed about 11,000 yr BP, Although Smith (Smith and
Street-Perrott, 1983, p. 199) agrees that the sedimentologic
evidence suggests the presence of a lake in Death Va;ley
between 12,000 yr BP and 21,000 BP, he claims the evidence
points to lakes which, "were small and substantially less
than 90m deep." Our own results agree quite closely with
this latter interpretation. We find two lakes, one near

Stovepipe Wells and the other near Furnace Creek Ranch.
.Both of these lakes are quite shallow with small surface
areas. |

Little information is available about the con-
figurations of lakes in the Mojave. The data of Smith and

Street-Perrott (1983, p. 200) do suggest that some lakes
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did exist %n this area at the last glacial maximum and that
Silver Laké‘"had a major pluvial episode ending about 14,500
B.P." Our own model does noF suggest a lake there but does
predict another (Silurian Lake) downstream of it in this
drainage system of the eastern Mojave. In the western Mojave
we predict growth of Lake Kane, Lake Harper and Lake Rogers
(a2 part of Lake Thompson).

A set of small lakes and intermittent drainage
in Nevada is also predicted. Although this includes a
sizeable lake in the Pahrump Valley; it did not overflow to
Ash Meadow where minor perennial drainage is seen. Small
lakes also form in Yucca Flat, and Frenchman Flat. A few
lakes also form north of the Sheep Range but these do not'
overflow either. Overall the lakes throughout this area
do not appear to develop to sizes substantial enough to
directly influence the regional groundwater pofentiometric

surface.
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PLUVIAL MAXIMUM

Under the assumption that lake evaporation would
decrease during a glacial maximum, due perhaps to increased
éloud cover (Benson, 1981), we have computed the equilibrium
configuration under an assumed 27% reduction in lake evapora-
tion from that of ﬁodern values. The equilibrium configura-
tion of lakes under these assumed values is illustrated in
Figure 61. As can be seen these values are sufficient to
produce a significant lake .within Death Valley at an eleva-
tion of approximately 192 meters. ) S ..

Under such conditions substantial changes occur in
all portions of the pluvial system. Several points are of
interest in these changes. Although the Owens Valley remains
the major source of overflow for the growth of lakes in down-
stream basins - including Lake Manly - it is not the sole
supply. Measurable influxes come from both the Mojave Desert -
by way of Soda Lake - and from the Amargosa Valley. The
latter overflow is fed by runoff from the Spring Mountains.
This runoff enlarges Lake Pahrump untillit overflows to Ash
' Meadows. The lake in Ash Meadows is also fed by a stream in
Fortymile Wash. Thisiin turn receives its major Supply from
overflow of a small body of water in the Timber Mountain

caldera. A tiny ponded area forms in the Amargosa Desert
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before tQis overflow reaches Ash Meadows. From Ash Meadows
overflow f£fills Lake Tecopa and hence continues southward
into Death Valley. Another minor supply comes west down the
Kingston Wash.

The suggestion is strong that runoff is significant
across virtually the entire study area. Accompanying such
a radical shift in the fluvial system we can expect major
modification of the groundwater. Recharge will probably
increase significantly. Most notably f&f our purposes we can

expect a rise in the poténtiometric surface at Timber Mountain

and probably throughout flowlines extending beneath Yucca
Mountain and the lower Amargosa Basin. Because of the lake
in Ash Meadows, the potentiometric surface in this area would
be considerably elevated. This will most likely further
modify flowlines from Yucca Mountain-toward the south and
west. Diversion of those lines to a more westerly. difection
might be anticipated. |
Coupled with.this will be an increase in the potentio~-
metric surface at the Death Valley discharge points. This
might tend to lower flow rates along the trans-Yucca'Mountaiﬁ
flowlines. Ih turn thg potentiometric surface could rise a
corresponding amount (recall that the rise in Death Valley
is nearly 200m). Such potential for changes cannot be
ignored when one is considering the stability of the ground-

water system beneath Yucca Mountain.
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These reconstructions are based upon calculations
assuming‘; 27% decrease in rates of evaporation from lakes
in the study area. This value was chosen because it is the
value which, when combined with our solutions of runoff
under last glacial maximum climatic conditions (predicted
temperature and precipitation),will produce a lake in Death
Valley as large as is documented in the geologic record of
the Late Pleistocene (Hunt and Mabey, 1966). Several authors
have published estimates of the percent decrease in evapora-
tion over lakes in closed basins.of the southwest during a
full glacial event; these are reproduced in Table 11.

There is some considerable uncertainty in these
estimates. Indeed ﬁwo authors have published revised
estimates involving increases of 4 and 13 percentage points
respectively. We note that the mean of the 15 known
estimates is 31.7% with a standard déviation of 10.13%.
This yields a standard error (uncertainty in the mean) of
2.6%. Thus our determination of the degree of decrease in
lake evaporation required to produce the maximum docuﬁented
stand of Lake Manly is well within the uncertainty bounds
bf published estimates. Indeed, prudence would dictgte
that we consider thé effects of decreases in the range of

37.3% to 26.1%. Such a range is appropriate if we assume

that each of these researchers has produced an independent,
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Table 11, Estimates of change in climate at the time of the
last maximum pluvial event as reported in the

literature.
.. * * %k

Reference ZE Location Source

Antevs, 1952 -34 : Lahontan SS

Antevs, 1952 =30 ' Lahontan SLVY

Brackenridge, 1978 =42 Estancia SS

Brackenridge, 1978 =43(?) Spring Valley ss, SLV

Broecker and Orr, 1958 =30 Lahontan §S, SLV

khkk

Galloway, 1970 =45 Estancia : ss

Leopold, 1951 =34 Estancia ss

Leopold, 1951 -8 Estancia ss

Leopold, 1951 -23 to =50 Estancia SLV

(=36.5)

Mifflin and Wheat, -16 Lahontan SS

1979

Mifflin and Wheat, =10 Nevada Statewide sS, -SLV

1979 .

Reeves, 1965, 1966 =27 Southern High sS, SLV
Plains

Reeves, 1973 =40 Southern High SS
Plains

Snyder and Langbein, =30 Spring Valley, §s, SLV

1962 Nevada

Weide, 1976 =20 Warner, Oregon ' sS

N =15 means =31.7. 8 = +10.13 8/ /o = £2.62

%E 1s computed as AE/modern E following SLV

The references listed are taken from two compilations SS = Smith and
Street-Perrott, 1983, Table 10-1, p. 195; SLV = Spaulding, Leopold and
VanDevender, 1983, Table l4-6, p. 288.

*
SLV provide a value of =51 , however this appears to correspond to the
value of AE in cm that SS report.

X%k
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unbiased gqstimate of the same mean and that the true values
of lake evaporation change are normally distributed.

Whether such assumptions are warranted can be test-
ed in several ways. Indepeﬁdence of estimates is suggested
by the fact that of three re-estimates by the same author
(one by Leopold and two by Reeves), new valuesAwere offered
in two cases. We note also that an identical set of values

occurs in only one other case (the estimates of Antevs, 1952;
Broecker and Orr, 1958 and of Snyder and Langbein, 1962). The
value these authors presené, 30%, is close to the mean of all
estimates. So it is not surprising that it should form a -
mode.

The assumption of normality can be tested more
exactly; we compute Fisher's estimates of skewness and
kurtosis from these 15 sampies. Standardized values are:

g, = 1.12 and g, = -0.26. Both of these values are well with-
in the 95% confidence limits for samples from a normal
population. They provide no reason to question the assump-
tion of normality.

There is no suggestion that estimates made from
points farthest ffom the study areﬁ (Death Valley) deviate
more than the mean value. ‘For.example, the very largest

deviation, 21%.is from an estimate for the entire state of

Nevada and' so would include much of the study area. The
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second largest deviation, 15%,is for the Lahontan system,
probably tﬁe closest analog to the Lake Manly system. For
the four éystems for which multiple estimétes have been

made, the group means for these systems vary from the

grand mean by 1.8% for the most distant (Southern High Plains,
Texas) to 7.4% for the next most distant (Lake Estancia, New
Mexico). The mean of estimates for the Lahontan systém
differs by 4.2% and for Spring Valley by 4.8%. None of

these deviations are out of line with the estimated uncertain-
ty in the mean ($2.6 = one standard error of the mean baseé
upon fifteen samples). -

It appears reasonable to assume ﬁhat the mean low-
ering of evaporation rates was the same throughout the area
encompassed by these estimates. A further conclusion which
appears justified is‘that_evaporaéion rates within even a
small area (such as that of Spring Valléy) can vary spatially
(¢10.1%). Over short time spans, under the same climatic
regime, basin-wide evaporation rates can also vary aboﬁt the
regional mean ($2.6% if only fifteen PoOints are being con-
sidered). In general, the dégree of deviation would depend
upon the total number of points under consideration. For
example, if we consider the entire level fI stud& area (about
10,000 points) the variation in grand mean from one inde-
pendent time step to another would be :0.1% if the value at

each point is independent of that at all others.
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CONCLUSTIONS

From the work we have completed to date and the
analyses that have been performed we are able to reach a
number of important conclusions about climatic change in
the study area. These conclusions fall into two classes.
First, recognizing that this entire procedure represents a
new strategy in geologic analyses, we reach several con-
clusions concerning the modelling procedure itself. Second,
using this modelling procedure, we can reach several con-
clusions concerning the climatic changes that can be anticipa-
ted during a glacial event.

We have found it possible to construct statistically-
based models that allow us to predict temperature and pre-
cipitation under modern regional climatic regimes qﬁite pre-
cisely. These predictions can be tested by comparison with
previously created maps of these variables. Tests are also
available by‘pombining such pfedictions with the pluvial lakes
code that we have créated in order to study the impact of
this climate upon the drainage system of the area. Both of
these tests suggest that no systematic biases occur. Climate
can be predicted equaliy well throughout the area.

| These predictions have been.successfully generalized
to allow estimates to be made under changed global boundary
conditions of sea surface temperature, sea level and wind

patterns. The success of the generalization methodology can
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be tested.by examining the impact of these climatic pre-
dictions upon the fluvial system. Specifically we have
tested the predictions for the last glacial maximum and
have found the degree of correspondence to be quite
acceptable.

Predictions of evapotranspiration made using the
Blaney-Criddle equation are acceptable for our purposes.
This equation allows estimates using only temperature on a
monthly basis as input. T@e equations we have used, when
combined with our climatic predictions, yield estimates of __
evapotranspiration that are in close correspondence with
other published estimates. The estimates appear to be well
within the range of uncertainty of our knowledge of this
variable within the area.

We have found that the methodology can yield pre-
dictions of the lake configurations for the last glacial
maximum that are in excellent agreement with the available
geological evidence. The most sensitive tests are provided
by the predicted configurations of Lake Searles, Lake
Panamint and Lake Manly. Predictions for each of these
thfee lakes are in close accord with the most recently pub-
lished geological interpretations.

Using these models we are able to predict that
during‘a glacial event precipitation will increase markedly

throughout the region of interest. In absolute terms the
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greatest increase will occur at the highest elevations

of the Siérra Nevada Mountains. It is the increased pre-
cipitation here that will, by way of runoff, eventually re-
sult in growth of lakes within the Death Valley system.
However, precipitation increases will occur in equal pro-
portion throughout the study area. Thus we can expect changes
in the runoff-recharge values at all points. We note the
pattern of change is highlyierratic’on a spatial scale so
that second and third order variability is an important
component of the observed patterns.

In a2 similar way we can use the equations developed o
to provide estimates of temperature during a glacial event.
With these.we find that temperatures will not change very
much. Temperature change is also erratic and difficult to
describe in simple terms. We do not expect that changes in
temperature will themselves produce significant effects upon
the hydrologic system. |

Using the climatic estimates that we have derived,
and with no change in lake evaporation rates, we find that
no large lakes will form within Death Valley during a climatic
change of an extent comparable to that of the last glacial
maximum. Several small playa lakes do form, but these in
themselves should have no significant effect upon the ground-
water flow system of the region. However, they reflect in-

creased available moisture that could affect the groundwater

system, as noted below.
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If lake evaporation rates decrease by 27% a major
lake will:form in Death Valley. This lake will be of an
extent comparable to the highest recorded stand of Lake Manly
during the Wisconsin. This estimate agrees closely with
available geologic estimates of the amount of lake evapora-
tion change that occurred. It also agrees very closely with
the geologic evidence concerning the siie of Lake Manly.

We believe that because of the increase in precipita-
tion that is predicted during a glacial event, recharge rates,

and so groundwater flow conditions,will change significantly

»
-

during a glacial evenﬁ. Such changes are of an e*tent that
they should be considered when evaluating the overall geologic
stability of a probosed nuclear waste repository to be built
under Yucca Mountain, Nevada. It is premature at this point
to state whether such a change could significantly decrease

the repository stability there.
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RECOMMENDATIONS FOR FUTURE WORK

The equations we have described here seem to be
quite successful in describing the climatic characteristics
of the region as seen toda&. They pass the most stfingent
tests we are able to apply, including their ability to pre-
dict the modern configurations of lakes.. They have greater
predictive ability than any known alternatives. These equa~-
tions were purposefully constructed to allow solution also
under boundary conditions ;ndependently established as re-
presenting the last glacial maximum. With those boundary
conditions the solutions are quite plausible. They do not
appear to diverge from estimates made from paleoclimatic
evidence. The most encompassing and sensitive test of the
entire procedure - the ability to predict lake configurations
of that time, as documented by geological evidence - yields
impressive success. On this score we cannot 'rate' the quality
of the approach vis 3 vis other methods. Alternaﬁives are
not available.

Potential applications of these equations are many
and diverse.  Thus it woﬁld appear prudent and fruitful to
devote'some additional energies to refining the model. A
long list of 'finishing touches' can be suggested and some
are listed next. The data base used to develop our equations
was limited. Only 124 climate statiéns with complete data

sets could be used and the records only extended to about 1960.
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With an additional 20 years of record,and with records cover-
ing more.étations.we'could improve our confidence in the
model. .Results to date emphasize the critical importance of
the points of highest eleyation, especially the Sierra
Nevada. A concerted effort should,be made to obtain climate
records from a large number of stations in that area.

Our estimates of wind vectors are quite primitive at
this point. More detailed models of topographic control upon
local circulation could be achieved. This should provide
increased predictability. 'We also should develop more close
links to GCM generalized wind vectors. This is espedially. -
important in defining other boundary conditions. In conjﬁnc-
tion with these we can and should define methods to make more
complete use of the available sea surface temperature informa-
tion. Integrating the sea-surface temperature history of an
air mass for several hundred kilometers before it passes in-
land is one obvious need.

Another major improvement could be obtained through
more exact representation of evaporation from lakes. Energy-
balahce equations, such as those described by Benson (1981)
could be used to advantage. Considerable refinement over
Benson's formulation is possible since we already have the
requisite information to estimate the advection term which
he ignored; His own results suggested the importance of

that term.
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More thorodgh analysis of the statistical aspects
of this mbdel is éppropriate. We need a complete ‘'all
- possible regressions' analysis to be assured that the model
is the most appropriate that can be obtained (Draper and
Smith, 196€6). A bootstrap or jackknife analysis of the re-
gression coefficients would be useful to establish the best
estimate of uncertainty in those. Such estimatés, along
with estimates of uncertainty in the other components of
the model, should be evaluated in a full Monte Carlo simula-
tion procedure. With this.available a sensitivity analysis -
to identify those components responsible for changes in .=
paleoclimate - could form the basis of a rigorous site
stability assessment.

The dominant influence of the Sierras suggest the
need to evaluate the impact of lag effects induced by growth
of perennial snowpacks and glaciers as climates change.
Fairly useful models of such phenomenﬁ are now possible.

The two critical components, monthly temperature and monthly
precipitation,are available. The most challenging aspect of
this study would be linking accumulation to meaningful flow
models that would incorporate the influence of éomplex

terrain. Refined models of ablation would also be required.

We have some suggestion that the usefulness of our
predictive model could be considerably improved if it were
linked to a finer grid of elevation data. Such a finer grid

is available and could be used with only minor modifications
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to our program. It is also desirable toO extend.the eleva-
tion data set to the south several degrees of latitude.
This would allow more complete use of wind vector informa-
tion and available climate_stations.b We recommend a thorough
.evaluation to choose the most appropriate grid spacing.

~Because of the many potentiﬁl applications of such
a model it is reasonable to structure the present computer
realization of that model to encourage and simplify its applica-
tion. A number of ideas for such a task-are described here.
Application by others would be most easily achieved if it
were set up in an interactive manner. In this way the user )
could be given the option of detailed specification of the
boundary conditions to be considered. The code could be re-
fined to allow examination of the predicted characteristics
of selected areas within the context of the entire system.
A variety of features of the resulting predictions.can be
reported, depending upon the interests of the individual
investigator. For example, one researcher might be ihterest-'
ed in the relative volumes of local vs. ‘'alien' water within
a specific lake basin. Another could be interested in the
percentage change in'precipitation at a specific point.
Many such items could bé made available at the user's choice

and each will play a role in the overall evaluation of the

model.
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Such a capability would be enhanced by designing
graphical and other auxiliary output to enhance the clarity
of the predictions. Pseudo-three-dimensional color displays
of the results of a model run will make evaluation and com-
prehension of these results much easier. This capability
will become more important as persons only peripherally
acquainted with the work begin to utilize the results. Per-
sonnel of a number of government agencies ﬁnd the public at
large will eventually need.these predictions explained in
understandable terms. Graphical displays will be important for
this.

| Since the climate has direct impact upon the
groundwater system - a2 major point of concern in site stability -
efforts should be made to link our model directly to finite
difference or finite element groundwater models. This could
be a fairly straight-forward step.

With a model available to a select group of know-
ledgeable users, it becomes practical to design and execute a
number of significant and detailed tests. These could allow
importaht refinements of the model and would in the end.pro-
vide a professional certification of the method. This will
be important as the model is applied to specific analyses
of nuclear waste repository‘stability. Such an evaluation

should be planned.
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Second generation models can be envisioned. Such
developments can proceed along two lines. First, we current-
ly have achieved only static views of the climate system at
two specific boundary conditions, those representative of
modern conditions and those characterizing conditions at
the last glacial maximum. We will ultimately want to ex-
tend these. First, we could interpolate our results to re-
present intermediate boundaiy conditions. In this way tran-
sitions from one climate state to another could be examined.
Such transitions could bg controlled by estimates of the global
climate state made from Milankovitch-based préaictions as o
described in the original "conceptual model" report prepared
by Craig (1982). With such a control we could also consider
limited extrapolations béyond the two sets of boundary condi-
tions.

Such interpolations and extrapolations can be inte-
grated with available paleoclimatic reconstructions of sea-
surface temperature in the North Pacific Ocean off the Céli-
fornia coast. A small number of deep-sea cores have been
obtained and continuous oxygen-isotope and microfossil-based
paleoclimate reconstructions have been obtained for periods
of several hundred thouéand years. Where estimates of sea-
surface temperature are available these could be used as
constraints to direct climate histories. Such historical
reconstructions would provide an order-of-magnitude more

sensitive test of the model. Predicted lake histories could



be compared with temporal reconstructions}from geological
evidence guch as the cores of lacustrine sediments covering
comparable time spans - these are available from Searles
and China 'lakes’'.

A longer-term development that can be suggested -
extension of the modelling procedure so that other regions
could be studied in comparable detail - will require con-
siderably more work and a long-term commitment. On the
basis of our present understanding we suggest that the
proposed nuclear waste repésitories at the Paradox Basin,
the Palo Duro Basin and the WIPP site would be most readily' )
accommodated. Sites in salt domes in Texas and Louisiana
would follow naturally after the models of Palo Duro Basin
were available. The most difficult (conceptually) to model
will be the Hanford site. The close proximity of the edge
of the Cordilleran Ice Sheet - with its attendant dramatic
shifts in air circulation - has few, if any, well-documented
modern analogs. For this, further development of our ability
to integrate global c;rculation models with our models will
be needed. 1If such are to be available for use in site

selection, work should proceed immediately.
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APPENDIX

Coefficients of the equations to predict
temperature and precipitation

Raw data used to derive the equations
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Reported here are the final coefficients derived
with the stepwise regression procedure to predict monthly
temperatures and precipitation. In the following tables
E signifies the exponent 10 thus .5E-3 is equivalent to
;5 x 10”3 or .0005. Variable numbers correspond to those
given in Tables 2 and 3 and defined in Table 1. These are
also explained in more detail in that section. Variables
not listed for a month did not enter the equation during
the stepwise regression or entered but later were dropped
out.

The regressions were performed uéing the BMDP
stepwise regression package using the forward stepping option.
The F-to-enter was set at 4.0 and F-to-remove at 3.9. These
are the default values in-the program. Minimum tolerance
level was set at 0.01. Analysis of the regression equations
included:

1. lists of all steps, examination for marginal

entry of removal values,

2. lists of all residual values, examination of

those exceeding two standard deviations,

3. plots of observed and expected-versus each

independent vgriable. This amounts to about

100 plots per regression, |

4. consideration of the frequency distribution of

residuals including the cumulative histogram, the

-
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detrended cumulative histogram, raw histograms,
summary statistics, and measures of skewness

and kurtosis.

Presentation of all of these for all months and both variables
would be prohibitively wasteful of space. Those steps are
summarized in various tables and plots in the text of the
report. Also, we include here the raw data that we used to R
make these regression equations and tests. Thus the interesﬁ- )
ed reader could reproduce these analyses by use of ahy standard
regression package such as BMDP (Dixon, 1981) or SPSS (Nie,
et al., 1975). One could also compare these raw data to values
computed.by hand, using the cdmputer programs we have pre-
sented in previous reports (Craig, 1982; Craig and Singer,
1983) or by other means. |

We caution that the climate data we have used for
these analyses are not a complete set. More recent data
are available for all stations and additional stations may
be available. Furthermpre, we believe we have identified
certain errors in the raw data supplied to us for certain

(at least two and perhaps as many as six) climate stations

and certain months. Correction of these data and inclusion
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of additional data may allow some refinements of the esti-
mates. We do not believe they will substantially change
the resulting predictions, although that possibility should

be tested.
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Final coefficients of regression

equations for temperature

Variable No. Coefficient
January
3 0.15244E-2
15 -0.55802E-3
28 1.49466
30 -0.39932
75 0.16563
b -2.58307
o
February
1 -1.25241
3 =-0.50070E=-2
10 0.52026E-2
22 -0,83026
73 -0.18055
b 70.26171
o
March
28 0.53582
32 0.61758
40 0.05716
42 -0.17752
52 0.17949E-3
57 0.48135
80 -0.21859E-3
b -0.97075
o)
April
3 -0.51151E-3
4 0.39562E-3
28 0.53413
36 0.45721
57 -0.22039
72 -0,.08770
74 -0.0885%
77 -0,65417E=-3
b 0.69628
o) .
May _
3 -0.30358E=-3
32 0.51128
36 0.51359
44 -0.06212
bo 0.48320

Variable No. Coefficient
June
11 -0.53707
28 0.27041
40 0.78652
57 -1.37543
b 9.20809
o)
July
2 0.08883
17 -0.44674E-3
28 -0.15292
40 1.09751
55 -0.23710E-3
57 -0.41909
63 -0.20677
78 0.49755E-1"
b -5.87490
o
August
6 0.34499E-2
21 -0.02805
28 1.01455
54 0.15112E-2
69 5.84085
75 3.43635
80 -0.00395
b -42.05649
o)
September
21 -0.17759E=-2
28 -0.43501
32 0.21311
40 0.3769%1
44 0.819%3
63 0.33965
83 ~0.63967E-3
b -0.07803
o
October
3 0.12515E-2
20 -0.31169E-3
22 -0.35002
28 0.83366
40 0.38271
b 5.31792
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Variable No. Coefficient
No&ember
26 0.74983
32 -0,37324
44 0.64969
83 0.20072E=-2
b 0.30101
o
December
3 0.33786E=3
26 1.05775
30 -0.31583
38 -0.05926
44 0.30092
57 -0.19660
75 0.10452
b 0.24821
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Final coefficients of regression
equations for precipitation

Variable No. Coefficient
January
21 -0.63094E-3
54 0.39377E-4 -
57 0.39691
62 0.04728
66 0.41610
67 0.26366
73 0.01289
b 0.07667
o
February
11 -0.12938
16 0.13761E-2
20 -0.32716E-3.
52 =-0.4348%E-3
54 -0.70560E-3
71 -0.14340
82 -0.10125E=2
84 0.25133E=-2
b 4.12944
(o}
March
1 -0.04761
2 0.02708
54 0.81306E-4
56 0.39798
57 0.35189
59 0.26139
69 0.06997
84 -0.54150E-3
b -1.84313
o
April :
20 0.72470E-4
28 0.04778
30 -0.05156
56 -0.24043
57 0.74007
64 -0.18387
66 0.70602
67 -0.30941
69 0.14388
75 0.05557
84 -0.24869E-3
b -0.50187

Variable No. Coefficient
May
10 -0.27504E-3
11 -0.07170
58 0.40436
59 0.60244
65 0.55703
66 -0.20169
67 -0.43513
84 0.19365E-3
b 0.84864
o
June
21 0.60374E-3
60 0.57737
64 0.23267
70 -0.04105 ==~
b =-0,05022
o
July
7 0.92302E-3
16 0.12544E-3
28 -0,03782
63 0.72698
b 0.52807
o
August
2 -0,25091
21 -0.54608E-3
22 -0.24157
73 -0,04202
b 34,66157
o
September
18 0.8031%E-3
€2 0.27719
65 0.35155
b° 0.29022
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Variable No. Coefficient
October
4 -0.41913E-4
10 0.42019E-3
20 0.79071E-4
42 -0.00613 .
63 0.11542
66 0.46758
67 0.21338
b 0.11731
o] A
November
1 0.05638
3 -0.10247E-3"
38 -0.00557
57 0.59226
63 0.17305
78 0.32961E-3
84 -0.37950E=3
b -1.61396
o
December
46 0.01459
52 -0.76070E-4
57 050784
66 0.54190
74 =-0.02230
75 -0.02385
b 0.11094
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RAW DATA

Listed on the following six pages are the raw
data used to develop the regression equations. These are
the "orographic" variables as listed in Table 1 of this
report. Note that the variables latitude, longitude,
elevation and slope are listed twice, first under the data
for February and again under the data for August. The
remaining variables are unigue to the wind vector for
that particular month. We do not list the climate data
siﬁce they can be obtained from any standard climatic

atlas.,
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| DATA FOR FEBRUARY |

LAT | LONG ELEY MAXIMUM MINIMUM SLOPE |[COARST | <t
{3eg.) | (3e9.) | (md ELEV  DIST | ELEV  DIST ¢m.,> | DIST | «c.
T I E L E S S E S EC E EE S S S E E CE EE E S EE R E EEE EE S EE S EE S EECE R E R E EEEEEEEREEEEEREESEEEEESEE

34,07 117,27 269,86 740 192 138 22 .? 284 13,

38,97 119,982 119.3 351 1?73 s4 79 .18 278 12.

35.37 117.6% 107%, 3 1381 €? 203 20 -17 -1 12.

34,05 117,18 21,7 760 126 138 76 +166 337 13.

37.48 122.23 $.5 312 13 9 3 +303 49 11.

33.%7 117.33 309.4 s?8 208 187 7S -33 326 13,

37.83 122,10 199.S 191 ‘s 191 5 -21 &1 11.

34,13 117.27 342.9 136¢€ 83 337 21 +1 341 13,

34,27 118.47 294.1 §?73 98 129 e4 -1 216 13,

37.78 122.42 15.9 76 8 16 5 +60 3 11,
a7.62 122.38 2.4 19% 11 2 1 +153 36 11,
33.78 116,97 475.8 ss? 3$ 476 4 +46 228 14,
37.3% 121,90 21.3 312 45 12 28 *27 €6 tr,:
35.30 120.67 S1.4 132 20 ?8 9 -13 42 . »13.:
33.7S 117.87 35.1 54 39 2 24 -29 71 14,°
34.43 119.79 30.5 ) 8 ] 3 +0 8 14,

36.98 122,02 3s. 1 288 26 4 21 -17? 46 12.

34,02 118,50 4.6 5 2 s 2 -5 12 14.¢
37.958 120,38 £57.3 552 2 558 2 -118 282 11.:
37.5%0 119,63 1580, 8 1561 2 1561 Q -331 218 11,4
37.9?7 121,32 3.4 124 131 9 13 +4 1?7? 11,2
3%5.03 118.75 434, 3 205 88 196 25 +334 233 13.:
33.62 116.17? -36.86 1562 LT3 -37 ' «131 3e4 14,2
38.78 112.38 " $16.6 24€4 93 517 3 +138 429 12.¢
34,13 116,93 s92.0 2363 79 €02 3 +543. 457 132.¢
34,13 117.68 559.8 386 187 189 136 -264 29@ 13.8
38,37 122.00 3.3 345 26 53 1 +63 134 11.2
34,53 117,30 271.1 1929 133 735 rd} +90 353 13.4
36.33 119,30 197.9 742 179 51 31 -15 285 12,2
33.28 116.83 969.3 1204 25 84¢ 23 +96 113 15.1
38,93 121,77 29.9 29 8 29 6 -17? 21 12.3
37,79 119,58 1214.8 1304 15 1215 4 +S89. 343 11.2
36.50 116.75 19010.1 3512 182 699 s? -32 sg2 11.4
35.98 114,35 769.8 3537 338 19 202 -33 723 11.8
36,43 115,37 398.9 3374 287 22 172 +440Q 674 11.8
37.82 112,02 © 1516.4 3149 20 1518 2 +587? 06 11.1
35.9%8 115.87 ¥%5,9 3512 284 €39 159 +150 €% . 11.4
36.17 115.13 e11.4 3274 312 19  ird 78 700 11.7
36.53 114,43 371.9 3388 410 372 € 124 806 11.3
37,27 117,02 122%.3 31es4 215 1229 3 +47 S&9 11.2
35,47 114,92 1979.8  2%551 313 149 181 -46 765 12.1



-153-

| DATA FOR FEERUARY |

LRT | LONG ELEV MAX IMUM MINIMUM SLOPE |COAST | <37
(deg.> | (deg.? m, ) ELEY  DIST | ELEV  DIST (med | DIST | <C.)
 EECEECEEEEZ LI EEE EEE E S S S E IS NS S E N EEE S S S S EE SR EEEEEEEEEEECCEECECECEELESEEESEETEE

36.85 121,40 36.9 288 82 4 ?? *1€7 183 12,1
37.23 119.22 2139.7 2140 3 2140 3 -656 344 11.S
36.42 120,67 207.7 1943 S ges 6 +235 132 12.4
33.73 116.25 3.4 2068 49 3 2 +138 429 13.8
35.65 11?7.82 743.7 1683 30 744 6 +275 399 12.%
34,13 115.13 231.9 1844 365 2695 26 +18?7 SEE  13.3
3%5.47 118,78 295.7 743 2%6 ’e e3 +115 289 12,8
36.07 120.98 154.8 347 143 15S ? +87? 19¢ 12.5
36.20 121.13 97.5 947 48 98 6 +176 95  12.S
34.2%  117.18 1536.5  192S sS4 701 18 =527 349 13,6
34,70 118.15 716.9 1644 g8 71?7 6 +26 261 13.3
37.6%5 121.78 166. 1 340 -] 166 4 +174 89 11.6
34.47 117.75  1154,3 1329 148 681 82 262 295 13.5
38.12 t21.28 12.2 337 181 e 19 -3 202 _,1t1.2
33.77 118.20 10,4 @ ) ] S +@ S 14.8
34,05 118.23 9S. 1 283 1] 14 26 -€0 168 14.3
37.9%  120.85 38.1 466 115 38 6 +165 162 11.9
36.97 120.07 82,3 303 145 2S g8 -1? 234 11.9
35.08 119,32 207.3 30s 23 207 S +253 176 13.2
37.97 122,19 34.7 215 14 85 4 +130 $S 11.4
33.5% 116,03 -$3.3 1569 44 -53 é +89 245 14.6
37.30  120.48 1.8 793 118 20 é? -14 207 11.7?
3%5.50 119,82 244,3 776 16 248 ] +$31 168 13.9
37.65 121,00 2?.7 340 81 19 11 -9 166 11.S
37.33 121,85 1232.9 1283 S 1283 s -84 183  11.8
34.23 118.87 1743.1 1740 3 1740 6 -1311 253 13.8
34,77 114,82 278.3 188t 351 2?78 2 - +283 669 12.7
33.68 117,88 2.4 2 3 2 3 -1 23 14,9
37.87 120,87 65.S 143 181 e 5?7 -24 216  11.3
37.8¢ 122,18 134.1 134 ? 134 ? -124 51 11.6
34.45 119,25 228.6 1320 308 22% é +134 141 13.8
34.18 119.17 13.7 14 ? 14 4 -14 18 4.4
34.58  118.12 30%.2 1929 1es 809 5 +218 284 13.4
33.82 116,53 125.3 2066 21 125 ? +480 482 13,8
33.3% 116.87 1699.1 1650 3 1690 3 -8?72 120 14,9
36.53 120,45 128.9 326 27 128 3 +S41 141 12.4
34,28 114,17 224.9 1631 4@7 20S 19 *? 688 - 13.1
34,15 118,13 263.4 379 58 - $3 23 -145S 148 14,1
35,63 120,68 213.9 4955 42 213 S +80 7S  13.1
38.23 122.83 4.9 143 22 s 2 +119 s? 11,3
36,48 121,18 398, 4 632 24 1?79 18 +1 7S 12.4
35.87 121.28 5.5 S 3 S 3 -5 1e 13,1



| DATA FOR FEERUARY |

LAT
(dag.?

| LONG
! ldeg.?

ELEY

: i, D

un

orsT

ZLOPE
e

CORA3T
pIsT

SET

c..

33.69
35.18
34.1%
38.02
35,48
37.08
33.35
34,95
35.42
34.9@
33.93
37.87
37.20
37.37
33.62
33.28
34.18
35.40
38.28
38.25
38.42
3E. 1S
33.87
34,93
34.87
38.853
36.495
33.89

33.6?’

33.12
34,70
36.78
3€.73
38.43
36.13
37.48
38.97
36.33
33,70
33.23
37.995

114,53
114,05
114,39
121,77
118,83
119,48
118,33
118,18
119-95
117,02
116,98
122,25
119.28
118.3?
$114.60
11€,3S
118.30
119.47

128.32

120.895
121,953
120.35
117.97
119.62
116,73
121.75
116,8?
115,45
117.33
117.98
118,43
119.70
118.97
122.88
117.95
122.45
122.52
119.67
115.83
116,77
119.73

838.4
1915.9
123.4
8.5
17,6
é11.1
8.0
806.2
159.6
652.9
79€.4
76,2
1562.1
1252.1
81.1
158.5
207,3
81.7?7
1431.3
209.6
4.3
204.5
216.4
£382,8
£85.8
15.5
"5112
296.6
3%1.7
201,2
$932.7
180.9
2085.6
64,0
116S,.9
18.3
9
73.8
417.6
8923.0
1179.¢

MAXITMUM MINIM
ELEY  DIST | ELEY
2172 224 28
2464 02 285
1530 411 118
296 20 )

§21 124 S0
748 185 ze

$S 16 2

1631 - 3S 8e6
s71 111 51
1631 137 653
796 6 796
163 46 ?
1772 29 970
3388 47 1252
2172 218 81
1444 28 191
379 42 93
776 49 82
1431 6 1431
363 216 @
363 154 @
947 117 158
448 . 17 216
1248 13 §83
1470 154 586
529 €0 15
3274 153 -S1
1693 148 141
715 . 29 247
201 4 201
1929 77 922 -

§21 140 48
20066 3 2006
145 23 21
2551 30 1166
18 5 18
188 21 1
755 134 6@
1320 371 141
846 10 823

1893 27 1188

4
208
19
3
141
139

&
AONNW

N e

Lad 0 - O,

S

[ Ol

W VOGN NRNDOOLEOHO = WAHANO OV L OVEANE L~

N

-3 -

+13
-29%
19
+146€
+5
-15¢
+99
+1S5
-41
+184
-2%9%
-69
-52
+480
+10
+831
-114
+204
-€20
-104
-4
+294
+*224
+S5€S
+301
-1

e78

+256
+2495
=48
+55
-3S
-10€¢
-1
+$99
~-18
+84
-13
2387
+23
+427

c04
737
11
121
2493
299

<8
300
238
432
249

6?7
343
443
$97
144
124
188
319
272
c2le
164
172

347

13.¢
12.-
13.:
11.-
12.¢
11.7
14, ¢
1301
13.0
1306
14.1
11.%
11.S
11.3
13.€
ls.‘
14.1
13.1
16-9
11.0
tt.e
12.5
14.3
13.5
13.@
16.9
11.7
13.7
14.8
15.3
13.3
11.9
11.9
11!2
12.2
11.9
1104
12'3
13.7
15.1
11.1



SEXETETTEZIETISTTSRZN
| DRTA FOR AUGUST |

LAT LOHG ELEV MRKXIMUM MINIMUM SLOPE [COAST SET
(deg. (3deg.? M ELEY DIST ELEV DIST Cmed DIsT .
TS L E R I I e R E S S S E L E E X N E N E I EE I A E R I CE RN E P EE S EEECE XSRS EEEEEREZERSESER:

34.97 112.?2? 268.6 2€8 I 251 B +? 4] 17,
35.87 119.02 119.8 7?€ 109 63 S9 +18 19¢ 1€,
35.37 117.65 1975.9 1333 158 718 34 -17 Ry 1?2,
34.09 117.18 401.7? 723 45 402 8 +1€6 &9 17.¢
37.48 122.23 9.3 312 13 9 3 +383 3?7 1S5.x
33.97 117.33 309.4 S4¢€ 29 27¢ té - =33 &3 17.¢
37.83 122,10 198.5 195 42 -] 28 -21 €2 14.¢
34.13 117.27 342.9 546 43 213 3¢ + $7 17.%
34,27 118.47 294.1 294 4 294 4 -1 48 17.+
37.7¢ 122.42 1.9 19S5 19 16 S +60 34 14.¢
37.62 122.38 2.4 19S 11 . e 1 +193 28 14.6
33.78 116,97 475.8 633 41 412 31 +46 8s 17.€
37.3S% 121.9¢ 21.3 466 23 21 4 +27 59 15.2
35.30 120.67 91.4 91 7 31 4 -13 27 . 18.7
33.78 117.87 3S.1 35 L] 35 0 -29 7 17.5
34,43 119.70 30.5 e 8 -] 8 +9 8 1.2
3¢6.98 122.02 as.t 38 3 38 3 -1? 15 15.3
34.02 118.50 4.6 S 2 S 2 -5 12 172.2
37.98 120.38 5S57.3 ses3 129 19 vE ~118 20e¢ .3
37.5e 119.63 1$69.,8 - 1561 Q 1561 ] -331 253 15.9
37.3? 121.30 3.4 446 107 3 € +*4 142 15.1
35.03 118.79 434,3 18e? 38 434 3 +334 117 17.2
33.62 116,17 -36,6¢ 1444 Se -37 4 +131 1495 18.1
3S5.78 117.38 S16.6 1867 188 S1?7 3 +138 2€6 1?7.2
34.13 116.03 502,90 1562 79 141 43 +543 1?77 17.7
34,13 117.68 560,38 Sé1 S Sél S -264 €7 17.4
38.3? 122.80 53.3 1€3 [&4 t S +63 -1 14.€
34.53 117,39 871.1 1599 34 871 € +9@ 149 tv.=
36.33 119.30 197.9 s 187 3S =1 -19 196 1€. S
33.28 116.63 9€9.3 1065 12 969 3 +9€ 180 18.2
36.93 121.7? 29.0 34 22 12 11 -1? <9 1S.4
37.7% 119,58 1214.¢6 1304 15 1215 4 +3589 273 1S.38
36.50 116,73 1010.1 2464 1?7 185 3 -32 433 17.1
- 35.98 114.89% 769.6 19295 318 320 141 -93 498 172.2
36.43 118,37 3%@.0 2139 49 850 3 +440 437 17.3
37.82 118,02 1516.4 3512 °? 1367 42 +587 374 16.3
36.58 115,67 3§5.9 . 1939 29 958 5 +150@ 434 17.2
36.17 115.13 £11.4 1462 38 €11 S +78 417 17.4%
36.53 114,43 371.9 1429 394 341 209 +124 483 172.3
37.27 t117.02 1225.3 3102 1438 S&8 37 +4? 429 18.7
35.47 114,32 1979.0 20984 233 558 19t -48 358 17.9



-156-

| DATA FOR RUGUST |

LAT LONG ELEY MAKIMUM MIMNIMUM SLOFE |CORST 5%
{deg.) (deg.) Crm, ) ELEY DIST ELEY DIST Chig ) DIST ‘c,
8.88‘88.38:‘8888:8!‘3:8“::8::8!82:88:Sztll88888888:‘:2:8‘!8!3::::888l:a-:

3E.8S 121,49 38.9 572 14 8? 3 +167 78 15.°
37.23 119,22 2129.7 2140 3 2149 3 -5909 255 12..
26.42 120.5? 39?.7 1943 ) 298 € +235 16S 1€..
33.73 116,25 3.4 15€9 26 3 2 +138 134 17.¢
3%5.65 117.82 743.7 1329 158 2886 112 +275 244 17.:
34.13 11%5.13 231.0 1444 1€2 -13 108 +187 2606 12.:
3%5.47 118.78 239S5.7 1248 110 82 49 +11S 208 17,
36.87 120.08 154.8 788 28 15$% ? +87 123 1€,.¢
36.208 121.13 97.5 P43 34 98 é +176 1] 1€.¢
34.25% 117.18 1586.5 1586 s 1586 s -527 111 17."
34.70 118,15 7186.9 10€2 22 71? é +*26 119 1?7,
37.€5 121.78 186.1 446, 52 12 3s +174 gé 1S.:
34,47 117.7S 1164.3 1619 16 1164 3 +262 $6 17.:
38.12 121.28 12.2 348 59 e 23 -3 144 " 15.¢
33.7? 118.20 19.4 e s 0 5 +@ 5 1?7.¢
34,05 118.23 95,1 -1 € s & -€8 41 17.¢
37.08% 120.£5 38,1 LT} $2 38 é +1€S 136 15.¢
36.57 128.07 32.3 281 151 S0 2% -1? 1e? 1€.¢
35.08 119.38 207.3 1248 41 ie7 5 +253 131 17.4
37.97 122.10 84,7 - 215 14 8% 4 +130 &2 14.7
33.59 115,03 -%53.3 115€ 73 -53 é +89 163 12.¢
37.3¢@ 120,48 51.5 4.1 74 34 49 - -14 1?79 15.¢
35.59 119.382 244.9 rdd S 16 245 5 +531 111 16.9
37.85% 121.00 27.7 303 €3 19 11 -5 140 15. 4
37.33 121.88 1282.9 1283 s 1233 s -584 74 1%5.3
34.23 118,07 1749.1 1749 € 1740 s -1311 s5? 17.2
34.77 114.62 272.3 1569 215 141 139 +283 322 1?7.8
33.60 117.88 2.4 2 3 2 3 -1 16 1?.8
3r.8? 120.83? 65.5 303 86 19 36 -24 164 15.3
37.30 122.18 134.1 195 34 1 20 -121 51 14,9
34.45 119.25 228,86 383 13 229 & +134 35 17.2
34.18 119.17 13.7 14 7 14 7 -14 10 17.4
34.58 118,12 8069.2 1114 15 809 s +210 113 172.5
33.82 116.53 125.3 1562 22 1258 ? +480 120 12.7
33.3% 116.8?7 18908. 1 1650 3 1650 3 -872 €4 172.8
36.53 129.45 123.9 1043 32 123 s +S541 128 16,2
34.28 114,17 224.9% 1592 266 e 137 +7 357 18.%
34,18 118.13 283. 4 263 3 233 3 -145 55 17.4
35.83 120.85 213.4 412 18 213 5 +20 49 16.5
33.23 122.63 4.9 138 18 g 2 +119 41 14.6
36.48 121.18 398, 4 381 33 1583 13 +1 74 1.9
35.67 121.28 .5 5 3 s & -5 10 15.4



-157-

| DATA FOR AUGUST |

CTECDZESSCEESSEEEILEESE

LAT [ LONG ELEYV MAXIMUM MINIMUM SLOPE
(deg.) | <(deg.)d . ) ELEVY, DIST ELEY DIST (m.)
8SCSCE8888‘8‘38888‘2‘88838‘8888SBISIB.GSB888l‘888':88‘8‘88“88883888‘llll::

33.¢£0 114,53 88.4 1937 203 -31 1904 +13
3%.18 114,069 1915.9% 19562 294 141 258 -298
jg.02 121.77 8.9 3409 19 9 3 +146
38.48 118,83 $17.¢ S?1 151 49 93 +S
37.08 119,48 s1l1.1 1943 138 St e -151
- 33,38 118,33 0.0 9s 16 9 S +3S
34,358 118.18 906.2 1183 46 7?20 19 +15
35.42 119,05 158.8 12423 -] 92 22 -41
34.90 117,02 6%52.9% 1929 89 €53 ° 3 +184
33.%3 116,98 vTI96.4 - 796 6 796 e -259
37.87 122.25 6.2 76 1 7’6 1 -69
37.20 119.29 1502.1 1502 e 1562 é -52
37.37 118,37 12%52.1 3812 36 1252 1 +480
33.82 114,60 31.1 1149 161 -49 112 +10
33.28 116,35 130.5 119¢€ 31 191 4 +631
34.18 118.3@ 207.3 207 8 267 3 -114
35.40 119.47 81.7 869 48 82 4 +204
38.28 120,32 1431,.3 1431 ] 1431 S -§208
38.29% 120,85 L90.6 349 114 Q €3 -124
38.42 121.53 4.3 219 ’8 0 19 -4
3€.1% 120. 35 204,95 583 21 <05 4 +294
33.37 11?72.57 216.4 440 1? 21¢€ S +224
34,93 118.62 BR2. 8 1358 23 &83 € +56%5
34,87 116.78 s8%.3 1925 184 113 3 +301.
38.53 121,75 15.5 163 10S . 1 7S -1
3€.45 116.87 -51.2 1798 130 -S1 [ +70
33.80 115.45 25%6.¢ 1156 132 -g8 61 +25@
33.87 117.33 391.7 €37 17 392 ? +24S
33.12 117.88 201.2 201 4 201 4 =48
34.70 118,43 $32.7 1923 -] 933 ? +35
3€.78 118.7@ 190.9 321 111 S1 12 -39S
36.73 118,97 2005.¢ 2006 3 2906 3 -1Q€@
38.43 122.88 64,0 €4 € L] 6 -1
3¢.13 117,99  1165.9 2464 41 118¢ S +999
37.48 122.45 13.3 13 S 18 S -18
38,87 . 122.52 .9 163 22 | [ +84
36.33 119.67 73.8 &8 73 S4 20 -13
33.7 115.63 $417.86 1158 112 -3 41 +237
33.23 118,77 323.0 34¢ 19 323 3 +23
37.9%5 119,78 1179.¢6 [ +427

1719 12 1189

CORST

..
-

DIST | <.

28%
333
333
99
248
226
19
134
176
178
94
Se
2s1
331
281
120
]
137
231
184
13¢
- 199
S8
93
<02
114
403
222
S1
41
100
193
248

314
16
38

179

204
79

23?7

-h

1.2
17.7
18.9
14.73
1€.?7
1€.¢8
12.1
17.3
17.4
17.2
17.€6
14.8
i1€.@
16.4
12.¢
18.3
17.¢
17.1
1S.2
15.0
14.7
1€. 4
17. 9
17.4
17.4
14.¢
17.4
18.3
17.6
17.9
17.3
16.3
18.4
14.4
1?.3
14.9
14.7
15.4
18.2
12.1
18.4



