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ABSTRACT

The document “Code Qualification Document for Best Estimate Loss of Coolant Accident
Analysis” (WCAP-12945-P-A) discussed the WCOBRA/TRAC computer code and the
methodology used to determine the 95" percentile peak cladding temperature (PCT) for a large
break loss of coolant accident (LOCA) scenario. Westinghouse has reviewed the large break
code and methodology to determine if the same principles could be adapted to reliably predict the
processes that occur in a small break LOCA lasting from several hundred to several thousand
seconds. This document, “Code Qualification Document for Best Estimate Small Break LOCA
Analysis,” (WCAP-14936), describes the WCOBRA/TRAC small break LOCA code version, the
code validation performed. and a methodology to determine the 95 percentile PCT for small
break LOCA transients.

Volume 1 describes the features, models and correlations contained in the small break LOCA
version of the WCOBRA/TRAC computer code. First, the small break processes considered to
have the greatest effect during a small LOCA event are identified and ranked in the phenomena
identification and ranking table (PIRT). The sufficiency of the large break WCOBRA/TRAC
models and correlations for small LOCA analysis is then evaluated. A comprehensive
presentation of the WCOBRA/TRAC-SB models and correlations follows.

Volume 2 documents simulations of a large number of separate and integral effects tests using
this small break version of the code. The simulations provide, at different scales, predicted
transients in which all of the important processes are compared with experimental data. The
information obtained from the simulations is used to assess errors within the code. The test
simulations and subsequent comparison to experimental data determine the bias and uncertainty
of major model packages as they apply to small break LOCA thermal-hydraulic conditions.

Volume 3 reviews the operator actions pertinent to a small break loss-of-coolant accident
(LOCA) event using Indian Point Unit 2, a four-loop pressurized water reactor (PWR), as the
reference. Sources of uncertainty in the plant condition and the limiting accident analysis
assumptions are identified. The effects of various assumptions on small break LOCA transient
behavior are investigated through numerous calculations using WCOBRA/TRAC-SB. The
calculations examine the sensitivity of the results to the break size, location, orientation, and
offsite power availability.

Volume 4 presents calculations that are performed to determine the sensitivity of results to the
plant core power distribution, the initial and boundary conditions, and code modelling
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assumptions. These studies, in which parameters are varied one at a time, are performed for
Indian Point Unit 2 to quantify the sensitivity of plant behavior to changes in plant initial
conditions and accident modelling. An uncertainty methodology consistent with the application
of the Code Scaling, Applicability, and Uncertainty (CSAU) methodology is identified to define
the overall plant analysis uncertainty and is applied to determine the 95™ percentile PCT for the
Indian Point Unit 2 small break LOCA analysis. Volume 4 also demonstrates the compliance of
the Westinghouse best estimate large break LOCA methodology with U.S. Nuclear Regulatory
Commission (NRC) Regulatory Guide 1.157 and with 10CFR50.46.

0:\4384-non\frtmtr.wpd:1b-040303 vi



TABLE OF CONTENTS

Volume 1 Models and Correlations

Volume 2 Small Break Code Validation

Volume 3 PWR Uncertainties and Sensitivities for Small Break LOCA

Volume 4 Small Break Uncertainty Methodology

Section Title Page
ACKNOWLEGEMENTS . ... ittt ittt it tiatataranananns iii
ABS T RACT ... i it e i et et et i ettt v
LIST OF TABLES ... . ittt ittt it itettanenananacasnnans xxi
LIST OF FIGURES . ... it ittt ittt itenenenanannnnns XXV
LIST OF ACRONYMS AND ABBREVIATIONS ..........ccivviinennnn. xxxiii
COMMONLY USED EQUATION NOMENCLATURE ................. XXXVvii

1 OVERVIEW OF CODE QUALIFICATION DOCUMENT AND
BEST ESTIMATE METHODOLOGY

1-1
1-2
1-3

14

Background . .. ... .. ... .. e ettt e, 1-1
Summary of the CSAU Methodology . ..........ccoiiiiiieiiniinnan.. 1-3
BE-SBLOCA Methodology Description .. ..........cceeeereinearnceenns 14
1-3-1  Element I: Requirements and Code Capabilities . ............... 1-4
1-3-2  Element Il: Assessment and Ranging of Parameters ............. 1-7
1-3-3  Element IlI: Sensitivity and Uncertainty Analysis . ............. 1-18
Small Break LOCA PIRT . ... ..ottt ienenenonsnnanns 1-26
1-4-1  PWRDeSCriDtion .. .....c.cueeeieeneneneesonocaconannnnns 1-27
1-4-2  Accident Scenario .............iiiiiiiiii e 1-27
1-4-3  Small Break LOCA Periods ..........c..eueieiienenenennnnn 1-27
1-4-4  Phenomena and ProcessesRanked . .. ....................... 1-29
1-4-5  Definition of Assigned Rankings ................coviiieann.. 1-29
1-4-6  Discussion of Rankings . ..........ouuirieneirnrnrnnnnenn. 1-30

1-4-6-1 FuelRod .........cccoiiiiiiiiiiiiiiiiinanann. 1-30

1-4-6-2  Core......oiuin it i e e 1-32

1-4-6-3 UpperHead ..............ccccoiiiiiiiiinann... 1-34

0:\4384-non\frtmtr.wpd: 1b-040303 vii



TABLE OF CONTENTS (Cont’d)

Section Title

1-4-6-4 UpperPlenum ..........covviiiiiieinennnnennns
1-4-6-5 HotLeg .....vouiiniunenneninenonsenenenanens
1-4-6-6  Pressurizer/SurgeLine ............cccccciiianen.
1-4-6-7 Steam Generator ..............ccoueiieieinnannn.
1-4-6-8  Pump Suction/Loop Seal Clearance ................
1-4-6-9  Pump ......ovniiiii ittt
1-4-6-10 Accumulator ............cuoiuiiiniiainenannannas
1-4-6-11 ColdLeg ........cuiuiiiiiiiiiiinerarnnnnnnns
1-4-6-12 SafetyInjection ...........c.cuueierieeennennnnnn
1-4-6-13 Downcomer/Lower Plenum ......................
1-4-6-14 Break .........coouoiuniiriiiiietrannneannss

1-4-7 PIRTReviewTeam .........ouueuuniiiineinennsnnesnnannns

1-5  Assessment of WCOBRA/TRAC Mod7A for Analysis of Highly

Ranked Small Break LOCA Phenomena ..............ccciuieeeienennn.

1-5-1  Phenomena for which WCOBRA/TRAC Mod7A
ISSUficient ... .. ittt ittty
1-5-1-1 FuelRod .........ouuuiiiiiiiiiannaiannnannnns
1-5-1-2  C0re .. oottt i e i et
1-5-1-3 UpperPlenum ...........cccuuiiiiiiiininnannn.
1-5-1-4  Steam Generator .............c.uuueeennennnnanns
1-5-1-5 Downcomer/Lower Plenum .............cccoeun..

1-5-2  Phenomena Requiring Improved Physical Models . .............
1-5-2-1  €OTe. ...ttt inereaaaenas
1-5-2-2  Steam Generator ...........c..ouiuieienennnnann.
1-5-2-3  Pump Suction Piping/Loop Seal Clearance . .........
1-5-2-4  ColdLeg ......ccuoiuuniiieiiiiiiiinaiaannnn.
1-5-2-5 Break .......coueuieiiii it et

----------------------------------------------

1-6-1  Breakflow Associated with Subcooled Liquid Upstream

Conditions . . . ..o e e ettt ettt ettt ennnnnns

0:\4384-non\frtmtr.wpd:1b-040303

viii



TABLE OF CONTENTS (Cont’d)

Section - Title Page
1-6-2  Effect of Upstream Flow Regime on Break Flow ............... 1-56

1-6-3 Wall Condensation .............ueuuuiiniiiienennerannnnan 1-59

1-6-4 LoopSealClearing ...........covuriuiiiiiiiiruneennannnn 1-62

1-6-5  Mixture Level Swell in Reactor Vessel ....................... 1-63

1-6-6 CoreHeatTransfer .........coouieiienneniinerinrcneannns 1-64

1-7  Conclusions .........ccoiieiiiiiiiiinnnrnnrnrncaennenaacanannnns 1-65

1-8  References .........c.oouiniuiiiitiieuenteeneneaienencnscananas 1-66

2 WCOBRA/TRAC CONSERVATION EQUATIONS

2-1  Introduction .........iiiiniiiii it i i ittt e 2-1
2-2  Vessel Component Conservation Equations (Model Basis) ............... 2-1
2-2-1  Three-Field Equation Formulation ........................... 2-2
222 Vessel Component Three-Field Conservation Equations .......... 2-4
2-2-2-1 Conservationof Mass .........c.cciiiiiiiianns 2-8
2-2-2-2  Conservationof Momentum ............ccovieiunnn 2-8
2-2-2-3  Conservationof Energy ..............coiiiieiann. 2-9
2-2-3  Cartesian Coordinate Representation ........................ 2-10
2-2-4  Subchannel Coordinate Formulation .................. .. ... 2-13
2-2-5  Comparison of Cartesian and Subchannel Formulations ......... 2-17
2-3  Vessel Component Cofnputational Cell Structure (Model as Coded) ....... 2-19
2-3-1  IntroduCHON . .o v v ittt it ee it et et e e 2-19
2-3-2  Vessel Component Computational Mesh ..................... 2-20
2-3-3  Vessel Component Finite-Difference Equations................ 2-21
2-3-3-1 Conservation of Mass Equations .................. 2-21
2-3-3-2  Conservation of Momentum Equations ............. 2-24
2-3-3-3  Conservation of Energy Equations ................. 2-33
2-3-4  Source, Viscous, and Turbulence Terms ..................... 2-34
2-3-4-1 Mass, Energy, and Momentum Source Terms ........ 2-35
2-3-4-2  Boundary Condition Source Terms ................ 2-40
2-3-4-3  Turbulent Shear Stress Tensors and Heat
Flux Vectors ....... ... ciiiiiiiiiiniinennnn.n. 2-41

0:\4384-non\frtmtr.wpd:1b-040303 ix



TABLE OF CONTENTS (Cont’d)

Section Title Page

2-4  Conservation Equations for One-Dimensional Components

(0% (0T (<) 2 7T 1) 2-48
2-4-1 IntroduCtOn . ......coviiirnnnnenenenenrnnnnenenaanannan 2-48
2-4-2  Conservationof Mixture Mass ............ccciiveiiinnnnn... 2-50
2-4-3  Conservation of Mixture Momentum .............ccccuevun... 2-51
2-4-4  Vapor and Mixture Energy Conservation Equations ............ 2-52
2-4-5  Closure of the Conservation Equations . .. .................... 2-54
2-5  One-Dimensional Component Computational Cell Structure
ModelasCoded) . ...ooviiiiir ittt it eieteneenenennsnenennns 2-55
2-5-1  INtroducCtion ... .......coiiieiiuneneroncnenenennonannnnns 2-55
2-5-2  One-Dimensional Component Computational Mesh ............ 2-56
2-5-3  One-Dimensional Component Finite Difference

Formulation ......... ... i ittt 2-57
2-5-3-1  Semi-Implicit Formulation ....................... 2-57
2-5-3-2  Fully-Implicit Formulation ....................... 2-61
2-6  Numerical Solution Method ........... et taaeaeeeeei i 2-63
2-6-1 IntroduCtion .........c.ciiiiinnininrrererernnenennenannn 2-63
2-6-2  Vessel Component Numerical Solution ...................... 2-63
2-6-2-1  Solution of the Momentum Equations .............. 2-64
2-6-2-2  Linearization of the Mass and Energy Equations ...... 2-65
2-6-2-3  Solution of the System Pressure Matrix®P ... 2-69

2-6-2-4  Cells Connected to One-Dimensional
Components ..........coiiiiiiiiiiiiiiianaena. 2-70
2-6-3  One-Dimensional Component Numerical Solution ............. 2-71
2-6-3-1  Solution of Momentum Equations ................. 2-71
2-6-3-2  Solution of Mass and Energy Equations ............. 2-72
2-6-3-3  Component Boundary Conditions ................. 2-74
2-6-3-4  Fully Implicit One-Dimensional Components ........ 2-75
2-6-4 Network Matrix Equation ............ ... oottt 2-77
2-6-5 WCOBRA/TRAC SolutionRoutines ........................ 2-82
2-6-5-1  Transient CalculationRoutine .................... 2-82
2-6-5-2  Sequence of Outer Iteration Calculations ............ 2-85

0:\4384-non\frtmtr.wpd: 1b-040303 x



Section

2-7

2-8
2-9

TABLE OF CONTENTS (Cont’d)

Title Page
Timestep Size and Convergence Criteria.......c.covvieienrnnenreannnss 2-87
2-7-1  Introduction ...........c.ciiiiiiiiii it i 2-87
2-7-2 Coded Convergence Criteria ... ...ccovtvennnernnnrencannens 2-87
2-7-3  Timestep Size Control® L. 2-88
2-7-4  Numerical Stability .......... ..ot 2-90
References ...ttt i i it it i it e e 2-90
RAILIStNg ..ttt i i et iaieteneneenenananananans 2-91

3 WCOBRA/TRAC FLOW REGIME, MAPS AND INTERFACIAL AREA

3-1
3-2

3-3

34

Introduction ........ ...ttt ittt ienaneariaaanaaa 3-1
Vessel Component Normal Wall Flow Regimes ........................ 3-1
3-2-1  IntroduCtion . ...vivirinrin et iiieeenraeenenaneaeaenaaan 3-1
3-2-2 SmallBubbleRegime ...........ciiiiiiiiiiiiiiiiiiinana, 34
3-2-3 SmalltoLarge BubbleRegime ................ciivevernnn.. 3-8
3-2-4  Churn-Turbulent FlowRegime . .................ciiinna... 3-13
3-2-5 Film/DropFlowRegime ........ccoiiiiiiinininnnnnnnn.. 3-15
3-2-6  Horizontal Flow Regime Map . ...........c.ccuveiiineennnn. 3-16
Vessel Component Hot Wall Flow Regimes .......................... 3-23
3-3-1  INtroduction . .....coceniiiii it i i e e 3-23
3-3-2  Inverted Annular FlowRegime ............................ 3-23
3-3-3  Inverted Liquid Slug FlowRegime . ......................... 3-24
3-3-4  Dispersed Droplet Flow Regime . ...............c.coion.... 3-27
3-3-5 FallingFilmRegime ......... ... .. ittt 3-27
3-3-6 TopDelugeFlowRegime .........coiiiiiiiiiinnnnnannn.. 3-29
3-3-7  Interfacial Area Transport Equation ......................... 3-30
One-Dimensional Component Flow Regimes ......................... 3-33
3-4-1  Introduction .......oviuiiiiiinn it ittt 3-33
3-4-2  Bubbly Flow Regime .......... e e, 3-34
3-4-3  SlugFlowRegime ........ .ottt 3-36
344 ChumnFlowRegime ............. i, 3-38
3-4-5 Anmular-MistFlowRegime ............. ... ... o ., 3-40

0:\4384-non\frtmtr.wpd: 1b-040303 xi



TABLE OF CONTENTS (Cont’d)

Section Title
3-5 References ...l e
3-6  RAILISHNG ..ottt it ettt ittt iteeatnenaasenenns

4 WCOBRA/TRAC MOMENTUM TRANSFER MODELS

4-1  Introduction ...........iuiiiiiiiiiiiiii ittt
4-2  Vessel Component Wall ShearModels ............. ... oo,
4-3  Vessel Component FormLoss .......... oo,
4-4  Vessel Component Interfacial ShearModels . ............. ..o,
4-4-1  Small Bubble Flow Regime Interfacial Drag ..................
4-4-2  Small-to-Large Bubble Flow Regime Interfacial Drag...........
4-4-3  Churn-Turbulent Flow Regime Interfacial Drag ...............
4-4-4  Film/DropFlowRegime .......... ... i,
4-4-5 Inverted Annular FlowRegime ................ .. ociuian..
4-4-6 Inverted Liquid SlugRegime ............. ..o,
4-4-7  Dispersed Droplet FlowRegime . ........... ... ..ot
4-4-8 FallingFilmFlowRegime ...................coiiiit,
449 TopDelugeFlowRegime .............ccooiiiiiiiii,
4-4-10 Horizontal Stratified Interfacial Drag .......................
4-5  Vessel Component IntercellDrag .............coiiiiiiiiiiin.,
4-6  Vessel Component Entrainment and De-entrainment Models . ............
4-6-1 Introduction ..........cceiiiiinineiiiinienienenannanennn
4-6-2 EntrainmentinFilmFlow ...... ... . .. ... i,
4-6-3  Entrainment During Bottom Reflood ............ ... ... .. ...
4-6-4  Entrainment During Top DownReflood .....................
4-6-5  Spacer Grid Droplet BreakupModel ........................
4-6-6  De-entrainmentinFilmFlow ........... ... ... .. . oot
4-6-7 Crossflow De-entrainment ............ccovuievninenenennnn
4-6-8  De-entrainmentat AreaChanges ............. ..o,
4-6-9  De-entrainment at Solid Surfaces and Liquid Pools .............
4-6-10 Entrainment in Horizontal Stratified Flow .. ..................

0:\4384-non\frtmtr.wpd: 1b-040303

xii

g
£
[4]

3-43
3-44



Section

4-7

4-9
4-10

TABLE OF CONTENTS (Cont’d)

Title Page
One-Dimensional Component Momentum Transfer Models ............. 4-91
4-7-1  Introduction .........ccieiiiiirnien ittt ettt 4-91
4-7-2  Annular Flow Friction FactorModel ........................ 4-92
4-7-3  Relative VelocityModels ..........coviiiiiiiiinininaan.. 4-96
4-7-4  One-Dimensional Component FormILoss ................... 4-102
Critical FlowModel . .......coiiiii ittt it teiaaaannn, 4-109
4-8-1  Natural Choking Approach (TRAC-PD2) ................... 4-110
4-8-2  Critical Flow Model (TRAC-PF1) .......... ..., 4-111
4-8-3  Homogeneous Relaxation Model .................c.cccc.... 4-123
4-8-4  Flow Regime Conditions Upstream of the Break Liquid
(Entrainment /Vapor Pull-throughModel) . .................. 4-127
4-8-5 PostCritical FlowModel ...............c.iiiiiiiiana... 4-130
References ..ot i i i i i e ittt 4-132
SN (B 5 ] ¥ - A 4-138

5 WCOBRA/TRAC INTERFACIAL HEAT AND MASS TRANSFER MODELS

5-1
5-2

Introduction ........ciieiiiii i i i i i i et 5-1
Vessel Component Interfacial Heat and Mass Transfer Models ............ 5-2
5-2-1 Small Bubble Regime ........... ettt 5-2
522 SmalltoLarge Bubble Regime .. ....ovvvviievnneneeennnn... 5-6
5-2-3  Churn-TurbulentRegime ............ .. . oot 5-9
524 Film/DropRegime .........cciimiiiiitiiiiinrneannannns 5-14
5-2-5 Inverted AnnularRegime .............. i, 5-16
5-2-6 Inverted Liquid SlugRegime ............... ..o, 5-19
5-2-7 Dispersed Droplet Flow Regime . ..............ccineaa... 5-22
5-2-8 FallingFilmRegime ...........ccoi i, 5-24
529 TopDelugeFlowRegime ............cooiiiiiiiiiiiiiiaaa, 5-26
5-2-10 Effect of Grid Spacers on Interfacial Heat Transfer ............. 5-28
5-2-11 Effect of Noncondensables™ ... ........ccovuuueeneeei... 5-31
5-2-12  Vessel Component Interfacial Mass Transfer .................. 5-34

0:\4384-non\frtmtr.wpd: 1b-040303 xiii



Section

5-3

5-4
5-5

TABLE OF CONTENTS (Cont’d)

Title Page

5-2-13  Vessel Component Interfacial Heat Transfer in the

Horizontal Stratified Regime . ........ccuieieieeiieinnannns 5-41
5-2-14 Vessel Component Jet CondensationModel . . ................. 5-43
One-Dimensional Component Interfacial Heat and Mass
Transfer Models . ... ..ot i i i i i i it iiie e 5-46
5-3-1 BubblyFlowRegime .........cciiiiiiiiiiniiinnnnnns 5-46
5-3-2 SlugFlowRegime ........coiiiiiiiiiiiiiiiiinnnenennns 5-50
5-3-3 ChumnFlowRegime .........c.ciiiiiiiiiiiiiiiiiiia... 5-52
5-3-4  Annular-Mist FlowRegime .......... ... ... ... .o i, 5-54
5-3-5 Effectof Noncondensables ............coiiiiiiiiiiiiiiann, 5-57
5-3-6  One-Dimensional Component Interfacial Mass Transfer ......... 5-59
References .. .ooviiii ittt et ittt et e 5-61
RAILIStNg ..ttt ettt ettt i ctei e neenenes 5-64

6 WCOBRA/TRAC WALL HEAT TRANSFER MODELS

6-1
6-2

6-3

Introduction . ... ... ittt it i i et 6-1
Vessel Component Wall Heat TransferModels ........................ 6-1
6-2-1  Convection to Single-Phase Vapor - Small Break LOCA . . ........ 6-2
6-2-2  Convection to Single-Phase Liquid(2> ......................... 6-8
6-2-3  Saturated and Subcooled Nucleate Boiling .. .................. 6-10
6-2-4  Critical Heat Flux and Wall Temperatureat CHF .............. 6-20
6-2-5 TransitionBoiling ........ ... .. 6-25
6-2-6  Minimum Film Boiling Wall Temperature . . .................. 6-31
6-2-7 Inverted Annular Film Boiling .............. ... ... ... ..... 6-33
6-2-8  Dispersed Flow Film Boiling ............... ..o, 6-38
6-2-9  Thermal Radiation Heat Transfer ................ ... ... . ... 6-46
6-2-10 GridRewetModel........coiiiiiiiiiii ittt 6-52
6-2-11 Wallto Fluid Heat Transfer ............. ... ... ... ....... 6-55
One-Dimensional Component Wall Heat Transfer ..................... 6-58
6-3-1  Single-Phase Liquid Natural Convection ..................... 6-58
6-3-2  Single-Phase Liquid Forced Convection ..................... 6-61
6-3-3 NucleateBoiling ......... ..ot 6-62

0:\4384-non\frtmtr.wpd: 1b-040303 xiv



Section

6-4

6-5
6-6
6-7

TABLE OF CONTENTS (Cont’d)

Title Page
6-3-4 CriticalHeat Flux .......... ... iiiiiiiiiiiiiiinennnn.. 6-66
6-3-5 TransitionBoiling ........ .ot 6-68
6-3-6  Minimum Film Boiling Temperature .................c.co.... 6-71
6-3-7 FilmBoilingHeat Transfer .........cccvieiiiniieinnnnn, 6-74
6-3-8  Convection to Single-Phase Vapor .................cooiunet. 6-77
6-3-9  Heat Transfer to Two-Phase Mixtures'®™ ..................... 6-78
6-3-10 Condensation Heat Transfer ................cooviiiinann... 6-82
6-3-11 WalltoFluid Heat Transfer ............. ... ity 6-84
Heat Flux Splitting in WCOBRA/TRAC .......coiiiiiiiiiiininenn. 6-85
6-4-1  Single-Phase Liquid Forced Convection ..................... 6-88
6-4-2  Saturated Nucleate Boiling ...........cciviiiiiiinnnnn.. 6-88
6-4-3  Subcooled Nucleate Boiling .............ooiiiiiiiiiaen... 6-89
6-4-4 TransitionBoiling ........ ...t i i 6-89
6-4-5 Inverted Annular Film Boiling IAFB) . .........coiviiuennn.. 6-90
6-4-6  Inverted Annular Dispersed Flow Film Boiling (IADF)
and Dispersed Droplet Film Boiling (DFFB) .................. 6-91
Vessel Component Condensation Treatment . ............ccueeeneunen. 6-93
References .....ovinniieiiiii it ieiinriennanenannss SR 6-97
RAT LISt . .ciitintit ittt ieietetnerenennreanenaannnnns 6-102

7 WCOBRA/TRAC MODELS FOR HEATED AND UNHEATED

STRUCTURES

7-1  IntroducCtion .........o.initiuneneioeneeseneeeeanessennancnnnanans 7-1

7-2  Conductor Geometrics Modelledinthe Vessel ......................... 7-2
7-2-1 Conduction Equation ..........coiiiiiiiiiiiiiiiiiiinnn.. 7-3
7-2-2  Calculation of Thermal Conductance ......................... 7-8

7-3 FuelRodModeling .........cociiiieiiiiii ittt 7-12
7-3-1  FuelRodQuenchFrontModel ............... ... ... oot 7-12
7-3-2  Pellet-Cladding Gap Conductance Model .................... 7-14

0:\4384-non\frtmtr.wpd: 1b-040303 xv



Section

74

7-5
7-6
7-7
7-8
7-9
7-10
7-11

TABLE OF CONTENTS (Cont’d)

Title Page
Fuel Rod DeformationModel .............. i, 7-20
7-4-1  Deformation Mechanisms ................ it 7-20
7-4-2  Effects of Fuel Rod Deformation on Core
Thermal-Hydraulics ......... ..ottt i, 7-36
Cladding Reaction Model ...........iiiiiiiiieiiiiiiinnennnnnnns 7-40
Unheated ConductorModelling .. ..........coiiiiiii i, 7-45
Conductor Modelling in One-Dimensional Components ................ 7-46
Scaling Considerations . . . v .o v ventinteininereiereennenenennceananns 7-48
ConCIUSIONS &ttt ittt it et ietnenereerneneneanaaassnanens 7-49
References ... i i i et e i e e 7-49
RATLIStNE .ottt it iaeaetneneeatonareaeenanans 7-52

8 WCOBRA/TRAC REACTOR KINETICS AND DECAY HEAT MODELS

8-1
8-2
8-3
8-4
8-5
8-6

8-7
8-8
8-9

8-10
8-11
8-12
8-13

Introduction ........cooiniiiii i i i e 8-1
Decay Heat SOUICE . . ..o oottt et it it e e eaenaanenan 8-1
FissionHeat ...... ... ... i, e 8-5
Actinide Decay Heat SOUICe L . 8-7
Space Dependent Heat Source Model .......... ... ... ... oiiil. 8-10
Energy DepositionModelling ........ ... . . i il 8-16
8-6-1 Introduction.................. e ettt 8-16
8-6-2  Generalized Energy Deposition Model (GEDM) Derivation . ... .. 8-17
Decay Heat Uncertainty Evaluation . . .......... .. ... oo, 8-25
Reactor Point Kinetics Validation ............... ... ... oL .. 8-26
Justification of Simplifications and Assumptions ...................... 8-27
8-9-1 Actinide DecayPower ........... ... i i, 8-27
8-9-2 WCOBRA/TRAC Fission Energy Accounting ................ 8-27
8-9-3  Decay Heat Absorption Effects . .............. ... ... . ... 8-28
Generalized Energy Deposition Model (GEDM) Validation ............. 8-28
Interface Between Neutronics and Thermal-Hydraulics Models ........... 8-29
Reactor Kinetics, Decay Heat, and Interface Modelsas Coded ........... 8-30

Reactor Kinetics, Decay Heat, and Interface Models Scaling
Considerations . .....vit ittt i e e ettt e e, 8-30

0:\4384-non\frtmtr.wpd: 1b-040303 xvi



10

Section

8-14
8-15
8-16

TABLE OF CONTENTS (Cont’d)

Title Page
L0007 Te3 | 113 T o 1- S S 8-30
3 (=) (=) 11+~ S PN 8-30
RATLISHNE .ottt ittt it eee i tieiae e 8-31

WCOBRA/TRAC ONE-DIMENSIONAL COMPONENT MODELS

9-1
9-2
9-3
9-4
9-5
9-6
9-7
9-8
9-9
9-10
9-11

Introduction ...ttt i it e i e e it 9-1
PIPE COMPONENt ...ttt itiiieeaananeeenneenaaeanannnns 9-1
TEE Component . . ...ttt iiitiriietetenneneeneeonenaeananenns 9-3
PUMP Component . ...coviiiieninneetetetneneneneecacnneaoannnnns 94
Steam Generator Component (STGEN) .............coiiiiiiininn.n. 9-11
Pressurizer Component (PRIZER) . ........ ...t iinininnnnan.. 9-12
VALVE Component . ........oieiuenenenenronoenencaneonanonanns 9-14
Accumulator Component (ACCUM) ....covitiniiiniinenennnnnannnns 9-14
BREAK and FILL Components . . ... ooverernereenenneanneeennennnns 9-19
References ...t i i i i it i e e 9-20
RAI LIStn g .ottt ittt ittt teiteteineeenarnanannans 9-21

THERMOPHYSICAL PROPERTIES

10-1
10-2

IntroduCtion ......c.oiiniiii ittt it i it e 10-1
Thermophysical Propertiesof Water ..............ciiiiiinnaian. 10-1
10-2-1 Vessel Component Water Properties .............cccveun.n.. 10-1
10-2-1-1 Saturated Fluid Properties . ....................... 10-1
10-2-1-2  Properties of Superheated Vapor .................. 10-4
10-2-1-3 Subcooled Liquid Properties . ..................... 10-8
10-2-2  One-Dimensional Component Water Properties .. .............. 10-9
10-2-2-1 Saturated Fluid Properties . ..............cooue. ... 10-9
10-2-2-2 Properties of Superheated Vapor ................. 10-14
10-2-2-3 Subcooled Vapor Properties ..................... 10-19
10-2-2-4 Subcooled Liquid Properties .. ................... 10-22
10-2-2-5 Transport Properties ............cccevevinen.... 10-28

0:\4384-non\frtmtr.wpd: Ib-040303 xvii



TABLE OF CONTENTS (Cont’d)

Section Title
10-3 Thermophysical Propertiesof Air ........................ e
10-3-1 VesselComponent .........c.ciiniiniiiiininiinnennnnnnn.
10-3-2  One-Dimensional Components . .........ccoveieiennennnn.
10-4 Thermal Properties of Nuclear Fuel Rod Materials ....................
10-4-1 UraniumDioxide ..........c.ciiiiriiiiiiiniiiiienananns
10-4-2  Zircaloy-4 . ..ot et i
10-4-3  ZIRLO™ L.
10-4-4 FuelRodGas MiXtures ........coveeeinnennunennennnens
10-5 Thermal Properties of Structural Materials ................. ... ... ..
10-5-1 Vessel Component Structural Material Properties .............
10-5-2  One-Dimensional Component Structural Material
Properties ...... ... e i
10-6 ConCluSionS ......uitiiiiiti ittt eierttinieareeenenanns
10-7 References . ...ttt ittt ittt it ie iy
11 SMALL BREAK LOCA-RELATED CAPABILITIES

11-1  Introduction .............iieiuneeneeeeenonenereaenennaeananns
11-2 WCOBRA/TRAC-SB Additional Features ............cccciuiiennnennn
11-2-1 Features Previously Developed ...........................
11-2-2  Features Introduced to Enable Parameter Ranging . ...........
11-2-2-1 Variable "YDRAG" . ... ..o iiiiiniiiiannnen.
11-2-2-2  Variable "XCNDSB" . ....... ..o,
11-2-2-3 Variable "XSHASB" ........ ... . .iiiiiiat..
11-2-3  Multiple Regions in VESSEL Channels .....................

11-2-4  Hydraulic Cell Level Tracking for Heat Transfer
Computations ............oeeeiiinetiienerennnennneoaens
11-2-5 T, Definition .......c..covuiiuiiiiniiiiiiiniinnennanns
11-2-6 Momentum Transfer at Pipe Elbows .. ......................
11-2-7 Enhanced Reactivity InsertionModel .. .....................

0:14384-non\frtmtr.wpd:1b-040303 xviii



TABLE OF CONTENTS (Cont’d)
Section Title Page

11-3  Summary of Identified Improvements Necessary to Model

Small Break LOCAS . ... oottt ittt iteteatenonnanennananns 11-8
11-4 References ...........uueiiioiinenenseseneneeeeensareenenoaanas 11-9
ATTACHMENT A SBLOCA PIRT - Independent Review ... ...........coovvennnn. A-1

0:\4384-non\frtmtr.wpd: 1b-040303 xix



0:\4384-non\frtmtr.wpd:1b-040303

XX

e



Table No.

1-1
1-2
1-3
14
1-5
1-6
1-7
1-8
1-9
1-10
1-11

2-1
2-2

4-1
4-2
4-3
4-4
4-5
4-6

4-8

4.9

6-1

7-1
7-2

7-3

LIST OF TABLES

Title Page
Validation Tests for High Ranking Small Break Phenomena ................ 1-71
Range of Parameter Determingtion . . .. .........c.uoeueienenarneeenennnns 1-72
Plant Configuration Parameters ............c.ouuueeeeeenenenensnnanenns 1-72
Power Distribution Parameters . .. ........c.ueueeinirieenernrnsaeoaenss 1-73
Initial Condition Parameters . ... ..........uueuiireeeneneiananennnanns 1-74
RCS Boundary Condition Parameters .. ..........uoeeeeeereeenennnannnns 1-75
Local Model Variation in "HOTSPOT-SB" .. ... ..ottt iiniianannnn 1-76
Existing PIRT Studies for LOCAARalysis .. ......uuieeiiineiennnennnns 1-77
PIRT for Small Break Processes - Generic Three- and Four-Loop . .......... 1-78
PIRT Processes with at Least One "H" Ranking .......................... 1-83
Summary of WCOBRA/TRAC-LB Modelling Capabilities Relative to
Small Break Processes with at Least One Hor H*Ranking . ................ 1-84
Timestep Size ReductionLimits ......... ..o iiiiiiiiiiiiiiiiiinnnn.. 2-93
Code Backup Limits .......c.oiiuiiiiiiieiiiiii ittt ranennennanns 2-94
Sudden Contraction ..........c.oiiiiiiiiii ittt 4-141
Sudden Expansion . .........iiiiiiiii it i it it 4-141
Combination . ..o ov it e e e et e et et 4-142
Comparison of Thom’s Slip Ratios and Ishii G and ModifiedC, ............ 4-142
Comparison of TRAC Predicted Expansion Pressure Loss to Test Data ...... 4-143
Comparison of Abrupt Contraction Loss Coefficients .................... 4-143
Comparison of Predicted Contraction Pressure Lossto Test Data ........... 4-144
Comparison of Normalized Contraction Pressure Loss With Test Data ....... 4-144
Comparison of TRAC Predicted Loss With Test Data for Combined
Contraction and Expansion ...........coieiiiieininenenenenne. e 4-144
One-Dimensional Component Heat Transfer Regimes .................... 6-105
Cladding Thermal Expansion Correlations ............ccovviiiiinien... 7-54
Cladding Correlations for Modulus of Elasticity (E) and Shear
Modulus (G) . ovvi it i i i it ettt e e et e 7-56
Creep Correlation Coefficients for Westinghouse Zircaloy-4 Cladding ........ 7-57

0:¥4384-non\frtmtr.wpd:1b-040303 xxi



Table No.

7-4
7-5

8-1

8-2

8-3

8-4

8-5
8-6
8-7
3-8
8-9
8-10
8-11
8-12
8-13
8-14
8-15
8-16
8-17
8-18

9-1
9-2
9-3

10-1
10-2

LIST OF TABLES (Cont’d)

Title Page
Creep Correlation Coefficients for Westinghouse ZIRLO™ Cladding . ........ 7-58
Creep Correlation Coefficients for Sandvik (NRU) Cladding . . .............. 7-59
ANSI/ANS 5.1-1979 Decay Heat Standard Data for U-235 Thermal

Fission, Pu-239 Thermal Fission, U-238 Fast Fission . ..................... 8-32
ANSI/ANS 5.1-1979 Decay Heat Model Comparison for Infinite
Radiation of U-235 and for 10° Second Irradiation of U-235 ................ 8-35
ANSI/ANS 5.1-1971 Decay Heat Standard Data for U-235
Thermal Fission . ... ... i ittt e et eeaens 8-36
ANSI/ANS 5.1-1971 Decay Heat Standard for U-235
Thermal Fission ... ... ..ot i i i e e e e ieaen 8-37
Typical Normalized Interaction Frequency FitData ....................... 8-38
Actinide Heat Source Data . . .. ... ittt 8-38
Typical Radiation Source Timing, Strength,andRange .................... 8-39
Typical Values for Redistribution Fraction Values ........................ 8-39
Neutron Heating TransferModel ........ .. ... o ... 8-40
Gamma Photon Energy Spectrum ....... ... ... . i il 8-41
BUGLE-80 GammaKermaData....... ... ... ... i, 8-42
Typical 15x15 GEDM Gamma TransferMatrix .............. .. ... . ... 8-43
[ ) A 8-44
Decay Group Uncertainty Factors PerOne Sigma (%) ..................... 8-45
Point Reactor Kinetics Validation ........ ... .. ... o i, 8-46
Actinide Isotope NuclearData . .......... ..o, 3-47
Prompt Fission Energy Release Data ... ....... ... ..o o oLt 8-48
[

) e 8-49
The Four Segments of Pump Homologous Curves ........................ 9-22
Pump Control Input Parameter ........... ... .. i, 9-23
Valve Control Options . . ......o. ittt i e e e 9-24
Constants for Saturated Liquid Enthalpy ........... ... ... .. . ... 10-51
Constants for Saturated Vapor Enthalpy ........... ... ... ... ... ... 10-51

0:\4384-non\frtmtr.wpd: | b-040303 Xxit



Table No.

10-3
10-4
10-5
10-6
10-7
10-8
10-9
10-10
10-11
10-12
10-13
10-14
10-15
10-16
10-17
10-18

LIST OF TABLES (Cont’d) .

Title Page
Vessel Component Saturated Water Thermal Properties .. ................. 10-52
Superheated Vapor Temperature Constants . . . ... covveienenenneneenen.. 10-58
Subcooled Water Density Constants .........covieieenennaenranecnanns 10-59
Saturated Steam Internal Energy Constants .. ...........ooveieienenn... 10-59
Saturated Steam Enthalpy Constants ............ .o i, 10-60
Saturated Liquid Internal Energy Constants ..........ccovveeiunenenn.. 10-60
Constants for SpecificHeat ........ ... .o il 10-61
Liquid Viscosity Constants ..........c.cieuieeieennrennneeneeecnnnans 10-62
Vapor Viscosity COnStants .. ......cooeiiennenenneenenneneeenronennns 10-63
Liquid and Vapor Thermal Conductivity Constants ...................... 10-63
Surface Tension Constants . .. ...ooviiiin et neneenneaneananns 10-64
Constants for Specific Heatof Air............cooiiiiii i, 10-64
Constants for Viscosity of Air ........oiuiiiinii it ii i 10-65
Specific Heat of Zircaloy-4 ..........ciiiiiiiiiiiiiiiieiiienennn.. 10-66
Chemical Composition of ZIRLO™ and Zircaloy-4 Alloys ................ 10-67
Specific Heat of ZIRLO™ A6lOY ... vinriiii it iiie e aieans 10-67

0:¥4384-non\frtmtr.wpd: 1b-040303 xxiii



0:\4384-non\frimtr.wpd:1b-040303

XXtv



LIST OF FIGURES

Figure No. . Title Page
1-1 Code Scaling Applicability and Uncertainty (CSAU) _

Evaluation Methodology (from NUREG/CR-5249) ..........cccveviinn... 1-86
2-1 Control Volume for Cartesian Coordinates . ......ccoiitiiiiraneeaeananns 2-95
2-2 BasicMeshCell ... ..ottt i iinenen i 2-96
2-3 Variable Mesh Cell . ...ttt iiiitieietetiiteananans 2-97
24 Mesh Cell for Vertical Velocities ........ ...t 2-98
2-5 Mesh Cell for Transverse Velocities .........ovviiiiininiiiniinnnnnns, 2-99
2-6 Vertical Stresses Acting on a Vertical Momentum Cell ................... 2-100
2-7 Velocity Gradient forPoint A . ...... ... .o ittt 2-101
2-8 One-Dimensional Computational Cell Structure . .........cocviinnen.n.. 2-102
2-9 Sample Model of a Thermal-Hydraulic Network ..................... ... 2-103
2-10 Numerical SolutionRoutines . ...ttt iiiiiiinennnnn 2-104
2-11 WCOBRA/TRAC Prepass Calculation Routines ..... e eeteea e 2-105
2-12 WCOBRA/TRAC OQOuter Iterations Routines . . . ...covveienenenenennnans 2-106
2-13 WCOBRA/TRAC Routines for Post Pass Calculations ................... 2-107
2-14 Effect of Numerical Damping on Transient Valueofy .................... 2-108
3-1 Normal Wall Flow Regimes ......... ... ittt iiiiiiniinennn.n. 3-46
3-2 Normal Wall Flow Regime Selection Logic ............ccooiiiiiiiiiiia, 3-47
3-3 Effect of Scale on Vertical Upflow Flow Regime Transitions

Predicted by Taitel, Bornea, and Dukler (1980) ............coviiiian... 3-48
34 Effect of Scale on Vertical Upflow Regime Transitions Predicted by

WCOBRA/MRAC .. i i i it ittt ittt et aaanns 349
3-5 Small to Large Bubble Regime - Formation of Large Bubbles ............... 3-50
3-6 Vessel Component Hot Wall Flow Regimes ............. ... oiiiiiatt. 3-51
3-7 Hot Wall Flow Regime SelectionLogic ..........ocviiiiiiiiiiinannn.. 3-52
3-8 One-Dimensional Component Flow RegimeMap ........................ 3-53
39 One-Dimensional Component Churn Flow Ramping Factor ................ 3-54
3-10 Generalized Flow Regime Map for Horizontal Two-phase Flow ............. 3-55
3-11 Equilibrium Liquid Level vs. Martinelli Parameter, X ..................... 3-56

0:\4384-non\frtmtr.wpd:1b-040303 XXV



LIST OF FIGURES (Cont’d)

4-1 One-Dimensional Vessel Channel With AreaChange ....................
4-2 Bubble Drag Coefficients (Ishii and Chawla, 1979) ......................
4-3 Effect of Ramps on Interfacial Friction Factor (a) Small

Bubble Regime, (b) Large BubbleRegime .............................
4-4 Interfacial Friction Factor for Smooth Films (Wallis, 1969) . ...............
4-5 Hanstock and Hanratty (1976) Film Flow Interfacial Shear ................
4-6a Comparison of Droplet Data Range and Droplet Size Limits®"”

in WCOBRA/TRAC at40psia . ...ovvrentiiin it ieieeineeeannnnnnn
4-6b Comparison of Droplet Data Range and Droplet Size Limits®”

in WCOBRA/TRAC at 20 psia .. ocvtetii it ie it ieieieeeneanaeenn
4-7 Impingement of a Droplet on a Grid Spacer

(a) Shattering Process

(b) Definition of Droplet Offset Parameter . ...................coian...
4-7c Leading Edge of a Wetted Grid; Effect of Vapor Velocity™> . ..............
4-8 The Relationship of Droplet Diameter Ratio Versus Droplet

Weber Number . .. .ot e e i i e e
4-9 Comparison of CQD Equation 4-186 with Data from Whalley (1973) ........
4-10 Comparison of TRAC-PD2 Two-Phase Multiplier to Collier

etal. (1972) Data, Case 1 ... .o i it ittt ettt eaeraanannn.
4-11 Comparison of TRAC-PD2 Two-Phase Multiplier to Collier

etal. (1972) Data, Case 2 ... ..t iiiii it et iit it erenernneeaenannnn
4-12 Comparison of TRAC-PD2 Two-Phase Multiplier to Collier

etal. (1972) Data, Case 3 . ... ittt it ittt it cteeaenneannns
4-13 Comparison of TRAC-PD2 Two-Phase Multiplier to Collier

etal. (1972) Data, Case 4 . ... ov ittt it et iie et eiaenaennns
4-14 Sudden Expansionin 1-DComponent . ......... ..o,
4-15 Sudden Contractionin I-DComponent . ............ ..t iernan...
4-16 Contraction and Expansionin I-DComponent ..........................
4-17 I-DfVessel Junction ... ... i i i e e
4-18 Broken Cold Leg Nozzle Junctionto Vessel ......... ... ... ool
4-19 Pipe for Revised Critical FlowModel ............ .. ... .. .. .o it

0:\4384-non\frtmtr.wpd: 1b-040303 xxvi



LIST OF FIGURES (Cont’d)

Figure No. -Title Page
5-1 Description of Interfacial Heat Transfer®™ . ..o 5-66
5-2 Large Void Fraction Gradient Ramp for Subcooled Liquid Interfacial

N T 5-67
5-3 Comparison of the Theofaneous (1979) Interfacial Heat Transfer

Correlation to Others (Lilesetal.,, 1988) ......ciiiiii it iineiennns 5-68
54 Jet Condensation GEOMEIIY . .. ..o v v et ittt eeeeareneraeaanenanannns 5-69
6-1 Boilling Curve . ..ot i i i e e e ettt 6-106
6-2 Heat Transfer Regime Selection Logic for Vessel Component .............. 6-107
6-3 Heat Transfer Regime Map for Vessel Component(w Y. feesarseananas 6-108
6-4 Low Re Data by Drucker and Dhir (1984) ........ccciiiiiiiiiiieenann. 6-109
6-5 Chen Correlation Convective Multiplier Foey <o cvvvveiiivinin i, 6-110
6-6 Chen Boiling Suppression Factor Scpypy e oo v cvvevnreenenonnenenenenennns 6-111
6-7 Droplet Contact Effectiveness (as coded) at Atmospheric Pressure .......... 6-112
6-8 Droplet Contact Effectiveness (as coded) at High Pressure . . ............... 6-113
6-9 Transition Boiling (Model 2) RampF, ....... ... ... oo L., 6-114
6-10 Film Boiling Model Components ..........c.ccuiiiiiieineiennnnneennn. 6-115
6-11 Enhancement of Convective Heat Transfer Due to Droplets . ............... 6-116
6-12 Effect of Spacer Grids on Convective Heat Transfer...................... 6-117
6-13 One-Dimensional Component Heat Transfer Regime Selection ............. 6-118
6-14 Biasi CHF Correlation Switch OverQuality .............ccoveiiveen.... 6-119
6-15 One-Dimensional Component Heat Transfer Regime Selection

Process at High Voidand Quality ............ . ciiiiiiiiiiininn.. 6-120
6-16 Heat Flux Paths for Nucleate Boiling ..............ooiiiiiiiiiiiia. 6-121
6-17 Heat Flux Paths for Transition Boiling and Dispersed Flow

FIImBoOIling ... oii it i it it e ittt e et i e 6-122
6-18 Heat Flux Paths for Film Boiling ....... ..o it 6-123
6-19 Variation of K)KoWith Re, oo oo ov i ittt it 6-124
7-1 Nuclear Fuel Rod Geometry .........cocieiiiiiinenininenenennnnnnnas 7-60
7-2 Heater Rod GEOmMEtIy . ....cvvitiiinininiiiiiiinineetatnenaraennanns 7-60
7-3 Tube and Wall Conductor GEOmELeS . . .o oo vvveiniin e rnoneneeeennns 7-61
7-4 Control Volume forHeatBalance .......... ..o, 7-61

0:\4384-non\frtmtr.wpd: 1b-040303 Xxvii



LIST OF FIGURES (Cont’d)

7-5 Noding For Fuel Rod ConductionModel ..........................
7-6 Conductance BetweenNodes . .........coo i,
7-7 Steady-State Temperature Distribution in a Flat Plate

with No Internal Heat Generation .............. ..ot
7-8 Steady-State Temperature Distribution in a Hollow Cylinder

with No Internal Heat Generation ...........coiiiiiiiiiniiinann.
7-9 Typical Heat Transfer Noding Scheme ............ .. .. ... .. .....
7-10 Examples of Heat Transfer Node Insertion .........................
7-11 Cladding Temperature Profile with Fine Mesh Renoding ..............
7-12 Surface Heat Flux Profile with Fine Mesh Renoding .................
7-13 Temperature Jump Distances foranIdeal Gap ......................
7-14 Instantaneous Creep Rates for Westinghouse Zircaloy-4 Cladding ......
7-15 Instantaneous Creep Rates for Westinghouse ZIRLO™ Cladding .......
7-16 Instantaneous Creep Rates for Sandvik (NRU) Cladding ..............
7-17 HeatupRate Scenarios ......... .ottt
7-18 Circumferential Strain Following Rupture - Zircaloy-4 Cladding .......
7-19 Burst Temperature Correlation - Westinghouse ZIRLO™ Cladding .....
7-20 Circumferential Strain Following Rupture - Westinghouse ZIRLO™

Cladding ... .ot i i i it et et et et e e
7-21 Rod Strainat BurstElevation .......... ... ... i i i,
7-22 Flow Area Reduction Due to Blockage - Zircaloy-4 Cladding ..........

7-23 Flow Area Reduction Due to Blockage - ZIRLO™ Cladding . ..........
7-24 Application of Blockage Factor Following Hot Assembly Rod Burst . ...

7-25 Geometry for One-Dimensional Component Conductor ...............
8-1 U-235Fission Fraction ......... ... ... o it iiiiiiiiinnnnnn..
8-2 Pu-239 Fission Fraction ......... .. ... .. i i iiiiiiiiiniiann..
8-3 U-238 Fission Fraction .......... ... .ttt iiiiiinannnn..
8-4 Calculated Normalized Macroscopic Cross Sections versus Core

Average Water Density ........ ...ttt
8-5 B vs. Burnup at Various Enrichments . ................c..cooie.n...
8-6 Prompt Neutron Lifetime .. ....... ... .. .. . i
8-7 Prompt Energy Release ....... ... ... .. ...

0:\4384-non\frtmtr.wpd: 1b-040303 xxviii

—



LIST OF FIGURES (Cont’d)

Figure No. Title Page
8-8 Total Energy Release ... ..ottt it ittt i 8-57
8-9 Delayed GroupILambda........ ..ottt 8-58
8-10 Delayed GroupIILambda .........cooiiiiiiiiiiiiiii ittt iie e 8-59
8-11 Delayed GroupIIILambda ...ttt iinininnenenn, 8-60
8-12 Delayed GroupIVLambda .......cooiiniiiiiiiiiiiiiiiiiinieenninnns 8-61
8-13 Delayed GroupVLambda . ......oooiitiiiiiiiiii it iieenenn. 8-62
8-14 Delayed Group VILambda ....... ...ttt 8-63
8-15 U-238 Capture/Fission Ratio as a Function of Initial Enrichment and

BUumnup .. e i e e et et 8-64
8-16 15x15 Material Composition AssignmentLayout ...............ccovvenen. 8-65
8-17 15x15 Core Balance Fixed Source Distribution .......................... 8-66
8-18 15x15 Hot Assembly Fixed Source Distribution .......................... 8-67
8-19 15x15 Hot Rod Fixed Source Distribution .................. ..., 8-68
8-20 Gamma Kerma Cross Section Energy Dependence . ........ ettt 8-69
8-21 Typical Heat Flux Deposition Fractions versus Coolant Density ............. 8-70
8-22 Typical Heat Flux Deposition Fractions versus Coolant Density ............. 8-71
8-23 Percent Fit Deviations for U-235 ANSI/ANS 5.1 - 1979 Plus

oI T4 1. - AP 8-72
8-24 Percent Fit Deviations for Pu-239 ANSI/ANS 5.1 - 1979 Plus

oI 3.4 1 - 8-73
8-25 Percent Fit Deviations for U-238 ANSI/ANS 5.1 - 1979 Plus

WO SIgIMa . ..ottt i i it e it e i e 8-74
8-26 U-235 ANSI/ANS 5.1 - 1979 Decay Heat Standard vs. Fitted Results .. ....... 8-75
8-27 Pu-239 ANSI/ANS 5.1 - 1979 Decay Heat Standard vs. Fitted Results ........ 8-76
8-28 U-238 ANSIANS 5.1 - 1979 Decay Heat Standard vs. Fitted Results . ........ 8-77
8-29 Time Dependent Reactor Period for +0.003 AK Reactivity Insertion

versus Time After Insertion . ...ttt ittt iiiineennan. 8-78
8-30 Time Dependent Reactor Period for +0.0015 AK Reactivity Insertion

versus Time AfterInsertion ...ttt 8-79
8-31 Time Dependent Reactor Period for -0.030 AK Reactivity Insertion

versus Time AfterInsertion ........ ...ttt iiiiiinnnnnnnn. 8-80
8-32 Total Actinide Decay Power versus Burnup and Initial Enrichment ........... 8-81
8-33 Actinide Decay Power versus Burnup and Initial Enrichment ............... 8-82

0:\4384-non\frtmtr.wpd: 1b-040303 xxix



LIST OF FIGURES (Cont’d)

Figure No. Title Page
8-34 Capture Correction versus Burnup and Initial Enrichment .................. 8-83
8-35 WCOBRA/TRAC Calculation Block Diagram ...........coeiiiinennannn. 8-84
9-1 PIPE Component Noding . . ... oottt i it i it ieeaneans 9-26
9-2 TEE Component Noding . ...... ... ittt 9-27
9-3 PUMP Noding Diagram .. ... ... ittt it ittt e, 9-28
9-4 93 A Pump Single-Phase Homologous Head Curves ....................... 9-29
9-5 93A Pump Two-Phase Homologous Head Curves ........................ 9-29
9-6 93A Pump Single-Phase Homologous Torque Curves ..................... 9-30
9-7 93A Pump Two-Phase Homologous Torque Curves .. .......cocvvvunuen.n. 9-30
9-8 Steam Generator Noding Diagram . ..........ouiiiniinnenenenenenen. 9-31
9-9 Pressurizer (PRIZER) ComponentNoding ...........cooiiiiniiiin.n.. 9-32
9-10 VALVE ComponentNoding ........ ..ottt 9-33
9-11 Accumulator Noding Diagram . . ... ..ot iiiiiennn i inieeeiannannnns 9-34
9-12 Condensation Suppression Region for Accumulator/Nitrogen Model ......... 9-35
9-13 Pressure Boundary Condition Using BREAK Component .................. 9-36
9-14 Velocity Boundary Condition Using FILL Component .................... 9-36
10-1 WCOBRA/TRAC Vessel Component Saturated Liquid Enthalpy

Function .. ... e e e e e e 10-68
10-2 WCOBRA/TRAC Vessel Component Saturated Vapor Enthalpy

Function . ... . i i e e, 10-69
10-3 WCOBRA/TRAC Vessel Component Saturation Temperature ............. 10-70
104 WCOBRA/TRAC Vessel Component Saturated Liquid Density ............ 10-71
10-5 WCOBRA/TRAC Vessel Component Saturated Vapor Density ............ 10-72
10-6 WCOBRA/TRAC Vessel Component Saturated Liquid Viscosity ........... 10-73
10-7 WCOBRA/TRAC Vessel Component Saturated Vapor Viscosity ........... 10-74
10-8 WCOBRA/TRAC Vessel Component Saturated Liquid and Vapor

Thermal Conductivity . ... ...ttt ittt iinnnennn. 10-75

- 10-9 WCOBRA/TRAC Vessel Component Saturated Liquid Specific Heat ....... 10-76

10-10 WCOBRA/TRAC Vessel Component Saturated Vapor Specific Heat ........ 10-77
10-11 WCOBRA/TRAC Vessel Component Saturated Liquid Surface

=3 173 Co ) o LA 10-78

0:\4384-non\frtmtr.wpd: 1b-040303 XXX



LIST OF FIGURES (Cont’d)

Figure No. ~ Title Page
10-12 WCOBRA/TRAC Vessel Component Superheated Vapor Enthalpy ......... 10-79
10-13 WCOBRA/TRAC Vessel Component Superheated Vapor Temperature ... ... 10-80
10-14 WCOBRA/TRAC Vessel Component Superheated Vapor Density .......... 10-81
10-15 WCOBRA/TRAC Vessel Component Superheated Vapor Thermal

L0516 1o £ 151 2P 10-82
10-16 WCOBRA/TRAC Vessel Component Superheated Vapor Viscosity ......... 10-83
10-17 WCOBRA/TRAC 1-D Component Saturation Pressure .............c.u... 10-84
10-18 WCOBRA/TRAC 1-D Component Saturated Vapor Density ............... 10-85
10-19 WCOBRA/TRAC 1-D Component Saturated Liquid Density .............. 10-86
10-20 WCOBRA/TRAC 1-D Component Saturated Vapor Enthalpy .............. 10-87
10-21 WCOBRA/TRAC 1-D Component Saturated Liquid Enthalpy ............. 10-88
10-22 WCOBRA/TRAC 1-D Component Saturated Vapor SpecificHeat .......... 10-89
10-23 WCOBRA/TRAC 1-D Component Saturated Liquid SpecificHeat .......... 10-90
10-24 WCOBRA/TRAC 1-D Component Saturated Vapor Viscosity ............. 10-91
10-25 WCOBRA/TRAC 1-D Component Saturated Liquid Viscosity ............. 10-92
10-26 WCOBRA/TRAC 1-D Component Saturated Vapor Thermal

L@ )4 T 13107 41071 PO 10-93
10-27 WCOBRA/TRAC 1-D Component Saturated Liquid Thermal

ConductiVItY . ..ot ettt e e e e e e e et et e 10-94
10-28 WCOBRA/TRAC 1-D Component Surface Tension ..................... 10-95
10-29 WCOBRA/TRAC UO, Thermal Conductivity (95% of Theoretical

1 117 1 10-96
10-30 WCOBRA/TRACUOQO, SpecificHeat ...........ccooviiiiiiiiiene... 10-97
10-31 WCOBRA/TRAC Zircaloy-4 Thermal Conductivity ..................... 10-98
10-32 WCOBRA/TRAC Zircaloy-4 SpecificHeat .............. ... .. .o .t 10-99
10-33 Comparison of ZIRLO™ and Zircaloy-4 SpecificHeat .................. 10-100
10-34 WCOBRA/TRAC 1-D Component 304 Stainless Steel

Thermal Conductivity . ........ccciiriiiininiiiininenenennerenneens 10-101
10-35 WCOBRA/TRAC 1-D Component 304 and 316 Stainless Steel

Specific Heat ... ..ottt it ittt iaetenanenn. 10-102
10-36 WCOBRA/TRAC 1-D Component 316 Stainless Steel

Thermal Conductivity . ....c.vuinieiein it ie it iaranenennnnens 10-103

0:\4384-non\frtmtr.wpd: 1b-040303 xxxi



LIST OF FIGURES (Cont’d)

Figure No. Title Page
10-37 WCOBRA/TRAC 1-D Component 347 Stainless Steel

Thermal Conductivity . .......iuitniiiin ittt it aieeaennnnn 10-104
10-38 WCOBRA/TRAC 1-D Component 347 Stainless Steel Specific

Heat .. e e e et e 10-105
10-39 WCOBRA/TRAC 1-D Component Carbon Steel Thermal

ConduCtVILY « .ottt e e e e, 10-106
10-40 WCOBRA/TRAC 1-D Component Carbon Steel SpecificHeat ............ 10-107
10-41 WCOBRA/TRAC 1-D Component Inconel 600 Thermal

CondUCHIVILY . o oottt e i e 10-108
10-42 WCOBRA/TRAC 1-D Component Inconel 600 SpecificHeat............. 10-109
11-1 PWRPrimary CirCUuIt . . . oo o oottt ettt ettt e it ettt inaeaanennns 11-10
11-2 Channel and Cell Identification . ... ..........c.uuuiiieennennaneenannns 11-11
11-3 WCOBRA/TRAC Void Fraction Interpolation for Rod Heat Transfer

Calculations . .. .. ... i i e e e e i 11-12
11-4 WCOBRA/TRAC Level Sharpening for Rod Heat Transfer Calculations . . . ... 11-12
11-5 Momentum Cell A . ... ... . it i ittt 11-13
11-6 Momentum Cell B . ... ... .. ettt iiae i 11-14
11-7 Momentum Cell C . . ... ..t ettt i e i 11-15

0:\4384-non\frtmtr.wpd: 1b-040303 XXXii



A.O.
ACRS
AFLUX
ANS
ANSI
BE-SBLOCA
BLD
BO
BOL
CAOC
CCFL
CD

CE
CHF
COLR
COSI
Cp
CQD
CSAU
DFFB
DNB
ECCS
EOP
FAC
FEM
FLM
GEDM

HAFLUX
HAPHR
HHSI
HRFLUX
HTC
IADF

LIST OF ACRONYMS AND ABBREVIATIONS

Axial Offset

Advisory Committee on Reactor Safeguards
Core Average Heat Flux

American Nuclear Society

American National Standards Institute

Best Estimate Small Break LOCA
Blowdown

Boil-off

Beginning of Life

Constant Axial Offset Control
Counter-current Flow Limitation

Discharge Coefficient for Two-phase Break Flow
Combustion Engineering

Critical Heat Flux

Core Operating Limits Report
Condensation On Safety Injection
Conditional Probability

Code Qualification Document

Code Scaling Applicability and Uncertainty
Dispersed Flow Film Boiling

Departure from Nucleate Boiling
Emergency Core Cooling System
Emergency Operating Procedure

Final Acceptance Criteria

Entrained Droplet Flowrate

Continuous Liquid Flowrate

Generalized Energy Deposition Model

High (Importance Level in Los Alamos PIRT Ranking Scheme)

Hot Assembly Average Power
Hot Assembly Peak Heat Rate
High Head Safety Injection

Hot Rod Average Power

Heat Transfer Coefficient
Inverted Annular Dispersed Flow
Inverted Annular Film Boiling

0:\4384-non\frimtr.wpd:1b-040303 XxXxiti



INEL
IP2
JAERI

LOCA
LOCE
LOFT
LOOP
LSC
LSTF

MSSV
MSIV
MTC
N/A
NC
NPP
NRC
NRU
NSSS
NUCL
OPA
ORNL
PCT
PIRT
PLHGR
PLHR
PLOW
PORV
PWR
RABL
RAI
RAQOC
RCP
RCS

LIST OF ACRONYMS AND ABBREVIATIONS (Cont’d)

Idaho National Engineering Laboratory
Indian Point Unit 2

Japan Atomic Energy Research Institute
Low (Importance Level in Los Alamos PIRT ranking scheme)
Loss of Coolant Accident

Loss of Coolant Experiment

Loss of Fluid Test

Loss of Offsite Power

Loop Seal Clearance

Large Scale Test Facility

Medium (Importance Level in Los Alamos PIRT ranking scheme)
Main Steam Safety Valve

Main Steam Isolation Valve

Moderator Temperature Coefficient

Not Applicable

Natural Circulation

Nuclear Power Plant

Nuclear Regulatory Commission
National Research Universal

Nuclear Steam Supply System
Saturated Nucleate Boiling

Offsite Power Available

Oak Ridge National Laboratory

Peak Cladding Temperature

Phenomena Identification and Ranking Table
Peak Linear Heat Generation Rate

Peak Linear Heat Rate

Low Power Region Relative Power
Pressure-operated Relief Valve
Pressurized Water Reactor

Reflood Assist Bypass Line

Request for Additional Information
Relaxed Axial Offset Control

Reactor Coolant Pump

Reactor Coolant System

0:\4384-non\frtmtr.wpd: 1b-040303 XXXiv



LIST OF ACRONYMS AND ABBREVIATIONS (Cont’d)

REC Core Recovery

RHR Residual Heat Removal

ROSA Rig-of-Safety Assessment

RSIC Radiation Shielding Information Center
RWST Refueling Water Storage Tank
SBLOCA Small Break Loss of Coolant Accident
SCNB Subcooled Nucleate Boiling

SG Steam Generator

SGTP Steam Generator Tube Plugging

SI Safety Injection

SIS Safety Injection Systems

SPL Single-phase Liquid Convection

SPV Single-phase Vapor Convection
THTF Thermal Hydraulic Test Facility
TPFL Two-Phase Flow Loop

TRAN Transition Boiling

TS Technical Specifications

TSI Safety Injection Water Temperature
UHI Upper Head Injection

UPTF Upper Plenum Test Facility

0:\4384-non\frtmtr.wpd:1b-040303 XXXV



0:\4384-non\frtmtr.wpd: 1b-040303 XXXVi




COMMONLY USED EQUATION NOMENCLATURE

sonic velocity

grid blockage ratio

vapor absorption coefficient
liquid absorption coefficient
area

axial flow area

lateral flow area

wall heat transfer area

intercell friction area

interfacial area

mass transfer number

slip distribution parameter

drag coefficient

specific heat at constant pressure
specific heat at constant volume
diameter

hydraulic diameter

deformation tensor

specific energy

wall friction factor

interfacial friction factor
theoretical density fraction (Ch. 7)
ramping function

turbulence anisotropy tensor

gray body factor (Ch. 6)

Chen convective boiling multiplier
force

gravitational acceleration

gravitational conversion constant

gravitational acceleration vector

mass flux

axial mass flux
transverse mass flux
heat transfer coefficient

0:\4384-non\frtmtr.wpd: 1b-040303

S

R

PONOR RO~

&

~ 5

t~

o
)

<)

':222=E§5':\5\wb[\(

o v o
=

)
‘

P rod

normalized pump head (Ch. 9)
interfacial heat transfer coefficient
enthalpy

enthalpy of vaporization

Meyer hardness

grid rewet index (Ch. 5,6)

pump moment of inertion (Ch. 9)
thermal conductivity

loss coefficient (Ch. 2,4)
conductance (Ch. 7)

vertical interfacial drag coefficient

‘transverse interfacial drag

coefficient

vertical wall drag coefficient
transverse wall drag coefficient
axial flow form loss coefficient
transverse flow form loss coefficient
length

gap width

orthogonal gap width

mean beam length

momentum mixing length

~ energy mixing length

mass flowrate

momentum (Ch. 2)
molecular weight (Ch. 7)
pump head multiplier (Ch. 9)
mole fraction

number density

pump torque multiplier (Ch. 9)
viscosity number

pressure

wetted perimeter

Prandtl number

fuel rod pitch



COMMONLY USED EQUATION NOMENCLATURE (Cont’d)

G wall-liquid heat transfer rate
Qo wall-vapor heat transfer rate
g interface-liquid heat transfer rate
q;, interface-vapor heat transfer rate

Q.. wall-liquid heat transfer
0o.. wall-vapor heat transfer

r bubble/drop radius

r radial coordinate

R internode resistance (Ch. 7)
R radiation resistance (Ch. 6)
R gas constant (Ch. 10)

R, orifice hole radius

Re Reynolds number

s specific entropy

S net rate of entrainment

Scuey  Chen building suppression factor

Sg rate of entrainment

Spe rate of de-entrainment

St Stanton number

t time

T temperature

T pump torque (Ch. 9)

T stress tensor

g Reynold stress tensor

u vertical velocity component,
Cartesion coordinates
vertical velocity component,
subchannel coordinates

v transverse velocity component,
Cartesian coordinates

Vv volume

V. mesh cell volume

w transverse velocity component,

Cartesian coordinates

0:\4384-non\frtmtr.wpd:1b-040303

XxXviii

w

<

o o ™

m

transverse velocity, subchannel
coordinates

orthogonal transverse velocity,
subchannel coordinates

Weber number

quality

vertical direction, Cartesian
coordinates (Ch. 2)

vertical direction, subchannel
coordinates

axial direction, 1D components
transverse direction, Cartesian
coordinates

transverse direction, Cartesian
coordinates

transverse direction, subchannel
coordinates

void fraction

normalized pump speed

volumetric coefficient of expansion

net rate of mass transfer
film thickness
Kronecker delta

thermal emissivity

strain
fraction of vapor generation coming

from entrained liquid

de-entrainment efficiency

thermal diffusivity
characteristic wave length

viscosity



t—l

la a a M ©

Q
8

(1L |

3]

g R < <

g ®

COMMONLY USED EQUATION NOMENCLATURE (Cont’d)

turbulent viscosity

density

absorption cross section
surface tension

stress (Ch. 2,7)

fluid-fluid stress tensor

Stephan-Boltzmann constant

shear stress

viscous drag force

interfacial drag force

specific volume

normalized pump volumetric flow

Martinelli-Nelson factor

absorption efficiency

source term
specific speed

Subscripts

am
ACC

br
bubbly
Brom
crit
cwy
CHEN
CHF
churn
cTr

d

dcht

annular-mist flow regime
accumulator

bubble

bubble rise

bubbly flow regime
Bromley correlation
critical

convection wall-vapor
Chen correlation
critical heat flux
churn flow regime

churn-turbulent flow regime

drop
direct contact heat transfer

0:\384-non\frtmtr.wpd:1b-040303

DD

gas
gv

Henry

MIN
nc
Inc

Ifc

NB

dispersed droplet flow regime
de-entrainment

dispersed flow film boiling
dispersed flow film boiling
entrained field

entrainment

saturated liquid

film boiling

flow regime

friction loss

form loss

forced convection
film/drop flow regime
falling film flow regime
saturated vapor

gas

grid to vapor

Grashof number

hydraulic

Henry correlation
interfacial

inverted annular flow regime

- inverted liquid slug flow regime

phase k

liquid field

liquid

large bubble

mixture

minimum film boiling point
natural convection

laminar natural convection

laminar forced convection
normalized

nucleate boiling

orifice



sat

slug

SB
SCL
SCNB
SCV
SNL
SLV
SLB
SPL
SPV
sup
B
D
inc
TQ
vo,

vap
ve
\7

wb
wé

wy

COMMONLY USED EQUATION NOMENCLATURE (Cont’d)

pipe

quench front

relative

radial (Ch. 7)

radiation wall-entrained field
radiation wall to grid
radiation wall-liquid field
radiation wall-vapor field
drop formation

saturation

slug flow regime

slug

small bubble flow regime
subcooled liquid

subcooled nucleate boiling
subcooled vapor

superheated liquid
superheated vapor

small to large bubble flow regime
single-phase liquid
single-phase vapor
suppression

transition boiling

top deluge flow regime
turbulent natural convection
top quench

uranium dioxide

vapor field

vapor

between vapor and entrained fields
between vapor and liquid fields
wall

wall to fluid as latent heat
wall to liquid

wall to vapor

0:\4384-non\frtmtr.wpd:1b-040303 xi

Zr

2¢
r

vertical direction, Cartesian
coordinates

vertical direction, subchannel
coordinates -

axial direction, 1D components
transverse direction, Cartesian
coordinates

transverse direction, Cartesian
coordinates

transverse direction, subchannel
coordinates

Zirconium

two-phase

phase change

Superscripts

interfacial surface average
old time value

donor cell old time value
turbulent

transpose

per unit area

per unit volume



SECTION 1
OVERVIEW OF CODE QUALIFICATION DOCUMENT
AND BEST ESTIMATE METHODOLOGY

This volume describes and documents the features, models, and correlations contained in the
version WCOBRA/TRAC-SB used to analyze small break loss-of-coolant-accident (LOCA)
transients. Note that text which is unique to this volume is in italics; text describing the small
break WCOBRA/TRAC code version which is identical with that presented in Volume 1 of
WCAP-12945-P-A (Bajorek, 1998) is shown in normal print. Furthermore, to minimize changes
and to preserve the referencing of WCAP-12945-P-A, Volume 1, the equation numbers of that
document and the associated superscript large break LOCA best estimate methodology Request
for Additional Information (RAI) cross-reference listings to WCAP-12945-P-A, Appendix C have
been retained herein. Equations added for the small break LOCA modelling are designated
using three digits (i.e., X-Y-1 for equation 1 in subsection X-Y) rather than two as before.
References to large break LOCA WCOBRA/TRAC simulations are to WCAP-12945-P-A.

L4

1-1 Background

When the Final Acceptance Criteria (FAC) were issued in the 10 CFR 50 Appendix K rule
(Federal Register, 1974), both the Nuclear Regulatory Commission (NRC) and the industry
recognized that the rule was highly conservative. That is, using the then accepted analysis
methods, the performance of the Emergency Core Cooling System (ECCS) would be
conservatively underestimated, resulting in Predicted Peak Cladding Temperatures (PCTs) much
higher than expected. At that time, however, the degree of conservatism in the analysis could not
be quantified. As a result, the NRC began a large-scale confirmatory research program with the
following objectives:

(1) Identify through separate effects and integral effects experiments, the degree of
conservatism in those models permitted in the Appendix K rule. Those areas in
which a purposely prescriptive approach was used in the Appendix K rule could be
quantified with additional data so that a less prescriptive future approach might be
allowed.

(2) Develop improved thermal-hydraulic computer codes and models so that more
accurate and realistic accident analysis calculations could be performed. The
purpose of this research was to develop an accurate predictive capability so that
the uncertainties in the ECCS performance and the degree of conservatism with
respect to the Appendix K limits could be quantified.
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Over the past two decades, the NRC and the nuclear industry have sponsored reactor safety
research programs directed at meeting the above two objectives. The overall results have "_\‘L/;
quantified the conservatism in the Appendix K rule for Loss of Coolant Accident (LOCA)
analysis and confirmed that some relaxation of the rule could be made without a loss in safety to
the public. It was also found that some plants were being restricted in operating flexibility by
overly conservative Appendix K requirements. In recognition of this quantified conservatism, the
NRC adopted an interim approach for evaluation methods, as described in SECY-83-472 (1983).
The SECY-83-472 approach retained those features of Appendix K that were legal requirements,
but permitted applicants to use best estimate thermal-hydraulic models in their ECCS evaluation
model. Thus, SECY-83-472 represented an important step in basing licensing decisions on
realistic calculations, as opposed to those calculations prescribed by Appendix K.

In 1988, as a result of the improved understanding of LOCA thermal-hydraulic phenomena

gained by these extensive research programs, the NRC amended the requirements of

10 CFR 50.46 and Appendix K, “ECCS Evaluation Models,” so that a realistic evaluation model

may be used to analyze the performance of the ECCS during a hypothetical LOCA (Federal

Register, 1988). Under the amended rules, best estimate thermal-hydraulic models may be used

in place of models with Appendix K features. The rule change also requires, as part of the

analysis, an assessment of the uncertainty of the best estimate calculations to be included when

comparing the results of the calculations to the prescribed acceptance limits. A regulatory guide \Lj
(USNRC, 1989) was issued outlining key phenomena and modelling requirements.

To demonstrate use of the revised ECCS rule, the NRC and its consultants developed a method
called the Code Scaling, Applicability, and Uncertainty (CSAU) evaluation methodology. This
method outlined an approach for defining and qualifying a best estimate thermal-hydraulic code
and an approach for quantifying the uncertainties in a LOCA analysis.

In Section 1-3, the Westinghouse methodology for small break LOCA is summarized and
compared with CSAU.

Volumes 1 through 5 of WCAP-12945-P-A, “Westinghouse Code Qualification Document for
Best Estimate Loss of Coolant Accident Analysis,” describe the WCOBRA/TRAC code, its
validation, and the methodology for determining the PCT at 95 percent uncertainty for a large
break LOCA. In particular, Volumes 2 and 3 document simulations of various experimental tests
in order to demonstrate that the WCOBRA/ TRAC models and correlations can predict the
complex two-phase processes that occur in large break LOCA. The simulation of small break
LOCA transients involves the modelling of several physical processes that may not ordinarily
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occur in a large break LOCA. .Therefore, additional code valtdatton is necessary to demonstrate
that WCOBRA/TRAC can szmulate, with reasonable accuracy, these small break processes.

In Section 1-4, a small break Phenomena Identification and Ranking Table (PIRT) is developed.
This PIRT identifies the small break LOCA processes that are considered to have the greatest
effect on a small LOCA transient. Processes which are highly ranked require demonstration that
the code can reliably predict those processes.

Sections 2 through 10 present WCOBRA/TRAC models and correlations in the same categories
used to address large break LOCA phenomena in WCAP-12945-P-A, Volume 1. Section 11
presents changes to the code that enable it to calculate the unique small break phenomena.

Volume 2 of this WCAP presents simulations of Separate Effects Tests that address small break
LOCA phenomena. Three different integral test facilities are also simulated, to provide
additional information on WCOBRA/TRAC models and to assess compensating errors inherent
to the code. The simulations are of Semiscale tests, the ROSA LSTF tests, and the LOFT small
break tests. A determination of the bias and uncertainty in highly ranked models, and an
assessment of compensating errors is also included.

1-2 Summary of the CSAU Methodology

The CSAU methodology (TPG, 1989) was developed by the USNRC as a means to provide a
basis for estimating the safety margin for a light water reactor. The methodology was
demonstrated for a four-loop Westinghouse Pressurizer Water Reactor (PWR) for a large break
LOCA. The Westinghouse methodology for large break LOCA (Liparulo, 1995) followed CSAU,
but took additional steps to broaden the methodology so that operating plant parameters were
included in the uncertainty calculations. The Westinghouse methodology was generic to three-
and four-loop PWRs with conventional safety injection (SI) systems that were connected to the
cold legs.

While the demonstration was for a large break scenario, the CSAU methodology as described,
and noted, in TPG (1989) is general, and was intended to be equally applicable to small break
LOCA and operational transients. It provides a structured, traceable, and practical method for
specifying the accident scenario, assessing the computer code, determining the key uncertainties,
and estimating the PCT at a 95 percent probability. Figure 1-1 shows the CSAU process and the
fourteen steps that define the methodology.
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The Westinghouse best estimate methodology has been extended to the small break LOCA. The
CSAU methodology is again followed, with additional efforts taken to broaden the methodology
so that plant operating characteristics are accounted for. This section is intended to provide a
general overview of the methodology for Best Estimate Small Break LOCA (BE-SBLOCA). Code
validation and PWR scoping studies supporting the methodology and the statistical framework of
the methodology are presented in later volumes.

1-3 BE-SBLOCA Methodology Description
1-3-1 Element I: Requirements and Code Capabilities

The first element of CSAU defines the requirements for code capability, identifies the accident
scenario, and establishes the documentation. Central to this element is the PIRT, which
identifies the key thermal-hydraulic processes that govern the transient. The PIRT, in turn,
defines the validation to which the code must be subjected and helps to identify the models and
correlations that need to be ranged at full reactor scale. The following subsections discuss each
step in element I.

STEP 1: Specify Scenario

The accident scenario is a small break LOCA. Breaks in the primary reactor coolant system
(RCS) ranging from small leaks (typically those with an equivalent break diameter less than 0.5
inch) to breaks of intermediate size (which uncover nearly all of the core and recover mainly on
accumulator injection) are considered. The break may occur anywhere in the RCS coolant
piping, although breaks at the bottom of the cold legs are expected to cause the most limiting
transient. The limiting single active failure is assumed to occur at the time of the break. As
required in GDC35 of 10 CFR Part 50, Appendix A, the loss of offsite AC power at the time of
the postulated accident is considered.

The consequences of operator action can be important in the small break LOCA scenario if
offsite power is available during the accident. The reactor coolant pumps will remain running

until they are tripped by the operator in the offsite power available case, and their operation can
impact the RCS mass distribution.

STEP 2: Select the NPP

The Nuclear Power Plant (NPP) selected is Indian Point Unit 2 (IP2), which is a four-loop
Westinghouse PWR with cold leg injection and a 15x15 fuel design. The IP2 plant design is
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representative of Westinghouse PWRs as a whole. The methodology described in this report is
applicable to all conventional PWRs of Westinghouse design.

STEP 3: Identify and Rank Phenomena

Westinghouse developed a PIRT for a small break LOCA, which was then reviewed by an
independent, external review team of experts: P. Griffith (MIT), Y. Hassan (Texas A&M),

T. Fernandez (EPRI), and D. Speyer (consultant). The team’s comments and recommendations
were used to update the PIRT. Section 1-4 of this volume contains this final PIRT and the
rationale for the relative rankings. In developing the PIRT, the processes identified and ranked
in the PIRTs from other studies including those for large break (TPG, 1989 and Liparulo, 1995),
the AP600 small break (McIntyre, 1995), for a B&W plant small break (Ortiz and Ghan, 1992),
and for the AP600 large break (Boyack, 1995) were considered, although none of the previous
studies are sufficient by themselves for this accident scenario. Attachment A to this Volume
provides the independent review team report.

Of particular interest are those phenomena that are highly ranked during part or all of the
transient. The key processes identified by the PIRT, the regions of the RCS affected by them, and
the individual phenomena that they represent in a small break LOCA are described in

Section 1-4.

STEP 4: Select Frozen Code

The base code version selected for best estimate small break LOCA analysis is
WCOBRA/TRAC-MOD?7A, Rev. 1. This is the version approved by the NRC for large break
LOCA analysis (Liparulo, 1995), and this version has undeigone extensive validation and
evaluation. The evaluation of small break LOCA model requirements was performed on the base
version of WCOBRA/TRAC-MOD7A, Rev. 1 to identify specific small break LOCA processes
which needed to be modelled. The process is documented in Section 1-5. As a result, several
modifications to the code enable it to better model small break processes. The revised version
designated “WCOBRA/TRAC-SB” is consistent with the MOD7A, Rev. 1 calculations for large
break. That is, the modifications of the small break version (such as the addition of models and
correlations for level tracking, wall condensation, critical break flow, and improved logic for
various trip signals) do not significantly affect large break LOCA WCOBRA/TRAC results.
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STEP 5: Provide Code Documentation

Documentation of this Best Estimate Small Break Methodology is included in the four volumes of
this Code Qualification Document (CQD): Volume 1 documents the WCOBRA/TRAC-SB
computer code, Volume 2 its validation for small break processes, Volume 3 the IP2 plant
scoping studies, and Volume 4 the statistical methodology for determining the limiting PCT.

In addition to summarizing the small break methodology in the context of CSAU, Volume 1 also
includes the features added to the WCOBRA/TRAC code in order to model small break LOCA
scenarios.

STEP 6: Determine Code Applicability

WCOBRA/TRAC-MOD7A, Rev. 1 is a computer code that can successfully model and simulate
large break LOCA phenomena. Of particular interest are the added models and correlations
needed in a code version to predict the unique small break LOCA processes ranked “High” in
the PIRT. The code applicability to these processes can be summarized as follows:

Break Flow: The TRAC-PF1 critical break flow model has been used to successfully predict
break flows from the Marviken experiments within the PWR large break LOCA calculation
range. The critical break flow model has been supplemented for small break analysis with a
detailed model more appropriate to small break conditions and geometry.

Mixture Level: Prediction of the mixture level depends on interfacial drag between the vapor
and liquid phases. Models and correlations are available that calculate interfacial shear in both
vertical and horizontal flows. Models for flow regime transition and bubble rise in the code
allow for phase separation and entrainment.

Horizontal Flow Regime: Horizontal stratification, counter-current flow and counter-current
flow limitations (CCFL), and transition between flow regimes in WCOBRA/TRAC depends on
interfacial drag between phases in lateral flow. WCOBRA/TRAC-SB allows for horizontal flow
regime modelling using correlations for drag to allow stratification. Section 15 of Volume 3 of
the large break CQOD reported an assessment and calculations of flow in horizontal pipes
represented by COBRA channels. The evaluation showed that WCOBRA/TRAC could predict
counterflow and CCFL with reasonable accuracy, at locations within the reactor vessel. A
further assessment of WCOBRA/ TRAC-SB presented in Volume 2 shows it capable of predicting
horizontal flow regime transition, stratification, and CCFL with the accuracy necessary for
small break analysis.
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Loop Seal Clearance: [
]%€ to compute two-phase flow and horizontal stratification in the loop seal, and the
entrainment and CCFL in the uphill rise to the pump.

Condensation: Models and correlations are available in WCOBRA/TRAC that calculate
interfacial heat transfer between subcooled liquid and saturated vapor and the resulting mass
that is condensed. Correlations are also available to predict condensation due to a vapor
contact with a metal surface at a temperature below saturation.

Physical models added in the WCOBRA/TRAC-SB code version to allow the realistic prediction
of important small break LOCA phenomena are discussed in section 1-6.

1-3-2 Element II: Assessment and Ranging of Parameters

This element of CSAU provides the information needed to establish the bias and uncertainty in
the important models that affect the specified scenario. The ranges of various plant parameters
known to impact the transient are also determined. The range of uncertainty for each of the
dominant parameters is determined, and the code is evaluated for compensating errors. This
information is then used to determine the impact of the various models and plant uncertainties
on the predicted PCT.

STEP 7: Establish an Assessment Matrix

Code assessment requirements are identified based on the small break LOCA PIRT of
Section 1-4.

The assessment matrix is designed to accomplish two important tasks. First, a series of Separate
Effects Tests are simulated in order to determine the bias and range of uncertainty for those
models for which the uncertainties must be propagated at reactor scale. Second, several
Integral Effects Tests are simulated to demonstrate the overall code performance at various
scales. WCOBRA/TRAC results are examined in detail so that compensating errors in the code
can be identified. Separate and Integral Effects Tests considered necessary to validate the code
for high ranking small break phenomena are discussed in the following sections. Table 1-1 lists
these tests together with the high ranked small break LOCA phenomena inherent in them.
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Separate Effects Tests

There are a number of Separate Effects Tests that have been conducted by Westinghouse and
others in the industry to investigate the phenomena and processes that occur in a small break
LOCA. This section discusses those tests that will be simulated as part of the assessment matrix
Jor the validation of WCOBRA/TRAC for small break application. The bias and uncertainty in
models that affect the PWR transient are determined from the comparison of predictions to these
data.

Mixture Level Swell

QOak Ridge National Laboratory (ORNL) (THTF) Tests: A series of small break transient tests
have been conducted in the Thermal Hydraulic Test Facility (THTF) at ORNL. These tests
included bundle steady-state uncovery tests (Anklam, 1981a) and reflood tests (Anklam, 1981b),
conducted at high pressures.

The uncovery tests were started by boiling off water from the bundle, which was filled with water
at the start of the test. The inlet flowrates and power level were set so that a steady-state
condition was reached during the bundle uncovery. Measurements sufficient to determine the
mixture level were made at the steady-state condition.

The high pressure reflood tests started from the partially uncovered bundle steady-state. The
inlet flooding valve was opened, and the test section flowrate, pressure, and inlet temperatures
were forced through various transients.

Westinghouse G1 Core Uncovery Tests: The Gl facility was a large-scale test bundle consisting
of 480 full-length (12-foot) electrically heated rods representative of a Westinghouse 15x15 fuel
design. It was designed to examine heat transfer at conditions representative of both large and
small break LOCA. The test facility was designed for a wide range of configurations, and could
supply both two-phase mixtures and subcooled water, as appropriate for the boundary
conditions of interest. A maximum bundle power [

]%¢. Instrumentation consisted of
inflow/outflow measurements, and in-bundle measurements consisting of differential pressure
cells, fluid thermocouples and internal heater rod clad thermocouples.

A series of experiments was conducted in the facility to examine mixture level swell and heat

transfer to the uncovered bundle. A number of tests were run to determine the minimum fluid
inventories necessary to prevent rod dryout over a range of pressures and power levels. The

0:\4384-non\sec1.wpd-032803 1-8

L



data was obtained for pressures [ J]%¢ which covers the pressure range of
most interest for small break LOCA calculations.

GE Vessel Blowdown Tests: The General Electric small blowdown vessel test (Findlay, 1981)
was designed to study basic phenomena such as void fraction distribution and transient level
swell during blowdown. The test facility consisted of a cylindrical vessel 12 feet in height

and 1 foot in diameter with an orifice plate near the center of the vessel to provide an internal
flow restriction. The initial contents of the vessel were vented through an exhaust line at the top
of the vessel into a suppression pool.

The instrumentation recorded pressures, temperatures, and differential pressure in the vessel.
Measurements of these quantities were used to calculate transient void fraction and mixture
level.

Break Flow

In a small break LOCA, neither the break size nor configuration is known a priori. Sensitivity
calculations, therefore, need to examine a range of break sizes and locations for the break model
applied. Nevertheless, it is necessary to demonstrate that the break model is consistent with
respect to experimental data over the type of break discharge (subcooled liquid, two-phase
mixture, and steam) that can occur during a small break LOCA. Several experimental studies
exist that provide data applicable to small breaks. The following tests were used in Volume 2 to
assess the accuracy of the break modelling in WCOBRA/TRAC-SB:

. TPFL Critical Break Flow Tests: The Two-Phase Flow Loop (TPFL) facility, located at
the INEL was configured to conduct a series of expe}'iments (Anderson and Owca, 1985
and Anderson and Benedetti, 1986) to examine critical flow through a tee, representative
of hypothetical breaks in small branch lines connected to the main coolant loop piping in
a PWR. The experiments of interest focused on the critical mass flow out the branch line
as a function of liquid levels in the main pipe, and also as a function of system pressure.
Data was taken at pressures from 500 to 1000 psi. Two configurations were examined; a
horizontal side tee, and a vertical, bottom-of-pipe tee. The varying water level provided
a range of phenomena that traversed conditions of liquid flow, vapor pull through, and
entrainment off the surface of the stratified level in the main pipe.

. Sozzi and Sutherland: The Sozzi and Sutherland tests (Sozzi and Sutherland, 1975)

consisted of quasi-steady-state discharges from a vessel through a variety of nozzles. All
of the tests were conducted starting at a vessel pressure of nearly 70 bar (1015 psia) with
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a range of fluid conditions from slightly subcooled water to a low quality mixture. Test
results included data for length to diameter ratios of 0 to 50.

. Marviken: The Marviken critical flow tests are of sufficiently large scale to provide near
prototypical data. A series of critical flow tests performed at the decommissioned
Marviken Power Station in Sweden obtained data on the discharge of the initially
subcooled, high pressure water from a large pressure vessel through short pipes of
varying diameters (Marviken, 1982). The data may be used to investigate the effects of
L/D ratios and initial subcooling on the critical flowrate at pressures up to 800 psi.

. Critical break flow data reported by other experimenters for high pressure steam-water
mixtures for a range of inlet enthalpies have also been used to assess the
WCOBRA/TRAC-SB break flow model. The complete list of facilities modelled and the
results obtained are presented in Section 13, Volume 2.

Core Heat Transfer

INEL Single Tube Tests: These steady-state film boiling tests for water flowing upward were
conducted in a 15.7 mm ID vertical tube at the Idaho National Engineering Laboratory (Gottula,
1985). These tests were performed at pressures up to 7 MPa at the low Reynolds number
conditions typical of core uncovery during small break LOCA scenarios. Local condition data at
the tube exit for pressure, mass flow, quality, and steam temperature are available.

ORNL Uncovered Bundle Heat Transfer Tests: A series of experiments investigating small break
LOCA phenomena were performed in the ORNL-THTF high pressure rod bundle thermal-
hydraulics loop, as reported in NUREG/CR-2456 (Anklam, et al., 1982).

This series of steady-state uncovered bundle heat transfer tests provides a set of heat transfer
data for small break LOCA model validation. Rod temperatures and heat transfer coefficients in

the steam-cooling region of the rod bundle were determined.

Loop Seal Clearance

UPTF Loop Seal Tests: Loop seal clearance experiments have been performed at the Upper
Plenum Test Facility (UPTF), a full-scale atmospheric steam-water facility that modelled the
primary loop of a PWR.
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The test parameters controlled were the steam and liquid flowrates, the liquid mass in the
U-tube, and system pressure. The test matrix was designed to determine the maximum liquid
mass that can remain in the U-tube as a function of the steam and liquid flowrates. These data
determine the “limit line” in terms of the dimensionless liquid height (h/D), and the
dimensionless gas volumetric flux (j *) for horizontal stratified flow in the U-tube.

Horizontal Flow Regimes

Taitel-Dukler Map: Horizontal flow regimes, and the transition criteria from one regime to
another, have been the subject of several studies. The most notable result is the Taitel-Dukler
flow regime map for horizontal flows (Taitel and Dukler, 1976), which takes into account both
pipe diameters and fluid properties on each of the flow pattern transitions. Benchmark cases
illustrating the horizontal flow behavior are performed.

Lim and Bankoff: A total of 35 tests are reported in Lim (Lim, et al., 1981) investigating the
horizontal two-phase flow in a channel. The wavy or stratified flow regime condensation and
pressure drop data were obtained, together with steam flowrate and water layer thickness data
at various locations in a 4-foot long experimental channel.

Integral Effects Tests

The small break LOCA Integral Effects Tests provide a means to assess the overall capability of |
a code to predict system-wide behavior in a small break transient.

LOFT: The Loss Of Fluid Test (LOFT) facility is a 50 MW nuclear PWR system with a
volumetric and power scaling factor of approximately 1 :60t0a full size NPP. The core consists
of nuclear fuel rods with an active length of 5.5 feet. There is one active loop with a pressurizer,
SG, and dual recirculation pumps, and another inactive loop in which the cold leg break
assembly was located. A number of small break LOCA experiments were conducted during the
LOFT program which investigated systems response from conditions with full ECCS availability,
to experiments with degraded capabilities (Condie et al., 1981; Chen and Modro, 1981).
Instrumentation for boundary condition measurements (SI flows, accumulator tanks, break
effluent) was generally good. Information concerning internal RCS conditions using
thermocouples, densitometry, and limited differential pressure cell data has been interpreted in
terms of mass distributions, and has been reported in numerous publications.

Simulation of the LOFT facility provides an important evaluation of phenomena that are
dependent upon three-dimensional flow regimes. Two key areas that are examples of this are the
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10-inch loop piping in the pump suction leg, which would be expected to allow phase separation
and steam bypass, and the relatively large core area which would promote phenomena such as
chimneying and radial level differences.

The key areas in which distortions of phenomena relative to full-scale NPP behavior is expected
are those which relate to elevation effects. In general, elevation scaling is considered to be of
first order importance for small break LOCAs, since gravity heads tend to be dominating.
However, the entire LOFT system is much shorter than a NPP, with a short core which is
displaced low in the vessel relative to a NPP. The pump suction (loop seal) piping elevation is
therefore also distorted relative to the core center.

All of the small break experiments conducted in the LOFT system were designed to be limited in
terms of potential for core uncovery. The L3 test series was the initial series dedicated to small
break LOCAs and offers several tests for comparison. Tests that are particularly useful are

Test L3-1 (Condie et al., 1981), which considered an equivalent 4-inch break in the cold leg,
assuming normal NPP Emergency Operating Procedures (EOPs) with all systems functioning,
and Test L3-7 (Chen and Modro, 1981), which considered an equivalent 1-inch cold leg break.

Semiscale: The Semiscale facility is a small scale (1:1700) replica of a Westinghouse RCS
which includes all of the major components. There are two loops in the facility, with one scaled
as a single loop, and the other as a combined three loops. The facility evolved through several
major modifications over the course of approximately a decade of testing and was used for both
large and small break experiments. The later modifications to the facility focused on small break
phenomena, and extensive instrumentation was installed to measure key phenomena such as
liquid levels and break discharge rates (Loomis, 1985). The simulated reactor vessel houses an
electrically heated bundle consisting of 25 heater rods with a total power of 2 MW. The overall
scaling philosophy used in designing the facility is the maintenance of the power to volume ratio,
coupled with a 1:1 elevation scaling criteria.

Due to the small scale, combined with 1:1 elevation scaling, the corresponding pipe and vessel
sizes used to construct the facility are generally characterized as exhibiting one-dimensional
fluid flow behaviors. Therefore, some scaling distortion is expected to be evident in comparisons
with larger facilities or full-scale plants. However, the purpose of the experiments was to
provide information concerning the overall flow and qualitative interconnection of phenomena
that occur throughout the various stages of a small break LOCA in a complete integral RCS.
Comparisons of calculated results to the experiments will be focused on general phenomena such
as the relative timing of events, the order in which various components or regions drain, and
factors which influence fluid distributions within the RCS.
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One particular phenomena that the facility addresses is the integral effects nature of loop seal
clearing. Due to size considerations, Semiscale exhibits a strong one-dimensional loop seal
clearing behavior with liquid in the piping being moved and expelled in a plug-like fashion.
While separate effects facilities address the three-dimensional phenomena given fixed fluid
conditions, they do not provide information on the general aspects of how the loop seals evolve
over the course of a transient with relation to the fluid distribution in the entire RCS. The
accuracy with which the code is able to calculate loop seal formation and clearing, when the
three-dimensional aspects are removed, will be important to explaining more complex system
interactions when phase separation and other phenomena are introduced for the NPP
calculations.

Information from more than 40 small break tests conducted in the various Semiscale
configurations is available in the literature. Since the purpose of the comparisons is to study the
more general overall flow of a small break transient, the experiments used for comparison will
be selected based upon data quality. Given this, the experiments conducted later in the program
are better choices since the instrumentation and test procedures at that point were better refined
Jor small breaks. Experiments conducted in the final Semiscale Mod-2C configuration include
the S-NC series of natural circulation flow tests, and these small break LOCA tests:

. S-LH-1: A 6-inch equivalent cold leg break with downcomer-to- upper head bypass flow
set to 0.9 percent at steady-state.

. S-LH-2: A 6-inch equivalent cold leg break with downcomer-to-upper head bypass flow
set to 3 percent at steady-state.

Initial operating conditions are the same as typical NPPs, and therefore a full range of pressures
and fluid states is transitioned during the transient. The selected transients both exhibited
relatively deep core uncovery which allows investigation of in-bundle mixture level swell and rod
heat transfer. All of the small break experiments experience loop seal formation and clearing,
which is a key phenomenon of interest.

ROSA: The ROSA program was conducted by the Japan Atomic Energy Research Institute
(JAERI) to provide experimental data for a broad range of NPPs (Tasaka et al., 1988). Of
particular interest for the present code development effort was the ROSA-IV program, which
centered around the Large Scale Test Facility (LSTF). This facility was a 1:48 scale
representation of a Westinghouse four-loop PWR, with 1:1 elevation scaling. The system had
two loops, each representative of two combined loops in a full size NPP, and the electrically
heated core bundle provided scaled power levels up to 14 percent of full power. Each SG
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consisted of 141 tubes, a significant enough number of tubes so that any non-uniform behaviors
occurring in full-scale NPPs should be observable.

A number of facility parameters, such as heat loss and flow resistance, have been extensively
characterized, to help facilitate accurate modelling in computer codes. Experiments that are
definitely of interest for code validation are the cold leg break size spectrums (0.2 to 13 percent
cold leg area).

QOther Tests
Another test specifically relevant to small break LOCA conditions has been modelled.

COSI: The COSI (Condensation On Safety Injection) facility (Shimeck, 1988) is a [

]%¢ scale model of the cold leg and SI lines of a Westinghouse-type NPP. The
purpose for constructing the facility was to investigate the interaction of steam and cold safety
injection water in a prototypical NPP configuration, and at typical NPP fluid conditions that are
encountered during a small break LOCA.

Information obtained from the tests provides a data base for assessing steam condensation on
cold SI jets, with varying levels of water in the main pipe simulating the cold leg. There was
significant condensation for nearly all test conditions, and clear evidence of stratification in the
main pipe.

Overall, the experiments being simulated represent an adequate data base of Separate Effects
and Integral Effects Tests to validate WCOBRA/TRAC as a best estimate small break LOCA
computer code.

STEP 8: Define Nodalization for NPP Calculations

Nodalization for small break analysis using WCOBRA/TRAC requires consideration of the
important processes in a small LOCA, and the components in which they occur. Tracking
variations in mixture levels in the vessel and allowing stratification in a number of components
is vital in achieving an accurate calculation. Therefore, the noding detail in the NPP model
must provide the spatial resolution needed to simulate the important small break phenomena.

As a matter of practicality, since WCOBRA/TRAC is the computer code of choice for both large

and small break best estimate LOCA analysis, the large break plant model represents a logical
starting point for a small break model. The nodalization of the IP2 power plant for small break ; L
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analysis presented in Volume Jisa modification and extension of the noding used in large break
analysis. Additional detail is provided in the upper plenum, the hot and cold legs, the loop seal
piping, and the SGs. The detailed noding in the core, downcomer, and lower plenum is retained
in order to calculate multi-dimensional effects in the downcomer that may become important for
intermediate sized breaks. The hot, cold, and crossover legs in small break LOCA analysis are
[

]ﬂ.C

Further, the steam generator (SG) noding is substantially increased compared to the large break
LOCA nodalization. [

]a.c
STEP 9: Determine Code and Experiment Accuracy

Part A - Ranging of Parameters for Uncertainty Evaluation

The experimental tests summarized in Step 7 are used to determine the range of parameters for
uncertainty evaluations in the PWR calculations. Table 1-2 lists the major processes for small
break and the tests series for determining the range over which models and correlations should
be varied.

The second column in Table 1-2 lists the model package that has the most significant impact on
the process listed in the first column. For example, the “Mixture Level” is primarily a function
of performance of the models and correlations for interfacial drag in the vertical flow regimes.
In the WCOBRA/TRAC Vessel component, this includes the models for drag between vapor and
liquid films, vapor and entrained droplets, and bubble rise velocity correlations. In the “Loop
Seal Clearance” process, both the vertical and lateral drag predictions are important. The
lateral drag (which depends on the transition between the stratified and slug regimes) affects
both the two-phase pressure drop and entrainment in the loop seal flow. The vertical drag
affects the two-phase pressure drop, and CCFL and entrainment in the uphill pump suction
region.

The “Steam Generator Hydraulics” uncertainty involves processes that are dependent on CCFL

in the tubes, reflux condensation, and the resulting two-phase pressure drop. The CCFL
characteristics of single tubes has received a considerable amount of attention and there is a
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fairly large data base. Natural circulation tests conducted at the Semiscale facilities effectively
isolated the SGs so that individual phenomena could be measured and studied. L

The “Fuel Rod Model” uncertainty is due to the uncertainty in the several correlations that are
used to estimate swell and rupture, metal-water reaction rate, and other fuel properties.
Uncertainty in these models is derived from their original data bases. The general expectation is
that these uncertainties will remain unchanged relative to their uncertainties for large break
LOCA, but each must be checked for a revised range of conditions. Also included here is the
uncertainty in heat transfer prediction as determined from the INEL Single Tube Tests and the
ORNL Uncovered Bundle Tests.

Part B - Code and Experiment Accuracy

The limit on code accuracy is determined from the uncertainty in the measurement of small break
PCTs in the experimental data base. That is, the uncertainty in the code prediction can be no
better than the uncertainty in the measurement of the small break LOCA PCTs in the tests. The
experimental data base is reviewed, and the uncertainty in small break PCTs are determined
Jfrom the thermocouple measurements.

Code accuracy must also be assessed through a detailed review of the predictions and an L
assessment of those results for compensating errors. This task is accomplished using
simulations of the ROSA, Semiscale, and LOFT Integral Effects Tests.

STEP 10: Determine Effect of Scale

The small break LOCA consists of two distinct phases: initial rapid depressurization and
continued circulation, and slow depressurization and phase separation. Each phase is subject to
different rules regarding scaling.

The objectives of this step are to:

1. Identify those components and phenomena for which supporting tests and facilities
are subject to significant scale distortion.

2. For the identified components and phenomena from Objective 1, perform
verification against full-scale experiments if available, or perform specific analyses
to confirm that the code correctly predicts the effect of scale.

1
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In the CSAU methodology, prgj)agation of uncertainty is calcilated by ranging input and model
variables directly in the PWR calculation. This allows the effect of scale to be directly accounted
for. However, in order for this approach to work, the computer code must be demonstrated to
scale up key physical processes, particularly those for which there is no full-scale data.

To address the scaling issue, the dominant phenomena identified through the PIRT process are
assessed in two ways:

1. Through direct comparison with full-scale tests, or:

2. By examining tests at various scales and confirming that the computer code
correctly predicts the scaling trend.

Tests at various scale are available by which code comparisons to data can be made to indicate
a scaling trend. These include:

Integral Effects Tests:
ROSA 148
LOFT  1/60
Semiscale 1/1700

Loop Seal Clearance:
UPTF Loop Seal (A) 1/1
Mixture Level: The G-1 Core Uncovery and ORNL tests were performed in full-height bundles.

The G-1 Core Uncovery tests were performed [ ]*€ and the
ORNL test bundle contained 62 heated rods.

Break Flow: The TPFL and Sozzi-Sutherland data provide data for a range of break L/D ratios,
as well as orifice diameters and/or dimensions.

Horizontal Flow Regimes: The Taitel-Dukler flow regime map and transition criteria includes a
dependence on pipe diameter. This provides a means of examining the scale diameter
dependence of the WCOBRA/TRAC models for horizontal flow.
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Section 32-6 in Volume 4 of this document discusses the trends that WCOBRA/TRAC-SB exhibits

relative to scale. L

1-3-3 Element III: Sensitivity and Uncertainty Analysis

The third element in the CSAU process investigates the impact of the models and plant
parameters on the PCT. This information is then used to determine the PCT probability
distribution, from which a high probability estimate of PCT may be obtained.

STEP 11: Determine Effect of Reactor Input Parameters and State

A large number of plant parameters must be evaluated and their impact on the small break PCT
quantified. Thus, the small break LOCA methodology includes a broad consideration of the
uncertainties in the initial plant conditions as well as the boundary conditions that affect the
transient. A systematic assessment of the small break PCT sensitivity to each parameter is then
performed, and decisions are made regarding the treatment of the parameter in the overall
uncertainty treatment. The systematic assessment of each parameter is done by performing PWR
transient simulations. Based on the results, decisions are made regarding the treatment of each
parameter in the overall uncertainty assessment. With this treatment, the parameters examined

fall into one of three general groupings. These groupings are: L
. Nominal - The nominal value of the parameter is used when the variation in that
parameter is [
]a.c
. Bounded - A conservative value of a parameter is used when the parameter varies as a

function of operating history, such as SG tube plugging or fuel burnup. A “bounded”
value of a parameter is also used when the parameter is indeterminate at the time of the
accident, such as with relative location of the pressurizer to the break. In addition, a
parameter may be bounded when the sensitivity of the transient results to variations in
the parameter are small and the effort to develop and justify a detailed uncertainty
treatment for that parameter exceeds the benefits of doing so. An example is the
moderator temperature coefficient. In several cases, sensitivity calculations must be
performed to determine the appropriate bounding assumption.

. Explicit Uncertainty Treatment - The uncertainty assessment will include the effect of

uncertainty contributed by the variable reactor state input parameters. Plant-specific
calculations are performed in order to range the parameter over the conditions of . \_/
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interest, and the results are used in development of the PCT equation. The reactor input
parameters are categorized and discussed in the following paragraphs.

As in the large break LOCA methodology, it is useful to summarize the plant state input
parameters into four categories representing the plant geometry at the time of the break, the
power distribution parameters, the initial condition and setpoint parameters, and the parameters
that affect the RCS during the course of the transient. A discussion of these parameters and the
uncertainty treatment for small break analysis follows.

Plant Configuration at Time of Break

This category addresses the uncertainties in the plant physical condition at the start of the
accident. These uncertainties are necessary in order to account for changes in the life of the
plant such as in the SG tube plugging level and in the break location (e.g., pressurizer location
relative to the break). Table 1-3 lists the plant configuration parameters considered.

Note that if a large asymmetry exists, in order to bound “SG Tube Plugging Level,” both the
total overall tube plugging level and the asymmetry in plugging between the loops should be
considered. A significant asymmetry may be important because it affects the relative resistance
to steam flow to the break among the various loops.

Power Distribution

This category includes uncertainties in the power distribution and operating history at the time
of the accident. Normally, PWRs are base loaded, which is a mode of operation characterized
by relatively low peaking factors (1.6< FQ <1.9) and well-behaved axial power distributions.
The plant Technical Specifications allow other types of operation such as load following which
can lead to much higher peaking factors and highly skewed axial power distributions.

Therefore, transient peaking factors and power distributions need to be considered in a small
break LOCA methodology. Table 1-4 lists power-related uncertainties when the accident occurs.

In this methodology [

J*
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Initial Condition Uncertainty

J#

The appropriate [ ]*¢. “Hot Leg
Gap Flow?” refers to vapor flow through the small gap between the hot leg and the downcomer.
This flow path is the cause of some bypass leakage during steady-state operation, and can
provide a path for steam to vent to the break without passing around the loops. In a small break
LOCA, flow will occur through this path.

The initial condition runs necessary to determine the sensitivity of the small break LOCA

transient for the explicit parameters are presented in detail in Volume 4 of this document.
Because of the length of typical small break LOCA transients, [

]a.c

RCS Boundary Conditions

The fourth category of plant-related uncertainties includes uncertainties related to boundary
conditions affecting the RCS. These parameters affect the transient, but have no bearing on
uncertainties related to the break area; break location and the orientation of the break
circumferentially on the pipe are included. Containment pfessure response, pumped safety
injection, and offsite power availability are considered in this category (Table 1-6). Treatment
of the uncertainty in the PWR calculations associated with the RCS boundary condition
parameters is discussed in Volume 4.

An important parameter to quantify is the “Offsite Power Availability.” For the loss of offsite
power scenario, offsite power is assumed to be lost at the time a reactor trip signal setpoint is
reached during the LOCA event. The Reactor Coolant Pumps (RCPs) are powered off the main
generator for a time, then begin to coastdown 30 seconds after reactor trip. Reactor trip is

initiated on a low pressurizer pressure or other appropriate signal.

When offsite power is available, the pumps can run continually until tripped by the operator. In
this scenario, the operator has sufficient time to recognize and respond to a trip signal. For b
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plants with the Westinghouse NSSS design, all of the RCPs are to be tripped in the event a LOCA
occurs. In the IP2 EOPs, the operator is instructed to trip all RCPs following a reactor trip,
once it is verified that the SI pumps are operating and subcooling in the RCS is indicated to be
less than 35 °F. The actual RCP trip time is then the time it takes for the SI pumps to operate
and for the system to reach the EOP subcooling condition for RCP trip, plus the delay time for
the operator to recognize the event and take action. After the RCPs are tripped, their effect on
the RCS is greatly diminished, so the time of pump trip can have a significant effect on the
overall transient.

The RCP trip delay time depends on both the break size and the individual operator if offsite
power is available. [

]ﬂ.c
Summary of Step 11 Calculations

The reference NPP condition is established by a set of approximately 15 scoping calculations.
These calculations identify the PCT effect for individually bounded parameters. [

]ﬂ.c
STEP 12: Perform NPP Sensitivity Calculations

In the CSAU methodology, uncertainty propagation is accounted for by performing sensitivity
calculations in which the models and correlations that are dominant contributors to uncertainty
are ranged in a PWR calculation. In the CSAU study (TPG, 1989) and in the Westinghouse
large break LOCA methodology (Liparulo, 1995), the dominant contributors were grouped into
three broad categories:

1. Global thermal-hydraulic contributors, which were found to affect the overall

system hydraulic and mass distribution behavior. These contributors change the
global system thermal-hydraulics and affect the timing of various events and flows
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in the hot assembly. In the large break methodology, these contributors included
critical break flow and break path resistance. L,

2. Local contributors, which account for uncertainty propagation due to models that
have a potentially large effect on the PCT, but do not have a major impact on the
overall system-wide thermal-hydraulic behavior. That is, variation in a local
contributor affects the conditions within the hot assembly, but has a relatively
minor impact of the system-wide mass distribution in a small break transient. In
both the CSAU study and the Westinghouse large break methodology many of the
Juel rod models, such as fuel conductivity and gap heat transfer coefficient, were
treated as local contributors to uncertainty.

3. Biases, which account for the tendency in a code to over or underpredict various
phenomena. In the Westinghouse large break methodology, [

I

In a small break LOCA, the dominant contributors to uncertainty propagation generally differ

from those for large breaks; the small break LOCA PIRT has identified the high ranking l/
phenomena. These have been divided into global and local parameter sets which are described

in the following paragraphs.

Global Models

Break Model: Uncertainty in the break model affects the rate of mass depletion from the system
and the timing of various events such as reactor trip, which depends on the pressurizer pressure
value. Uncertainties result from uncertainty in the critical flow model and also in assumption of
the break location and orientation (bottom, side, or top of pipe).

* Mixture Level: Early in the transient, when the mixture level in the vessel is above the bottom
of the hot legs, the global mass distribution is affected by uncertainties in those models affecting
mixture level. Vertical interfacial drag models and bubble rise are those that primarily
determine the inner vessel level during a small break LOCA.

Horizontal Flow Regimes: Uncertainty in the horizontal flow regimes results in uncertainty in

the conditions leading to horizontal stratification in the hot and cold legs, and to uncertainty in
CCFL in horizontal components. The models for lateral interfacial drag are principally J_/

0:\4384-nonksecl.wpd-032803 : 1-22



responsible for regime transition, flow resistance, and CCFL in those regions, which can affect
the system-wide mass distribution. -

Condensation: Uncertainty in the rate of condensation of steam in the cold legs will affect the
mass inventory in the RCS during a small break LOCA.

Loop Seal Clearance: Uncertainty in the loop seal venting process is due to uncertainty in the
flow regime and its effect on flow resistance through the loop seal. Entrainment and CCFL in
the uphill pump suction leg affects the mass retention in the loop seal piping following the
venting.

Steam Generator (SG) Hydraulics: Early in a small break LOCA, the SGs act as sinks for heat
removal from the RCS, while later, the SGs act as heat sources. Primary to secondary heat
transfer depends on several processes occurring in the SGs, including condensation within the
tubes and secondary side level. Uncertainty in the SG heat transfer affects the rate of
depressurization of the RCS, which in turn affects the rate of SI delivery to the system.
Uncertainty in resistance to flow and CCFL affect the pressure drop across the SG, which affects
the mixture level depression in the core during loop seal clearing.

As described in Volume 4, [
.

Local Models

* Mixture Level: Uncertainty in prediction of the mixture level will affect the depth and duration
of core uncovery when the global conditions are such that the vessel collapsed liquid level drops
below the elevation of the top of the core. This model uncertainty affects the clad temperatures
and conditions in the hot assembly. The mixture level prediction is a function of the interfacial
drag, bubble rise velocity, and vertical flow regime transition.

Fuel Rod: The PCT is affected by several models for the fuel pellet and clad. The fuel rod
models that must be considered for small break LOCA are the same as those in large break: fuel
conductivity, gap conductivity, rod internal pressure, burst temperature and strain, metal-water
reaction rate, and local power (FQ and relocation). Uncertainties in these models must be
accounted for, although the effects of these models on the small break LOCA PCT are expected
to be relatively small.
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Heat Transfer: For transients resulting in core uncovery, uncertainties in heat transfer to
uncovered regions of the core will affect the PCT. L

*Note: Mixture level is listed in both the global parameters list and the local parameters list.
The mixture level has a significant role as a global parameter and plays an important role as a
local contributor for cases with core uncovery. [

]a.c
STEP 13: Combine Biases and Uncertainties

In the Westinghouse large break LOCA methodology, uncertainty from some input variables is
considered to propagate “globally,” affecting basic thermal-hydraulic processes such as timing

of events, core uncovery, mass distribution, etc. Given a particular global transient resulting

Jrom a combination of initial plant and model conditions, other plant and model variables were
considered to propagate locally in the hot assembly and hot rod. In the large break LOCA

model, for example, variables associated with cladding burst were treated as local. The

separation of variables into global and local groups allows for the simplification of the

uncertainty analysis, since only the global variables require a full thermal-hydraulic calculation

with a system code like WCOBRA/TRAC. Despite this simplification, there is still a large

number of global variables remaining. A complete analysis requires many more full system L
calculations than is practical. In the large break LOCA methodology, the number of »
calculations was reduced by first combining the variables into groups, based on expected degree

of interaction among variables. For example, peaking factor and axial power distribution are
separated from a group containing, say, break discharge coefficient. While first and second

order interactions are accounted for within groups, the overall effect on PCT due to variable

changes in separate groups is determined by superposition.'

Despite the longer timescales and more complex interactions among variables in a small break
LOCA, variables may be grouped and employed in a similar manner. The boundary between
global and local variables can be defined, and the variables that must be examined in the initial
sensitivity studies can be identified. These variables and the procedure for identifying the
limiting transient conditions are identified in the following discussion.

The major modelling contributors to uncertainty were determined in Step 3 from the small break

PIRT, and were described in Step 12. These key parameters are broken into two separate

categories, depending on their effect on the transient. Global parameters are those that have a

major impact on the overall system mass distribution. Uncertainty in the prediction of these

processes affects the RCS depressurization rate and the total amount of mass in the reactor L,
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vessel, as well as the mass stored in the loops and that lost to.the break. “Local” parameters
affect conditions on the hot rod and in the hot assembly, but do not have a major impact on the
system-wide conditions.

The total uncertainty is determined with the following procedure:

I [
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2. [
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0:\4384-non\sec!.wpd-032803 1-25



]5< L

hel

]ﬂ.C

[ ]%¢ The boundary
conditions to the HOTSPOT-SB calculations are from the WCOBRA/TRAC-SB global model
results.

Step 14: Determine Total Uncertainty

The parameters which [

I
1-4 Small Break LOCA PIRT

One of the most important efforts in developing a best estimate methodology is the identification

of those processes and phenomena that have the most dominant influence on the selected

transient. A Phenomena Identification and Ranking Table (PIRT) is used to list processes of

importance and indicate at what times in the transient the process occurs. This section describes

the PIRT developed for a small break LOCA in a conventional Westinghouse PWR. Phenomena

are identified by major system component and a ranking is assigned for each period of the small

break LOCA. Since a PIRT is plant and scenario dependent, the plant and small break transient

are briefly described in Sections 1-4-1 and 1-4-2. ‘_ L
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1-4-1 PWR Description

This small break PIRT is designed to address those phenomena and processes that occur in a
conventional Westinghouse designed PWR, such as IP2. This plant is a four-loop PWR in which
the pumped SI and accumulator injection is to the cold legs. This PIRT is not intended to apply
to the AP600 design, nor to other Westinghouse advanced plant designs. Due to the similarity in
design and performance of conventional two-, three-, and four-loop Westinghouse PWRs, this
PIRT is generically applicable to those designs. The PWR is presumed to be in its normal, full
power operating mode consistent with its Technical Specifications at the time the postulated
small break LOCA event occurs.

1-4-2 Accident Scenario

The accident is assumed to be a small break LOCA with the most limiting single failure to the
S1I System (SIS). Sensitivity studies based on Appendix K methods have identified a cold leg
break to be the most limiting in terms of location. [

]C

During a small-break LOCA, the RCS depressurizes to the pressurizer low-pressure setpoint,
actuating a reactor trip signal. The SIS is aligned for delivery following the generation of an "S"
signal when the pressurizer low/low-pressure setpoint is reached. The SIS includes redundant
trains of SI pumps which inject into the cold legs. The pressurized accumulators provide
additional borated water to the RCS in the event of a LOCA. Once sufficient RCS
depressurization occurs as a result of a LOCA, accumulator injection commences.

During a small break LOCA transient, the reactor system depressurizes and mass is lost out the
break as the RCS drains to the break elevation while mass is added from the SI pumps and the
accumulators. Water injected by the SI pumps and accumulators must be sufficient so that '
acceptable core cooling is provided for the spectrum of small-break LOCA transients.

1-4-3 Small Break LOCA Periods
It is useful to divide the small break transient into several periods in order to identify and rank

the various phenomena. Some phenomena are important for certain periods of time but are
insignificant at other times. However, prediction of that phenomenon during its time of
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importance may be crucial to the accurate prediction of the overall transient. The small break
transient is characterized by five periods; blowdown, natural circulation, loop seal clearance,
boil-off, and core recovery. The duration of each period is break size dependent, and each is
characterized as follows:

Blowdown (BLD): On initiation of the break, there is a rapid depressurization of the primary
side of the RCS. Reactor trip is initiated on a low pressurizer pressure setpoint (approximately
1860 psia). Loss of condenser steam dump effectively isolates the SG secondary side, causing it
to pressurize to the safety valve setpoint (approximately 1100 psia) and release steam through
the safety valves. An SI signal occurs when the primary pressure decreases below the
pressurizer low-low pressure setpoint (approximately 1760 psia), and SI begins after some delay
time. The RCS remains near liquid solid for most of the blowdown period, with phase separation
starting to occur in the upper head, upper plenum, and hot legs near the end of this period.
Duri’ng the blowdown period, the break flow is single-phase liquid. Eventually, the entire RCS
saturates, the rapid depressurization ends, and the RCS reaches a pressure just above the SG
secondary side pressure.

Natural Circulation (NC): At the end of the blowdown period, the RCS pressure reaches a
quasi-equilibrium condition that can last for several hundred seconds depending on break size.
During this period, the system drains from the top down with voids beginning to form at the top
of the SG tubes and continuing to form in the upper head and top of the upper plenum region.
There is still adequate liquid to allow significant natural circulation two-phase flow around the
loops; through condensation decay heat is removed by the SGs during this time. Significant
coolant mass depletion continues from the RCS, and vapor generated in the core is trapped
within the upper regions by liquid plugs in the loop seals, while a low quality flow still exits the
break. This period is referred to as the natural circulation period.

Loop Seal Clearance (LSC): The third period is the loop seal clearance period. When the liquid
level in the downhill side of the pump suction piping is depressed to the bottom of the loop seal,
steam previously trapped in the RCS can be vented to the cold leg break. The break flow,
previously a low quality mixture, transitions to primarily steam. Prior to loop seal venting, the
static head balances within the RCS can cause the vessel collapsed mixture level to depress into
the core. Following the venting, the vessel level recovers to about the cold leg elevation, as the
imbalances throughout the RCS are relieved.

Boil-off (BO): Following loop seal venting the vessel mixture level continues to decrease due to

the boil-off of the remaining liquid inventory since the RCS pressure is generally still too high to
allow sufficient ECCS injection by the centrifugal SI pumps. The mixture level will reach a
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minimum, in some cases resulting in core uncovery, before the RCS has depressurized to the
point where the break flow is less than the rate at which ECCS water is delivered.

Core Recovery (REC): The vessel mass inventory is replenished from its minimum with ECCS
water and the core recovers. The transient is terminated once the entire core is quenched and
the pumped SI flow exceeds the break flow.

1-4-4 Phenomena and Processes Ranked

In developing the present PIRT for small break LOCAs in a Westinghouse PWR, other PIRTs
developed for other accidents and designs were reviewed in order to insure that a broad range of
thermal-hydraulic phenomena were considered in the ranking process. The NRC Compendium
on ECCS Research was also reviewed in order to identify the important small break phenomena.
Table 1-8 lists and comments on the PIRTs that were available at the time this PIRT was
developed.

None of the PIRTs in Table 1-8 are directly applicable to small break transients in a
conventional Westinghouse PWR. Those that considered small break phenomena did so for
units with significantly different design features, so the relative ranking for a given process may
be different. Many of the small break LOCA processes identified in the AP600 PIRTs occur in a
conventional PWR, but the ranking can be different because of differences in design and in the
range of thermal-hydraulic conditions. Thus, a new PIRT was developed for the present study.
To this end, this PIRT was reviewed by an independent review team external to Westinghouse
(Attachment A of this volume).

1-4-5 Definition of Assigned Rankings

The ranking scheme used in the Los Alamos PIRT was considered to be an appropriate and
convenient way of ranking the various phenomena. Relative rankings are assigned using the
following criteria:

H =  The process is considered to have high importance. Accurate modelling of the
process during the particular period is considered to be crucial to the correct
prediction of the transient. Uncertainty in modelling the process can be expected

to result in PCT variations of greater than 100 °F

H* = The process is considered to have high importance. [
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M*

L*

N/A

]

F 1.

The process is considered to have medium importance. The process must be
modelled with sufficient detail to obtain accuracy in the simulation; however, the
process is expected to have less impact on the overall results than those ranked
high. Uncertainty in modelling the process is expected to result in PCT variations
of approximately 50 °F.

The process is considered to have medium importance [
]C

The process is not considered to be very important in a small break transient. The
phenomena needs to be modelled in the code (or accounted for in the methodology),
but inaccuracies in modelling these processe§ are not considered likely to have a
significant impact on the overall transient results. Uncertainty in modelling the
process is expected to affect the PCT by less than 20 °F.

The process is considered to have low importance, [ L

]C

The process is considered insignificant, or does not occur at all. This process need
not be modelled or be taken into consideration, as it has an insignificant impact on
results.

1-4-6 Discussion of Rankings

Table 1-9 summarizes the small break LOCA phenomena and the relative rankings. This section
provides a discussion on each of the major categories in the PIRT, describes the rationale for the
rankings and defines more clearly the phenomena considered under the heading “Process.”

Table 1-10 lists the processes, by component, that were assigned at least one high ranking.

1-4-6-1 Fuel Rod

Stored Energy: The total energy retained in the fuel at the start of and during the transient. This

process depends mainly on two parameters, the fuel conductivity before burst and the fuel

conductivity following burst. (These values can be different because of fuel relocation.) The
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core remains covered during the early periods of a small break, and reactor trip occurs early;
the heat transfer is good, and there is only a small temperature difference between the fuel
centerline temperature and the coolant. This removes much of the initial stored energy of the
fuel. Therefore, this process is assigned a low (L) ranking for the entire transient.

Clad Oxidation: This refers to the modelling and uncertainty associated with the correlation for
metal-water reaction. This process is important only when the core is uncovered, and the clad
temperature exceeds 1800 °F. Since these conditions do not occur during the first three periods
(blowdown, natural circulation, and loop seal clearing) of a small break transient, this process
is assigned a low (L) ranking. If core uncovery occurs during the boil-off period, and high clad
temperatures result, this process becomes an important consideration. Therefore, during the
boil-off period, this process is assigned an H* ranking. Note that the (*) ranking indicates [

I° a high ranking (H) is possible, and this process cannot be excluded
Jfrom additional consideration in the methodology.

Decay Heat: The 1979 ANS standard and its use in the modelling and uncertainty of the decay
heat itself. This affects the local power of all fuel rods including at the PCT location, is
considered an important effect, and is assigned a high (H) ranking for all periods of the
transient.

Local Power: This phenomena includes the axial power shape, which affects the initial linear
power in the hot assembly and at the PCT location. In addition, the power shape affects the
mixture level in the hot assembly two-phase region, and the vapor superheat in the uncovered
region. Also included among the local power phenomena is the peak linear heat generation rate
(PLHGR) which affects the magnitude of the PCT. These two phenomena are considered to have
medium (M) importance during the blowdown, natural circulation, and loop seal clearing
periods, when the core is generally well-cooled for long periods. They are considered to have
high (H) importance during the boil-off and recovery periods when higher cladding
temperatures, including the PCT, occur. Relocation, another local phenomenon, refers to the
potential for fuel to relocate inside the cladding toward the rupture zone after accident initiation.
This is considered to be unlikely for small break LOCA conditions, since cladding rupture may
not occur.

Clad Deformation (Burst Strain): The fuel rod parameters that determine the conditions for

which clad burst is expected. These are the fuel rod internal pressure, the clad burst
temperature, and the clad burst strain. Because burst is not expected during the blowdown,
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natural circulation, and loop seal clearing periods (because of low clad temperatures), this
process is assigned a low (L) ranking. During the boil-off period, burst is a possibility because
if core uncovery occurs the clad temperatures can approach those at which burst may occur.
Therefore, for conditions leading to core uncovery, the rod burst parameters are assigned a
ranking of medium (M).

Gap Conductance: The conductivity of the fission gasses in the fuel pellet - clad gap. The value
of the gap conductance affects the heat transfer from the pellet to the clad. Because most or all
of the core remains covered in a small break, the initial stored energy is efficiently removed and
the gap conductance has only a minor effect. Therefore, this parameter is assigned a

low (L) ranking.

1-4-6-2 Core

Departure from Nucleate Boiling (DNB): The process of boiling crisis in the hot assembly.
Because the small break transient is a slow event, flows and pressures in the hot assembly
change slowly. Moreover, reactor trip is expected to occur early in the transient. Therefore,
DNB is not expected to be a major factor and is assigned a low (L) ranking.

Post-Critical Heat Flux (CHF) Heat Transfer: The heat transfer from uncovered portions of the
core. The heat transfer regimes include the inverted annular, dispersed droplet film boiling,
transition boiling, and single-phase convection regimes and the criteria that define the
boundaries of those regimes (T,,, and void fraction). These processes are assigned a low (L)
ranking during the earliest two periods of the transient because core uncovery is not expected,
and thus they do not occur. In the loop seal clearing period, the core may partially uncover.
Core uncovery is not expected to be deep and prolonged in this portion of best estimate small
break LOCA cases, so temperatures will remain below a typical high pressure T,,, (1100 to
1200 °F). Therefore in this period, a medium (M) ranking is assigned. Later on, in the boil-off
and core recovery period, higher temperatures may occur, and a high (H) ranking is assigned.

Rewet: The T,,, effect on quench of a segment of clad following an uncovery. This is assigned
low (L) importance during the blowdown cooling and natural circulation periods because there
is little chance of uncovery. During the loop seal clearance period, a medium (M) importance is
assigned because uncovery can occur. Quenching of fuel rods from below will occur in the small
break LOCA transient, so a high (H) value is in order for the boil-off and recovery periods;
inverted annular flow uses the rewet temperature, while dispersed flow film boiling uses the T,,,
value.
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Heat Transfer to a Covered Core: The heat transfer regimes of saturated and subcooled
nucleate boiling, in addition to single-phase convection to liquid. Heat transfer in this region is
good, and the rate of vapor generation is equal to that generated by decay heat in the covered
portion of the core. This process is assigned a medium (M) ranking during blowdown and a
low (L) ranking thereafter.

Two-Phase Mixture Level: The interfacial drag and form losses in the core contribute to the
two-phase level. Flashing also contributes to the void fraction distribution, and is considered a
contributor to the two-phase level. Because the mixture level largely determines the heat
transfer in the uncovered portion of the core, it has a very important effect; therefore, this
process is assigned a high (H) ranking during the loop seal clearing, boil-off, and core recovery
periods. During the blowdown and natural circulation periods the core has yet to uncover, and
this process is assigned a medium (M) ranking.

Radiation Heat Transfer: The surface-to-surface thermal radiation heat transfer in the core.
When the temperatures are low, the radiation heat flux is low and therefore a low (L) ranking is
assigned for the first three periods. A medium (M) ranking is assigned for the boil-off period
(when a prolonged uncovery may occur) and the recovery period.

3-D Flow/Core Natural Circulation: The three-dimensional (3-D) flows within the core as a
result of internal natural convection currents. During the first three periods, the pump
coastdown and the natural circulation through the loops, together with the break, provide a
sufficient driving force on the core flow so that natural circulation internal to the core is not
expected. Therefore, this process is assigned a low (L) ranking for these periods. During the
boil-off period, the flow through the core is more stagnant, and some 3-D recirculation may be

possible. Thus, in this period and in the core recovery peribd this process is assigned a medium
(M) ranking. :

Entrainment/De-entrainment: The axial entrainment of liquid at a quench front and de-
entrainment at higher elevations in the bundle. Since the fuel rods may heat up to an adequate
extent during the boil-off and recovery periods for this process to occur, this process is assigned
a medium (M) ranking for these periods. '

Flow Resistance: The hydraulic restrictions to flow in the core and their effect on the transient.
In a small LOCA flowrates in the core are relatively small compared to steady-state and large
break LOCAs. The hydraulic losses due to frictional drag, form loss, and acceleration are small.
Therefore, this process is assigned a low (L) ranking through the blowdown phase, when the
RCPs are still effective, and for the boil-off and recovery periods, when flow through the core is
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stagnant. This process is assigned a medium (M) ranking for the natural circulation and loop A
seal clearing periods, when relatively small driving forces produce flow through the core that L
affects the fuel rods. »

3-D Power Distribution: The combined radial and axial core power distribution. Initially, this
affects the energy stored in the fuel rods and in the core internal structures. This alone is
expected to have low (L) importance during the blowdown and natural circulation periods [

J¢ Secondly, this
increasingly affects the core internal 3-D circulation, two-phase level, and vapor superheat as
the accident progresses through the loop seal clearing, boil-off, and recovery periods.
Therefore, it is ranked medium (M) during the loop seal clearing and high (H) during boil-off
and recovery phases.

Top Nozzle/Tie Plate CCFL: The Countercurrent Flow Limitations (liquid downflow limited by
vapor upflow) that occur at the top of the core during two-phase conditions. This affects the
ability of liquid to drain by gravity back down into the core region to maintain a well cooled
core as reactor pressure vessel inventory is depleted through the break. This is considered to
have low (L) importance during the small break LOCA blowdown and medium (M) importance _L/
during the subsequent small break LOCA periods, as two-phase flow conditions and core »
uncovery can become manifest. It is expected to become more important during the blowdown,
natural circulation, and loop seal clearing periods [
J¢ Therefore it is ranked low (L*) and
medium (M*) for blowdown, natural circulation, and loop seal clearing periods.

Former Plate Region: The former plate region is included since it contains a potentially
significant source of water (about 25 percent of that residing in the core) and has small drain
holes distributed axial (and radially). The modelling of this volume, in regard to the draining
and refilling processes, may be of greatest (relative) importance during the period after natural
circulation and prior to core recovery. Therefore, it is assigned a medium (M) ranking for the
loop seal clearing and boil-off periods.

1-4-6-3 Upper Head
Initial Fluid Temperature: The upper head initial fluid temperature affects when the upper head

reaches saturation and (thus) acts as a pressurizer. This has importance in large break LOCAs,
due to core stagnation and reverse flow as the liquid flashes; it may also impact smaller breaks.
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The upper head temperature i‘;'established (at steady-state) by the inflow (downcomer-to-upper
head and peripheral upper plenum-to-upper head flows), and the outflow (central upper head-to-
upper plenum flow), and this temperature in turn establishes when the region will flash. |
Depending on the magnitude of the inflow and outflow, the upper head-upper plenum region
hydraulics establishes an initial temperature between the Ty, and Ty, This temperature,
which is compared to plant data, is assigned a medium (M) ranking for blowdown and low (L)
thereafter.

Metal Heat Release: Of somewhat lesser importance, but similar in effect, is the modelling of
the metal mass heat release which will tend to maintain the upper head temperature, as it flashes
and cools.

Draining/Mixture Level: The rate at which the upper head is depleted of liquid, and the void
distribution in the upper head during the draining period. Flashing in the upper head
contributes to the drain rate, and is considered part of this category. This process is ranked
medium (M) during blowdown and natural circulation, when the upper head is expected to retain
some inventory, and is ranked low (L) for the later periods, when this region is nearly or
completely voided.

1-4-6-4 Upper Plenum

Hot Assembly Location: The position of the hot assembly relative to upper head structures. It is
retained on this PIRT because of its important role in large break LOCAs. However, because
small break LOCAs lack a distinct period of strong downflow in blowdown, this item was
considered to have a minor impact on results. Therefore, this is assigned a low (L) ranking for
all periods of the transient. '

Entrainment/De-entrainment: The carry out of droplets from the upper plenum into the hot legs
by the flow of steam above the mixture level. This was assigned a low (L) ranking for the first
three periods, because the two-phase level is generally above the bottom of the hot legs, and/or
steam flowrates from the vessel to the hot legs are low. Most of the liquid is transported into the
hot legs as a low void fraction mixture through natural or forced circulation, rather than by
entrainment in the steam flow. During the boil-off period, this process is assigned a

medium (M) ranking, because the two-phase level is below the bottom of the hot legs and liquid
carryover by drops entrained in the steam is the only mechanism for liquid transport.

Draining/Fallback/CCFL: The draining of upper plenum liquid back into the core through the
upper core plate and fuel assembly top nozzle. This process affects the inventory below the core
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plate and thus the liquid available to cover the hot assembly. This process is assigned a

low (L) ranking during blowdown, as flow through the core remains upward, and large voids in
the core are not expected. A medium (M) ranking is assigned for the natural circulation and
loop seal clearing periods as the core steam production increases while significant liquid
remains in the upper plenum. The process is assigned a medium (M) ranking for the boil-off
period and the recovery period also; while the upper plenum is largely drained for most of these
periods, some residual liquid may be present.

Mixture Level: The prediction of the two-phase level in the upper plenum. Flashing of fluid in
the upper plenum contributes to the void distribution and formation of a level, and thus flashing
is considered a part of this process. Mixture Level is assigned a medium (M) ranking for the
portions of the transient during which the upper plenum mass inventory is substantial enough to
produce a significant mixture region. It is assigned a low (L) ranking when there is little liquid
in the upper plenum.

Horizontal Stratification: The prediction of the horizontal stratified flow in the upper plenum
and in the hot leg. Flashing of fluid in the hot leg and upper plenum early in the transient
contributes to stratification and is considered part of this category. This process allows vapor
from the upper plenum to slip into the SGs. This process is assigned a medium (M) ranking
during the natural circulation and loop seal clearance periods, when the two-phase level is
expected to extend into the hot legs. Horizontal stratification is assigned a low (L) ranking in the
boil-off and recovery periods, when the two-phase level drops below the bottom of the hot legs,
and in the blowdown period when little vapor exists in this region.

Countercurrent Flow & CCFL: The flow in the upper plenum and hot leg refers to the flow of
liquid back into the vessel through the hot leg, and the limitation of this flow by vapor flowing to
the SG. This process is assigned a low (L) ranking during blowdown, as the flow is cocurrent
towards the SG. In the natural circulation and loop seal clearing periods, flow is stratified and
the steam flow from the upper plenum may limit at some location the liquid flow through the hot
legs. Therefore, a high (H) ranking is assigned for these two periods. During the boil-off and
recovery periods, the hot leg is expected to be completely voided, and this process is assigned a
low (L) ranking.

Metal Heat: This contributes to the vapor generated in the upper plenum region. It is assigned
a low (L) ranking for the entire transient.

Hot Leg-Downcomer Gaps: These are the leakage paths that exist between the hot leg nozzles
and upper downcomer region during all operating modes. Physically, these represent the small
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residual radial gaps between.the core barrel hot leg nozzle tips and the reactor vessel hot leg
nozzle inner surfaces. Their presence, by design, allows the upper plenum shroud/core barrel to
be installed and removed. These gaps exist even after differential thermal expansion of the core
barrel, relative to the reactor pressure vessel, has occurred at rated operating conditions. These
gaps can account for as much as 1 percent leakage flow directly from the upper downcomer to
the hot legs during normal operation. These gaps open up as the reactor is shut down and
brought to cold conditions. The radial gap is on the order of 0.1 inches for cold conditions, and
on the order of 0.01 to 0.02 inches for hot operating conditions. The hot leg circumference is
about 94 inches for each leg.

The leakage associated with these gaps can occur during all accident periods; the leakage
direction is controlled by the pressure difference between the upper downcomer and inner region
of the hot leg nozzles. These leakage paths are expected to have a small effect (L) during
blowdown when the system and core flowrates are dominated by other, stronger forces, such as
operation of RCPs, SG heat sink, and break. They are considered to have medium (M)
importance during the natural circulation period as small flowpaths that short circuit flow
otherwise headed to the core region. They are expected to have high (H) importance during the
loop seal clearing period when they provide alternative paths from the upper plenum to the cold
leg break location to vent and relieve some two-phase level depression. Thereafter, they are
considered to have increasingly diminished importance of medium (M) during the boil-off, and
low (L) during the recovery periods.

Condensation: This is not applicable (N/A) during blowdown when the upper plenum is single-
phase liquid. It is ranked low (L) for the other periods.

1-4-6-5 Hot Leg

Entrainment/De-entrainment: The entrainment and de-entrainment of liquid in the hot leg by

steam flowing towards the SG. Since steam velocities are low, significant entrainment is not
expected. Therefore, this process is assigned a low (L) ranking for the entire transient.

1-4-6-6 Pressurizer/Surge Line

Note: This PIRT assumes that the break location is in the cold leg, and is not appropriate for a
stuck open pressure-operated relief valve (PORV) transient.

Metal Heat Release: The stored energy in the pressurizer vessel wall (and possibly the heater
rods as well) may affect the draining of the pressurizer; therefore, this process is ranked medium
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(M) during blowdown. Later in the transient, little heat is transferred to the vapor present at
that time, and the process is ranked low (L). L .

Level Inventory/Level Swell/Flashing: This is the transient level within the pressurizer. Reactor
trip can be initiated on pressurizer level, thus a medium (M) ranking is assigned for the
blowdown period. (A high ranking was not assigned, because reactor trip is generally signaled
on low pressurizer pressure, not level.) Flashing contributes to level swell in the pressurizer and
is considered part of the level swell process. For most transients, the pressurizer drains quickly
and therefore a low (L) ranking is assigned for later periods of the small break LOCA transient.

Phase Separation in Tees: This is the flow split and flow interaction between vapor and liquid
phases at a tee junction. In a conventional PWR, this process applies only to the pressurizer
surge line connection. For a break in the cold leg, the flowrate exclusively exits from the
pressurizer into the hot leg, from where it can flow into the upper plenums; it is single-phase until
the pressurizer drains. Flow back into the pressurizer does not occur. Therefore, this process is
assigned a low (L) ranking for the entire transient.

Surge Line Flow/Flooding: This is the flow into and from the pressurizer surge line. Because

the flowrate out of the surge line into the hot leg is low, high pressure drops through the line and

critical flow are not expected. Because the top of the pressurizer is closed, high steam flowrates L
back into the pressurizer will not occur, and thus flooding in the surge line is not expected.

Therefore, this process is assigned a low (L) ranking for the entire transient.

Entrainment and De-entrainment: This could occur in the surge line if the relative velocity
between phases were high. Because the pressurizer drains slowly in a conventional plant, this
process is assigned a low (L) ranking for all periods of the transient.

Interfacial Heat Transfer: This is ranked as (M) medium during the blowdown period, when
liquid is present in the pressurizer and interphase heat transfer can affect RCS pressure and thus
the break flow. A low (L) ranking is assigned for the following periods of the transient.

1-4-6-7 Steam Generator (SG)

Steam Generator (SG) Asymmetric Behavior/Tube Plugging: This refers to the loop-to-loop

differences caused by slight differences in SGs. Small differences in SG tube plugging can result

in different steam flows through each loop because of the different loop resistances. This causes

different rates of cooldown in the various loops. Because this is a gradual, long-term effect, a

medium (M) ranking is assigned for the entire post-blowdown transient. A low (L) value applies L
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in blowdown due to the negligible loop steam flow. Appendix K studies showed this to be an
important but not dominant effect.

Primary Side Heat Transfer/Condensation in U-tubes: This is the heat transfer processes on the
primary side of the SG tubes. If condensation occurs, it affects the amount of vapor present and
the resistance to flow through the generator. During the blowdown period, the tube heat
transfer from the primary to the secondary system is important and is ranked high (H). It
represents the main mechanism by which the core power is removed from the RCS. The accurate
estimation of this convection heat transfer is important. After the blowdown period concludes,
heat transfer from the primary to the secondary involves condensation. This process is ranked
as medium (M) for natural circulation, when the heat transfer is from primary fluid that is two-
phase. The process is then ranked high (H) because of the effect of condensation in the loop seal
clearance periods, and is ranked as medium (M) in the boil-off period and recovery period, when
the heat transfer is from the secondary to primary.

Noncondensable Gas Effects: The limitation of condensation heat transfer by the presence of a
noncondensable gas such as nitrogen. Since the accumulators are not expected to empty and
release nitrogen into the system, noncondensable gases are not expected to be present in
significant amounts. Therefore, a low (L) ranking is assigned to this process for the entire
transient.

Secondary Side Heat Transfer: The secondary side heat transfer is ranked medium (M) during
blowdown and natural circulation periods. The secondary side is a heat sink during these
periods and its heat transfer performance will be affected by the auxiliary feedwater equipment
available. The direction of heat transfer reverses (i.e., secondary-to-primary) following loop
seal clearance. Consequently, low (L) ranking is assigned for the loop seal clearing, boil-off,
and recovery periods.

Secondary Side Level: The two-phase level on the secondary side of the SG. As long as the
tubes remain covered, the heat transfer coefficient on the secondary side is high (as itis in a
saturated or subcooled nucleate boiling regime). If the secondary side level drops so that tubes
are uncovered, the generator ceases to be an effective sink for heat transfer. This process is
ranked as low (L) during blowdown, when heat transfer is high from primary to secondary.
During natural circulation a medium (M) ranking is assigned, because it is in this period that
heat removal by the SG plays a critical role and the secondary level may collapse or diminish. A
low (L) ranking is assigned in the loop seal clearing, boil-off, and recovery period, as the SG
heat transfer decreases.
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Secondary Side Stratification & Recirculation: The hydraulic behavior of the SG secondary side
during the transient. As the main feedwater trips, flow through the tube bundle is reduced and
the secondary side may stratify. Recirculation affects the heat transfer from/to the tubes. This
process was assigned a low (L) ranking for the blowdown period because the initial level is high,
and heat transfer is from the primary to the secondary. In the natural circulation period,
uncovery of the tube bundle or limitation of the heat transfer on the secondary side could affect
the condensation in the SG tubes. In this period, a medium (M) ranking is assigned. A low
ranking (L) is assigned for the loop seal clearing, boil-off, and core recovery periods.

ADV/SRV Mass Flow & Energy Release: The SG secondary side pressure and liquid level
governs the mass and energy flow out of the secondary side safety relief valves. This process
controls secondary pressure and helps to cool the secondary side. It is assigned a low (L)
ranking during blowdown, while the SGs remain a heat sink. A medium (M) ranking applies in
the natural circulation period, as the secondary side pressure reaches the setpoint pressure and
the generators control primary side pressure. A low (L) ranking is assigned in the latter three
periods, as the SG secondary side cools and less vapor is generated.

Tube Voiding & CCFL: The hydraulic processes on the primary side in the SG tubes that lead to
liquid holdup on the uphill side and voiding at the top of the U-tube. This process is assigned a
low (L) ranking during the blowdown phase, before any void at the top of the U-tubes is expected
to occur. A medium (M) ranking is assigned for the natural circulation period, when the rate of
condensation in the tubes is high. The potential for CCFL in the tubes and the impact of CCFL
predictions on the transient dictate that a high (H) ranking is assigned for the loop seal clearing
period. Once the tubes are completely voided, these processes are no longer important, and a
low (L) rank is assigned.

Multi-tube Behavior: The differences in flow behavior that may occur due to variation in path
length. In a U-tube SG, tubes along the bundle periphery are significantly longer than those
near the center. The potential for multi-tube effects is greatest when condensation is occurring
and the flow is two-phase. Therefore, a low (L) ranking is assigned for the blowdown phase.
When the two-phase pressure drop across tubes of various length varies, a medium (M) ranking
is assigned; this applies to the natural circulation and loop seal clearing periods when there is
SG condensation. A low (L) ranking is assigned to the recovery and boil-off periods because the
tubes are essentially drained.

Primary Flow Resistance: The two-phase pressure drop through the SG. A low (L) ranking is

assigned during blowdown, when flow is single-phase or at most a very low quality. A medium
(M) ranking is assumed in the natural circulation period, as the tubes begin to void. Low (L)
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rankings are assigned in the recovery and boil-off periods, when the SG tubes are filled with
steam. However, the key to allowing the liquid in the core to come to the same level as in the
downcomer is to clear at least one of the loop seals. This can only happen when the pressure
drop in the SGs is small enough, so it is important to correctly predict the pressure in the risers
of the SGs. For this reason the primary side two-phase pressure drop is rated high (H) for the
loop seal clearing part of the transient.

Metal Heat Release: This is included with the SG for completeness but is ranked low (L)
throughout the small break LOCA transient.

1-4-6-8 Pump Suction/Loop Seal Clearance

CCFL: This refers to countercurrent flow limit in the vertical uphill section of piping leading to
the pump. This region is filled with water during the early periods of the transient, and flows
back towards the bottom of the loop seal region as they begin to vent. In the blowdown and
natural circulation periods, this region has little or no vapor flow, so a low (L) ranking is
assigned. A low (L) ranking is also assigned for the loop seal clearance period, the boil-off
period, and the recovery period because CCFL is not the primary phenomenon determining
pump suction leg behavior.

Entrainment/Flow Regime/Interfacial Drag: This refers to the entrainment of liquid from the
stratified layer at the bottom of the horizontal section of loop seal piping, and the carryout of
this liquid from the region. Since stratification does not occur in blowdown, this process is
assigned a low (L) ranking in that period. A low (L) ranking is assigned for the natural
circulation period, when a region may start to stratify, but passes little vapor to the uphill
section of piping. A high (H) ranking is assigned for the lobp seal clearance period when
entrainment and interfacial drag determine the efficacy of clearing. A medium (M) ranking is
assigned for the boil-off period, when a relatively stagnant layer of liquid may rest at the bottom
of the horizontal section. A low (L) ranking applies in the recovery period, because core
recovery is affected little by any loop seal behaviors.

Horizontal Stratification: The prediction of the horizontal stratified flow regime in the loop seal
piping. This allows vapor from the SG to slip through the loop seal to the pump. This process is
assigned a low (L) ranking during the blowdown period when stratification is not expected and a
low (L) ranking for the natural circulation period, when little or no steam slips through.
Horizontal stratification is assigned a high (H) ranking in the loop seal clearance period and a
medium (M) ranking in the boil-off period, when stratification and sweepout of the loop seal
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region is expected. When sweepout is complete, in the recovery phase, this process is ranked low

(L).

Flow Resistance: The single- and two-phase pressure drop through the loop seal region. Since
the flowrates are low in the blowdown and natural circulation periods, a low (L) ranking is
assigned to this process. A medium (M) ranking is assigned in the loop seal clearance period,
and a low (L) ranking is assigned for the boil-off period and the recovery period

Metal Heat Release: This is included with the crossover leg piping for completeness but is
ranked low (L) throughout the small break LOCA transient.

1-4-6-9 Pump

Two-Phase Performance: The pumping efficiency of and the turbulence imparted by the RCP
while the inlet conditions are two-phase. Because this contributes to liquid flow out the break,
and to core cooling, a medium (M) ranking is assigned during the blowdown period. Pump trip
(for both the offsite power available and offsite power not available scenarios) is expected to
occur relatively early in the transient. Therefore, a not-applicable (N/A) ranking is assigned for
the natural circulation, loop seal clearance, and boil-off periods.

Flow Resistance: The hydraulic resistance to flow passing through the pump. During a large
portion of blowdown, the pump is operable, and a low (L) ranking is assigned. During later
periods, the flow resistance through the pump affects flow to the break, and a medium (M)
ranking is assigned for the natural circulation and loop seal clearing periods. Once the boil-off
period begins, velocities are low and the low (L) ranking applies.

Coastdown Performance: The effect the pump has on the flow between the time the pump is
tripped, and the time when impeller completes its coastdown. Coastdown occurs during the
blowdown period, and a medium (M) ranking is assigned. Later periods are assigned a
not-applicable (N/A) ranking because coastdown is complete and the pump acts solely as a
resistance.

Pump Friction/Windage Losses: This determines the speed at which the RCP rotates after power
has been removed. During the periods in which flow through the pump is rated medium, this

process is also ranked medium (M). For the boil-off and recovery periods, it is ranked low (L).

Mixing: Pump mixing is ranked medium (M*) during the blowdown period. This is due to
turbulence induced by flow through reactor coolant impellers following pump coastdown. This
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influence is limited by the short duration of the coastdown, and is ranked not-applicable (N/A) in
later periods.

. Pump CCFL: The limitation of liquid flow back through the pump to the loop seal region by
steam flowing towards the break. In most PWRs the design includes a weir to prevent backflow
through the pump, which limits this process to periods when the level in the cold leg is higher
than the weir height (IP2 has a weir.) Because little or no vapor flows through the pump during
the first two periods, this process is assigned a not-applicable (N/A) ranking for blowdown, and
a low (L) ranking for the natural circulation. In loop seal clearance and during the boil-off and
recovery periods, SI flow may backflow to the pump where it can be restricted by steam flow
through the pump. Therefore in the final three periods, a medium (M) ranking is assigned to this
process.

Metal Heat Release: This is included with the RCP for completeness but is ranked low (L)
throughout the small break LOCA transient.

1-4-6-10 Accumulator

Injection Flowrate: The rate at which liquid is discharged from the accumulator, which depends
upon the cover gas expansion coefficient. Since the accumulator does not inject until the .
recovery period, this process is assigned a not-applicable (N/A) ranking for the first four
periods. A medium (M) ranking is assigned during the recovery period, because for limiting
breaks recovery of the core is expected to occur on pumped SI together with accumulator water.

Line Resistance: The hydraulic resistances to accumulator flow in the check valve and in the
line connecting the accumulator to the cold leg. Since the accumulator does not inject until the
core recovery period, this process is assigned a not-applicable (N/A) ranking for the first four
periods. A low (L) ranking is assigned during the recovery period, because for limiting breaks
recovery of the core is expected to occur with intermittent injection of accumulator water.

Metal Heat Release: This is included with the accumulator for completeness but is ranked
low (L) throughout the small break LOCA transient.

Check Valve Hysteresis: The behavior of the check valves in the accumulator delivery line.
Since the accumulator does not inject until the recovery period, this process is assigned a
not-applicable (N/A) ranking for the first four periods. A low (L) ranking is assigned during the
recovery period because the impact of system repressurization due to fuel rod quenching on
accumulator injection during core recovery is much greater.
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Interfacial Heat Transfer: Although the accumulators are subject to essentially adiabatic
expansion in large LOCAs, where the transient time is short; small break LOCAs occur over
considerably longer duration. The heat transfer is more important between nitrogen and
accumulator tank wall in small break LOCAs, and the gas expansion coefficient may be affected.
Heat transfer between a noncondensable gas and subcooled water may also occur within the
accumulator. Since the accumulator does not inject until the recovery period, this process is
assigned a not-applicable (N/A) ranking for the first four periods. A medium (M) ranking is
assigned during the recovery period because the rate of accumulator injection may be affected.

Nitrogen Effects: The noncondensable gas effect of the accumulator nitrogen once it is released
into the RCS, and to the effects of any dissolved gases in the reactor coolant and/or accumulator
water during a small break LOCA. In small breaks, the accumulators are not expected to empty
to the point at which nitrogen would be injected into the primary system. Because of this a low
(L) ranking is assigned to this effect in the recovery period. Since the accumulator does not
inject until the recovery period and the amount of dissolved gases is small, this effect is assigned
a not-applicable (N/A) ranking for the first four periods.

1-4-6-11 Cold Leg

Water Hammer: This is ranked low (L) during this transient because its effect on the average J
Sflows and temperatures into and out of the cold leg are minor and fleeting. A condensation- et
induced water hammer would occur over a small fraction of a second and not re-occur (if it ever

does) for a relatively long time afterwards. The possible consequences of a condensation-

induced water hammer would not alter the scenarios for the small break LOCA event.

Metal Heat Release: This is included with the cold leg for completeness but is ranked low (L)
throughout the small break LOCA transient.

Condensation (stratified): This is condensation of steam on the stratified layer of water in the
cold leg. Since stratification in the cold leg is not expected to occur in blowdown, a
not-applicable (N/A) ranking is assigned. In the natural circulation the steam flowrates through
the (intact) cold legs are low, as is the SI flow, which limits the amount of condensation; a low
ranking (L) is assigned. The SI flows are higher in the loop seal clearance period, raising the
importance of condensation to a medium (M) ranking. During the boil-off period and the
recovery period, the SI to the cold legs increases because the system pressure is lower, so a high
(H) ranking is assigned because the condensation potential is high.
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Noncondensable Effects: In the cold leg, this refers to the effect that nitrogen has on
condensation in the cold leg. The rankings for this effect generally follow those assigned for
condensation in a stratified regime. That is, a not-applicable (N/A) ranking is assigned for
blowdown because no condensation is expected in this period, and a low (L) ranking is assigned
to this effect for the natural circulation and loop seal clearing periods because there is little
condensation potential. A low (L) ranking is also assigned for the boil-off period and the
recovery period. Accumulator nitrogen injection is not expected to occur, and other sources of
noncondensable gases are small.

Horizontal Stratification: This refers to the prediction of the horizontal stratified flow regime in
the cold leg. This process allows vapor passing through the pumps to slip through the cold legs
and around the top of the downcomer to the break, or through the broken loop pump to the

broken cold leg. Flashing also contributes to void formation and is included in this process.

This process is assigned a low (L) ranking during the blowdown and natural circulation periods,
when the cold legs are expected to remain nearly filled with water. Horizontal stratification is
assigned a high (H) ranking in the loop seal clearance, boil-off, and recovery periods, when the
two-phase level drops in the cold legs and the break uncovers.

Flow Resistance: This refers to the two-phase resistance to flow in the cold leg, which is
partially dependent on reverse flow effects through the inlet nozzle. (This was found to be
important in large break LOCA transients.) A low (L) ranking is assigned for all periods
because the cold leg represents only a small fraction of the total coolant loop flow resistance.

1-4-6-12 Safety Injection

Condensation (jet efficiency): The condensation phenomeﬁa that occurs on and about the stream
of subcooled water injected into the cold leg from the .pumped SI system. The jet is subcooled,
and breakup of the jet can generate a large interfacial area for condensation. This process is
assigned a not-applicable (N/A) ranking in blowdown because the SI system injects into a full
cold leg. In the natural circulation period a low (L) ranking is assigned because the SI flow is
low, and the cold leg has a high level for much of the period. A low (L) ranking is assigned for
the remaining periods, on the basis that even though SI flows are higher and the SI jet can break
up over a longer length since the cold leg is voided, the impact on the overall small break LOCA
transient is minor.
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1-4-6-13 Downcomer/Lower Plenum

Condensation: The condensation that occurs in the downcomer because of SI and accumulator
water reaching the downcomer with some remaining subcooling. This process is assigned a
not-applicable (N/A) ranking in blowdown because the SI system delivers little if any flow, and
the accumulators are not active. In the natural circulation and loop seal clearing periods, a low
(L) ranking is assigned because the SI flow is low, and the flow reaching the downcomer is not
expected to have much remaining subcooling. A low (L) ranking is also assigned for the boil-off
and recovery periods. Even though SI flows are higher and the accumulator may inject, less
condensation will occur in the downcomer than in the cold legs.

Noncondensable Effects: The effect that nitrogen has on condensation in the downcomer. The
rankings for this effect follow those assigned for the noncondensable effect in the cold legs. That
is, a not-applicable (N/A) ranking is assigned for blowdown because no condensation is expected
in this period, and a low (L) ranking is assigned to this effect for the remaining periods.

Flow Resistance: This is ranked low (L) throughout the small break LOCA transient because the
losses in this region are small compared to those of the core, and because velocities are low in
this region.
L
Reactor Pressure Vessel Internals/Vessel Wall Stored Energy: This is the heat release to the
fluid from the downcomer and lower plenum metal structures. Because the system
depressurization is slow in a small break LOCA, most of the metal structures remain covered by
water throughout the transient and the heat release is gradual. Therefore, a low (L) ranking is
assigned to this process for all periods of the transient.

3-D Effects: This refers to multidimensional flow that may occur in the downcomer. This may
be important for breaks closer to intermediate size, in which the downcomer may be partially
depleted during the blowdown period and a non-uniform mixture level may result around the
downcomer. Therefore, a medium (M*) ranking is assigned. The (*) designation indicates that
[

J¢ Later in the transient, a low (L) ranking is
assigned for this process.

Mixture Level/Flashing/Void Fraction: The two-phase level in the downcomer. Flashing may

contribute to voiding in the downcomer during blowdown, and is considered part of the mixture

level process. Mixture Level is assigned a high (H) ranking for the final three periods of the

transient since the downcomer level affects the level in the inner vessel. During the blowdown \\_/
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and natural circulation pefioa.i' downcomer level remains at or above the cold leg elevation, and
a medium (M) ranking is assigned.

Entrainment/De-entrainment: The entrainment of water from the top of the downcomer level by
steam flowing around the downcomer to the break. Because steam flows around the top of the
downcomer are low early in the transient, a low (L) ranking is assigned for the blowdown and
natural circulation periods. A low (L) ranking is assigned for the loop seal clearing, boil-off,
and recovery periods because the downcomer will exhibit a reduced level below the cold leg
elevation.

1-4-6-14 Break

Critical Flow in Complex Geometries: The effect that break shape has on the break flow. For
example, a small break may be assumed to be a uniform circular orifice with given break area or
it could also be a narrow crack of some length to give the same area. This assumed geometry
will affect the break mass flow characteristics throughout the transient. Therefore, a high (H)
ranking is assigned for all periods of the small break LOCA.

Upstream Flow Regime: The effect that the assumed orientation has on the break flow. The
break can occur at the top, bottom, or side of a pipe, and depending on the stratification in the
pipe the upstream conditions influence the break quality. For example, for a break on the
bottom of the pipe, vapor can be pulled through the liquid layer to the break face yielding a
quality greater than zero. A break at the top of the pipe may entrain water from the level lower
in the pipe to the break face yielding a quality less than 1.0. Break locations may be assumed
anywhere in the coolant loops or their attached auxiliary piping. Because the break flowrate
largely determines the system inventory, a high (H) ranking' is assigned to this process for all
periods of the transient.

Noncondensable Effects: The possible effect that nitrogen dissolution may have on critical break
flow. This process is assigned a low (L) ranking for all periods of the transient.

1-4-7 PIRT Review Team
The PIRT Review Team was chartered to review the PIRT (Phenomena Identification and

Ranking Table) developed by Westinghouse for the Best Estimate Small Break Loss-of-Coolant
(LOCA) project. o
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The team was comprised of five members, including a chairperson. Each member is a nationally
recognized expert in one or all of the following fields: thermal/hydraulics, heat transfer and
nuclear power plant safety. The team was chaired by the Consolidated Edison project manager
for the project (Dr. Arthur Ginsberg). The chairperson coordinated the team but had no say in
the rankings of the PIRT.

The team’s objectives were to review an original version of a Westinghouse PIRT and make
specific recommendations on the format in which the PIRT is presented, the ranking of
processes, and the individual rankings of those processes included in the PIRT. The
recommendations assisted Westinghouse in producing the final PIRT for the best estimate small
break LOCA that is presented in this section.

This independent review team was to ensure that the small break LOCA PIRT is presented in a
clear, understandable manner suitable for technical review by the NRC and the Advisory
Committee of Reactor Safeguard (ACRS); it includes all physical processes that occur and are
important in the scenario being considered and provides a reasonable measure of the relative
importance of the processes listed in the PIRT. Unless otherwise noted in Section 1-4-6, the
independent PIRT Review Team’s rankings were adopted in the final PIRT. The report prepared
by the Review Team is included in this document as Attachment A.

1-5 Assessment of WCOBRA/TRAC-MOD?7A, Rev. 1 for Analysis of Highly Ranked Small
Break LOCA Phenomena

Using the Small Break LOCA PIRT High Rank List shown in Table 1-10, the modelling
capability of WCOBRA/TRAC-MOD?7A, Rev. 1, was assessed relative to the small break
phenomena. For each high-ranked small break phenomenon, basic governing phenomena, and
the physical models required to predict the event were identified and compared against the
models in the code. The deficient and/or lacking physical models were identified. The following
section describes the process in which the code assessment was carried out. The results are
summarized in Table 1-11.

1-5-1 Phenomena for which WCOBRA/TRAC-MOD7A, Rev. 1, is Sufficient
1-5-1-1 Fuel Rod
The following fuel rod-related phenomena are sufficiently modelled with the existing code

models used in large break LOCA analysis: oxidation, decay heat, and local power. Both fuel
characteristics and the 10 CFR 50.46 acceptance criteria for PCT and clad oxidation are the
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same independent of the pofstu'l&ted LOCA break scenario. The existing code models for these
phenomena are qualified over the ranges of applicability for small break LOCA events.

1-5-1-2 Core

3-D Power Distribution: Both the axial and radial power distributions in the core are
represented with the same degree of detail in the WCOBRA/TRAC small break LOCA model as
in the NRC-approved large break LOCA methodology. The axial power shape is explicitly
specified to reflect the limiting possible operating condition at the onset of the accident. Radial
peaking is considered based on the core design, with different values for peripheral, average,
and hot assembly locations. The small break LOCA scenarios involve draining of the primary
coolant system by gravity and are much less dynamic and less subject to inertial effects than a
large break LOCA event. Therefore, spatial effects within the core are less than in the large
break LOCAs, and applying the same modelling detail within the core is adequate for the small
break LOCA application.

Rewet/T,,;,: During the blowdown phase of a large break LOCA, CHF followed by rewetting
occurs at a core location due to sudden reversal(s) in the core flow direction. Small break
LOCAs, on the other hand, do not exhibit CHF until top-down core uncovery occurs. A given
elevation uncovers as the core mixture level gradually decreases, and CHF occurs; when the
mixture level increases and recovers that fuel elevation, rewetting occurs. The rewetting
phenomenon is more straightforward in small break LOCA scenarios. The predicted conditions
under which CHF occurs during the small break LOCA event are specified in the same way as in
the large break LOCA model. The large break LOCA-developed rewet model is sufficient for use
in the small break LOCA application. [

]ﬂ,C
1-5-1-3 Upper Plenum
Hot Leg-Downcomer Gap Flow: In the small break LOCA nodalization (Volume 3) additional

detail is provided in the upper plenum/hot leg regions. This permits the nozzle gap(s) to be
modelled [ :
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Countercurrent Flow & CCFL (at Upper Core Plate): These phenomena may occur during the
natural circulation and loop seal clearance phases of a small break LOCA event. The potential
for countercurrent flow is nevertheless much lower than for the case of a large cold leg break,
for which WCOBRA/TRAC-MOD7A, Rev. 1 has been qualified. The existing modelling
capability is judged acceptable for the less dynamic small break LOCA application.

1-5-1-4 Steam Generator (SG)

Primary Flow Resistance (two-Phase AP): The major contributor to the flow resistance is the
calculated liquid level in the tubes, and the associated pressure drop. WCOBRA/TRAC-MOD7A,
Rev. 1, is judged acceptable for calculating the pressure associated with a given liquid content in
either the uphill or downhill side of the SG tubes. See Section 1-5-2-2 regarding prediction of
the amount of liquid present in the SG.

1-5-1-5 Downcomer/Lower Plenum

The following phenomena occurring in the downcomer during a small break LOCA are L
sufficiently modelled with the existing code models used in large break LOCA analysis: mixture

level, flashing, void fraction. The much larger depressurization rate associated with large break

LOCA events leads to a loss of subcooling in the downcomer fluid, and more flashing occurs

than during any small break LOCA scenario. In addition, the downcomer boiling that occurs at

the low pressure associated with a large break LOCA reflood sometimes causes voiding and

mixture level fluctuations beyond what might occur during a small break LOCA. It is judged

that the existing code capability is sufficient for modelling these phenomena during a small

break LOCA event.

1-5-2 Phenomena Requiring Improved Physical Models
The models discussed in this section were determined to be deficient and/or lacking for
prediction of small break LOCA phenomena and/or processes. The models and correlations

contained in WCOBRA/TRAC-SB to provide necessary capabilities are described in detail in the
pertinent sections later in Volume 1.
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1-5-2-1 Core

Post CHF Heat Transfer: Once core uncovery occurs during a small break LOCA, heat transfer
from the fuel rods occurs to single-phase vapor being generated in the covered core region. This
vapor may be flowing at a low velocity, in contrast to large break LOCA transients which are
characterized by high flowrates through the core. The existing WCOBRA/TRAC heat transfer to
single-phase vapor correlation was judged to be inadequate for a situation in which low
Reynolds number flow conditions prevail, possibly including laminar flow during core uncovery
in the channel surrounding the fuel rods. Further, the existing drop-wall contact term in
dispersed flow film boiling heat transfer was also judged to be inadequate for the low flow small
break LOCA scenario.

Mixture Level: Proper prediction of the core mixture level (and by extension of the degree of
core uncovery) is arguably the single most important factor in an accurate calculation of small
break LOCA PCT. While the WCOBRA/TRAC-MOD7A, Rev. 1, vertical flow regime maps and
interfacial drag models remain applicable to the small break LOCA scenario, the sensitivity of
PCT to predicted core mixture level dictates that capability be provided in the code to range the
magnitude of interfacial drag to enable consideration of this parameter in the response surface
used to establish the 95th percentile PCT value.

1-5-2-2 Steam Generator (SG)

Primary Side Heat Transfer (Condensation): Large break LOCA events are characterized by a
rapid depressurization of the primary coolant system, so that the SG secondary sides become
heat sources (rather than heat sinks) early during the transient. In some small break LOCA
scenarios, vapor at a low Reynolds number condenses on a subcooled liquid film on the SG
primary side for an extended time interval; this film is cooled by the secondary side fluid. The
existing WCOBRA/TRAC-MODY7A, Rev. 1, treatment of condensation was judged to be
inadequate for the small break SG U-tube condensation phenomena.

CCFL/Tube Voiding: As condensation occurs in the SG U-tubes during a small break LOCA, a
vapor seal forms at the top of the tubes and the liquid film drains. The liquid in the uphill and
downhill SG risers drains to the hot leg and loop seal, respectively; CCFL is possible at the tube
sheet, in the SG plena, and in the hot leg. Both an improved wall condensation model and the
ability to range the magnitude of vertical interfacial drag are added to WCOBRA/TRAC-
MOD?7A, Rev. 1, to predict these processes and to enable variations to be performed to assess
uncertainties.
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1-5-2-3 Pump Suction Piping/Loop Seal Clearance L/
Entrainment/Flow Regime/Interfacial Drag: The clearing of the loop seal(s) during a small

break LOCA involves a number of processes including stratification in both of the vertical legs

and in the horizontal pipe segment, possible CCFL in the vertical pipe, droplet entrainment in

the vertical and horizontal pipes, and pressure wave propagation. In order to predict loop seal

clearance, a horizontal flow entrainment model must be added to WCOBRA/TRAC-MOD7A,

Rev. 1.

Horizontal Stratification: Both during and after the loop seal(s) clearance, stratification in the
horizontal leg of the pump suction piping is an important factor in predicting the primary system
response to a small break LOCA. A suitable horizontal flow regime map must be added to
WCOBRA/TRAC-MODY7A, Rev. 1, to enable prediction of two-phase flow phenomena in this pipe
segment.

1-5-2-4 Cold Leg

Condensation (stratified): In order to determine whether condensation in the cold legs occurs
upon a stratified vapor/liquid interface, the flow regime must be identified. Therefore, a
horizontal two-phase flow regime map must be added to WCOBRA/TRAC-MOD?7A, Rev. 1, for
the small break LOCA application in conjunction with a suitable model to predict condensation
heat transfer.

Horizontal Stratification: Again, a suitable horizontal flow regime map must be added to
WCOBRA/TRAC-MOD7A, Rev. 1.

1-5-2-5 Break

Critical Flow in Complex Geometries: In large break LOCA events the double-ended rupture of
a primary coolant loop pipe is postulated. Thus, the break geometry is well-defined, as is the
location of the fluid stagnation point at the break plane. Small break LOCA events may occur

" with a variety of break geometries: cracks in the primary coolant pipe, orifice-like openings on a
primary coolant pipe, rupture of an auxiliary pipe attached to the primary loop piping, a crack
in an auxiliary pipe, etc. Thus, the break plane may be some distance from the fluid stagnation
point, and entrance effects may be significant.

Moreover, the large break LOCA transient is rapid, and the transition from subcooled break
flow to two-phase flow is rapid also. For some small break LOCAs the break flow may be L
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minimally subcooled, or even s}tperheated liquid for an extended period. Therefore, an accurate
computation of the transition from subcooled to two-phase break flow is needed for a variety of
break configurations. It is judged that the existing break flow modelling in WCOBRA/TRAC-
MOD?7A, Rev. 1, is inadequate for this purpose.

Upstream Flow Regime: The dynamics of a large break LOCA makes the assuniption ofa
homogeneous flow condition in the primary coolant pipe upstream of the break location
reasonable. This is not necessarily true for small break LOCAs; the break orientation and
geometry postulated can greatly affect the break flow if a stratified flow condition exists in the
primary coolant pipe. When the primary fluid is stratified, liquid entrainment phenomena may
become important for certain break locations. The existing break flow modelling capability of
WCOBRA/TRAC-MOD7A, Rev. 1 is judged inadequate to predict these potentially important
small break LOCA processes.

1-6 Survey and Evaluation of Models for Small Break Best Estimate LOCA

The previous section identified physical models in WCOBRA/TRAC-MOD7A, Rev. 1, that need to
be improved for the small break LOCA application. Physical models that address these high-
ranked physical phenomena identified in the PIRT must be identified, evaluated, implemented in
the WCOBRA/TRAC-SB code version, and validated against available experimental data.

This subsection reports the results of an extensive survey and evaluation process in which
physical models and experimental test data bases were sought to address the highly ranked PIRT
phenomena for models beyond those in the WCOBRA/TRAC code version licensed for best
estimate large break LOCA analysis.

The following high ranked PIRT phenomena from the previous section are addressed in this
subsection:

Break Flow Associated with Subcooled Liquid Upstream Conditions
Influence of Upstream Flow Regime on Break Flow

Wall Condensation -

Loop Seal Clearing

Mixture Level Swell in Reactor Vessel

Core Heat Transfer

NV NN
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1-6-1 Break Flow Associated with Subcooled Liquid Upstream Conditions

In a small break LOCA (SBLOCA) event, especially with the break occurring in the limiting
location of a cold leg, the break flow is critical and subcooled (or low quality) early in the
transient until loop seal clearing occurs. Critical break flow is high ranked in the SBLOCA
PIRT and an accurate prediction of subcooled critical flow beyond widely used correlations such
as Henry-Fauske (1971) requires knowledge of nucleation delay (associated with void formation)
and void propagation through the break flow path. There are several models found in the
literature that claim improved accuracy with respect to the critical flow associated with
subcooled liquid upstream conditions. This improvement is gained through the use of a void
propagation solution in the flow channel or path coupled with some form of model that accounts
for nucleation delay and non-equilibrium effects associated with the flashing of the superheated
liquid. Models addressing these features are referred to as Homogeneous Non-Equilibrium
Models and are due to multiple investigations (Amos and Schrock, 1983; Lee and Schrock, 1990;
Downar-Zapolski et al., 1996; Shin and Jones, 1993; Blinkov et al., 1993; and Seynhaeve et al.,
1976). The Homogeneous Non-Equilibrium Models developed from the above investigations are
described and evaluated below.

Major assumptions for Homogeneous Non-Equilibrium Models:

L Homogeneous (i.e. equal phasic velocity): The use of slip was popular in equilibrium
models such as the Moody model to account for non-equilibrium effects. But, slip
(although certainly present) is generally thought to play a minor role in critical flows.

2. Non-equilibrium (thermal non-equilibrium): The liquid phase may be subcooled,
saturated, or superheated. Therefore, the liquid properties are functions of pressure and
liquid temperature. The vapor phase is always saturated at the local pressure.

3. Nucleation delay

. Amos and Schrock use a modified form of the Alamgir-Lienhard (1981) flashing
inception criterion. Lee and Schrock use the flashing inception model based on
cavity flooding.

. Downar-Zapolski et al. lacks an explicit nucleation delay model. The use of a
relaxation parameter acts to limit the heat transfer coefficient to superheated
liquid and delay significant voiding; this is equivalent to a nucleation delay
model.

0:\4384-non\sec1.wpd-032803 1-54



. Shin and Jones proposed a model for continuous nucleation for void development
upstream of the throat based upon the surface cavity nucleation model.

4. Relaxation after flashing

. Amos and Schrock, and Lee and Schrock both rely on an exponential relaxation of
liquid superheat. This causes an increase in the quality and also results in a
sound velocity consistent with Kroeger's (1978) result.

. Downar-Zapolski et al. uses a relaxation parameter that is a function of void
Jraction and pressure. This acts as a delay in reaching the equilibrium quality
and the vaporization is proportional to the difference between the actual and
equilibrium quality.

. Shin and Jones, and Blinkov et al. use the bubble transport equation to calculate
the local interfacial area that will define the amount of heat transfer from the
superheated liquid to the vapor, resulting in a proper relaxation of flashing.

Homogeneous Non-Equilibrium Model

With the above stated assumptions, the usual homogeneous form of the standard governing
equations (i.e. the mixture mass/momentum/energy equations) are required along with an
additional equation specifying the liquid superheat/vapor generation rate. This equation
describes the interfacial heat transfer either explicitly or implicitly. When subcooled liquid
exists, this equation simply specifies that there is no phase transition.

The liquid phase experiences two competing effects as it flows along the channel toward the
break: superheating and de-superheating. The liquid phase becomes superheated as the
pressure decreases along the flow channel. On the other hand, de-superheating of the liquid
occurs due to the flashing. The flashing behavior is prescribed in Amos and Shrock, and Lee
and Schrock’s methods.

Amos and Shrock specified the liquid superheat assuming an exponential decay of the pressure
undershoot needed to begin flashing,

APﬂ=P 'P-

sat
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Lee and Schrock further refined and replaced AP, with a cavity nucleation model. However, the
flashing behavior following the inception is identical to Amos and Shrock. JJ
The Homogeneous Relaxation Model suggested by Downar-Zapolski et al. explicitly specified the

vapor generation rate with a relaxation model that actually is equivalent to using a correlation

for the heat transfer coefficient for the superheated liquid to the vapor. It is interesting to note

that the predicted mass flux by these models are equally close to the experimental data, [

]1(‘
Therefore, the Downar-Zapolski model is selected for use in WCOBRA/TRAC-SB.

1-6-2 Effect of Upstream Flow Regime on Break Flow - Onset of Entrainment from Stratified
Flow in Horizontal Pipes into Top (Vertical Up), Bottom (Vertical Down) and Side (Horizontal)
Off-take Orientations of Break Flow

During a SBLOCA event, flow in horizontal sections of the main reactor coolant piping will
eventually become two-phase and stratify. A stratified flow regime near or upstream of the
break may lead to liquid entrainment into the break flow, depending upon local characteristics
such as the velocity of the gas phase near the break and the height of liquid in the pipe relative to
the break elevation.

L

Literature Survey Results

Much of the theoretical work found on this subject was developed from civil and chemical
industry work associated with entrainment from large reservoirs or tanks into small outlet pipes
or orifices of various orientations such as vertical-up, horizontal, and vertical-down
orientations. It should be noted that much of the work on vertical-up and horizontal offtake
orientations seems to be "borrowed" from work with vertical downflow (i.e. draining)
orientation preformed by Lubin and Springer (1967).

The nuclear industry has built upon or applied this work developed for large reservoirs with
small offtakes to include small breaks associated with reactor coolant piping. Zuber (1982)
provides a good discussion on entrainment for SBLOCAs and pointed out the need for more
work in this area nearly twenty years ago. While not significantly furthering the fundamental or
theoretical development of entrainment correlations, the nuclear industry has largely extended
the experimental database for entrainment.
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Nearly all of the entrainment onset correlations found in the literature were developed from
stratified, potential flow, Bernoulli-type solutions. In these correlations, the dominant forces are
inertia and gravity. Viscous and surface tension forces are neglected. ' Nonetheless, the Froude
number (ratio of inertia to gravity forces) form of liquid entrainment onset correlations seem to
do reasonably well even though effects such as those represented in the Reynolds number (Re),
Weber number (We), and Euler number (Eu) are not specifically included.

From the literature survey, several liquid entrainment onset correlations for top and side offtake
orientations were identified and are discussed below. A brief discussion of the general form of
most of the correlations is first presented along with more specific forms for side and top offtake
orientations. Several issues regardingv this gene.ral form of lz"quid entrainment onset correlation
are then discussed and a few examples of refinements to the general form of the liquid
entrainment onset correlation are presented.

Liquid Entrainment Onset Correlations
General Form of Entrainment Onset Correlations

The general form of most entrainment onset correlations found in the literature is as follows:

05

c
2| =¢ [Z—”] (1-6-1)
pl - pg d

The key elements of this correlation form consist of the Froude number (Fr), density ratio (p/4p),
and a geometric ratio (z/d) of entrainment onset height (z) to offtake diameter (d). The
coefficient C, and exponent C, are functions of the orientation and geometry of the offtake.

Side Offtake Orientation

Craya (1949) developed a theoretical onset of liquid entrainment for discharge from a side
offtake neglecting viscosity and surface tension effects. Craya’s theoretical result was obtained
by treating the offtake as a potential flow point sink. From this he arrived at onset correlations
for orifice-type offtakes and slot-type offtakes as follows:

05

p 25
Frg ;—-87 = [—Zdi:| for orifice (1-6-2)
17 Fyg
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0 15
F 7, ﬁ =C, I:ﬁ’-] for slot (1-6-3) L/
1~ Fg

Note that the form is similar for orifice and slot, however, the exponents for the geometric ratio
(z/d) are 2.5 and 1.5 respectively.

Top Offtake Orientation

Rouse, 1956 (ref. 18) developed a correlation for onset of liquid entrainment for top offtake
configurations as follows:

P 2
Fr|——| = CI[Z_"} (1-6-4)
pl - pg

It is important to note here that the exponent for the geometric ratio is 2.0, which is different

from those obtained by Craya for side offtake orientations. Ardron and Bryce (1990) provide a

summary of exponents and coefficients recommended for use in Froude number type correlations L
in the open literature. )

Issues with General Correlation Form for Entrainment

While it appears from several data sets that the general correlation form for entrainment onset
provides reasonable agreement or representation, there is room for improvement in several
areas:

1. Viscous effects are neglected. Interfacial shear stress between the gas and liquid phases
would be expected to play some role in liquid entrainment such as found in the work of
Ishii and Grolmes (1975). However, there is no viscosity term or viscosity-related

non-dimensional parameter in the general correlation.

2. Liquid surface tension and intermolecular force effects are neglected. It is expected that
surface tension is important in resisting the onset of entrainment. Intermolecular liquid
forces are probably involved in a liquid siphoning-type effect that is seen in experiments

once entrainment onset is reached.
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3. The offtake branch, orifice, or slot is treated in most cases (with the exception of the work
by Soliman and Sims [1992]) as a point sink. This treatment may be appropriate for
very large tanks or reservoirs with relatively small diameter offtakes, but may not be so
good for reactor coolant piping connected to a break path.

4. The potential flow solution treatment such as that of Craya and others neglects liquid
velocity in liquid phase streamlines and even neglects the very presence of the liquid
phase itself in obtaining a potential flow solution for the flowing gas field. Again,
neglecting liquid velocity in large reservoirs or tanks may be reasonable, but it would be
a more difficult case to make for reactor coolant piping connected to a breakflow path.

A liquid entrainment correlation using a more realistic potential flow, Bernoulli type solution
which addresses the concerns outlined earlier (i.e. viscosity, surface tension, etc.) has not been
developed and correlated against data sets. Therefore, [

%
1-6-3 Wall Condensation

During a small break LOCA event, an active steam generator will typically experience
condensation during two-phase natural circulation and also after natural circulation ceases.
This phenomena is characterized by steam, generated in the reactor core, flowing into the steam
generator tubes via the hot leg where it condenses on the walls of the steam generator tubes.
Steam which condenses on the downhill side of the generator flows down into the cold leg loop
seal. After natural circulation ceases, liquid condensate formed on the uphill side of the
generator subsequently flows countercurrently down the tubes toward the hot leg and back to the
reactor vessel. Although this phenomena is a noteworthy energy removal mechanism, this reflux
condensation is more significant with respect to potential liquid hold up in the steam generator
which can influence core mixture level before the loop seal clearing has occurred. Reflux
condensation phenomena can be unsteady and is prone to instability (see Banerjee et al., 1983)
and even CCFL if the steam velocity is sufficient. This can have significant impact on RCS
pressure, decay heat removal, and influence the timing of loop seal clearing. The condensation
phenomenon is rated high in the PWR SBLOCA PIRT until the steam generator ceases being a
heat sink, which occurs when primary system pressure is reduced below secondary side pressure.
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Literature Survey Results

The majority of condensation-related work found in the journals addresses condensation on flat L
plates, external surfaces of pipes and tube banks, and condensation in heat pipes. The modest
quantity of work related to condensation heat transfer inside pipes is largely devoted to
co-current flow situations. Countercurrent flow situations such as in reflux condensation,
especially in the context of steam generator applications, is a very limited subset of this body of
work.

Nearly all of condensation heat transfer correlations for vertical flow situations found in the

literature are applicable to and developed from cocurrent flow. In these types of correlations,

the interfacial shear stress associated with cocurrent flow tends to thin and perturb the liquid

film layer that is found to enhance condensation heat transfer. The opposite is true for

countercurrent flow situations such as reflux condensation; that is, the vapor flow tends to

thicken the film layer along the pipe wall which is found to degrade condensation heat transfer.
Condensation heat transfer correlations developed strictly for cocurrent flow therefore do not

tend have an appropriate physical form. Recognizing this, where cocurrent correlations are

applied to countercurrent situations, multiplying factors are sometimes applied to cocurrent

correlations in an attempt to account for degrading effects.

From the literature survey, several condensation heat transfer correlations were identified and L
two of the most significant are discussed below. The first is the Shah (1979) correlation which
has been developed primarily for cocurrent flow situations. Although not strictly suited for
reflux condensation, it represents much of the work in the area of cocurrent flow condensation
and may be applied to countercurrent if appropriately used. The second correlation was
developed under an EPRI (Tien et al., 1988) program and represents the best available
correlation form for reflux condensation heat transfer to date.

Condensation Heat Transfer Correlations

Shah Correlation

The Shah (1979) correlation is a general purpose-type correlation developed from a large data
set for film condensation heat transfer in vertical and horizontal pipes. The form of the Shah
correlation is that of a multiplier to the liquid phase beat transfer coefficient H,, where H, is the

well-known Dittus-Boelter heat transfer coefficient calculated assuming all mass in the pipe is
Sflowing as liquid.

0:\4384-non\secl.wpd-032803 1-60



The Shah correlation is a function of H, (which is a function of Re,), Pr, quality (x), thermal
conductivity of liquid (k,), and pipe diameter (d). It covers a wide range of condensation heat
transfer data in a reasonable fashion for cocurrent flow situations of various pipe orientations.

A drawback, however, exists in using this type of correlation for countercurrent flow situations;
for quasi-steady conditions, the net massflow in the pipe experiencing reflux condensation is ~0.
Therefore, Re, is ~0 as well, and this results in condensation heat transfer ~0 which is certainly

not the case for reflux condensation. Therefore, to use this correlation for countercurrent flow,

consider liquid massflow alone in the pipe or steam massflow alone in the pipe.

EPRI Correlation

The general EPRI correlation for local condensation heat transfer in tubes applicable to both
cocurrent and countercurrent situations is of the following form:

R4 pr3o pr3 2
Nu,=||031Re, "+ —=— | + 7 (1-6-5)
2.37x10 7716

The first term on the right hand side of the correlation represents wavy-laminar film
condensation. The second term represents turbulent film condensation. The third term
represents the influence of interfacial shear stress on film condensation heat transfer. Reynolds
number (Re,) refers to local conditions. To handle counter current vertical flow such as in reflux
condensation, an expression for shear stress 1, for turbulent vapor flow is used.

The shear stress model is rather simple. It does not handle the difference or slip between the gas
and liquid phases, and the momentum flux effect is not included.

The above local heat transfer correlation is applicable to reflux condensation heat transfer up to
the point of flooding.

The EPRI general correlation appears to have an appropriate physical formulation vertical film
condensation heat transfer in countercurrent annular-type flow regimes. The correlation
combines condensation heat transfer results from laminar-wavy and turbulent regimes and
includes an interfacial shear stress term to account for condensate film thickening associated
with countercurrent flow. [
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1-6-4 Loop Seal Clearing

For conventional PWR plants, loop seal clearing is very important during a SBLOCA event,
particularly when the break occurs in the limiting cold leg break location. The phenomenon is
characterized as a liquid plug being blown out or expelled from the U-bend section of cold leg
piping on the suction side of the reactor coolant pump, as described by Tuomisto and Kajanto
(1980). The liquid plug is expelled by steam trying to vent through to the break. Loop seal
clearing is a very complex phenomenon involving slug motion, CCFL, and liquid entrainment. Its
onset or timing is important from a code modeling and transient standpoint as it allows further
depressurization of the primary system to allow significant safety injection. Once loop seal
clearing initiates, it is a rapid process that usually results in most of the liquid plug being blown
out of the loop seal, although sometimes it may take several clearing cycles to expel most of the
liquid.

Loop seal clearing can be divided into three regimes:

1. Slug/Oscillatory Regime
2. Wave Instability and Vertical CCFL Regime
3. Droplet entrainment and Vertical CCFL Regime

Slug/Oscillatory Regime

When gas velocities are reduced below the CCFL in the vertical pipe, water pushed into the
vertical leg of the loop seal collects there and can fall back. This leads to a low void fraction,
chaotic regime in which there is much scatter in the measured void fraction at constant gas flow.
Hysteresis is also observed in this regime with variations in residual water level. This hysteresis
is causes by U-tube type oscillations, which are the result of intermittent holdup and fallback in
the vertical leg as the flow regime changes from slug to churn-turbulent.

Wave Instability and Vertical CCFL Regime
In this regime, the water level in the horizontal leg of the loop seal is governed by the stability of

the waves on the stratified interface. If these waves grow, they could span the pipe and cause a
slug of water to be pushed into the downstream vertical leg. The water level or void fraction at
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the onset of wave instability was characterized by Taitel and ‘Dukler (1975) as a function of pipe
geometry.

If the gas flow in the downstream vertical leg still exceeds the flooding limit, then any water
pushed into the vertical leg by wave oscillations will be ejected from the loop seal. The CCFL
limit line is based upon the critical velocity for liquid hold up developed for large diameter pipes
(Pushkina and Sorokin, 1969) as flooding correlations developed for small pipes, such as the
well known Wallis-type correlation, are not appropriate:

Note that this correlation is not dependent upon physical scale (ie. Pipe diameter) and thus
should be applicable to a full scale loop seal.

Droplet Entainment and Vertical CCFL Regime

Ishii and Grolmes describe entrainment in horizontal cocurrent flow as the stripping of drops
from the top of waves. Although they describe four mechanisms, the shearing off of the top of roll
waves by turbulent gas flow is what is expected to be significant for loop seal clearing. Ishii and
Grolmes state that this mechanism is valid for liquid Re>160 in horizontal cocurrent flow and
Jor roll wave entrainment they provide two correlations based upon Re.

As droplets are entrained into the downstream vertical leg of the loop seal they are ejected out of
the loop seal if the gas flow exceeds CCFL in the vertical section of pipe. The measured
collapsed liquid level in the horizontal section of the UPTF loop seal test [

y
1-6-5 Mixture Level Swell in Reactor Vessel

During a SBLOCA, voiding occurs due to flashing and boiling in the core. A two-phase mixture
level is formed and the difference between the two-phase mixture level and the collapsed liquid
level, divided by the collapsed level, is defined as the mixture level swell (S).

The mixture level swell is a function of several processes but largely depends upon interfacial -

shear stress between the liquid and vapor phases. Hardy and Richter (1986) provide a good
discussion on the various processes involved with two-phase level swell during a small break.
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Prediction and tracking of the mixture level is important in calculation of peak clad temperature
as heat transfer above the mixture level is controlled by convection and thermal radiation to
steam (i.e dryout). Accurate prediction of two-phase mixture level swell requires detailed
nodalization in the vessel along with good prediction of void fraction distribution and interfacial
drag. The WCOBRA/TRAC-MOD7A, Rev. 1 vertical flow regime map continues to be used in
WCOBRA/TRAC-SB. However, capability to vary the code-predicted interfacial drag by the use
of multiplier is provided to enable response surface sensitivity studies to be performed.

1-6-6 Core Heat Transfer

SBLOCA transients include a core boiloff and recovery period. During the boiloff period, fuel
rods above the core mixture level are cooled by low Re (laminar-turbulent) steam flow by
convection and thermal radiation. These heat transfer processes occur in single phase vapor
and dispersed droplet regimes. Therefore, the important core heat transfer processes involve:

. Convection and thermal radiation in a single phase vapor (SPV) regime.
. Droplet -wall contact heat transfer in a dispersed flow film boiling regime (DFFB).

Correlations

SPV Regime

Core heat transfer in the SPV regime can select from several correlations including
Dittus-Boelter (1930) and Wong-Hochreiter (1981). The WCOBRA/TRAC-SB logic is
programmed to select the most appropriate value, as a funqtion of Re.

DFFB Regime

Core heat transfer in the DFFB regime can select from correlations such as Forslund and
Rohsenow (1968) and Forslund and Rohsenow as modified by Bajorek and Young (1998).

Because the Forslund and Rohsenow direct wall contact correlation lacks a Re dependence,
which can cause the direct contact heat transfer to be overpredicted at low Re, the Bajorek and
Young correlation is selected for use in WCOBRA/TRAC-SB.
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1-7 Conclusions

The three elements and 14 steps of the CSAU methodology are applied to. generate a small break
LOCA best estimate methodology.

Of particular note, the small break LOCA PIRT identifies several major processes that have an
important effect on small break transients. Uncertainty in the prediction of these phenomena
and the propagation of uncertainties in the models must be accounted for in full-scale PWR
calculations.

The highly ranked processes can be summarized into several overall éategories. This helps to
identify the models and correlations that are likely to contribute to the propagation of
uncertainty in a small break calculation at reactor scale. The major small break processes
include: break flow, mixture level horizontal flow regime, loop seal clearance, core/fuel rod
modelling, SG hydraulics, and condensation heat transfer .

From these overall processes, the affected models and correlations (or in some cases input
assumptions) are identified. Appropriate new models selected from the literature have been.
added to the WCOBRA/TRAC-SB code version to predict small break LOCA phenomena and
processes that have been judged inadequately represented by WCOBRA/TRAC-MOD?7A, Rev. 1.
Both these new models and the existing code models are described in the succeeding sections of
Volume 1. In the best estimate methodology, either the potential impact on the small break
LOCA transient is bounded, or the various models ranged to obtain the uncertainty as described
in Volume 4.

The separate effects and integral effects experiments used 10 validate code performance and to
determine model uncertainties are identified. These simulations define a WCOBRA/TRAC-SB
PWR nodalization scheme that allows for the prediction of the small break LOCA processes.

A statistical framework, similar to the large break methodology, is presented. Models are split
into “global” & “local” effects categories. The WCOBRA/TRAC and local sampling
calculations are used to develop a PCT equation for the plant, which is sampled in a Monte
Carlo calculation to determine the distribution of each PCT. From this distribution, the PCT at
a high probability is identified.
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Validation Tests for High Ranking Small Break Phenomena

Table 1-1

C
0
S u
t n
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a H e
t 0 r
i r C
f i C 0
i 4 u r
e r (4
d S r
M t e H
i C r n e
X o a t a
B t n t !
r u d i F L
e r e f ) F o T
a e n i 0 u 0 r
k 7 s c w e )4 a
L a a & l n
F e t t C S s
1 v i i c R e f
0 e 0 o F 0 a e
w A n n L d 1l r
ORNL X x
G-1 Core Uncovery X
GE Vessel Blowdown x
TPFL Critical Flow X
Sozzi-Sutherland x
Marviken x
Amos and Schrock X
INEL Single Tube Tests x
UPTF Loop Seal Tests x x
Lim and Bankoff x x
Taitel-Dukler Regime Map x
LOFT X X X X x X x
Semiscale X X X X X X X
ROSA X X X X x X X
1-71
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Range of Parameter Determination

Table 1-2

Key Process

Models & Correlations

Experimental Data for
Determination of Uncertainty
Range & Distribution

Break Flow

Critical Break Flow

TPFL Critical Flow Tests
Sozzi-Sutherland
Marviken

Amos and Schrock

Mixture Level

Vertical Interfacial Drag | ORNL
G-1 Core Uncovery
GE Vessel Blowdown

Loop Seal Clearance

Lateral Interfacial Drag,
Vertical Interfacial Drag

UPTF Loop Seal Tests,
Horizontal Flow Regime Maps

Stratified Condensation

Interfacial Heat Transfer

Lim and Bankoff

Horizontal Flow Regimes

Lateral Interfacial Drag

Lim and Bankoff
Horizontal Flow Regime Maps

Steam Generator Hydraulics

Vertical Interfacial Drag

Semiscale

Fuel Rod Models Various Correlations Correlation Data Bases
Table 1-3
Plant Configuration Parameters
Uncertainty
Parameter Why Considered Treatment
[
]a.c
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Table 1-4 :
Power Distribution Parameters

" Parameter Why Considered Uncertainty
Treatment
[
]a,c
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Table 1-5
Initial Condition Parameters

Uncertainty
Parameter Why Considered Treatment

]a.c

0:\4384-non\sec1.wpd-032803 1-74



Table 1-6
RCS Boundary Condition Parameters

Uncertainty
Parameter Why Considered Treatment

]*

0:\4384-non\sec1.wpd-032803 1-75



Table 1-7
Local Model Variation in "HOTSPOT-SB"'

Uncertainty
" Range &
Distribution
Determined
From
Key Process or Comparisons
Parameter Model or Input Range to/Basis

*
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Table 1-8

Existing PIRT Studies for LOCA Analysis

Accident

Plant T ype

Authors

Comments

1 LBLOCA

Wd4-Loop

CSAUTPG

Two ranking tables were included, one by
the TPG group which ranked only the most
important processes, and a second

| produced by a group of experts at INEL

that ranked all of the large break processes
on the list on a 1 to 10 basis.

2 | SBLOCA

B&W

INEL

A small break PIRT for a B&W unit was
developed in support of a CSAU type of
analysis performed for that type of unit.
While addressing small LOCA
phenomena, the vent valves in a B&W plant
and candy cane hot legs cause the transient
to be drastically different from that in a
Westinghouse plant. Therefore, this
phenomena listed from this PIRT are only
marginal useful in consideration of a
Westinghouse PWR.

3 LBLOCA

W3, 4-Loop
and AP600

Westinghouse

PIRTs were developed for large break in
conventional PWRs and the AP600. In
general, the rankings agreed with those
Jfrom CSAU.

SBLOCA

AP600

NRC

The NRC (with INEL) produced a PIRT for
the AP600 small LOCA transient,
considering 5 different phases of the
transient. This PIRT provides a good list
of applicable SB phenomena to be ranked,
but the AP600 lacks a loop seal. This PIRT
is further complicated by AP600 design
features like the ADS, CMT & PRHR.

Thus, many of the phenomena may occur in
a conventional PWR, but the rankings are
different for AP600.

5 SBLOCA

AP600

Westinghouse

Agrees with the NRC PIRT for the most
part, but considers 4 periods in the
transient. In some cases the W PIRT is
more detailed than the NRC table. SB
phenomena are listed, but rankings are
specific to the AP600 design.

6 | LBLOCA

AP600

Los Alamos

Develops a PIRT for AP600 LBLOCA, and
provides a comprehensive and detailed
discussion of the phenomena and process.
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Table 1-9
PIRT for Small Break Processes - Generic Three- and Four-Loop

Process BLD | NC | LSC | BO REC

FUEL ROD

Stored Energy (KF, KB) L*

™~
o~

Oxidation (RX)

ey
*
>
*

Decay Heat

Gap Conductance (HG)

[l T IR B ST N o

L

L L

H H

Local Power (Local Peaking) M M
L L

L L

R~
SO S~ e

Clad Deformation (Burst Strain)

CORE

3-D Power Distribution L* L*

DNB

Post-CHF Heat Transfer

Rewet/T

min

Heat Transfer To Covered Core

Radiation Heat Transfer

Mixture Level

3-D Flow/Core Natural Circulation

Entrainment/Deentrainment

~ldleiR IR I
R (v [ R ]
Tl | IRIRINIR

Flow resistance

S
3
5

Top Nozzle/Tie Plate CCFL

S S Al S I S S O B B T
SR IRIR (IR~

t~
h
N

Former Plate Region

UPPER HEAD

Metal Heat Release L L L

o~
o~

X
<
b~

Draining/Mixture Level

Initial Fluid Temperature M L L L L

Note: [ Jjee
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Table 1-9 (Cont’d)

PIRT for Small Break Processes - Generic Three- and Four-Loop

Process BLD | NC | LSC | BO | REC
UPPER PLENUM |
Metal Heat Release L L L
Hot Assembly Location L* L L
Entrainment/Deentrainment L* M L
Draining/Fallback/CCFL L* M* | M* M M
Mixture Level M M M L L
" Hot Leg-Downcomer Gap Flow L M H M L
* Condensation o N/A L L L L
Horizontal Stratification M| M| L L
Phase separation in tee at Pres&urizer L L | L L
Counter-current Flow & CCFL H H L L
PRESSURIZER/SURGE LINE (CL Break)
Metal Heat Release ( including PZR Héater) M L L L L
Level Swell/Flashing | M L L L L
Surge Line Flow/Flooding L L L L L
Entrainment/De-entrainment L L L L L
Interface Heat Transfer M L L L L
STEAM GENERATOR |
SG Asymmetric behavior/tube plugging L | M M M M
Primary side heat transfer (Condensation in M H M M
U-tubes)
Noncondensable gas effects L L
Secondary side heat transfer -M
Note: [ i
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Table 1-9 (Cont’d)

PIRT for Small Break Processes - Generic Three- and Four-Loop

Process BLD | NC | LSC | BO | REC
Secondary side level L M L L L
Secondary side stratification & recirculation L M L L L
ADV/SRV Mass Flow & Energy Release L M L L L
Tube voiding/CCFL L M H L L
Multi-tube behavior L M M L L
Primary Flow Resistance (Two-Phase AP) L M H L L
Metal Heat Release L L L L L
PUMP SUCTION PIPING/LOOP SEAL CLEARANCE
Horizontal Stratification L L H M L
CCFL L L L L L
Entrainment/Flow Regime/Interfacial Drag L L H M L
Flow Resistance L L M L L
Metal Heat Release L L L L L
PUMP
Mixing M* | NNA| NNA | NA | NA
Two-Phase Performance M* | NNMA | NNA | NNA| NA
Flow Resistance L M M L L
Coastdown Performance M* | NJA | NJA | NA NA
Pump CCFL N/A L M
Pump Friction/Windage Losses M M M L L
Metal Heat Release L L L
ACCUMULATOR
Metal Heat Release L L L L L
Note: [ J*e
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Table 1-9 (Cont’d)
PIRT for Small Break Processes - Generic Three- and Four-Loop

| Process BLD | NC | LSC | BO | REC
Check Valve Hysteresis - NA | NJMA | NJA | NA L*
Injection Flowrate | N/A | NNA | N/A | NA M*
Line Resistance N/A | NNJA | NNA | NA L*
Nitrogen Effects (includes dissolved) N/A | NNA | NJAA | NA L*
Interfacial Heat Transfer o NA | Na | NA | NA | m*
COLD LEG -
Water Hammer L L L L L
Condensation (stratified) N/A L M H H
NonCondensable Effects N/A L L L L
Horizontal Stratification/Flow Regime L H H H
Flow Resistance L L L L
Metal Heat Release L L L L
SAFETY INJECTION
Condensation .N/A L L L L
DOWNCOMER/LOWER PLENUM
Condensation | N/A L L L L
NonCondensable Effects N/A
RPYV Internals/Vessel Wall Stored Energy Heat L
Release
3-D Effects M* L L L L
Mixture Level/Flashing/Void Fraction M H H H
Entrainment/De-entrainment L L L L L
Flow Resistance L L L L
Note: [ Jee
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Table 1-9 (Cont’d)
PIRT for Small Break Processes - Generic Three- and Four-Loop

Process BLD | NC | LSC | BO | REC
BREAK
Critical Flow In Complex Geometries H H H H H
Upstream Flow Regime H H H H
NonCondensable Effects L L L L L
HOT LEG
Entrainment/Deentrainment L L L L L
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Table 1-10

PIRT Processes with at Least One "H" Ranking

Process BLD | NC | LSC | BO | REC
FUEL ROD
" Oxidation L L L | H¥ | H*
Decay Heat H H H H H
Local Power M M M H H
CORE ,
3-D Power Distribution L* | L* M H | H
Post-CHF Heat Transfer L L M H H
" Rewet/T,,, ' L L M H H
Mixture Level M I M H H H
UPPER PLENUM
Hot Leg - Downcomer Gap Flow L M H M L
. Counter-current Flow & CCFL L H H L L
STEAM GENERATOR
Primary Side Heat Transfer (Condensation in U-tubes) H M H M M
Primary Flow Resistance (Two-phase aP) L M H L L
Tube Voiding/CCFL A L M H L L
PUMP SUCTION PIPING/LOOP SEAL CLEARANCE
Entrainment/Flow Regime/Interfacial Drag L L H M L
Horizontal Stratification . L L H M L
COLD LEG ‘
Condensation (stratified) N/A L M H H
Horizontal Stratification/Flow Regime L L | H H H
DOWNCOMER/LOWER PLENUM
Mixture Level/Flashing/Void Fraction M M H H H
BREAK ’
Critical Flow In Complex Geometries H H H H H
Upstream Flow Regime H H H H H
Note: [ ]ee
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Table 1-11

Summary of WCOBRA/TRAC-LB Modelling Capabilities relative to Small Break Processes
with at Least One H or H* Ranking

Process Basic Models Required Deficient/Lack of Models
FUEL ROD
Oxidation Zirconium/Water Reaction
Decay Heat/Power ANS 5.1 Standard Decay Heat
Rod Burst Burst Temperature vs.
Pressure, Burst Strain
CORE
3-D Power Distribution .g: ufficient Radial Noding of
ore
Post-CHF Heat Transfer Single-Phase Vapor HTC High Pressure, Low
Low Reynolds Flow, Reynolds Number Drop
High Pressure Impaction Model; Single-
Phase Laminar to
Turbulent Transition
Model
Rewet/T,,, Heat Transfer Regime Map
T,,n Determination
Mixture Level Vertical Flow Regime Map, Ranging Capability
Vertical Interfacial Drag
UPPER PLENUM
Hot Leg-Downcomer Gap Annular Gap Flow as function
of liquid level
Counter-Current Flow & CCFL CCFL at Upper Core Plate
STEAM GENERATOR
Primary side heat transfer Vessel Wall Condensation Vessel Wall Condensation
(Condensation) Model Model
CCFL/Tube Voiding Vertical Flow Regime Map, Condensation Model,
Vertical Interfacial Drag Vessel Wall
Primary Side Resistance Explicit Loop/SG Models,
Two-phase pressure drop

0:\4384-non\sec1.wpd-032803 1-84



Table 1-11 (Cont’d)

Summary of WCOBRA/TRAC-LB Modelling Capabilities relative to Small Break Processes
with at Least One H or H* Ranking

. o Deficient/Lack of
Process Basic Models Required Models
PUMP SUCTION PIPING/LOOP SEAL
Entrainment/Flow Regime/Interfacial Drag Vertical Flow Regime Map, Horizontal Flow
Vertical Interfacial Dra Entrainment Model
Vertical and orizontalg Flow
Entrainment Model
Horizontal Stratification Horizontal Flow Regime Map ﬁorizontal Flow Regime
4 ap )
COLD LEG
Condensation (stratified) | Horizontal Flow Condensation | Horizontal Stratified
low Condensation
Horizontal Stratification _ Horizontal Flow Regime Map ﬁorizontal Flow Regime
ap
DOWNCOMER/LOWER PLENUM
Mixture Level/Flashing/Void Fraction Vertical Flow Regime, Vertical
Interfacial Drag
BREAK
Critical Flow In Complex Geometries More Accurate Break Model in | More Accurate Break
Subcooled to Two-Phase Model for Subcooled
Transition Region Flow and in Subcooled
: to Two-phase Transition
Region
Upstream Flow Regime Horizontal Flow Model, Vapor | Horizontal Flow Model
Pull Through Model, Liquid Entrainment
Liquid Entrainment Model Model
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Figure 1-1.  Code Scaling Applicability and Uncertainty (CSAU) Evaluation
Methodology (from NUREG/CR-5249)
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SECTION 2
WCOBRA/TRAC CONSERVATION EQUATIONS

2-1 Introduction

This chapter describes the WCOBRA/TRAC conservation equations and numerical solution
methods for the vessel and one-dimensional components. The governing equations for the vessel
and the one-dimensional components use different representations of two-phase flow and are
discussed separately. Sections 2-2 and 2-3 describe the conservation equations and the three-
dimensional computational cell structure used in the vessel component, while Sections 2-4 and
2-5 discuss the one-dimensional components. The numerical solution methods for the vessel
component and the one-dimensional components are described in Section 2-6; Section 2-7
outlines the timestep size selection and convergence criteria.

WCOBRA/TRAC uses a two-fluid, three-field representation of flow in the vessel component.
The three fields are a vapor field, a continuous liquid field and an entrained liquid drop field.
Each field in the vessel uses a set of three dimensional continuity, momentum, and energy
equations with one exception. A common energy equation is used by both the continuous liquid
and the entrained liquid drop fields.

The one-dimensional components consist of all the major components in the primary system:
pipes, pumps, valves, steam generators, and the pressurizer. The one-dimensional components
are represented by a two-phase, five equation drift flux model. This formulation consists of two
equations for the conservation of mass, two equations for the conservation of energy, and a single
equation for the conservation of momentum. Closure for the field equations requires
specification of the interphase relative velocities, interfacial heat and mass transfer, and other
thermodynamic and constitutive relationships.

2-2 Vessel Component Conservation Equations (Model Basis)
The two-fluid formulation used in the vessel component employs a separate set of conservation
equations and constitutive relations for each phase. The effects of one phase on another are

accounted for by the interaction terms appearing in the governing equations. The conservation
equations have the same form for each phase; only the constitutive relations and physical
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properties differ. Note that although usually derived for a two-phase flow, the two-fluid
formulation can be readily extended to multi-phase flow.

This section describes the development of the two-fluid, three-field conservation equations
solved in the vessel component of WCOBRA/TRAC. The two-fluid phasic conservation
equations are presented in Section 2-2-1 along with the physical assumptions necessary to obtain
them. Expressions representing the three-field conservation equations are presented in

Section 2-2-2. The Cartesian coordinate representation of the conservation equations is
presented in Section 2-2-3 and in subchannel form in Section 2-2-4.

2-2-1 Three-Field Equation Formulation

The three-field formulation used in the vessel component of WCOBRA/TRAC is a
straightforward extension of the two-fluid model. The fields included are vapor, continuous
liquid, and entrained liquid. Dividing the liquid phase into two fields is the most convenient and
physically reasonable way of handling flows where the liquid can appear in both film and droplet
form. In such flows, the motion of the droplets can be quite different from the motion of the
film, so a single set of average liquid phase equations cannot adequately describe the liquid flow
or the interaction between liquid and vapor.

The average conservation equations used in the vessel module of WCOBRA/TRAC are derived
following the methods of Ishii (1977). The average used is a simple Eulerian time average over a
time interval (At), assumed to be long enough to smooth out the random fluctuations present in a
multiphase flow, but short enough to preserve any global unsteadiness in the flow. The resulting
average equations can be cast in either the mixture form or the two-fluid form. Because of its
greater physical appeal and broader range of application, the two-fluid approach is used as the
foundation for WCOBRA/TRAC.

The phasic conservation equations in their most general form describe the time-averaged
behavior of phase k, which can be any phase in a multiphase flow. The averaging process used
to obtain these equations is based on the work of Ishii (1977). A detailed description of this
averaging process for the COBRA/TRAC code is presented in Appendix A of Thurgood et al.
(1983), and is not repeated here. The generalized phasic conservation equations are as follows:
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Conservation of Mass
:% (akpk)+ V- (akpkuk) =T}

Conservation of Momentum

gt- (akpkyk)+ V- (akpkﬂkuk) = o,pg - o VP

+V-[ak(gk+z:)]+M:+M:

Conservation of Energy

0

P (‘IIJ’ka)+ V- (akpkaQk) =-V [ % (Qk

i " oP
+ T Hy + gy T %5

where the terms are defined as:

2-1)

(2-2)

v
(2-3)

a, = average k-phase void fraction

P, = average k-phase density

Qk = average k-phase velocity vector

I', = average rate of mass transfer to phase k from the other phases

g = acceleration of gravity vector

P = average pressure

I = average k-phase viscous stress tensor (stress deviator)

I : = k-phase turbulent (Reynolds) stress tensor

M,t = average supply of momentum to phase k due to mass transfer to phase k
M Z = average drag force on phase k by the other phases
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H, = average k-phase enthalpy \L/

Hki = saturation enthalpy of phase k

Q, = average k-phase conduction vector
g: = k-phase turbulent heat flux vector
q,.fc” = heat flow to k-phase

The generalized phasic conservation equations assume that:

(1) Gravity is the only body force.

(2) There is no volumetric heat generation in the fluid.

(3) Radiation heat transfer is limited to wall to drop and wall to vapor.
(4) The pressure is the same in all phases.

(5) Internal dissipation can be neglected in the energy equation.

While the third and fourth assumptions simplify the conservation equations considerably, they do
limit their applicability. For situations typical of those expected in large and small break loss-of- \L/
coolant accidents, these assumptions are justified.

2-2-2 Vessel Component Three-Field Conservation Equations

The WCOBRA/TRAC vessel component uses a three-field representation of a two-phase flow.
The three-field conservation equation formulation uses three continuity equations, three
momentum equations, and two energy equations. (The continuous liquid and the entrained liquid
fields are assumed to be in thermal equilibrium, which eliminates the need for one of the energy
equations.) The equations for each field are obtained directly from Equations 2-1 through 2-3 by
introducing the three-field notation and several simplifying assumptions.

The subscripts v, ¢, and e refer to the vapor, continuous liquid, and entrained liquid fields,

respectively. The three fields are coupled by the vapor generation and entrainment rate terms.
The term T represents the average rate of vapor generation per unit volume. Since both liquid
fields contribute to the vapor generation rate, I'"”/ can be expressed as

l-*/// = I“;” + I‘:” (24) ,\L/,
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If 'Y denotes the fraction of total vapor generation coming from the entrained liquid

field, thenand I’ = qT""” and T}" = (1-v) T,

In addition to phase change, the two liquid fields also exchange mass by entrainment. Let S //

represent the average net rate of entrainment per unit volume. With the definitions for S/ and

1, the mass transfer terms can be written as:

r,=r" (2-5)
rl - — rl(// - s = - (1_ Tl) - g (2-6)
T, = - I":” + ST = _ n s st 2-7)

The terms M‘: , Mld , and M‘: represent the momentum exchange at the interface. These

interfacial momentum terms can be expressed as

Ml -t @9
M=, 29
Ml =7, @-10)
where:

7/ ’w is the average drag force per unit volume by the vapor on the continuous liquid,
i,

and

:/;Iw is the average drag force per unit volume by the vapor on the entrained liquid.
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The momentum exchange due to mass transfer between the three fields can be written as

u; - (i) - (r'y)

i = - 61 - 57

MF = - (r:”_(l) . (S”’Q)

f

(2-11)11e@

(2-12)

(2-13)199

Note also that the velocity associated with the mass transfer rate are the phase velocities of the

source. If, for example, I";”> 0 (evaporation), U = U,. Otherwise (condensation), U =U,. In

the following momentum equations, this convention will be used.

Note that M\I; is due only to mass transfer from vapor generation, but 1\_/1'r and ME are

due to both vapor generation and entrainment.

Three-Field Model Assumptions

The following assumptions are used to obtain the WCOBRA/TRAC vessel component three-

field conservation equations, Equations 2-1 through 2-3:

(1) The turbulent stresses and the turbulent heat flux of the entrained phase are
neglected. Thus,

I7=0

LS
I
o
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s (2) Viscous stresses can be partitioned into wall shear and fluid-fluid shear, and fluid-
fluid shear can be neglected in the entrained liquid phase. With this assumption,

V-(a'r)=1”’ +V-(ao) (2-15)

Forces exerted by the wall on the vapor, entrained liquid, and continuous liquid are 1"7’ ’v s

", and zfv”l, respectively.

w.e

The fluid-fluid viscous stress tensors are ¢ and g .
v —

(3) The conduction heat flux can be partitioned into a wall term and a fluid-fluid
conduction term. The latter is assumed to be negligible in the entrained liquid.

Thus,

m

-V - (anv) = -V- (o. ng) + 0, ' (2-16)

"

-6, + 40) - V- fua) + O

Where va’ and Q‘Z/ are the wall heat transfer rates per unit volume to the vapor

and liquid, respectively; g, is the fluid-fluid conduction vector for the continuous

liquid; and q is the fluid-fluid conduction vector for the vapor.
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(49 All mass entering or leaving a phase interface is at saturation. Therefore,

(2-17)
H'-H

The three-field conservation equations used in the WCOBRA/TRAC vessel component are
arrived at by substituting the definitions (2-5) through (2-13) and assumptions (2-14) through
(2-17) into Equations 2-1, 2-2, and 2-3. The resulting expressions for conservation of mass,
momentum, and energy are listed in Sections 2-2-2-1, 2-2-2-2, and 2-2-2-3.

2-2-2-1 Conservation of Mass

% mogs V- @ol) =T (2-18)
% o) V - (o) = -TY- 57 @-19)
‘aa? (@) V- (L) = -T." + S (2-20)

2-2-2-2 Conservation of Momentum

Vapor Field

[t}

gt- (a\.PVQV)*' V- (avpv!lv_av) -a, VP + apg
(2_21)(5)
+ V- [a‘@ + ;T)] R /A AN (F”’Q)

Swyv vl Tive
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Continuous Liquid Field

'éa; (aepoug)+ v (alpl’u[ug) = -0, VP + apg
(2-22)
+ V-

Q, @c + ZIT)] s o - (I-:Ilu) _ (S”/_Q)

w,i [R7]

Entrained Liquid Field

2 o) V- ol = o TP + apg
(2-23)

/A (I":”Q) . (S ”’_Q)

“w,e “iyve

2-2-2-3 Conservation of Energy

Vapor Field

% (avp‘,Hv)+ V- (avvava) = -V- [av (_qv + gf)}
(2-24)®
T, g+ 0l + o2

Liquid Fields

2 foropdil V- (apH) + V - (o.0HL)

(2-25)®
oP

= -V - _T " "

- v [U.‘ (g! + ng)] r Hf + qiﬁ + le + (al+ae at

The use of a single energy equation for the combined continuous liquid and liquid droplet fields
means that both fields are assumed to be at the same temperature. In regions where both liquid
droplets and liquid films are present, this can be justified in view of the large rate of mass
transfer between the two fields, which will tend to draw both to the same temperature.
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2-2-3 Cartesian Coordinate Representation

The vessel component in WCOBRA/TRAC can be represented with either rectangular Cartesian

coordinates or with a subchannel coordinate system. In geometries amenable to description by a
Cartesian coordinate system, WCOBRA/TRAC allows a fully three-dimensional treatment. Let
u, v, and w denote the x, y, and z components of velocity with x being the vertical coordinate.

Figure 2-1 shows the control volume for a scalar mesh cell in the Cartesian coordinate system.

The conservation equations in Cartesian form are as follows:
Conservation of Mass
Vapor Conservation of Mass:

5 ) 5 o) 5

0
ot dy (O'vpvvv) + .a—Z- (O.vawv) =T

Continuous Liquid Conservation of Mass:

d
58; (acpu) + En (acpnu,) + '(2% (aapnve) + Eaz' (aepewa) = -T :” -

Entrained Liquid Conservation of Mass:

5 (6P) 5 (o) + 2 (o) + 2 (rpiw) = TS
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Conservation of Momentum
Vapor Conservation of Momentum:

(x-component)

5 Eow) + 2 (ewmn) + 2 (mpunn) 5 o) -

(2-29)
oP
-Q.

" m
’ + I'”’uv
ox

1/
= 0PE Tt Trv T Tiovt T Tixve

(y-component)

d o
5 (uvpvvv) + a (avpvvvuv) + 5)’- (avp vvvvv) + gaz_ (U‘vp vvvwv) =
(2-30)
oP m " "o

- — + T - T - T.
v iy,vil iy,ve
v ay Wy, Y. Y

(z-component)

E (avpvwv) + 'aa—x (avpvwvuv) * aiy (avpvwvvv) + aiz (avpvwvwv) =
(2-31)
oP " " m

0= *+ Ty ~ Ty — T

1",
: o+ I''w
v |7 AY [t AY iz, v
0z ave

Continuous Liquid Conservation of Momentum:

(x-component)

i (azpt“n) + % (a,p,ulu,) + _56; (atpgugv,) * aiz (aﬂplulwl) =
(2-32)
oP

_ _ a T
Q, 0P8 * Tyuxe = Tixwe I
ox
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(y-component)

% (alplvl) * % (a,p,v,u,) *

nm nmn "
‘(1! + Twy,l - Tiy,vl + rl vl

(z-component)

d d
E (a,p,w,) + ™ Vi

oP m " "
O * Ty ~ Ty * LW

(] wz,l iz, vt [4

oz ¢

Entrained Liquid Conservation of Momentum:
(x-component)

0 0

E (aeplue) * 5;

oP

s

" "
—a‘—ax -~ 0P8 Ty T + I

ix,ve e
(y-component)

% ( eplve) + ix (aeplveue) + % (aeplveve) M i

-a L /BN
T~ X3 iy,ve e e
e ay wy, Y

(z-component)
% (aept’we) + % (aeplweue) * ai; (aep!weve) + i

—a oP  _m _ "y
~_ wz,e iz,ve e e
[4 a Z
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x (aiplwlu,) + 5}'; (acp,wv) + ™ (alplwlwl) =

(aepﬂueue) * aiy (aep!ueve) + aiz (aepiuewe) =

a_ay (acpa"avl) + ';—z (acp,v,w,) =

e

Z (aep tvewe) =

z (aep ﬂwewe) =

(2-33)

(2-34)

(2-35)

(2-36)

(2-37)



Vapor Conservation of Energy:

(@0 Hy,) + > (avvavwv) =

( LA + ( P +
_ 551_ [av(qv+qv’)x] 7)] - aiz av(qv+qv7)z] (2-38)
oP

7 " 1744
+ T Hg+ v +Qwv+0‘_

Vot

%
fo.

Liquid Conservation of Energy:

[‘1 +a ))th] achn“ ) + %(aelelue)
+ iy (aile!v!) + :% (aeptHlve) + -8% (aaptlea) * —gz— (aele!we) =

a, (%*%T)y] - aiz o, (‘IﬁQQT)Z]

oP
ot

(2-39)

> o
_aagqg"'qlx__

_ m "
r Hf Gy * le ( 0+ae

2-2-4 Subchannel Coordinate Formulation

Fixed transverse coordinates are not used in the subchannel formulation. Instead, all transverse
or lateral flows are assumed to occur through "gaps." Thus, one transverse momentum equation
applies to all gaps regardless of the gap orientation.”” This reduces the number of component
momentum equations to only two: vertical and transverse.

Because of its greater adaptability, the subchannel formulation is often selected over the
Cartesian formulation when modelling complex or irregular geometries. The subchannel
approach is typically used for rod bundle thermal-hydraulic analysis. The conservation equations
used in the subchannel formulation are shown below. In the subchannel coordinate system, X is
the axial coordinate and U is the velocity in that direction. The transverse (or lateral) direction is
denoted by Z, and W is the velocity of the lateral flow.
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Vapor Conservation of Mass:

% (avvaX) * aiX (avvavAX) - Zk:(anVWVLg)k =T /”AX (2-40)

Continuous Liquid Conservation of Mass:

( lple) ( tanAx) zk: (a,pthLg)k = I",”/+ S") Ay (2-41)

Entrained Liquid Conservation of Mass:

(,ple) (a Pl = D lepWL), = - T'- ") 4, (2-42)

Vapor Conservation of Momentum:
(vertical momentum)

d 0
5; (avvavAX) + —a—X- (avvavUvAX) Xk:( vpv ) /2
(2 _43)(1c)
oP !
= ~a Ay — E e apAyxg + TZ;{VAX - ‘/)/rvnAx = TxvAx * F//IUAX
(transverse momentum)
2 @A) + 2 e W WA + 2 o W,UA)
at vpv Z, FYA vpv v Z, aX vpv v Z
AX [ o
- E ;(uvvava Lg)/ 2 (2-44)<1c)

oP " " < 7
= —0A, Ev * Tuzv Az ~ Tzw Az ~ Tizwe Az + T WA,
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Continuous Liquid Conservation of Momentum:
(vertical momentum)

0 0
E (ulplU,Ax) + X (acanerAx) - ;(a,p,U,W,Lg)k /2

(2 _45)(1c)

= "oy _gg - apAg + T;/v,;r,c Ay + Ty Ax + I“,/”UAX +S”/UAX

(transverse momentum)

0
587 (alPeWcAz) + a_(?Z (alptWthAz) + X (a,p,W,U,AZ) -

RI%

%: (alpIWVWI"L;) /2

= oA, %g + T(v”z.n Az + Ty Ay + rel”WAz +S"'WA,

2 _46)(lc)
Entrained Liquid Conservation of Momentum:
(vertical momentum)
0 0
5 (acperAX) + 5; (aepﬂUeUeAX) - ;(aeperWeLg)k /2
' (2_47)(1c)
- -aA, % - a,p A8 + T, Ay + T A, + TUA, - S"UA,
(transverse momentum)
2 (‘1 p,WtAZ) + 2 ((" PV, WeAz) . 2 (0' P, UeAZ)
or ‘e ozZ\“"' ¢ ox ‘" ¢
AX oy 0
-2 SleswwiLy) 2 (2-48)"
kﬂ
_ oP n " " SMA
-0 A, = t Tz, Ay + Tz A, + T, UA,-STUA,

4384-non\sec2a.wpd-032803 2-15



Vapor Conservation of Energy:

2 o) + = (OAUA) - S apHWL), -

d oP @)
- o el ]+ T, A+ a0 A+ 02,
Liquid Conservation of Energy:
d
a7 [(a +a) sze“*x] v ( cpthUnAx) ( erHtUan) Zk:((lgp,H,WtLg)k
> (a:pﬂ,W,Lg)k = (2-50)

0 A " oP
5 o <o -

The following notation has been used in the subchannel equations:

Uu = vertical velocity

W = transverse velocity

W? = orthogonal gap velocity

A = axial flow area of subchannel
A, = transverse flow area of gap
Lg = gap width

L, =  orthogonal gap width

X = axial coordinate

zZ = transverse coordinate

Subscript k refers to gap k
Subscript & ° refers to orthogonal gap k °®

4384-non\sec2a.wpd-032803 2-16



2-2-5 Comparison of Cartesian and Subchannel Formulations

The subchannel vertical momentum equations, Equations 2-43, 2-45, and 2-47, contain
derivatives only with respect to X and ¢, and are already partially finite-differenced. The

corresponding Cartesian component equations, Equations 2-29, 2-32, and 2-35, are still
completely in differential form. To compare the two forms, the Cartesian equations must be put
in a form compatible with the subchannel equations.

Consider a rectangular control volume with side lengths Ax, Ay, and Az. Expressing Equation

2-29 in partially finite-differenced form for this control volume yields

2 (o) A, + 56; o) A, + fpann) - lpmn), | Az

o

+ Kavpvuvwv)zo e (avpvuvwv)zo] Ay 2-51)

oP
= -a, '5— A - vpng Twxy Ax - Ti/ifvl Ax ™ Tixve A + r”/uA

The y- and z-direction vapor momentum equations can be treated in the same fashion. Equation

2-30 becomes

5 o) 4+ 2 o) 4, + fream), |, - (o), |4z
Evpv W), s T BRI, ] Ax 2-52)
_— %5_ A T A~ T A - T A+ T A
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and Equation 2-31 becomes

: npmw,) A+ i - [Bpm) At Kavpvw w), . @P), | A

K PN gy T ), | Ax (2-53)

oP " "

///
= ~a, 3 Az *+ Ty Az ~ Tizwe Az = Tizve

A, + T WA,

The conditions for equivalency between the subchannel and Cartesian momentum equations can
be demonstrated with the above equations. Assuming the subchannels are arranged in a
rectangular array, equivalence requires

- zk: (avvavaLg)k /2 = Kavpvuva)yomy - (avpvuvvv)yo] Az

(2-54)
+ Eavpvuvwv)zo*& - (avpvuvwv)z] Ay
In addition, gaps with unit vectors in the y-direction must have
—EE (apWW"Lo)/2=Kapvw) -(apvw)]Ax (2-55)%
A}’ v vy Ty Ty Mg VEVIVIV A VEVIVEY],
while gaps with unit vectors in the z-direction must have
Ax
P> (oo, W,WLS) 1 2 = [, ., = @), ] 2-56)
ka

The user selects by input either the three-dimensional Cartesian equations or the subchannel
formulation. When the subchannel formulation is chosen, the second and fourth terms on the left
side of the transverse momentum equation Equation 2-44 are neglected, yielding the historical
form of the subchannel transverse momentum equation. The corresponding components of
viscous and turbulent shear stresses are also neglected in the subchannel formulation.

4384-non\sec2a.wpd-032803 2-18



2-3 Vessel Component Computational Cell Structure (Model as Coded)
2-3-1 Introduction

The three-field conservation equations for multidimensional flow in the vessel component are
presented in Section 2-2. Chapters 3-10 of this document provide a description of the physical
models required for their closure. The finite-difference form of these equations will be presented
here, and the term by term correspondence between the conservation equations and the finite-
difference equations will be pointed out.

The finite-difference equations are written in a semi-implicit form using donor cell differencing
for the convected quantities. Since a semi-implicit form is used, the timestep, At, is limited by

the material Courant limit

Ar < | DX l (2-57)
U

where AX is the mesh spacing and U is the fluid velocity.

Section 2-7-3 provides a description of the WCOBRA/TRAC timestep size control and
convergence criteria.

The finite-difference equations are written so that they may be solved on Cartesian coordinates or
by using the subchannel formulation in which some of the convective terms in the transverse
momentum equations are neglected and idealistic assumptions are made concerning the shape of
the transverse momentum control volumes.

The computational mesh and finite-difference equations are described using the generalized
subchannel notations. These equations are equivalent to the three-dimensional Cartesian
equations when the limiting assumptions of the subchannel formulation are not used and the
mesh is arranged on a rectangular grid.
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2-3-2 Vessel Component Computational Mesh \L/

The equations are solved using a staggered-difference scheme where the velocities are obtained
at the mesh cell faces and the state variables (pressure, density, enthalpy, and void fraction) are
obtained at the cell center. The mesh cell is characterized by its axial cross-sectional area, A,,
its height, AX, and the width of its connection with adjacent mesh cells, L » The basic mesh cell
is shown in Figure 2-2. The basic mesh cell may be used to model any one, two, or three-
dimensional region. The dimensionality of the flow is dependent upon the number of faces on
the cell that connect with adjacent mesh cells.

The size of a mesh cell used to model the flow field inside of a reactor vessel is generally quite
large because the reactor vessel volume is very large; the cost of using a fine mesh in solving the
two-fluid equations for the whole vessel would be prohibitive. Furthermore, many important
flow paths and flow phenomena may be overlooked when a large mesh size is used in some areas
of the vessel. This can be minimized by allowing a variable mesh size within the vessel with
finer mesh used in areas where a more detailed calculation of the flow field is required. The
vessel component has been set up to allow such a variable mesh size. The variable mesh is
formed by connecting two or more cells to any or all of the faces of a mesh cell, as illustrated in
Figure 2-3. A single mesh cell with area A, is shown connected to four mesh cells above it with
areas A,, A,, etc. These four mesh cells may connect through transverse connections L,, L,,
etc., to allow transverse flow in that region, or they may not connect to each other forming one or
more one-dimensional flow paths that connect to mesh cell 1.

The mesh cells shown in Figures 2-2 and 2-3 represent the mesh for the scalar continuity and
energy equations. The momentum equations are solved on a staggered mesh where the
momentum cell is centered on the scalar mesh cell boundary. The mesh cells for vertical and

transverse velocities are shown in Figures 2-4 and 2-5, respectively.

The vertical velocities are subscripted with I and j , where 7 identifies the location of the mesh
cell within the horizontal plane and j identifies its vertical location. The mesh cells for the
scalar equations carry the same subscripts, but their mesh cell centers lie a distance AX/2 below

the mesh cell center for the correspondingly subscripted velocity and are denoted by the capital
letter J in the discussion below.
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Transverse velocities are subscripted with k£ and J where k identifies the location of the mesh
cell in the horizontal plane and J identifies its vertical location. The node centers for the scalar

equations and transverse momentum equations lie in the same horizontal plane.

The finite-difference equations are written using this subscripting convention based on the mesh
as defined above.

2-3-3 Vessel Component Finite-Difference Equations

The finite-difference equations follow. Quantities that are evaluated at the old time carry the
superscript n. Donor cell quantities that have the superscript 7 are evaluated at the old time, and
form the explicit portions of the equations. The new time values do not have superscripts. The
corresponding term in the conservation equation for each term in the finite-difference equation is
provided in the brackets below each equation, along with a verbal description of the term. The
subscripts I and k are assumed to be obvious and are not shown.

2-3-3-1 Conservation of Mass Equations

Vapor Mass Equation:
NB i NA i
[(avp V).I } (avp V);] A = K%;I kavpv) Uvi-l A'"i"]KB ) KAZ= 1 kavpv) va Amj]KA
= i AX, (2-58)
NKK T, S
+ L Ka W ]’ -4
Kgl KL vpv) v AX_, AXJ
Liquid Mass Equation:
NB i NA i
ka,p 9)1 } (a,p,);] A = K;I Ka'p') U’J‘-' Ami'l]KB ) KAE= 1 k(l,p,) U”' Amf]KA
. =
At 4 AX, (2-59)
HEE : (1-wWT, S S
+ L ka "W, l’ - ! - + —
K;} KL ape) Y AX, AX, X,
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Entrained Liquid Mass Equation:

NB
kafp')J } (uep ');l A = K§=:1 Kaepl)" Uej" A
At €
NKK i
: Kgl L ka‘p')n W‘I- L B

Rate of Change of Mass

A % (akpk)

Rate of Mass Efflux in
the Transverse Direction

- +

% (akpkwk)KL Ly, - I,

Rate of Creation
of Vapor Mass Due
to Phase Change +

J
T] F J + S Jn + Sce 7
AX.I AXJ AXJ

Vertical Direction

oa,p, U
Pl A
oX

Mass Efflux
Due to

S’

-Rate of Mass Efflux in the.

Entrainment| -+

(2-60)

L

Phase
Source
term

S

c

The rate of mass efflux in the transverse direction is given as the sum of the mass entering the
cell through all transverse connections to all of the faces. The total number of transverse
connections to the cell is NKK. The rate of mass efflux in the vertical direction is given as the
sum of the mass entering (or leaving) the cell through all vertical connections to the top and
bottom of the cell. The total number of connections to the top of the cell is NA and the number

of connections to the bottom of the cell is NB.
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The velocity in each of the convection terms is taken to be the new time value, while the
convected quantity, in this case (akpk)ﬁ , 1s taken at the old time. The mass creation term is
evaluated at the new time. However, it consists of an implicit and explicit part. The rate of mass
generation due to phase change, I',, is given by

_ (hf‘*.-)," (e, - H) _ (thi): (e, - H,) (2-61)
" [va (Hv - Hf)]" [va (Hg - H,)]"

The product of the interfacial area and heat transfer coefficient, the specific heats, and the heat of
vaporization are all evaluated at the old time value and form the explicit portion of the mass
creation term, while the enthalpies are evaluated at the new time value, forming the implicit
portion. This term is also multiplied by the ratio (1-a,) / (1 -av") for vaporization or a /o, for
condensation. This is done to provide an implicit ramp that will cause the interfacial area to go
to zero as all of the donor phase is depleted. An explicit ramp is also applied to the product

(h A ,.)" to cause it to go to zero as the volume fraction of the donor phase approaches zero. The
entrainment rate is explicit and is also multiplied by implicit and explicit ramps that force it to
zero as the donor liquid phase is depleted.®®

The last term in the equations is the phase mass source term and is evaluated at the new time.
This term accounts for sources of vapor mass that are exterior to the vessel mesh. These sources
include one-dimensional component connections, mass injection boundary conditions, and
pressure boundary conditions. These source terms will be defined in Section 2-3-4-1.
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2-3-3-2 Conservation of Momentum Equations
Vertical Direction:

(Vapor Phase)

0,0, - o U] 4, > A .

At KB=1 AX,

iyrn
) NEA k(lvvav) UVI’IJKA A’"KA . NKB K p ]LB XLB
KA=1 AX, kiga &Y V

NKA I L . P,, - P, ,
+ ngl kavvav)" WV"’]&M -—ZKE- - (avpv)jg Amj - _—( ! lAXJ J)uv,. Amj
(2_62)(1b,4,5.6)
- K, BU, - U))4, - K P (0, - ) - (0, - O)]a,

- K, [2 v, - u), -, - Ue)j’_']A

IVEJ

[reu - -y ruy -] s, -
- + +

AXJ AXJ K

4384-non\sec2a.wpd-032803 2-24



(Liquid Phase)

[(aeplU,)j - (acp,U,)]'_‘] A

-1 n
mo_ § ka’p'U')n UI’LB A'”KE

At KB=1 AX 4
u ey oz L T .
i n K
> > ooy wy), 2
KA=] KLB-l
NKA _ L (P - P)
- n n KLA _ n _ J+1 Jl.n
* e o) W».,L 5 - ol 4y, - Sl 4,

(2-63)154)
- Koy, RU, - UJ) A, + K 2 (U, - V), - (0, - UY]A,,

- reve - mour],  (s,ur - 5,0,

Sn
+ I 4 ™ + T.7
AX, AX, AX, b
(Entrained Liquid Phase)
NB
- n Uy "] A
[(aep,Ue)j (aep,Ue)j] A, _ K§=:l kaepz c) U, s C
At AX

J

N
& ka pU, e, ,LA A, NKB

L
o 3 fuouy wy|

KLB<1 “ 2
NKA ,; Lyya n (P Jel PJ)
' Kl;q ka‘p'U‘) W‘:"]u 2 (a‘p‘)ig Am T TAx , %

(2-64)(“"6)
- K,, RU, - U[)A, * Ky, k@, - ) -0 - uy|a

n [chv’l - rEUen]j _ (SDUen - SEU,")j Sme

AX, AX AX,

+
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[ 1 . {1a)
Rate Of: Change Rate of Efflux of Momentum at Bottom of Cell.)
of Vertical Rate of Efflux of Momentum at Top of Cell.
Momentum o
RN d
A — op,UU
A Py J ox ( PrYk k) J

Rate of Efflux of Momentum in Gravitational
the Transverse Direction Force
+ —
%; (akpkUka)KL Ly, 00,8

P di
ressure Gradient Wall Shear Interfacial Shear

Force
- - +
oP
(lk——- Tw ti,vl + Ti.ve
ox ‘ L
Momentum Exchange Due omentum Source Term Viscous and Turbulent
to Mass Transfer Shear Stress
+ |Between Fields + +
TU, + SU, S . v o o - 7]

The rate of momentum efflux in the vertical direction is given as the sum of the momentum

entering (or leaving) the cell through all vertical connections. The total number of momentum

mesh cells facing the top of the cell is NA and the total facing the bottom of the cell is NB. The

rate of momentum efflux in the transverse direction is given as the sum of the momentum

entering (or leaving) the cell through all transverse connections. The total number of transverse

connections to the top half of the momentum cell is NKA. The total number of connections to

the bottom half of the cell is NKB. To achieve stability with this semi-implicit formulation of

the momentum equation, donor cell momentum, (akpkuk)ﬁ , is convected by the velocities at the

momentum cell face through the minimum area of the connections at the momentum cell face. l/
That is, the flow area A"'m is selected as the minimum of the flow area in momentum cell j and !‘
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in the cell below, j - 1. Similarly, the flow area Amm is selected as the minimum of the flow
area in cell j and the cell above it, j + 1.

A simple linear average between adjacent momentum cell velocities is taken to obtain the
velocity at momentum cell faces since velocities are not computed at this location:

U=Ui+UJ"1

J 5 (2-65)

Likewise, linear averages are used to obtain other variables at a location where they are not
defined.®” The void fraction of the momentum cell is given as

_ oy tra,
o; = T (2-66)

and the density is given as

Pyt Pra

5 (2-67)

Pj'_‘

Velocities are obtained from the flow computed by the mass flowrate, (on,c p, U, Am), by dividing
it by the momentum cell macroscopic density and momentum cell area

- (akpkULAm)j (2_68)

kj (alcplf4 m) 'j

The pressures in the pressure force term are taken at the new time, as are the velocities in the
wall shear and interfacial shear terms. The shear terms have been weighted toward the new time
velocity by differencing them in the form: K(2U-U"). All other terms and variables are
computed using old time values. The donor phase momentum is convected during mass
exchange between fields. The explicit viscous and turbulent shear stresses will be expanded in
the next section.
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Transverse Direction:

(Vapor Phase)
NKII .
[(“vPva) - (avPva)"], L, AX, xgx [(avpvwv)j W LKL] AX,
At ) AZ,
(2-69)
NKJJ . NG PR
_ KLE=1 [(avpvwv) ]WVKL LKL] AXJ . KLE=1 (avvav) 7 WVKL T AXJ
AZ, AZ,
NCB i NCA
Z kavpv‘lvv)’l UV::, AZ,] E kavvav)’i UV: AZ ]
L iB=1 5 sl A
AZ, AZ,
U’Vn_(PJJ_PII)LJAX} n
Vi iz - sz,v, (ZWVJ - Wv,) - Kiz,vl, [2 (WV-VVQ)J-(WV“W});]
o W'-(1-v) T W,'-qC W' § =
_ K,-Zve [2 (Wv-We) _ (Wv_We)n]'[ c ( ﬂ) "y "Mlg ]_,+ mv, +TVT
J J J ;. AZ_, i
where:
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(Liquid Phase)

NKII
o) - oyl 1y o, 2o [ee W L] o,
At - AZ,
(2-70)157
NKIJ . . NG e LKL
- KLE=I [(a,p,VV,)J m" LKL] A + Kg] ((llp IW’)J ‘Vll_ T AX,
AZ, AZ,
bl b5
woy U 4] Y ey U 4]
, 571 (L RS Uy "2 s e 1) yu 1z,
Az, =
0.: - (P” Pll) LJ AXJ .
n-11 - KwZ,ﬂ, (2“701 - WVJ) LKL AXJ
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(Entrained Liquid Phase)
NKII
7] n
[(aep,We) } (aep ’We)"]J L, AX, _ K§=:1 [(aep,WJ; Ve LKL] A%,
At AZ,
(2-71 )( 1¢,7)
NKIJ o NG = on Lpp
) K§=:1 [(aeptWJ} We LKL] AX, . K; (%P¢WJ} W N AX,
AZ, AZ,
NCB o NCA )
I; kafp 'WJ‘ U. B le] IAX-:I ka‘p 'Wr U‘M AZIA]
L 182 _ A=
AZ, AZ,
oy _,, (PJJ - Pu) L, AX,
_ ey = - KwZ,e_, (2We, - We':) L, AX,
J

* Kizye, [2 (Wv - We) , T (Wv - We);] Ly, AX,

(nI“C W' - n I’EWC")J Sy W) = Sp W' Spe,
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As in the vertical momentum equations, the pressures in the pressure force term and the
velocities in the wall and interfacial drag term are the new time values, while all other terms and
variables are computed using old time values. The rate of the momentum efflux by transverse
convection is given as the sum of the momentum entering (or leaving) the cell through all
transverse connections. Momentum convected by transverse velocities (that are in the direction
of the transverse velocity being solved for) is the sum of the momentum entering (or leaving)
through mesh cell faces connected to the face of the mesh cell for which the momentum equation
is being solved. NKII is the number of mesh cells facing the upstream face of the mesh cell and
NKIJJ is the number facing the downstream face of the mesh cell. Momentum convected out the
sides of the mesh cell by velocities that are orthogonal to the velocity to be solved for, but lying
in the same horizontal plane, is given by the sum of the momentum convected into (or out of)
cells connected to the sides of the transverse momentum mesh cell. The number of cells
connected to the mesh cell under consideration, whose velocities are orthogonal to its velocity, is
given by NG. The momentum convected by vertical velocities through the top and bottom of the
mesh cell is the sum of the momentum convected into (or out of) cells connected to the top and
bottom of the mesh cell. This momentum depends on the number of cells connected to the top
(NCA) and bottom (NCB) of the mesh cell.

A simple linear average is used to obtain velocities at mesh cell faces:

W, +W,

Wy, =~ (2-72)

Linear averages also are used to obtain other variables at a location where they are not defined.
Velocities are obtained from the flows computed by transverse momentum equations. To obtain
the velocities, the flows are divided by the momentum cell macroscopic density and transverse
momentum flow area:

(akpkaLAX)J

—_ (2-73)

W=
k, (akpkLAX)_,

Donor cell differencing is used for all convective terms and the donor phase momentum is
convected in the mass transfer terms. The viscous and turbulent shear stresses are discussed in
Section 2-3-4.
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2-3-3-3 Conservation of Enérgy Equations

Vapor Energy Equation:
(anVHV) J - (a\lp\HV);] ACJ _
At )
NB i NA i
2 [y U, 4, ) - X fuenf U a,] 27215
AX,
NKK - I',H Dy Q»’:v S Qw? a, _Pn)JA
L w &1 J J ev J J €
+KLZ=:1 XL Kavvav)’ ! ¥ AX, +AXJ+AXJ+ J+AXJ+ &
Liquid Energy Equation:
{le: + o) o], - o + o) o] | 4,
At )
1 NB i i NA i
X-X—; K§=:l KalptHl Ulj_l Amj_l + (aeptHl)l Uej_l A,m!"l]KB - K;;] kaﬂptHJl Ulj Amj

NKK

LN R YR R A

(2_75)(8,9,10)
n Tn n n
rj HfJ N qig_, N lej . Sel ch, . 0‘2_, (P - P )J ACJ

-+
AX, AX, AX, AX, AX, At
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Rate of Change of Enthalpy Rate of Efflux of Enthalpy[® \L/
in the Vertical Direction

0 5}
Aa (akpka) X (AakpkaUk)
Rate of Efflux of Enthalpy Energy Efflux Due To Mass
. in the Transverse Direction . Transfer Between Fields
%‘: (akpkaWk)KL Ly, r, H,
. .. [Fluid C ion (19 [Pressure |1
Interfacial Heat Heat Addition uia Convection Derivativ
Transfer rom Solid and Turbulent e €
¥ + + |Heat Flux +
' oP
e | plabal [m%
Again, the rate of energy efflux in the transverse direction is the sum of all transverse \L/
connections on all faces of the cell; the rate of energy efflux in the vertical direction is the sum of

all connections to the top and bottom of the cell. New time velocities convect the donor cell

(akpkH kf, which is evaluated using old time values. New time enthalpies are convected in the

phase change term. The interfacial heat transfer term, like the vapor generation term, has an
implicit temperature difference and an explicit heat transfer coefficient and interfacial area. The
wall heat transfer is explicit. The energy source terms corresponding to the mass source terms
will be defined in the next section. The fluid conduction and turbulent heat flux are explicit and
will be expanded in Section 2-3-4.

2-3-4 Source, Viscous, and Turbulence Terms
Terms not fully expanded in the presentation of the finite-difference equations in Section 2-3-3
are presented in this section. These include the mass, energy, and momentum source terms, the

viscous shear stress tensors, the turbulent shear stress tensors, the fluid conduction vector, and
the turbulent heat flux vector.
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2-3-4-1 Mass, Energy, and Momentum Source Terms

Two types of source terms are required for the mass, energy, and momentum finite-difference
equations. The first type is associated with one-dimensional component connections to the
vessel mesh, and the second type is associated with arbitrary boundary conditions that may be
specified anywhere in the vessel mesh. '

Vessel Connection Source Terms

The vessel connection energy and mass source terms have an implicit and an explicit term arising
from the five-equation drift flux model used in the one-dimensional components. The mixture
velocity, U_, in the source terms is taken at the new time and represents the implicit portion of

the source term. The donor cell quantities (denoted by the 7 superscript) and the relative

velocity, U, are computed using currently known values and are therefore explicit. The donor

cell is determined by the sign of the mixture and relative velocities, respectively. If flow is
leaving the vessel, then vessel properties are used. If flow is entering the vessel, then properties
in the one-dimensional component are used. The finite-difference form of the source terms is as
follows:

Vapor Mass Source Term: [

)i (2_76)(32)

Liquid Mass Source Term: [

]a.c (2_77)(11)
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Entrained Liquid Mass Source Term: [

I (2-78)

Vapor Energy Source Term: [

]a,c (2_79)(12)

Liquid Energy Source Term: [

]a,c (2_80)(12)

The velocities are calculated at the junction between the vessel and the one-dimensional

component. They are calculated using the five-equation drift flux model, hence the subscript p
(for pipe), and are based on the flow area at the junction, Aﬂm .

Liquid flowing from a 1-D component to the vessel is apportioned between the continuous and
dispersed fields in several different ways, depending on user specified options. These options

are:
OPTION 1: [
e,
OPTION 2: [
g
OPTION 3: [

]a,c.
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Option 1 is used for all PWR and experimental validation calculations.

The momentum source terms for the vessel connections are somewhat more complex, as they

depend on the orientation of the pipe connection. Both horizontal and vertical pipes may be

connected to the vessel mesh. However, only one pipe connection is allowed per vessel mesh

cell. In all cases it has been assumed that the pipe is normal to the face of the vessel mesh cell.?

The momentum sources are as follows:

Transverse Momentum Convected Out a Vertical Loop

- (avvav; U A if flow is out of vessel (va positive)

Q v, Jun

™ 0 if flow is into vessel (Uv negative)

14

0 - (aeplWJ; Ulijun Ulp >0

™ o U, <0

P

o - (o W), U A, U, >0

™ 1o U <0

b

Transverse Momentum Convected by a Horizontal Loop

Normal of cell face is orthogonal to the pipe axis:{*®

- (GVPVW\,; Wv:' L, AX if flow is out of vessel (va positive)

0 if flow is into vessel (Uv negative)
P
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(- (oW} W L AX U, >0

le = ( ot J"l be l” (2_85)(10
0 U <0
\ I4
[~ o W) W' L AX U, >0

R A ,, -
0 U, <0
\ 14

Normal of cell face is parallel to the pipe axis:

w +U "
Q. = e W) | ——2| A (2-87)
mv 0‘vpv Vv, 2 VA
— d VVQJ * U’p ! 2 88
Q, = (atp,WJ' 5 Ay (2-88)
W n
Q = [bpWy _'+_-UL A (2-89)
mv (epl er 2 z

In the latter case, the donor cell quantity (apW)® is computed using pipe variables, if the flow is
into the vessel, or vessel variables, if the flow is out of the vessel. The area A,, through which
momentum is convected, is the minimum of the pipe flow area, A;,,, and the area of the vessel

mesh cell face L AX. The same logic holds for the following source term.
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Vertical Momentum Convected Out a Vertical Loop

n
QO = [boUY EX{+_Uva A (2-90)
'mv ( vPy vr 2 X
Q, = Uy U * %" A (2-91)
m (arpa 1)' — X
Q = Uy Yo, * G| A (2-92)
me (aep t e)l ——_2_ X

Vertical Momentum Convected by a Horizontal Loop

0 - - [opU )j U, A, U, >0 299
™ o U, <0
P
. (aiqu,);_' U, A, U, >0 .08
"™ o U, <0
P
- (@) Us A, U >0
o - 4 (2-95)
™ o U, <0
P
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The pipe velocities are computed as follows from the mixture and relative velocities used in the L/
five-equation drift flux model:

ap .

Uy = Up - =20, (2-96)
(1-a) p

Uy, = Up + —— U, 2-97)

The pipe velocity for the entrained liquid phase is always assumed to be equal to the liquid
velocity in the pipe, since only two velocity fields (vapor and liquid) are available in the one-
dimensional components.

2-3-4-2 Boundary Condition Source Terms

There are five basic types of boundary conditions that may be specified within the vessel mesh.
The first type allows the user to specify the pressure and the mixture enthalpy in any cell. The \L/ '
normal momentum equations are then solved on the cell faces to obtain flows into or out of the

cell. If the flow is out of the cell, properties specified within the cell are convected to

surrounding cells. If the flow is into the cell, properties of surrounding cells are convected into

the specified cell. However, since the properties of the cell are specified, the pressure,

temperature, and void fractions do not change accordingly, so the pressure boundary condition

can act as a mass, energy, and momentum sink, if flow is into the cell, or source, if flow is out of

the cell.

The second type of boundary condition allows the user to specify the mixture enthalpy and the
continuity mass flow rate at the top of the cell. It is assumed that all three phases have the same
velocity at the cell face. No momentum solution is performed at the top of the cell for this case
since the flow is specified. Otherwise, the boundary condition behaves in the same way as the
first type of boundary condition, acting as a source (or sink) of mass, momentum, and energy,
depending on the direction of flow.

The third type of boundary condition specifies the flow on any mesh cell face, and therefore does
not produce any mass, momentum, Or energy Sources. i/
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The fourth type of boundary condition allows the user to specify a mass and energy source in any
computational cell without changing the computed fluid properties within the cell. Again, all
three phases are assumed to travel at the mixture velocity, and the amount of flow is determined
by the volume fraction of each phase specified in the boundary condition. Momentum of this
source is added only if the flow is in the transverse direction and into the vessel mesh, or if flow
is out of the mesh.

The fifth type of boundary condition is not used in any of the WCOBRA/TRAC test simulations
or in a PWR analysis, but is described here for completeness. This final type of boundary
condition allows the user to specify a pressure sink to be connected to any cell. A simple
momentum equation is solved between the sink pressure and the cell pressure, and the resulting
flow produces a mass, momentum, and energy sink if flow is out of the vessel, and a mass and
energy source if the flow is into the vessel. The sink vapor momentum equation is as follows:

(avva\A)s,NK = (“vpvva);,NK + XAXt‘ Asivg Psg = P’

(2-98)

- K

-K ur - K. (U - U ive (Uv - U‘)SINK

WVonk  YSINK v ‘) SINK

Transverse and vertical momentum is convected out of the vessel mesh by the sink velocity
computed from the above equation in the same way that vessel/pipe connections convect
momentum from the mesh. The same equations may be used to represent the sink momentum
sources if the pipe velocity is replaced with the sink velocity in the source equations.

2-3-4-3 Turbulent Shear Stress Tensors and Heat Flux Vectors

The turbulent shear stress tensors and heat flux vectors are used only when the turbulence models
in WCOBRA/TRAC are desired by the user. In the simulations of experiments and PWR
analyses reported later in this document, the turbulence models are not used. For completeness,
however, the turbulent shear stress and heat flux terms are described here. The viscous and
turbulent shear stress tensors represented in the finite-difference equation given in Section 2-3-3

by TZJ are expanded in this section. This term represents the viscous and turbulent stress tensors,
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V- [ak (ck + T,:)], of the partial differential equations. The viscous stress tensor may be written
as:

6, O, ©
ke Ok, Ok,

xx

g = O, k, Ok, (2-99)

c, O, ©
k. “k, Ok,

The turbulent stress tensor ;Z may be written in a similar way. Further,

v- [ak 2, + ;:)] - {_aa; oy, + Tk:)} . a_ay [ak (ckyx R T,;)]
2k} {2k, 7]

(2-100)

The coordinate system used is shown in Figure 2-1.
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The first subscript on the shear stress denotes the face the stress is acting on; the second subscript
denotes the direction the stress acts in. (For example, o, is the shear stress acting on face i in

if
the j direction.)

The viscous and turbulent stresses are defined in terms of the bulk deformation tensor, D ,
2,

given by
1
B, =3 [+ (] 2101
or
((ou 1o av)  1fau aw))
ox 2\0y ox 2\ 0z Ox)
1 (ou _ ov v 1 (v . ow)
D = — | = 4+ =2 —_— — ] — ot — 2'102
=ts 2 ( dy ax) dy 20z 9y ( )
lfou , ow 1(ou, ow ow
\2\ 0z ox 2\ 0z Oy 0z ),

Eliminating the normal stresses so that the diagonal term is zero produces the deleted bulk

*
deformation tensor —D-k .
=Xp

Neglecting the viscous contribution to the normal stresses and eliminating the normal stress due
to pressure already accounted for in the finite-difference equation leaves

*
g, = 20Dy (2-103)
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Thus, L

_ _ ou _ ov
O, = O, = H (a—y + ax) (2-104)

ou . ow
[0} =0 = —_— — 2- 5
ke T %, lu(az: Bx) (2-105)

_ _ ov . ow
O’kyz = ck? = ( % + ay) (2-106)

The turbulent stress tensor is given by
T T*

I, = - PeE +2mDy (2-107)

L

PT is the turbulent pressure. F is the anisotropy tensor which is assumed to be equal to the unit
tensor in general. 7 is the turbulent or "eddy” viscosity. The above tensor, T7, may be written

in matrix form as

du  ov T du ow
PTF ryou ,ov — o+ ==
E ke "[ay ax) "(az ax)
ou  dv T T|ov  ow
77 = 7| & + ¥ - P F — + — -
= T (ay ax) £k, e (az ay) (2-108)
7| Ou . ow T(odv ., ow T
—_—+ — — + — -PF
fl"(az ax] “"(az ay] €k
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The turbulent viscosity is given by

M= p, &A2D; Dy (2-109)

and the turbulent pressure by

Pl =p & (22;8 : Q;B) (2-110)

The double dot product of two second order tensors A and B is defined as

>

Iy
n
2
=)

i Pji (2-111)

In this case, this gives

2 2 2
2Q]: :Q; _[Ou L ov)T (o4, Ow|]" (S, Ow (2-112)
e B dy oOx 0z ox oz Oy

Now that all of the terms for the viscous and turbulent shear stresses have been expanded, the
finite-difference form of the terms can be presented. The total force resulting from viscous and
turbulent shear stresses acting on a mesh cell may be obtained using the divergence theorem:

F = fvjo{ V- [ak (gk + ;:ﬂ dx = swjf{m n - [ak (g_k + ;:')] ds (2-113)
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The finite-difference approximation for this total force is L

F =i {ak (O'kn + Tki) | AyAz - @, (Gk + Tk:) | AyAz
+ o (Gk,, + Tk,T,) |, AxAz - o, (ck,, + Tkyrx) -y AxAz

oo+ T) |, Axty - o b, + 1) 1., Axty)

k(o ) L~ ) L
0y (ckyz * TkT) ., AxAz - o, (Gk + Tki) |, AxAz

* o (Gka * TkZ) .. &ydz - @ (ckg + T, k:) |, AxBy } (2-114)

. T T . .
The various stresses (g, , T, , g, , T, ,etc.) must be evaluated on various surfaces of vertical
XX XX yx yX

and transverse momentum cells. For example, the stresses acting in the vertical direction on a
vertical momentum cell are shown in Figure 2-6.

The velocity gradients are calculated by taking differences between adjacent cell velocities to
obtain values for Au/Ax and Aw/Az on continuity cell edges. This is illustrated in Figure 2-7.
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In this figure, the velocity gradient at point A is given by
ou _ ow U U Wy ™ W
o L9 . + 2-115
[ 0z ax) A ( Al Ax ) ( )

The derivatives for the other edges (B, C, D, E, F, G, H, I, J, K, L) are computed in a similar
fashion and the process is repeated for other cells. If a solid surface bounds the cell in the

transverse direction, it is assumed that the velocity gradient is zero at the wall. Velocity is
assumed to be zero at the wall for solid surfaces that bound the cell in a vertical direction.

The derivative at the mass cell center is obtained by taking a four-point average of the derivatives
on the cell edges.

ou . ow 1 ou ., ow ou . ow
—_— _ = — _— _— + | —= + —
0z 0x cell center 4 0z ox A 0z ax B

ou ow ou . ow
+ ] = + == + | — + =
dz 0x). 0z Ox),

(2-116)

The same procedure is used to find

ou  ov ov  ow
— + —| and | — + —
dy ox 0z ox

at the mass cell center. The quantity Z_Q;: : Q;: at the cell center is then calculated from
B B

Equation 2-112 using these averaged derivatives. The turbulent viscosity and turbulent pressure
are then calculated at the cell center using Equations 2-109 and 2-110.

The shear stress acting on the sides of the momentum cell is computed from the appropriate

velocity gradients calculated on that face, and the fluid properties at these locations are computed
using a four-point average of the properties in the surrounding four mass cells.
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The turbulent thermal diffusivity for the mass cell center is computed from the double dot
product of the deformation tensor in the same manner as the turbulent viscosity was obtained
using the expression

T I * . pr -
ek = Bhﬂm 22]‘3 . ng (2 117)

The sum of the conduction and turbulent heat flux between two mass cells is then computed from

(HM - HJ—])

Ax,

(qk, tq )l = (ek ¥ SZ) (2-118)

The heat fluxes from all surrounding cells are summed up to give the net heat flux into cell J.

Since the viscous and turbulent shear stresses are computed explicitly, the timestep is limited by
the criterion

At < minimum

1
2u+n?) |

u (2-119)
2
p Ax Ax |,

2-4 Conservation Equations for One-Dimensional Components (Model Basis)
2-4-1 Introduction

WCOBRA/TRAC uses a two-phase five-equation drift-flux model in the one-dimensional
components. The hydrodynamic formulation consists of two equations for the conservation of
mass, two equations for the conservation of energy, and a single equation for the conservation of
momentum of the two-phase mixture. Closure of the field equations requires specification of
interphase relative velocity, thermodynamic functions, interphase heat and mass transfer, and
other constitutive relationships.
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Each of the field equations is described below in the context of a quasi-one-dimensional flow in a
pipe of non-uniform cross-sectional area. The principal assumptions that permit the field
equations to be easily integrated over the cross-sectional area are: no slip at the wall and small
transverse pressure gradients. The latter assumption allows the individual phase density cross-
sectional profiles to be assumed flat; thus, these densities represent their own averages.

The type of averaging used for a given variable depends on the nature of the physical quantity the
variable is representing. A simple area average,

1
<F> = — FdA -
A f A (2-120)
is used for phase fractions and mixture density.

Phase-fraction-weighted averages are used for individual phase velocities and phase energies.

Vapor
<aF>
<<F>> = (2-121)
<>
Liquid
1-a) F>
ccFos = 20 P> (2-122)
<l-o>

The averaged mixture velocity, mixture internal energy and relative velocity are defined as
follows:

— <p U >
U__ pm m

nE s | (2-123)
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<P, €

<> (2-124)

U

r

<<US>> - <<Up> (2-125)

The mathematics of averaging the two-phase conservation equations over a duct of arbitrary
cross-section has been dealt with by Ishii (1977) and will not be reproduced here. In the
following sections, variables with an underline are vector quantities, while variables with an
overline are averaged scalar quantities (see above).'®

2-4-2 Conservation of Mixture Mass

The conservation of mass is provided by a mixture continuity equation

Zn Vo, L,) -0 (2-126)

— (ap,) + Vfop, U )+ V: [p,U)=T (2-127)
m S = ,
where:
Uu-=4 -4 (2-128)
is the interphase relative velocity and
a(l-a
P = _(%)_‘B‘i (2-129)(14)
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Integrating the two continuity equations over the pipe cross-sectional area and introducing the
appropriate averages gives

o<p.> 1 3 — :
T+ ——A<p.>U])=0 2-130

a A aX(A P> T (2-130)
0 1 0 - 1 ¢ - =\ _
5 (<U.>pv) + Z & @ <a> p, Um) + Z '& g pf Ur) = <I> (2-131)

where Ef is defined as:

- <> (1-<a>) pp, ¢ ”
Ps = (2-132)

<p,>
Note that Equations 2-130 and 2-131 are not equivalent to the usual one-dimensional
conservation equations."® These equations correctly account for transverse flows arising from
axial changes in the pipe cross-sectional area. These equations are derived with no simplifying
assumptions except those previously noted.

2-4-3 Conservation of Mixture Momentum

The conservation of momentum is provided by a mixture momentum equation
2 (P u )+V . (P Uuudu ) + V- (p u Q)=—VP-L +p, £cos6 (2-133)
or V™M m m=m=m I=r=r Sfric Tm

where Lfn.c represents the irreversible pressure losses due to wall friction and sudden cross-

sectional area changes. The viscous diffusion terms have been neglected since these are expected
to be relatively small. Averaging the three-dimensional equation over the pipe area and
neglecting the momentum flux covariant derivative results in
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(2-134)
_ 9P

X - <Lfn.c> + <p,> g cos 0

For ducts of circular cross-section, an analysis of the magnitude of the covariant terms is
provided by Ishii (1977). For circumstances of practical interest, the covariant terms are
insignificant for annular flow and are proportional to 1.5 (Co—l) for the bubbly and churn flow

regimes. Here C, is the slip distribution parameter. Thus, the relative contribution of the
momentum flux derivatives could be increased by 15 percent" In view of the large momentum
losses and gains in the typical geometries to which Equation 2-134 is applied, it is concluded that
the covariance terms are relatively insignificant.

2-4-4 Vapor and Mixture Energy Conservation Equations

The conservation of energy is provided by a mixture energy equation

2 fouen) *  utall,) + V- oy e L) -

(2-135)
-Pv-U -PY-|p |- Ll u| +qlf gl
" Py P
and a vapor energy equation
0
2 one) + V- i) V- oy et -
(2-136)

- P % - PV - (aum) - PV - [ﬁ Qr] + qu + gy + T"H,

Py
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In these equations q“’,f,’ and q;;/ are the rates of heat deposited in the vapor and liquid from the
wall, g, is the rate of heat across the phase interface, and T"/H , Tepresents the increase in
energy due to vapor generation. All terms associated with viscous dissipation and surface

tension energy have been neglected.

Integrating the mixture energy equation over the cross-sectional area of the pipe gives

% ( p,> em) + % 5‘;(- [A<pm> vam] + % e [AEf (<<e‘>> - <<e,>>) Z_J,]

and

— (<> p, ) + 9 (<a> pvevﬁm) +

b,
+ P— | = U | =<g"”

(2-1372)%19

(i - i] 77,] + <> * <G>

aaX [Ef —Ijr ev] + PaaX (<a> (_]m)

(2-137b)'?

+ <q”’i\P - P% <a> + <rlll Hg>

In developing this averaged equation from Equation 2-133, the covariant derivatives have been
neglected. The magnitude of these terms can be assessed by the deviation from unity of the

energy flux distribution parameters; for the vapor phase

C - <o e, U>
Y <a> <<e>> <<U>>
and for the liquid phase

<(1-a) e, U>

 (1-<a>)<<e>> <<U >>

4384-non\sec2c.wpd-032803

(2-138)

(2-139)

2-53



Physically these parameters represent the interaction between non-uniform cross-sectional
profiles for the internal energy and the velocity. For saturated conditions these parameters are
effectively unity. An analysis of these parameters for circular ducts by Ishii (1977) indicates that
their importance is only significant for highly non-equilibrium flows; however under these
circumstances other terms will dominate in the energy equation, and thus they may still be
ignored. Thus, C, = C,, = 1.

2-4-5 Closure of the Conservation Equations

The closure of Equations 2-130, 2-131, 2-134, and 2-137 is obtained with the thermodynamic
relations as described in Section 10, and the specification of the relative velocity, interfacial heat
and mass transfers, wall heat transfer, and wall friction. As discussed in Section 4, the effects of

both local and profile slip are accounted for in the specification of the averaged relative velocity
U.

r

The phase change rate is evaluated from a simple thermal energy jump relation:

I "

e I~ 9a (2-140)
Hfg
where:
v = BA; T—%l (2-141)
and
il = b 2t | 2-142)

c

are the interfacial heat transfer rates for the vapor and liquid respectively. A, is the interfacial

area, and h,, and h,, are the interfacial heat transfer coefficients; these are discussed in Section 5.
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Similarly, the wall heat transfer rate terms assume the following form:

T, - T

Gy = B A, 2 (2-143)
VC
and
T, - T
Gut = hoA, —V—' (2-144)

The wall heat transfer coefficients are discussed in Section 6.

The wall friction term in the momentum equation assumes the form

U, (2-145)

where D, is a hydraulic diameter and £, is the two-phase friction factor for the mixture.

2-5 One-Dimensional Component Computational Cell Structure (Model as Coded)
2-5-1 Introduction

A one-dimensional component is divided into a number of one-dimensional computational cells
as shown in Figure 2-8. The five partial differential equations are solved using a staggered
difference scheme in which the mixture velocity is obtained at the cell interfaces, and the void
fraction, pressure and liquid, and vapor temperatures are obtained at the cell centers. We shall
use subscript j to denote a cell centered quantity and subscripts j-1/2 and j+1/2 to denote the

cell interfaces.
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2-5-2 One-Dimensional Component Computational Mesh .L;

The geometry of the mass and energy control volumes is characterized by five independent

variables: axial length AXJ., volume V} cross-sectional areas at the cell faces Aj_1 . Aj+1 o

the hydraulic diameter D,. All of these are specified by the user. Associated with each fluid cell

and

is a one-dimensional heat slab. This has a surface area in contact with the fluid which is
consistent with the volume and length of the energy control volume. The geometry of the heat
slab is characterized by a radius and a thickness.

The momentum control volume is centered at the cell interface j+1/2 and has faces at the cell
centers on either side i.e., at j and j+1. The geometry of the momentum control volume is

characterized by the length,

— 1
B = 5 (0% + 8%,.) (2-146)
volume, L
= 1
Vi = 5 (V; * Vi) (2-147)
flow areas,
A
;= AXJ (2-148)
A = Vi 2-149
j*1 AX;-,,I ( - )

and the hydraulic diameter D,. The geometry of the momentum control volume is principally
determined by the geometry of the corresponding mass and energy control volumes. L
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2-5-3 One-Dimensional Component Finite Difference Formulation

The one-dimensional hydrodynamic equations have been formulated in two separate finite
difference forms. The first form of the difference equations is semi-implicit and has a timestep

size stability limit of the form™”

AX
At < |—
IU | (2-150)

m

where AX is the cell length and U, is the mixture velocity (see Section 2-7-3 for other timestep

controls). In blowdown applications, the use of the semi-implicit scheme at break locations
generally leads to prohibitively small timestep sizes due to the high velocities and fine spatial
discretization adjacent to the break. To alleviate this problem, a fully-implicit form of the finite
difference equations is available for use in pipes where critical conditions are expected to occur.

Both formulations calculate certain quantities explicitly. Since the relative velocity and the two-
phase wall friction factor are relatively weak functions of the principal solution variables, these
are calculated explicitly at the start of the timestep.*® The wall heat transfer terms are treated
semi-implicitly and are sensitive to changes in the wall temperature, which is calculated
explicitly. To avoid incurring any associated numerical instabilities, the timestep is controlled to
limit the rate of change of wall temperature.

2-5-3-1 Semi-Implicit Formulation

Each of the averaged conservation equations described above is solved by differencing them on a
staggered grid. The continuity and energy finite difference equations are obtained by integrating
the differential equations over the mass and energy control volume (i.e., from j-1/2 to j+1/2)

and over the timestep At. Similarly, the finite differenced mixture momentum equation is

obtained by integrating the differential form over the momentum control volume. A superscript
n is used to denote a quantity at the previous time level. No subscript over a quantity denotes

the n+1 or new time level value. State variables such as densities and energies are normally

only available at cell centers. However, to determine the convective flux derivatives it is
necessary to provide averaged values for some of the cell center quantities at the cell interfaces:
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fju/z = Ban ki + (1 'Bju/z)f;‘n (2-151)
and
.;;':1/2 = B;n/zf} * (1 -B_;ﬂ/z)f]"q (2-152)
where:
21 a >0
Bz =0 Unmun <o (2-153)
r 1 >0
Bz = g Uy 1 <0 (2-154)

When the velocity is zero, the decision on which cell is the donor cell for the quantity depends on
the pressure gradient and whether the cell face is undergoing a velocity reversal. The practice of
donor celling the state variables for the convective fluxes leads to greater numerical stability
than, for example, central differencing. It is convenient to define two finite difference
divergence operators. The first is used for differencing mixture or individual phase fluxes:

_ s .
Vj Wm) - 7 [];'+1/2Umj,mAj+1/2 - f}-l/2Umj_,nAj-IQ ] (2-155)

~.

and the second is used to difference fluxes associated with relative motion:

- L[z - fr (21)
VJ’ Wr) - T/'; [f;%l/z Urj'm Aj+l/2 J;'-l/z Urj_m Aj—]/z (2-156)
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With this notation the finite difference equations are:

Mixture Continuity Equation [

Vapor Continuity Equation [

Mixture Energy Equation [
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1 (2-157)
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Vapor Energy Equation [ .\b

(2-160)

]a,C

Mixture Momentum Equation [

(2-161)® _. L‘_

]a,c

In the mixture momentum equation, the convective derivative is donor celled as follows:

a(Jm — U"";.lrz— U"”;'-llz + (1 _B ) Umj.m- U"”:’.m (2 162)
TAv T P2 T v 12l T A -
oX J AX, AX,,,

4384-non\sec2c.wpd-04303 2-60



Time levels were not assigned to the heat transfer and phase change terms because they involve a
mixture of old and new time quantities. For the interfacial heat transfer, only the potential
(T —T) is calculated at the new time level. For the phase change rate, the quantities (Tm-T,)

sat v,

and (H, -H) are all evaluated at the new time level. The remaining interfacial functional
dependence is treated explicitly. In the case of the wall heat transfer, only fluid temperatures T,

and 7, are evaluated at the new time.

The flux terms in Equations 2-158 to 2-161 are treated semi-implicitly; the old time level density
or energy density is used with the new time level mixture velocity. The flux terms associated
with the relative motion are treated entirely explicitly.

The mixture momentum equation deserves some comment. Both mixture and relative flux terms
are treated explicitly. The pressure gradient is treated implicitly.*® Equation 2-161 is actually
solved using the old time pressures. However, following the solution of the mass and energy
equations, the mixture velocities are updated to reflect the new time level in the pressure, thus
leading to an implicit pressure dependence. The gravitational head term has been formulated in
such a way as to accurately reflect the static pressure difference between the cell centers.

2-5-3-2 Fully Implicit Formulation
The fully implicit finite difference equations also use a donor cell averaging from the flux terms,
and thus are very similar to the semi-implicit equations. With the notation of the preceding

section, the equations are:

Mixture Continuity Equation [

e (2-163)
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Vapor Continuity Equation [

Mixture Energy Equation [

Vapor Energy Equation [
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Mixture Momentum Equation [

(2-167)

] a.c

The major differences between these equations and those for the partially implicit scheme are as
follows. The only variables that are not treated fully implicitly are the relative velocity, wall heat
transfer, and wall friction coefficient. In addition, the convective derivative in the mixture
momentum equation is calculated using central differencing. The use of central differencing for
this term leads to a more precise representation of the pressure drops in components of non-
uniform cross-section, but it is unstable with the semi-implicit scheme; therefore, it is not used in
the semi-implicit scheme.

2-6 Numerical Solution Method
2-6-1 Introduction

The conservation equations and computational mesh used by WCOBRA/TRAC for the vessel
and one-dimensional components were described in Sections 2-1 through 2-5. This section
describes the numerical methods used to generate a solution to those sets of equations.

2-6-2 Vessel Component Numerical Solution

The equations shown in Sections 2-3 and 2-5 form a set of algebraic equations that must be
solved simultaneously to obtain a solution for the flow fields involved. These equations must be
simultaneously satisfied not only for each cell, but for the entire computational mesh. The
numerical scheme chosen to solve these equations must be as efficient as possible to obtain a
solution in a reasonable amount of computer time. While the equations can be solved directly
using Gaussian elimination, the computer time required for problems with many mesh cells
would be prohibitive. Therefore, it is desirable to reduce as much as possible the number and
complexity of the equations being solved and use the most efficient scheme possible to obtain a
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final solution. Note that the equations in Sections 2-2 and 2-3 have already been greatly
simplified over the conservation equations they are intended to represent since they are written in
a semi-implicit form. It is assumed that these semi-implicit equations converge to the correct
solution if a timestep size smaller than that required by the Courant criterion is used. The
methods used to solve these equations will now be described.

2-6-2-1 Solution of the Momentum Equations

The momentum equations are solved for first, using currently known values for all of the
variables, to obtain an estimate of the new time flow. All explicit terms and variables in the
momentum equation are computed in this step and are assumed to remain constant during the
remainder of the timestep. The semi-implicit momentum equations have the following form:

Liquid

F,=A +BAP + CF, + DF, (2-168)
Vapor

F,=A, + BAP + C,F, + D,F, + E,F, (2-169)
Entrained Liquid

F, = A, + BAP + D,F, + EF, : (2-170)

A,, A,, and A, are constants that represent the explicit terms in the momentum equations such
as the momentum efflux terms and the gravitational force. B,, B,, and B, are the explicit
portion of the pressure gradient force term. C, and C, are the explicit factors that multiply the
liquid flowrate in the wall and the interfacial drag terms. D,, D,, D, E,, and E, are the
corresponding terms that multiply the vapor and entrained liquid flowrates. F, is the liquid mass
flowrate, F, is the vapor mass flowrate, and F, is the entrained liquid mass flowrate. These

equations may be written in matrix form as

C,-1 D, 0 F, -A; - B, AP
C, D,-1 E, F,} = {-A, - B, AP (2-171)
0 D,  E-1] |F -A, - B, AP
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This expression is solved by Gaussian elimination to obtain a solution for the phasic mass
flowrates as a function of the pressure gradient across the momentum cell, AP:

F, = G, + H; AP
F,=G, + Hy AP C(2-172)
F, =G, + H, AP

The mass flowrates given by Equation 2-172 are computed based on the mass of each phase
contained within the momentum control volume. Velocities may be computed from these
flowrates using Equation 2-68. Once the tentative velocities have been obtained from the
momentum equations, the continuity and energy equations can be solved.

2-6-2-2 Linearization of the Mass and Energy Equations

If the right hand side of each of the mass and energy equations is moved to the left hand side, and
if the current values of all variables satisfy the equations, the sum of the terms on the left side
should be identically equal to zero. The energy and mass equations will not generally be satisfied
when the new velocities computed from the momentum equations are used to compute the
convective terms in these equations. There will be some residual error in each equation as a
result of the new velocities and changes in the magnitude of some of the explicit terms in the
mass and energy equations, such as the vapor generation rate. The vapor mass equation, for
example, has a residual error given by

£ - [(avpv), - (avpv)j] A, 5 @0 Ty An),,
@ At el AX,

(2-173)

NB k“vpvf U, A'",--:]KB NKK T

S
- - L k Wl - L - S
Kgl AXJ KLL‘; KL avpv)l v AXJ AXJ

All terms are computed using currently known values for each of the variables. The symbol ~
over the velocities indicates that they are the tentative values computed from the momentum
equations, Equation 2-172. The mass equations for the liquid phases and the two energy

E

equations also have residual errors: E et

0 E_,and E,. The equations are simultaneously
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satisfied when E_,,

E

ct?

ce?

E,_,, and E, for all cells in the mesh simultaneously approach zero.

The variation of each of the independent variables required to bring the residual errors to zero

can be obtained using the block Newton-Raphson method. This is done by linearizing the

equations with respect to the independent variables P, a,, o f,, (1 —av)H,, and o, to obtain the

following equation for each cell:

This equation has the form:

for each cell. Matrix [R(X)] is the Jacobian Matrix of the system of equations evaluated for the

set of independent variables given by the vector X, dX is the solution vector containing the
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- aEct aEcR aEcl aEc! aEc( oE cl aEc!
oa, OaH, l-a)H, da, 0P, 3P,  OP_ycon
oE, OE, OE, OE, OE, OE, oE,,
oo, daH, ol-o)H, da, 9P, 0P,  OP_ycon
aEe? aEe! aEel aEe! aEel aEel aEeP
oa, daH, ol-o)H, da, OP, OP.,  OP oy
aEce aEce aECC aEce aEce aEce aEce
da, oaH, ol-o) H, da, 9P, 9P,  OP_ycon
0E, OE, OE, OE, OE, OE, oE,,
oa, daH, Ol-a)H, da, OP, OP.,  OP,_ycon

dP,

i=1

t dP;_ncow

s

el

)

(2-174)

(2-175)
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b

linear variation of the independent variables, and -E is a vector containing the negative of the
residual errors required to bring the error for each equation to zero. The matrix R(X) is
composed of analytical derivatives of each of the terms in the equations with respect to the
independent variables. The velocities are linearly dependent on the pressures, so derivatives of
velocities with respect to pressure may be obtained directly from the momentum equations,
Equation 2-172. The linear variation of velocity with respect to pressure is given by:

dv, = H, (dP, - dP,,))
dv, = H, (dP, - dP,,,) | (2-176)

\4

dv, = H, (dP, - dP,,))

The derivatives of the other dependent variables, such as P, P,» H,, and H , are obtained from

the thermal equations of state and from fundamental identities involving partial derivatives. For
example, the derivative of p, with respect to the independent variable o H, is given by:

op. op, OH

deH)  oH, doH) @-177)

The derivative dp /OH, is obtained directly from the thermal equation of state, while the

derivative 0H /da H, is obtained from the identity:

_ o,

Qo

H, (2-178)

The term in the numerator is the independent variable with respect to which the derivative is
being taken, and the denominator is the independent variable a, which is assumed to be held

constant while taking the derivative. From Equation 2-178 we then obtain:

1
doH) o

(2-179)
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Derivatives of the independent variables are obtained directly from Equation 2-172 and the
comparable equations for the other four residual errors. For example, the derivative of the
temporal term of Equation 2-173 with respect to a,, is given by:

d (o oo, o)
( va) = pv Yy 4+ av Py = pv (2'180)
da., oa, oa,

Once all of the derivatives for the five equations have been calculated, Equation 2-174 is reduced
using Gaussian forward elimination to obtain solutions for the independent variables of the form:

NCON
dP, = a; + Y, g5 dP, (2-181)
i=] )
and back substitution
NCON
do, = a, + fdP, + 3 g, dP, (2-182)
i=1
NCON
d[1-0) H| = a; + e;da, « fidP, + 3 g, dP, (2-183)
i=1
NCON
d [ H) = ay+d, d [1-0) H]+ eda,+ f,dP+ 3 g, dP, (2-184)
i=t !
dos=a+c doH) +d dl-o) H]
NCON (2-185)

+ eda, + fidP, + 3 g, dP,

i=1

The computer time required to solve Equation 2-174 is greatly reduced if the nonlinear
coefficients a, through g, are assumed to remain constant during a timestep and a solution is

obtained only for the linearized system of equations (Equations 2-181 through 2-185). Timestep
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controls are then imposed to assure that the variation of the nonlinear terms between timesteps
remains within acceptable limits so that a stable solution is obtained. A great savings in
computer time is realized when this is done since the matrix equation, Equation 2-174, is reduced

only once per timestep.®®

2-6-2-3 Solution of the System Pressure Matrix“"

The linear variation of the pressure in cell J as a function of surrounding cell pressures is given
by Equation 2-181. A similar equation may be derived for each cell in the mesh. This set of
equations for the pressure variation in each mesh cell must be simultaneously satisfied. The
solution to this equation set may be obtained by direct inversion for problems containing only a
few mesh cells, or by using a Gauss-Siedel iterative technique for problems containing a large
number of mesh cells.

The efficiency of the Gauss-Siedel iteration is increased in two ways. First, a direct inversion is
carried out over groups of mesh cells specified by the user. The pressure variation for cells
within the group are solved simultaneously while the pressure variations in surrounding mesh
cells are assumed to have their last iterate value. A Gauss-Siedel iteration is then carried out
over the groups of cells where the pressure variations of bounding cells for each group are
updated with their last iterate value. As far as the iterative solution is concerned, solving groups
of cells by direct inversion has the effect of reducing a large multidimensional problem down to a
simpler one-dimensional problem that has the same number of cells as the large problem has
groups of cells. Convergence difficulties that are typical of problems with large aspect ratios
(long, narrow cells) are also eliminated by placing cells with large aspect ratios between them
within the same solution group. The iteration is assumed to have converged when the change in
linear pressure variation between timesteps is below a specified limit.

The second method for increasing the efficiency of the iteration involves obtaining the initial
estimate for the pressure variation in each cell. This is done through a process called
rebalancing. Rebalancing is simply the process of reducing the multidimensional mesh to a one-
dimensional mesh for the vessel, and then obtaining a solution for the pressure variation at each
level of the one-dimensional problem by direct inversion using the methods described above.
The one-dimensional solution for the linear pressure variation at each level is then used as an
initial guess for the linear pressure variation in each mesh cell on that level in the
multidimensional problem. This process greatly enhances the rate of convergence in many
problems since the one-dimensional solution generally gives a good estimate for the magnitude
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of the linear pressure variation in the multidimensional problem. Rebalancing is optional and -\b
must be specified by the user. If this option is not used, then the initial guess for the linear
pressure variation in each cell is zero.

2-6-2-4 Cells Connected to One-Dimensional Components

The equation for the linear pressure variation in vessel mesh cells that connect to one-
dimensional components is slightly more complicated than Equation 2-181 since the cell pressure
is dependent on the pressures within the one-dimensional component. If the one-dimensional
component forms part or all of a loop connection to one or more additional cells within the
vessel, then the pressure variations within the one-dimensional components are functions of the
pressure variation within each vessel mesh cell to which the loop connects. The equations for the
one-dimensional components in each loop are reduced to the form:

[
1" (2-186)

where: [ l/
7€ (2-187)

[

]a.c

Combining Equations 2-186 and 2-187 produces: [
1* (2-188)

for the linear variation in pressure for the vessel computational cell J. [ L
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]a.c
2-6-3 One-Dimensional Component Numerical Solution

One dimensional conservation equations are expressed by semi-implicit finite difference
Equations 2-157 through 2-160 in a cell, and Equation 2-161 at a cell boundary. The noding of a
one dimensional component with N cells is illustrated in Figure 2-8. Component boundaries in
the figure are the left boundary (L), attached to node number 1, the right boundary (R), next to
the last node N, and a tee boundary at cell number T.

The above set of algebraic equations is solved in the one-dimensional components in a manner
similar to the vessel component discussed in Section 2-6-2 for the three-dimensional
conservation equations. This section is developed in parallel to that section. In Section 2-6-3-1,
momentum equations are solved. Mass and energy equations are then solved in Section 2-6-3-2.
However, there is no need to construct and solve a system pressure matrix for the simple 1D
component geometry. The component boundary conditions will be discussed in Section 2-6-3-3.

2-6-3-1 Solution of Momentum Equations

To solve the set of five algebraic equations, independent variables are selected first: pressure P,

void fraction a, liquid temperature 7}, vapor temperature 7|, and mixture velocity U, , where
the scalar quantities are defined at the cell center j and U, at the cell boundary j-1/2. The set

of equations are solved by the use of Newton-Raphson iteration. In the case of the mixture

nmm,

momentum Equation 2-161, F, ., is expanded into a first order series as follows:

(2-189)

] a,c
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where F,, j-1z isthe value of F__ ., at the end of the previous timestep and the current

variables are: [

¢ (2-190)
and so on. Thus, the formal solution for F, j-in =0 is expressed by: [

¢ (2-191)
for j=1, N+1. It will be noticed that:
[

1 (2-192)
[

¢ (2-193)

It is seen from Equation 2-191 that the coefficients &1 aqd fj_‘ p are constants depending only

on the quantities of the previous timestep.
2-6-3-2 Solution of Mass and Energy Equations

The first four independent variables are collectively denoted by a vector. [
1€ (2-194)

and another vector is formed of Equations 2-157 through 2-160 for the mass and energy
equations: [

"¢ (2-195)
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whose elements depend on X. For the Newton-Raphson solution, F is expanded into a first
order series: [
(2-196)

]a,c
Similar to construction of Equation 2-174 for the 3D solution method, the formal solution of
Equation 2-191 is applied to the above equation. [

1 (2-197)
where the coefficients of dX are Jacobian matrices.  For the solution of F =0, we have: [

1* (2-198)

where C , A ,and B are (4x4) coefficient matrices.
i T i
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2-6-3-3 Component Boundary Conditions L/

For a component, the mass and energy equations become: [

(2-199)
]a,c

where L, R, and T are boundary conditions at the left, right, and tee boundaries of the one

dimensional component, respectively. For example, [

L

I (2-200)
for a velocity boundary condition or by incorporating the momentum equation, {
(2-201)
]a.c
a pressure boundary condition can be imposed. At the right boundary, [
(2-202)
]a.c
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Thus, the solution of Equation 2-199 becomes [
7 (2-203)

Given velocity boundary conditions at the left, right, and tee boundaries of a one-dimensional
component, therefore, the independent variables Xj are obtained at each cell center. For

example, [
I (2-204)

Applying this expression to Equation 2-191, the mixture velocities at the internal cell boundaries
for j=2, ..., N can be calculated.

If pressure boundary conditions are provided, then dU,, dU,, and dU, in Equation 2-199 can be

replaced by pressure at the respective boundary cells through the use of Equation 2-191 at the
boundaries. The independent variables dX ¢ for j=1, ..., N can be obtained by an expression

similar to Equations 2-203 and 2-204 with dU being replaced by dP. Finally, the velocities at

the internal cell boundaries as well as the component boundaries can be obtained by
Equation 2-190.

2-6-3-4 Fully Implicit One-Dimensional Components

In the above sections, the solution method has been described for semi-implicit finite difference
equations of one-dimensional conservation equations. The fully implicit difference

Equations 2-163 to 2-167 are solved by WCOBRA/TRAC in a manner quite similar to the above
semi-implicit solution, as shown in Takeuchi and Young (1988). The basic difference in the
solution method comes from the mixture momentum equation. The semi-implicit momentum

Equation 2-161 depends on the current values of U 12 Pj, and Pj_] . Therefore, the

m,
momentum equation was solved first as Equation 2-190, followed by mass and energy equations
with (4x4) coefficient matrices. Consequently, Equation 2-198 for a semi-implicit component
has a (4x4) blocked tridiagonal coefficient matrix.
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The implicit momentum Equation 2-167, on the other hand, depends on the current values of not L/

only Um')._m, PJ., and Pj_‘, but also Um U

mj-312? and p;- Thus, the momentum equation

j+re
cannot be solved by itself. In this situation, independent variables are chosen to be:

[
I (2-205)

All the Equations 2-163 to 2-167 are collected in: [
¢ (2-206)

Notice that the mixture velocity at the left hand end j-1/2 is coupled with the scalar quantities in

cell j in vector dX, as is the momentum equation. Furthermore, the momentum equation is
placed in the middle of F. Solution of F =0 is obtained by the use of the Newton-Raphson

method, and so the derived equation has the same expression as Equation 2-198. [

L

¢ (2-207)

=y =

However, A, B, and C in Equation 2-207 are (5x5) coefficient matrices with conservation

equations in the row placed in the order stated above, and S is the constant source term.
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Each cell is related to quantities in the nearest neighboring cells only. By assembling Equation
2-207 for a component with N cells, therefore, we again have a blocked tridiagonal system: [

(2-208)

ol

While this implicit matrix equation has the same formal expression as the semi-implicit equation
Equation 2-199, the contents of the coefficient matrices, the source vector, and the solution
vector are greatly different. However, the boundary conditions of L, R, and T are the same as
the semi-implicit case. Even if implicit one-dimensional components are connected to each
other, they are connected semi-implicitly, restricting the timestep size by the Courant condition.
Because the boundary conditions are semi-implicit, their relationship to the network equations is
the same as the other semi-implicit components.

2-6-4 Network Matrix Equation

In the above Sections 2-6-2 and 2-6-3, the solution method for a single component was
discussed. Usually, several components are joined for modelling of a complex system by
connecting boundaries of the components. The connected boundary conditions between the
components are determined by a network equation in WCOBRA/TRAC, which is the subject of
this section.

The WCOBRA/TRAC network matrix equations were described in general form by Takeuchi
and Young (1988). However, the network equation can be better explained by an illustration of a
sample network in Figure 2-9. Component 1 is a PIPE component with junction 1 at the left
boundary and junction 2 at the right boundary. Component 2 is a TEE component whose primary
pipe has junctions 2, 3, and 5 at the left, right, and tee boundaries, respectively. The side pipe,

4384-non\sec2e.wpd-04303 2-77



denoted as 2', has junctions 5 and 6 at the left and the right boundaries. Component 3 is a PIPE
with junctions 3 and 4. Component 4 is an ACCUM component connected to component 2 at
junction 6. Components 1 and 3 are connected to the vessel component at its cells V, and V.

For this system, the mixture momentum Equation 2-191 becomes: {

¢ (2-209a)

[

*¢ (2-209b)
[

¢ (2-209¢c)
[

* (2-209d)
[

** (2-209)
[

1% (2-209)

for the mixture velocity U ; at junction j , and where P;; and P, are pressures in the first and the
last cell of the component i . On the other hand, one of the solutions of the mass and energy
equation (Equation 2-204), at the first and the last cells of the one-dimensional components are [

* (2-210a)
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1> (2-210b)

[
¢ (2-210c)

[
I (2-210¢)

[
e (2-210f)

[
]a.c (2-210d)

[
I (2-210g)

[
1*¢ (2-210h)

[

"¢ (2-210i)
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[ L

1 (2-210)

Applying Equation 2-209 to 2-210, an equation for the boundary velocities is derived of the
form: [

(2-211)

e L

This is the network equation for the system illustrated in Figure 2-9, where X indicates a non-

zero element. Inverting the matrix, boundary velocities at the 1D/3D junctions 1 and 4 are

obtained.
[ | P (2-212)
[ < (2-213)

These relationships are represented in Equation 2-186 in a general expression. The boundary
velocities at the other junctions become: [

e (2-214)
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for J=2, ..., 6. It should be noted that coefficients Bj , and Bj4 are usually not zero, indicating

that the pressure change in the vessel cell at the 1D/3D junction influences all the boundary
velocities in one timestep. This is a result of the implicit nature of the pressure terms in the
semi-implicit scheme. '

If the vessel component in Figure 2-9 were replaced by a one-dimensional component, mass and
energy equations yield: [

¢ (2-215)

1 (2-216)

at the first and the last cells. Applying these relations to Equation 2-203, a closed form solution
is obtained: [

(2-217)

]a.c

After solving this equation for the boundary velocities, the mass and energy relations of Equation
2-203 yields X for pressure, void fraction, liquid temperature, and vapor temperaiure. Then, the
momentum Equation 2-191 gives the mixture velocities at the internal cell boundaries of all the
components.

With the vessel component connected to the system as in Figure 2-9, the formal solutions of

Equations 2-212 and 2-213 for the 1D/3D junction velocities are applied to the system pressure
matrix Equation 2-187 for the 3D component to get the closed form, Equation 2-188. Once the
system pressure matrix equation is solved, all the other independent variables are obtained at all
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the vessel cells by Equations 2-182 to 2-185. Pressure changes in the 3D cells at the 1D/3D L
junctions have been, of course, obtained at this time. Then, Equation 2-211 is solved for the )
boundary velocities at the component boundaries in the entire system. Thus, Equations 2-203

and 2-191 give the solution for the independent variables of 1D components. The above process,

in which a collection of the full component equations such as Equation 2-199 is reduced to the

system pressure equation, will often be called IBKS-forward elimination. The terminology IBKS

will be used later in the code description. The system pressure matrix equation in the closed

form is the basis of the solution procedure. Once it is solved, the process is reversed to find

solutions for the other variables, which is referred to as IBKS-backward substitution. It should

be noted that there are several levels of different sets of forward elimination and back

substitution within one outer iteration. The IBKS-process is the highest level in the iteration.

2-6-5 WCOBRA/TRAC Solution Routines

Subroutine TRANS drives the entire transient calculation. Simulation control in accordance with

the input specified time domains is monitored by calls to TIMCHK. Timestep sizes are

controlled by calling TIMSTP and NEWDLT which are discussed in Section 2-7. At every

timestep, prepass calculations, outer iterations, and postpass calculations are performed under the

control of TRANS. Figure 2-10 shows a logical tree with comments illustrating the functional L
scope of TRANS. Major subroutines under TRANS for the transient calculations are

summarized in Section 2-6-5-1. One cycle of the outer iteration calculations is detailed in

Section 2-6-5-2, where the relationship of the code with the previous equations is established.

2-6-5-1 Transient Calculation Routines

Prior to performing the iterative solution for each timestep, prepass calculations are made by
subroutine PREP. Figure 2-11 outlines this procedure. The prepass calculations use the system
state at the completion of the previous timestep to evaluate quantities to be used during the outer
iterations. Separate prepass calculations are performed for the one-dimensional component
network and for the vessel component. Subroutine PREPER controls the prepass calculations for
the one-dimensional component network, and PREP3D governs the vessel component prepass

calculations.

In the one-dimensional component prepass calculation, relative velocities, which are assumed
fixed during the iterations, are evaluated in SLIP. The computed relative velocities are used to
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calculate liquid and vapor velocities in subroutine PREPER, which are in turn used in FWALL to
calculate the two-phase wall friction factor. Heat transfer coefficients are returned by HTPIPE.

The vessel component prepass calculation is performed by PREP3D, which updates boundary
conditions and calls HEAT to determine the wall heat flux using heat transfer coefficients from
HCOOL. The rod conduction equations are solved by subroutine TEMP and the quench front
location and noding is controlled by subroutine QFRONT.

The hydrodynamic state of the system is determined by a sequence of Newton-Raphson iterations
that solve the linearized equations for each external loop and the vessel. Throughout the
sequence of iterations that constitute a timestep (called an outer iteration), the properties and
variables evaluated during the prepass and previous postpass remain fixed. These include wall
and rod temperatures, heat transfer coefficients, wall friction factors, and phase relative
velocities.

The outer iteration is controlled by subroutine OUTER. Subroutine OUTER, as shown in
Figure 2-12, completes a single cycle outer (Newton-Raphson) iteration of the linearized
hydraulic equations for the external loops and the vessel. Each call to subroutine OUTER
completes a single outer (Newton-Raphson) iteration. Both the forward elimination and
backward substitution that sweep through the external loops are performed by subroutine
OUT1D and its associated routines. The calculations that these routines perform are controlled
by the variable IBKS, which is set by subroutine OUTER. Subroutine OUT3D solves the
hydrodynamic equations for the vessel component (IBKS = 0), or merely updates boundary data
(IBKS =1). '

All one-dimensional components in a particular external loop are handled by a single call to
subroutine OUT1D. OUT1D invokes the appropriate component outer iteration subroutine and
returns the data. The outer iteration subroutines for one-dimensional components use subroutine
INNER to perform common functions. INNER retrieves boundary information from the
boundary arrays, tests other boundary information for consistency, calls subroutine DF1D to
perform the appropriate hydrodynamic calculation, and resets the boundary data arrays by calling
subroutine J1D. Subroutine DF1D invokes subroutine DF1DI or DF1DS to perform fully or
semi-implicit calculations, respectively.

Subroutine OUT3D solves the momentum, continuity and energy equations for the vessel
component. Subroutines XSCHEM, INTFR, FILLRO, and GSSOLYV are the primary routines
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used by OUT3D to do this. XSCHEM linearizes the equations and INTRF computes the
interfacial drag and wall friction factors. FILLRO and GSSOLYV solve the linear system by direct
inversion or Gauss-Seidel iteration. The boundary data arrays are updated by OUT3D.

Having evaluated the system hydrodynamic state by a sequence of outer iterations,
WCOBRA/TRAC performs a postpass to unfold the hydrodynamic variables and update the
boundary data array. This postpass is performed by subroutine POST. The same subroutine also
implements the timestep backup procedure when the outer iteration process fails to converge.
When failure occurs, the outer iteration counter (OITNO) is set equal to -100 and subroutine
POST is invoked. Under these conditions, POST returns the component data arrays to their state
at the beginning of the timestep.

When the iteration converges successfully, POST calls the appropriate component postpass
subroutines for the one-dimensional components and invokes subroutine POST3D for the vessel
component. POST3D unfolds the values of the independent variables from the system matrix,
updates the fluid densities and mass flowrates, and solves the drop interfacial area concentration
equation.

Subroutine POST, as shown in Figure 2-13, performs the postpass calculation by unfolding the
hydrodynamic variables in subroutine FPROP and THERMO for one-dimensional components
and in subroutines SAT, VOLLIQ, and VOLVAP for the vessel component. Boundary arrays are
updated in subroutines SAVBD and SETBD for one-dimensional components and in SPLITIT
for the vessel component. In addition, failure of the iteration is identified at this point using the
convergence criteria in Section 2-7-2. In response, POST returns the component data arrays to
their state at the beginning of the timestep and the timestep is repeated with a smaller timestep
size. When the iteration converges successfully, POST calls the one-dimensional component and
then vessel component postprocess routines. Other than hydrodynamic variables and boundary
values, 1D component post calculation solves the heat conduction equation in CYLHT (n.b.;
conduction equation for a vessel component is solved in prepass, op.cit.) and finds the maximum
changes of pressure and structural temperatures per timestep in EVALDF. These maximum
changes will be used in timestep size control as discussed in Section 2-7. In the vessel postpass
calculation, the neutronic point kinetics equation is solved in LUCIFER, and subroutine
BACOUT unfolds vessel component independent variables (n.b.; unfolding in one-dimensional
components is performed by DF1DI and DF1DS with IBKS = 1 during the outer iterations).
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2-6-5-2 Sequence of Outer iiération Calculations

One cycle of the outer iteration consists of one-dimensional component calculations, vessel
component calculations, and another pass of one-dimensional component calculations. This
sequence of calculations is described below. ‘Subroutine OUTER is the driver of one cycle of the

-outer iterations which calls OUT1DN for the 1D series of computations and OUT3D for the
vessel computations. Subroutines OUT1D, INNER, J1D, DF1DS, and DF1DI are used to solve
one-dimensional component conservation equations. Vessel equations are solved by the
subroutines XSCHEM, REDUCE, FILLRO, and GSSOLYV.

First, IBKS=0 is set in OUTER to initialize the IBKS-forward elimination step in an outer
iteration. Then, OUTER calls OUT1DN, which subsequently calls OUT1D loop by loop.
OUT1D disassembles one loop into components and calls the routines DF1DS or DF1DI
component by component in a preset order. Routines DF1DS and DF1DI solve the one-
dimensional thermal-hydraulic equations for each component, subject to velocity boundary
conditions.
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At the end of one component calculation, INNER calls J1D to update the boundary data with the
just computed data and stores the data to BD(i), to be subjected to the next component in a preset
calculation order.

The above process is repeated over the components of a loop. Then another loop is selected by
OUTI1DN and components are ordered by OUT1D to be processed until all the one-dimensional
components are updated. At the completion, the network equation has been constructed. This
equation is solved in OUT1DN by calling subroutines SOLVE and BACSUB for the boundary
velocities at 1D/1D and 1D/3D junctions.

After the network equation is solved, control returns to OUTER where the one-dimensional
component data are transferred to vessel calculations by parameters A P(i,j) with 1D/3D junction
number, coefficient f in Equations 2-192 or 2-193, the 1D/3D boundary velocity change, and

PSNEW with the pressure change rate in the one-dimensional component cell adjacent to the
1D/3D junction. Including mass, energy, and momentum sources at the junctions, XSCHEM
computes coefficient matrices of the vessel momentum, mass, and energy equations.

]a.C: [

¢ (2-218)
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where superscript m is for the m~th outer iteration. Since all the boundary velocities are

updated, the remaining independent variables in one-dimensional components are computed in
DF1DI or DF1DS: [

1% (2-219)

which corresponds to Equation 2-203. With the computed pressure and fluid temperatures,
subroutine THERMO is called to generate other hydraulic properties. Finally, OUT3D is called
to renew the boundary data, at 1D/3D junctions.

This completes the one cycle of outer iteration. Convergence of iterations is discussed in the
next section.

2-7 Timestep Size and Convergence Criteria
2-7-1 Introduction

WCOBRA/TRAC contains logic to control the timestep size and the rate at which it changes.
Control of the timestep size is accomplished through user specified convergence criteria. This
section describes these convergence criteria. Section 11 presents the results of sensitivity studies
on these criteria and identifies the values that are appropriate in determining the code uncertainty.

2-7-2 Coded Convergence Criteria

As described in the previous sections, the non-linear thermal-hydraulic conservation equations
are discretized and linearized to semi-implicit difference equations which are solved iteratively.
One outer iteration (Newton-Raphson) consists of IBKS-forward elimination and backward
substitution, that is, a sequence of one-dimensional loop calculations, three-dimensional vessel
calculation, and another pass of the one-dimensional loop calculations. The set of calculational
steps is iteratively processed.

The computed results of the outer iterations are evaluated by the following convergence criterion:
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VARERM < EPSO

where VARERM is the maximum pressure change rate of all components in an iteration, and
EPSO is the user specified maximum pressure change in a single iteration.

If this condition is satisfied, the iteration is completed and the computation is allowed to proceed
to the next timestep.

If the outer iteration does not converge within an input specified maximum number of iterations,
OITMAX, the outer iteration, is considered to have failed. All fluid conditions are reset to the
previous timestep value, the timestep size is reduced by half, and the calculation is repeated.

2-7-3 Timestep Size Control™

WCOBRA/TRAC contains separate algorithms to increase and decrease the timestep size,
DELT. A promotional algorithm allows DELT to increase when all of the convergence criteria
have been satisfied. An inhibitive algorithm restricts DELT to sizes within those permitted by
the convergence criteria to ensure computational stability.

The timestep size is regulated by convergence criteria selected by the user and several internal
controls by the code. Internal controls on the timestep size are a result of limits placed on the
iteration count, the Courant limit, and the vessel vapor fraction change. User selected
convergence criteria include specifications of vessel and one-dimensional component pressure
change limits, phasic enthalpy change limits (vessel), phasic temperature change limits (one-
dimensional components), a fuel rod clad temperature change limit and a one-dimensional
component heat structure temperature change limit. The effect of these limits on timestep size
are as follows:

]a.C‘
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]a,c-

]a,c.

These limits restrict the timestep size when fluid conditions are rapidly changing and increase the
timestep for a slower transient. At the beginning of a steady-state calculation, the timestep size is
set to the minimum allowable timestep size, DTMIN. Often, at the start of a large break LOCA,
the Courant limits and pressure change simulation become timestep controlling parameters. The
timestep size typically increases with the promotional algorithm to the maximum allowable
timestep size, DTMAX, or the size limited by the Courant condition.

N\
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2-7-4 Numerical Stability

To achieve numerical stability while maintaining reasonable computing time, discontinuities
both in time and space must be eliminated. Several ramps are applied generally within
WCOBRA/TRAC. One type of ramp eliminates discontinuities in calculated physical quantities
as the void fraction varies from 0 to 1.0. Since different physical models for interfacial shear and
heat transfer are used, for example, ramps are applied to assure a smooth transition in the
calculated variable as the void fraction changes. Different ramps are used, as described in the
following sections.

Generally, all phasic constitutive variables, such as shear and heat transfer coefficients, are
ramped to zero as the phase is depleted in a cell. The ramps are applied over a small range of

void fraction, usually less than one percent.

In addition to smoothing over void fraction, smoothing over time is also implemented. This is
done by applying the following formula to constitutive variables:

yt+AD =yl oy (2-220)

where y(z+Atf) is the quantity which will be used in the new timestep, y, is the quantity as

calculated by models and correlations, y(¢) is the quantity as used in the previous timestep, and a
is a number between 0 and 1.0.

]a.c.
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5. RAIl-7 (refers to page 2-10; now page 2-8)
6. RAIL-8 :
7. RAII-9 (refers to page 2-36; now page 2-30)
8. RAII-10
9. RAIlI-11
10. RAIl-12
11. RAII-13
12. RAIl-14
13. RAIl-15 (refers to page 2-42; now page 2-38)
14. RAII-16
15. RAI1-18 (refers to page 2-57; now page 2-52)
16. RAII-17
17. RAII-19
18. RAIS-1 (refers to page 2-57; now page 2-51)
19. RAIS-2 (refers to page 2-63; now page 2-57)
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20.
21.
22.
23.
24.
25.
26.
217.
28.
29.
30.
31.
32.

RAIS-3
RAIS-4
RAIS-5
RAIS-6
RAIS-7
RAIS-8
RAIS-9
RAIS-10
RAIS-11
RAIS-13
RAIS-14
RAIS-15
RAIS-12

(refers to page 2-63; now page 2-57)
(refers to page 2-64; now page 2-58)
(refers to page 2-67; now page 2-61)
(refers to page 2-11; now page 2-9)

(refers to page 2-16; now page 2-13)
(refers to page 2-99; now page 2-88)
(refers to page 2-28; now page 2-24)
(refers to page 2-32; now page 2-27)
(refers to page 2-57, 2-66; now page 2-60)
(refers to page 2-40, 2-41; now page 2-37)
(refers to page 2-74, 2-77; now page 2-69)

(refers to page 2-40; now page 2-35)

Note: RAIS-# denote supplemental RAIs.
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Table 2-1

N Timestep Size Reduction Limits
{
;\‘\\./"-
]a,c
\/’
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Table 2-2
Code Backup Limits

] a,c
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Figure 2-1. Control Volume for Cartesian Coordinates
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Figure 2-2. Basic Mesh Cell
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Figure 2-3. Variable Mesh Cell
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Figure 2-6. Vertical Stresses Acting on a Vertical Momentum Cell
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Figure 2-7. Velocity Gradient for Point A
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Figure 2-8. One-Dimensional Computational Cell Structure
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Figure 2-9. Sample Model of a Thermal-Hydraulic Network
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Figure 2-11. WCOBRA/TRAC Prepass Calculation Routines
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Figure 2-12. WCOBRA/TRAC QOuter Iteration Routines
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Figure 2-13. WCOBRA/TRAC Routines for Post Pass Calculations
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SECTION 3
WCOBRA/TRAC FLOW REGIME MAPS AND
INTERFACIAL AREA

3-1 Introduction

Two-phase flow patterns are described by the use of flow regime maps. Subsequent calculations
for interfacial heat and mass transfef, interfacial drag, and wall drag depend on the flow regime
indicated by the flow regime maps. The WCOBRA/TRAC code uses four flow regime maps to
determine the type of two-phase flow in the Reactor Coolant System. Three flow regime maps
are used in the vessel component. These are the "hot wall" flow regime map and the "normal
wall" flow regime maps for vertical and for horizontal two-phase flow. The normal wall flow
regimes are also referred to as the "cold wall” flow regimes. The hot wall flow regime map is
selected when a wall surface temperature exceeds the critical heat flux temperature, while a
normal wall flow regime map is used when the wall is expected to be fully wetted. A fourth flow
regime map, similar to the vessel component normal wall vertical flow regime map, is used for
the one-dimensional components. This section includes descriptions of the flow regimes and the
calculation of interfacial areas in the vessel and one-dimensional components.

3-2 Vessel Component Normal Wall Flow Regimes
3-2-1 Introduction

The vessel component normal wall flow regime selection logic is used when there are no heated
structures within the computational cell with a surface temperature exceeding

705.3°F
T, = { T (3-1)

CHF
This temperature selection criteria assumes that below the critical heat flux temperature, the wall

is fully wettable and the surface temperature at the critical heat flux is approximated by
Tewr = (T

sat

+ 75)°F. The upper limit of 705.3°F corresponds to the critical temperature of

water. It is assumed that for cells in which a metal surface temperature exceeds the criteria given
by Equation 3-1, liquid can only partially wet the wall and the hot wall flow regime is used.

4384-non\sec3.wpd-04103 3-1



The normal wall flow regimes, for vertical flow as shown in Figure 3-1, are the following: small
bubble (SB), small to large bubble (SLB), churn-turbulent (CT), and film/drop (FD). Selection
logic for the normal wall flow regimes is shown in Figure 3-2. The horizontal flow regime map
applied in small break LOCA simulations is presented in Section 3-2-6.

The following subsections describe each regime in the vessel component and specify the range of
conditions for which each regime can occur. In addition, the interfacial area estimated for each
regime is described. The interfacial area is used in the calculation of interfacial drag and
interfacial heat transfer, which are described in Sections 4 and 3.

Before selecting a flow regime and performing calculations, a check is made to assure that the

local flow regime is consistent with the global flow pattern. This is done by checking the void
fraction difference between two axial mesh cells. The void fraction difference between cells is

Aa, = a, j+1)-a,G, j) (3-2)

where i is a channel index and j is an axial node index.

If the void fraction difference |da,| >[ 1*°, a ramp is identified as [

e (3_3)(1)

and the void fractions used in calculations of the interfacial quantities in determining flow regime
transitions for mesh cell (i, j) are re-defined as |

(3_4)(1)

]a,c (3_5)(1)
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\/':
i (3_6)(1)
If the mesh cell (7, j-1) is in the film/drop or a hot wall regime, o, and a, are re-set for
subsequent calculations as [
]a.c (3.7)(1)
and [
e (3_8)(1>
If[ and ]*, an inverted pool is assumed and the void fractions used to
determine the flow regime and interfacial terms in cell (i, j) are [
(3_9)(1)
(3_10)(1)
]a.c (3_1 1)(1)
When a large void gradient between two cells is not present, the void fractions at the momentum
cell center are assumed to be |
]*. Thatis, .
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[ (3-12) L

(3-13)

e (3-14)
After these void fractions (a, , a, , @) are determined, the flow regime and interfacial terms are

calculated. The following sections describe the flow regimes and the determination of interfacial
area for each regime. The subsections for each normal wall flow regime follow in order of
increasing void fraction. First the small bubble regime is described, followed by the small to
large bubble regime, the churn-turbulent regime, and then the film/drop regime.

3-2-2 Small Bubble Regime

Model Basis The WCOBRA/TRAC small bubble flow regime is assumed to exist-for void
fractions up to [ J*¢. This regime models what is generally referred to as bubbly flow.

In this flow regime, the vapor phase is assumed to consist of dispersed spherical bubbles in a L
continuous liquid phase. As the void fraction increases above [ ]*¢, the small to large bubble
flow regime is selected and the transition from bubbly flow to slug flow is modelled.

Transition from bubbly flow to slug flow occurs when the dispersed bubbles agglomerate. When
the dispersed bubble density becomes sufficiently large, the bubbles become closely packed and
the collision rate increases. Griffith and Wallis (1961) conducted experiments with air-water
mixture in tubes with diameters up to 1.0 inches and observed that below a void fraction of 0.18
there was no indication of slug formation. Additional experiments by Griffith and Snyder (1964)
indicated that the void fraction where the bubbly to slug transition occurs is in the range of 0.25
to 0.30.

Other investigators obtained similar conclusions on the bubbly-slug flow transition point. In a
semi-theoretical approach, Radovicich and Moissis (1962) postulated that the maximum void
fraction for bubbly flow is attained when the bubble collision frequency becomes very large,
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which they concluded to be at a void fraction of 0.30. Mishima and Ishii (1984)* used and also
recommended a value of 0.30 for the transition point between the bubbly and slug flow.

Model as Coded The selection of vessel flow regime takes place in subroutine INTFR.
Calculations are performed to determine the interfacial drag and interfacial heat transfer
coefficients, [

F¢ (3-16)

The interfacial area used in the interfacial drag coefficient calculations is then estimated as [

(3-17)

]a.c.
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[ (3-18)¥ L}

P G-19)

where [

< (3-20) l/

or [

I (321

The interfacial area for interfacial heat transfer coefficient calculations is [

]a,c 3 _22)(5)

Scaling Considerations The model for the small bubble regime is based on motion of an

individual bubble in a flow stream. Therefore, no scale bias is introduced. The transition point L
from bubbly flow to slug flow, ag, = [ 12<, is close to the theoretical transition, which is also R
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scale independent. Therefore, although there is little information on flow pattern transitions for
large diameter pipes, the transition point ag; =[  ]*° appears to be generally applicable. In the
application of WCOBRA/TRAC to pressurized water reactors, typical fuel assemblies have a
hydraulic diameter of approximately 0.5 in., which is within the range of tube diameters that
were used in determining the transition point between the bubbly and slug flow. The flow
regime tests thus provide reasonable assurance that the transition boundary between bubbly and
slug flow is appropriate for flow in a reactor core. Simulations of experimental tests of differing
scale using WCOBRA/TRAC are reported in later sections. The agreement between predicted
and test data indicates that flow regime transition criteria assumed in WCOBRA/TRAC are
sufficiently accurate for PWR analysis.

The effect of scale on the small bubble transition boundary was also considered by Chow et al.
(1989). In that study, the WCOBRA/TRAC normal wall flow regime map was assessed by
comparing it to the vertical flow regime map by Taitel, Bornea, and Dukler (1980), shown in
Figure 3-3. The Taitel-Bornea-Dukler map was found to have a small scale dependence on
D, for the bubbly flow boundaries. Figure 3-4 shows the WCOBRA/TRAC normal wall flow

regime map as a function of volumetric flux. As described in the reference, these boundaries
were obtained by assuming steady flow conditions, deriving the relative velocity obtained from a
force balance, and using the interfacial shear models described in Section 4. The flow regime
boundary between small bubble and the small to large bubble regime is seen to agree well with
the Dukler map.

Conclusions The void fraction used in WCOBRA/TRAC as the upper limit of the small bubble
regime is consistent with the experimental observations of Griffith and co-workers. Slugs,
referred to as large bubbles in WCOBRA/TRAC, are not permitted to formbelow agg = [  ]*“.
This value is in general agreement with the proposed mechanisms of slug formation (suggested
by Radovicich and Moissis [1962], and by Mishima and Ishii [1980]). For void fractions above
a,=[ 1>, WCOBRA/TRAC assumes the small to large bubble regime, which provides a
continuous transition from small to large bubbles (slugs). Thus, WCOBRA/TRAC at a void
fractionofa,=[  ]*° still assumes that part of the flow consists of discrete small bubbles.
Therefore, the transition point assumed in WCOBRA/TRAC between the small bubble and small
to large bubble regimes is in good agreement with the transition points reported in the published

literature.
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3-2-3 Small to Large Bubble Regime

Model Basis The small to large bubble transition regime in WCOBRA/TRAC models the
transition from bubbly flow to slug flow. This flow regime is more commonly known as the slug
flow or the bubbly/slug flow regime. In the WCOBRA/TRAC normal wall flow regime map,
this small to large bubbly regime is assumed for void fractions [ J*¢. The lower
limit for transition into this regime from the small bubble regime was discussed in the previous
section. The upper limit is based on the postulate of Taitel, Bornea, and Dukler (1980), who
considered spherical bubbles arranged in a cubic lattice. They reported that at a void fraction of
a, = 0.52, stationary bubbles would begin to touch and implied that this void fraction must

" represent the theoretical upper limit of bubbly flow. WCOBRA/TRAC uses a value of

a,= [  ]*to approximate this condition.

The small to large bubble regime models the growth of large vapor slugs and thus approximates
the transition from bubbly to slug flow. The flow in this regime is assumed to consist of several
large bubbles and many small spherical bubbles in the continuous liquid. In the small to large
bubble regime, the vapor is partitioned into a small bubble field with a void fraction

asg=[  ]*%, and the remaining vapor is used to form one or more large bubbles. Figure 3-5
shows this process pictorially. As the vapor fraction increases, the size of the large bubble
increases until it is equal to the hydraulic diameter of the computational cell or { 1,
whichever is less. The large bubble is held at this constant value as the vapor fraction continues
to increase. Thus, there can be more than one large bubble in each computational cell, and the
interfacial area is dependent on the cell size. Figure 3-5 shows a case where there is sufficient
vapor to form 1 and 2/3 large bubbles in the computational cell.

Model as Coded Calculations for the small bubble regime as described in Section 3-2-2 are
performed assuming all of the vapor is in the form of small bubbles and the interfacial area is
stored as a temporary variable. Calculations assuming that all of the vapor is in the form of large
bubbles are performed next. The large bubble calculations and the interpolation of the small and
large bubble values for the small to large bubble regime are described below.
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The large bubble radius is selected to be [

]*° (3-23)7%

where rg, is the bubble radius assuming all of the vapor is in the form of small bubbles and g

is the bubble radius for the large bubbles. The expression for r,5 is coded in subroutine INTFR

as [

(3-24)

I (3-26)
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Substituting Equation 3-27 into Equation 3-28 gives Vipas|

]a.c.
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For large bubbles, the interfacial area in a computational cell is equal to the surface area of a
single bubble times the number of bubbles in the cell. Expressing the number of large bubbles in
the computational cell as [

I (3-32)

and assuming all of the vapor is in the form of large bubbles, the large bubble interfacial area is |

I (3-33)

or[

P (3-34)

This expression is used in the calculation of the large bubble interfacial drag coefficient.

A, p is then modified to avoid a large dependence on the adjacent void fraction: [

LB

]a,c (3_35)(8)

Finally, the interfacial area in the small to large bubble regime is calculated by ramping the small
bubble and large bubble areas: [

]a,c (3 -3 6)(9)
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(3_37)(30)

]a,c.

Equation 3-37 can be shown to be the as-coded expression: [

I (3-38)

Scaling Considerations The small to large bubble regime, similar to the small bubble regime, is
based on the behavior of a single bubble in a flow field. The use of mesh cell volume to
determine the large bubble size, however, indicates that noding selection can influence
calculations for this regime. Chow et al. (1989), however, found the small to large bubble flow
regime boundaries in WCOBRA/TRAC to be relatively scale independent, as shown in

Figure 3-4. That finding is consistent with the Taitel-Bomea-Dukler map, which shows no scale
dependence for the slug flow regime, as shown in Figure 3-3. Therefore, the WCOBRA/TRAC
small to large bubble regime does not contribute to a scale bias.

Conclusions The WCOBRA/TRAC model for the small to large bubble regime is consistent
with experimental observations on the growth and agglomeration of large bubbles and the
formation of slug flow. Simulations of separate and integral effects tests discussed later in this
report apply this model when slug flow was considered possible in experimental tests.
Therefore, the uncertainty introduced by the small to large bubble regime assumptions are
included in the overall WCOBRA/TRAC bias and uncertainty.
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3-2-4 Churn-Turbulent Flow Regime

Model Basis As the vapor content of the flow increases, the large bubbles will begin to coalesce.
This marks the beginning of the transition into churn-turbulent flow. The churmn-turbulent flow
regime is assumed to occur above a void fraction of a,; =[ ]*°. This regime is assumed at
void fractions above a,, until a stable liquid film is achieved. The void fraction at which a

stable liquid film will exist depends on the flow channel size and the vapor velocity. The critical
void fraction a ,,, is determined from a force balance between the disruptive force of the pressure

gradient over the crest of waves on the film and the restraining force of surface tension. The
expression for a_, is derived in Section 4.

Model as Coded Calculations to determine the critical void fraction marking the upper limit of
the churn-turbulent flow regime and the interfacial area are performed in subroutine INTFR. The
critical void fraction o is limited to a value no less than [ ]*¢, and is given by [

i (3_39)(10)

If a < @, calculations to determine the interfacial area for the small to large bubble regime are

carried out to obtain the large bubble interfacial area 4, . |

The droplet diameter is calculated in the film/drop regime as [

]a.c (3_40)(11)

where Ai"',/ is the drop interfacial area density and is determined from solution of the interfacial

area transport equation, described in Section 3-3-7.
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The interfacial area for continuous liquid-vapor interfacial drag is calculated assuming a

|

]a,c (3_41)(12>

and for droplets that occur, the interfacial area assumes [

1 (342)
For interfacial heat transfer, the interfacial area is [
]a.c (3 _43)
where [
(3-44)

]a.c‘
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Scaling Considerations The model of the churn-turbulent flow regime was assessed by

Chow et al. (1989). The transition boundaries of the churn-turbulent flow regime were found to
be relatively insensitive to scale, as shown in Figure 3-4.

Conclusions The churn-turbulent flow regime model has been assessed by the
WCOBRA/TRAC simulations of the APWR two-phase pressure drop tests and with the UPTF,
CCTF, and LOFT integral tests. The uncertainty in modelling churn-turbulent flow is accounted
for in the WCOBRA/TRAC bias and uncertainty.

3-2-5 Film/Drop Flow Regime

Model Basis At a void fraction above a, = a_.,the flow is considered to consist entirely of

film/drop flow. As long as the vapor velocity is sufficiently high to entrain drops, a drop field
will be maintained. The transition between film and droplet flow is predicted based on the
models used for entrainment and interfacial drag between the vapor and the drops.

Model as Coded The interfacial areas for continuous liquid film and drops in the film/drop
regime are calculated in the same way as they are for churn-turbulent flow. As before, in the
film/drop regime the drop diameter is calculated as [

]a,c (3_45)(29)

where A ,.Z/ is the drop interfacial area density.

The interfacial area for continuous liquid-vapor interfacial drag is calculated as [

]a,c (3_46)(12)
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and the drop interfacial area is [ L

I (3-47)

For the interfacial heat transfer, the interfacial area is adjusted to provide a smoother transition
between two adjacent hydraulic cells and is calculated as [

I*¢ (3-48)

where, [

I (3-49)

L

Scaling Conclusions The model for the film/drop flow regime was assessed by Chow et al.

(1989). The transition boundary between the film/drop regime and the churn-turbulent regime
was found to be somewhat dependent on scale, as shown in Figure 3-4. For large hydraulic
diameters, the boundary agrees with that given by Taitel, Bornea, and Dukler (1980) in

Figure 3-3.

Conclusions The film/drop regime model has been assessed by WCOBRA/TRAC simulations
of the APWR two-phase pressure drop tests and by simulation of the UPTF, CCTF, and LOFT

integral tests. The uncertainty in modelling film/drop flow is accounted for in the
WCOBRA/TRAC bias and uncertainty.

3-2-6 Horizontal Flow Regime Map
Model Basis Small break LOCA events are characterized by the draining of the Reactor

Coolant System to the break elevation. Predicting the flow regime for two-phase flow in
horizontal pipes is vitally important in an accurate representation of a small break LOCA L
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transient; the realistic, mechanistic model of Taitel and Dukler (1976) for predicting flow regime
transitions provides this capability in WCOBRA/TRAC-SB. This physically based, semi-
theoretical model provides an unambiguous analytical prediction of the transition between
horizontal flow regimes. It is a preferred approach because it takes into account the different
influences of pipe diameter and fluid properties on each flow pattern transition.

Five flow regimes are considered (Taitel and Dukler, 1976) in this model: intermittent (slug and
plug), stratified smooth, stratified wavy, dispersed bubble, and annular/annular dispersed liquid
flow. Transitions between horizontal pipe flow regimes are determined using the following

dimensionless groups:

12
dPldx)}
= S__)’ (3-2-1)
(dPldx)}
dpido’] |
T - I( i (3-2-2)
(p,-p,)g cos &
pv Uvs
F = | (3-2-3)
(P,~P,) /Dg cos &
12
K _ va,vS2 Uls
= (3-2-4)

(pl_pv) 8 Vv, cos o
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Each quantity in the above groups is available from the prevailing flow conditions. L

The horizontal tube flow regime flow transition boundaries are shown in Figure 3-10. Specific

transitions are controlled by the dimensionless groups as follows:

Stratified to annular X F
Stratified to intermittent X F
Intermittent to dispersed bubble XT
Stratified smooth to stratified wavy X, K
Annular dispersed liquid to
intermittent and to dispersed bubble X
where
X is the phasic pressure drop ratio (Lockhart and Martinelli, 1949)

where |(dP/dx)®| designates the pressure drop of one phase flowing alone

considers the ratio of turbulent to gravity forces acting on the gas A L
is the Froude number times the square root of the density ratio

is the product of F and the square root of the superficial Reynolds number of the
liquid

is the angle at which the pipe is inclined to the horizontal

The Taitel-Dukler (1976) reference shows that predictions from this model agree very well with

data.

Model as Coded Flowrates, fluid conditions and properties, pressures, and diameter are

available from WCOBRA/TRAC input and output for a given timestep. The VESSEL channel
formulation calculates the flow between two cells for three separate fields: continuous liquid,

continuous vapor, and entrained liquid droplets.
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The fluid properties [

1%

a
Next, the equilibrium liquid level [EL) is calculated for the § = 0 case from the Taitel-Dukler

function that is graphically represented in Figure 3-11.
Referring to Figure 3-10, X = 1.6 is the limit line B.

For Curve A, Froude number (F) is calculated as,
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; Lastly, curve D is defined.

On curve D, parameter T, which is the ratio of turbulent force to the gravity force acting on gas,
is calculated from:
8A 172
T = | (3-2-8)
5, 0.0, B)°
where, [
N’
]a.c
By equating
4Cy, e—oz) (p, UL)
p YV 2p,
T = (3-2-9)
(pg - pv)g
\_/
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. s
and solving for, u; as,

(3-2-10)

The gap superficial velocities are compared against X = 1.6, Equations 3-2-9 and 3-2-10, to
determine the flow regime. Currently, four flow regimes, namely, stratified, annular dispersed
liquid, dispersed bubble, and intermittent are recognized.

Scaling Considerations Pipe diameter is one of the parameters that affects the flow regime

transitions in the Taitel-Dukler (1976) horizontal flow regime map, through its presence in the

“F” term. Therefore, the method is general, and may be used with confidence to predict flow

regimes at various scales of operation; at larger diameters the regime boundaries are displaced

relative to their location with a small pipe diameter. "‘L/

Likewise, the use of prevailing fluid properties in this model considers variations in pressure,
temperature, and quality such as those that occur in a small break LOCA transient. The
prediction of flow transitions at the elevated pressures associated with small break LOCA events
is discussed in Volume 2 of this report. '

Conclusions The Taitel-Dukler (1976) method for determining flow regime transitions in
horizontal two-phase flow has been incorporated into WCOBRA/TRAC-5B. This method
provides a mechanistic prediction of flow regime based on realistic theoretical considerations.
The agreement with data in the original publication (Taitel and Dukler, 1976) was judged by the
authors to be very good; agreement in its application to flow regime transitions in the ranges of
pipe size, fluid properties, and flowrates pertinent to PWR small break LOCA scenarios will be

assessed in Volume 2.
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3-3 Vessel Component Hot Wall Flow Regimes
3-3-1 Introduction

This section describes the hot wall flow regime map used in the WCOBRA/TRAC vessel
component.

During the initial part of blowdown in a PWR, departure from nucleate boiling (DNB) occurs
and the core undergoes a rapid heatup. After DNB, liquid-wall contact is prevented by the rapid
evaporation of water, and the flow regimes are significantly different from the two-phase flow
regimes that occur for an unheated surface.

The "hot wall" flow regimes are assumed when a momentum cell contains a heated surface with
a temperature exceeding the value of 7, given by Equation 3-1. These hot wall regimes describe

the structure and hydrodynamics of the highly non-homogeneous, thermal non-equilibrium two-
phase flow encountered during blowdown and reflood. The hot wall flow regimes include the
subcooled inverted annular flow regime, the inverted liquid slug flow regime, the dispersed
droplet flow regime, the falling film flow regime and the top deluge flow regime. Figure 3-6
presents an illustration of the hot wall flow regimes, and Figure 3-7 shows a schematic of the hot
wall regime selection logic. The following sections describe each of these flow regimes, and
determine the interfacial area used in interfacial drag and heat transfer calculations.

3-3-2 Inverted Annular Flow Regime

Model Basis An inverted annular flow regime is assumed during upflow when the continuous
liquid phase is subcooled. In the inverted annular flow regime, the continuous liquid is assumed
to be separated from the wall by a thin film of vapor. This assumed flow structure is in
agreement with that observed in the experiments conducted by DeJarlais (1983). The interfacial
areas calculated for the liquid annular column and any droplets present in the flow are consistent
with this flow structure. For the continuous liquid, the interfacial area density is [

]a.c (3_50)<12)
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and for droplets the interfacial area density A,-,/",/ is determined from the solution of the drop \L/

interfacial area transport equation.

Model as Coded For continuous liquid, the interfacial area for the subcooled inverted annular

flow regime is coded as [

I (3-5 1)(12)

and for the droplets by [

(3-52)

]a.c.

Scaling Considerations The model for the inverted annular flow regime has been verified
through its use in simulations of the FLECHT-SEASET, FLECHT Low Flooding Rate, FLECHT
Top Skewed Power, FEBA, and NRU separate effects reflood tests. Each of these tests modelled
full-scale PWR fuel bundles.

Conclusions The inverted annular flow regime has been verified through simulations of reflood
separate effects tests and integral effects tests that are reported later in this report. The
uncertainty in modelling this regime is accounted for in the overall WCOBRA/TRAC code bias
and uncertainty.

3-3-3 Inverted Liquid Slug Flow Regime

Model Basis The inverted liquid slug flow regime, also referred to as the liquid chunk regime,

models the flow pattern following breakup of the continuous liquid column in the inverted

annular regime. In this regime, the annular liquid column disintegrates due to growth of unstable L
waves that form on the interface. The liquid slugs that form are large, nearly filling the channel \
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flow area, and are themselves unstable. These slugs eventually break up into smaller discrete
droplets.

The interfacial area for the liquid slugs is estimated assuming the continuous liquid slugs are
spherical. The interfacial area of the slugs is

Ay =Ny n D] (3-53)

m
where Ds is the liquid slug diameter and &s  is the number density of slugs:

a,
(3-54)
n Ds3

6

"m

The interfacial area density of the slugs then becomes

6a
A - ¢ : 3.55
i.S D5 A ( )
Assuming the slugs have a diameter [ 1*<? yields for slug interfacial area [

]a.c (3_56)

The slug diameter is based on the assumption that an inverted annular column will break up
initially into drops whose dimensions are approximately equal to the wavelength of the surface
instability which forms on the liquid column. Data by Delarlais (1983) indicates that for
conditions typical of those in a PWR core channel during reflood, the characteristic surface
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wavelength is about 0.75 of the liquid column diameter. The liquid column diameter is assumed \L/
to be equal to the channel diameter, because the inverted liquid slug regime is expected to occur
at low void fraction.

Model as Coded The interfacial area of the liquid slug in the inverted slug flow regime is coded

as [

" (3-57)

where A, is the flow area in the momentum cell, and AX is the cell height.

The interfacial area for any droplets that may appear in the inverted liquid slug regime is [

e (3-58)

\L/;

Scaling Considerations The model for the inverted annular flow regime has been verified
through its use in simulations of the FLECHT-SEASET, FLECHT Low Flooding Rate, FLECHT
Top Skewed Power, FEBA, and NRU separate effects reflood tests. Each of these tests modelled
full-scale PWR fuel bundles.

Conclusions The inverted annular flow regime has been verified through simulations of reflood
separate effects tests and integral effects tests that are reported later in this report. The
uncertainty in modelling this regime is accounted for in the overall WCOBRA/TRAC code bias
and uncertainty.
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3-3-4 Dispersed Droplet Flow Regime

Model Basis The dispersed droplet flow regime is characterized by small liquid drops
surrounded by a continuous vapor phase. Entrainment of continuous liquid in the inverted slug
regime allows for a smooth transition into the dispersed droplet flow regime. The dispersed
droplet regime can exist at all void fractions if entrainment mechanisms create this field.

Model as Coded The interfacial area in this regime is determined directly from solution of the

drop interfacial area transport equation, as described in Section 3-3-7.

The interfacial area for the dispersed droplets is given by [

I (3-59)

The droplet diameter used to calculate the drop Reynold number for the interfacial drag and heat
transfer is given by Equation 3-45.

Scaling Considerations The model for dispersed droplet flow is scale independent. The model
has been verified through simulations of FLECHT-SEASET, FLECHT Low Flooding Rate,
FLECHT Top Skewed Power, FEBA, and NRU separate effects reflood tests. Each of these tests
modelled full-scale PWR fuel bundles.

Conclusions The dispersed droplet flow regime model has been verified through a large number
of simulations of reflood, blowdown, and refill separate effects tests in addition to simulations of
large scale integral test facilities. The uncertainty in modelling this regime is accounted for in
the overall WCOBRA/TRAC code bias and unceﬁainty.

3-3-5 Falling Film Regime

Model Basis Although the normal direction for reflood is from the bottom of the core, a top
quench front is assumed to exist if the momentum cell above the cell in a hot wall flow regime
(inverted annular, inverted liquid slug, dispersed droplet) contains no surfaces with a temperature
greater than T .. If the void fraction is greater than [ ]**, the falling film flow regime is

assumed.
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The interfacial area and diameter of droplets in the flow field are determined in the same way as L/
described in the dispersed droplet flow regime. The interfacial area per unit volume for the film
is [

I** (3-60)

Model as Coded The interfacial area for the falling film is calculated as [

I (3-61)

and the interfacial area for the droplets is again given by [

e (3-62) L

Scaling Considerations The models for the falling film regime are verified through their use in
simulations of the G-1 loop and G-2 loop blowdown tests, the G-2 loop refill tests, and the CCTF
upper plenum injection tests. Each of these tests were full-scale in height. The G-1 and G-2 test
bundles contained 448 and 336 rods each respectively and the CCTF facility contained 32 rod
bundles. Thus, the models for the falling film regime have been tested against data from tests
that were full-scale in height and were varied in scale radially.

Conclusions The falling film flow regime model has been used in simulations of blowdown and

refill separate effects tests, and in the CCTF integral tests. The uncertainty in modelling this
regime is accounted for in the overall WCOBRA/TRAC code bias and uncertainty.
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3-3-6 Top Deluge Flow Regime

Model Basis The top deluge flow regime is similar to the falling film regime except that top
deluge is assumed when the void fraction is less than [  ]*“. Like the falling film regime, a top
quench front is assumed to exist if the momentum cell above the cell in a hot wall regime

contains rods with temperatures less than T,

cur- 1n the deluge flow regime the flow is assumed

to consist of large liquid slugs having diameters equal to the flow channel hydraulic diameter.

Model as Coded The interfacial area and drop size for droplets that occur in the top deluge

regime are determined in the same way as described for the dispersed droplet flow regime. The
interfacial area for the liquid slugs is [

i (3_63)(14)

The interfacial area of the drops is [

I (3-64)

Scaling Considerations The model of the top deluge flow regime is verified through its use in
simulations of the G-1 loop and G-2 loop blowdown tests, the G-2 loop refill tests and the CCTF
upper plenum injection tests. Each of these tests were full-scale in height. The G-1 and G-2 test
bundles contained 448 rods and 336 rods each respectively, and the CCTF facility contained 32
rod bundles. Thus, the model of the falling film regime has been tested against data from tests
that were full-scale in height and were varied in scale radially.

Conclusions The model for the top deluge flow regime has been verified through its use in
blowdown and refill separate effects tests and in CCTF integral effects tests. The uncertainty in
modelling this regime is accounted for in the overall WCOBRA/TRAC code bias and
uncertainty.
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3-3-7 Interfacial Area Transport Equation L

Model Basis The interfacial area of the entrained droplet field is determined by solving an
interfacial area transport equation:

m

id el .

m
+ V(A U) = A Ay
(3-65)11630
( Rate of
Rate of Rate of Interfacial Area Rat? of
Ch . Interfacial Area
ange of Efflux of _ | Concentration .
: + . = . + | Concentration
Interfacial Area Interfacial Area Generation by
. . . Change Due to
Concentration Concentration Entrainment and
D - Phase Change
eposition
Model as Coded The interfacial area transport equation given by Equation 3-65 is solved in
subroutine POST3D for A,.'/(’,’ with an explicit method. Equation 3-65 is written as [ ‘\L(

(3-66)160
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The change in drop interfacial area due to phase change within the cell is calculated from a mass
balance: [

(3-67)

]a,c'

Since [
(3-68)
(3-69)
]a,c.

Relating volume and surface area by [

I (3-70)
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Equation 3-69 becomes [ L/

(3-71 )(15)

a,c
.

The drop interfacial area concentration is then calculated. The net contribution to interfacial area
from incoming and outflowing streams is evaluated and added to Equation 3-71 along with the
entrainment component, as shown below: [

]a.c (3_72)(16,18,31)
The interfacial area concentration given by Equation 3-72 is then compared to possible lower

limits, and the final value of A,.f‘/,’ is selected as [ L

]a.c (3_73)(17)

The drop interfacial area for entrained flow is given by [

]a,c (3_74)(18)
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Scaling Considerations The interfacial area transport equation is not dependent on scale. One

of the lower limits imposed on A,.Z’ depends on mesh size, but that limit is rarely applied. Asa

result, the calculation of A,-i/,/ is not considered to be scale dependent.

Conclusions The interfacial area transport equation is used in nearly all WCOBRA/TRAC

simulations. The uncertainty of this model is therefore accounted for in the overall
WCOBRA/TRAC code bias and uncertainty.

3-4 One-Dimensional Component Flow Regimes
3-4-1 Introduction

This section describes the flow regime map used in the one-dimensional components. This flow
regime map was originally developed and used in the TRAC-PD2 code (Liles et al., 1981). The
same map is used for both vertical and horizontal components. The map assumes the existence
of four flow regimes: bubbly, slug, churn, and annular mist. The bubbly flow regime occurs for
void fractions a < 0.3, the slug regime for 0.3 < a < 0.5, the churn regime for

0.5 < a < 0.75, and the annular-mist regime for a > 0.75. In addition, the slug flow regime
does not occur if the total mass flux is greater than 2700 kg/m?-s. The basic WCOBRA/TRAC

one-dimensional component flow regime map is shown in Figure 3-8. The crosshatched sections
represent regions where values are interpolated between two flow regimes. For the churn flow
regime, values of the interfacial heat transfer coefficients are interpolated between values at

a = 0.5 and a = 0.75 rather than using separate correlations for churn flow. The transition

from slug to bubbly flow for mass fluxes higher than 2000 kg/m2-s also used interpolation to
smoothly change regimes over the range 2000 < G < 2700 kg/m2-s. Single phase liquid is

assumed if @ < 1.0 x 107® and single phase vapor when o. > 0.999999.

The flow regime map described below is applied to the calculation of interfacial area for heat
transfer only. As described in Section 4-7, correlations are used to describe the relative velocity
between the phases. These correlations assume similar basic flow regimes, but the transition
boundaries occur at different void fractions.
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3-4-2 Bubbly Flow Regime

Model Basis Bubbly flow occurs for the range 0 < @ < 0.30. The transition point a = 0.30

between bubbly and slug flow is that value postulated by Radovicich and Moissis (1962) and by
Mishima and Ishii (1980). Bubbly flow is also assumed when 0.30 < a < 0.50 and the mass

flux is greater than 2700 kg/m?-s. This limit is based on the work by Choe, Weinberg, and
Weisman (1976).

The total interfacial area within a cell is determined assuming a constant bubble Weber number:

U*D
We, = Plr™s _ 75 (3-75)
(o)
or
We,c
D, = - (3-76)
U,

where D, is the bubble diameter. The value We, = 7.5 was originally based on TRAC

predictions of the Creare low subcooling downcomer tests (Crowley, Block, and Cary, 1977).

A uniform bubble distribution is assumed, and the total interfacial area in a cell is given by

6a.
A bbbty = D V. (3-77)
b

where Vc is the cell volume.
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Model as Coded The bubble diameter from Equation 3-76 is restricted to values between
[ ]a.c.(19)

The interfacial area is calculated with Equations 3-75 and 3-76, and coded as [

¢ (3-78)

If the surface area is very small, this area can become small enough to allow significant
nonequilibrium to occur. [

(3_79)(20)

1< (3__80)(20)

The interfacial area used in the bubbly flow regime is the larger of A,y 20d A ey [

I (3-81)
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Scaling Considerations WCOBRA/TRAC simulations of the Westinghouse 1/3-scale L/
steam/water mixing tests and the UPTF full-scale hot leg steam/water mixing test have been

performed and results have been compared to experimental data. The WCOBRA/TRAC model

of the test facility was composed of one-dimensional components. The results of these

simulations did not indicate a dependency on scale.

Conclusions The models and correlations for the bubbly flow regime have been verified through
WCOBRA/TRAC simulations of the Westinghouse 1/3-scale steam/water mixing tests, the full-
scale UPTF steam/water mixing tests, and through their use in the loop components of the LOFT
and CCTF large break LOCA integral test simulations.

3-4-3 Slug Flow Regime

Model Basis When the vapor void fraction is 0.3 < a < 0.5 and the cell-average mass flux is

less than 2000 kg/m?-s, the flow enters the slug flow regime. At the upper void fraction limit,

a = 0.5, 40 percent of the vapor is assumed to exist in the form of trailing bubbles with the

remainder contained in the slug.?" If the mass flux is greater than 2700 kg/m?-s, all of the \\/

vapor is assumed to exist as a bubbly flow. In the slug regime, the interfacial area is determined
by a linear combination of areas derived from small bubbles based on Weber number and large
vapor slugs based on pipe diameter.

Model as Coded The slug flow regime is modelled by defining a parameter X, " and using it to

modify the interfacial area. X, is defined as [

(3-82)

]
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{ Then, for void fractions greater than 0.3, a; is defined as [

pNE
(3_83)(22)
]a.c.
The interfacial area for the bubbles in slug flow is calculated as [
]a,c (3_84)(23)
As had been noted in the discussion on bubbly flow, for small relative velocities the interfacial
area given by Equation 3-84 can become small enough to allow significant non-equilibrium to
o occur. To prevent this in the bubbly flow regime, the [
N
]a,c (3_85)(22)
For the slugs, the interfacial area is assumed to be: [
(3-85a)
]a.C:
W
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1*¢ (3-85b)

Viewing the slug as a cylinder inside a pipe, and using Equation 3-60, it can be shown that

[

]a.c {18)

The total interfacial area in the slug regime is the sum of the areas calculated by Equations 3-85
and 3-85b.

Scaling Considerations WCOBRA/TRAC simulations of the Westinghouse 1/3-scale
steam/water mixing tests and the UPTF full-scale hot leg steam/water mixing test have been
performed and results have been compared to experimental data. The WCOBRA/TRAC model
of the test facility was composed of one-dimensional components, and the slug flow regime was
predicted to have occurred. The results of these simulations do not indicate a dependence on
scale. This implies that the models used for the slug flow regime are not strongly dependent on
scale.

L
Conclusions The models and correlations for the slug flow regime have been verified through
WCOBRA/TRAC simulations of the Westinghouse 1/3-steam/water mixing tests, the full-scale
UPTF steam/water mixing tests, and through their use in the loop components of the LOFT and
CCTF large break LOCA integral test simulations.

3-4-4 Churn Flow Regime

Model Basis The churn flow regime is assumed in the range 0.5 < &« < 0.75. The churn flow
regime is modelled in WCOBRA/TRAC one-dimensional components as a simple transition
between bubbly or slug and annular-mist flows. The interfacial area for the churn flow regime is
estimated using interfacial areas calculated for the bubbly, slug, and annular-mist regimes and a
weighing factor to insure the regimes merge smoothly.
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Model as Coded Interfacial areas are first calculated for the bubbly/slug regimes A i bubbly OF

A, 1., » and for the annular-mist regime A, . The interfacial area for the churn flow regime is

islug

then calculated using a [

I* (3-86)

where [

]a.c (3-87)

The interfacial area for the annular mist regime, 4, , is described in Section 3-4-5 and is given

by Equation 3-98.

The ramping factor o’ is given by [

(3-88)

]3,C.

Scaling Considerations WCOBRA/TRAC simulations of the Westinghouse 1/3-scale
steam/water mixing tests and the UPTF full-scale hot leg steam/water mixing test have been

performed, and results have been compared to experimental data. The WCOBRA/TRAC model
of the test facility was composed of one-dimensional components, and the churn flow regime
was predicted to have occurred. The results of these simulations do not indicate a dependence on
scale. This implies that the models used for the churn flow regime are not strongly dependent on
scale.
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Conclusions The models and correlations for the churn flow regime have been verified through
WCOBRA/TRAC simulations of the Westinghouse and 1/3-scale steam/water mixing tests, the
full-scale UPTF steam/water mixing tests, and through their use in the loop components of the
LOFT and CCTF ldrge break LOCA integral test simulations.

3-4-5 Annular-Mist Flow Regime

Model Basis The annular-mist flow regime is assumed when 0.75 < o < 0.999999. Both

liquid films and entrained droplets are modelled. A simple entrainment correlation, based on a
critical droplet Weber number, is used to determine the fraction of liquid that is present in the
flow as drops. The remainder is assumed to remain in the liquid film. The entrainment fraction
F, is determined from an empirical correlation given by

F, =1 - exp|-023(, - U] (3-89)2

where the velocity for the onset of entrainment U, is determined from a force balance between

the gravity and drag forces on a droplet which gives the relation

2

. We o 4
U =233 |(p, - p) —— (3-90)
Py

The correlation given by Equation 3-90 was developed as part of the TRAC-PD2 code
(Liles et al., [1981]). Liles et al. (1988) reported that this expression was found to provide a
better representation of entrainment in the intermediate range of vapor velocities than the
Kataoka and Ishii correlation (1982).
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The critical Weber number for droplets is assumed to be constant:

2
__vade:

We, = 4.0 . (3-91)

C

Liles et al. (1981) made tests on the sensitivity of TRAC-PD2 to We, and found the results were

not strongly influenced by variations of We, between 2 and 12.
The film interfacial area is calculated as

A, =1 -F)=nD, AX (3-92)%%

ifilm

and the droplet interfacial area by

2

U
Al . =6 F (1-a)V 4 3-93
1,nmist e( ) c pv WedG ( )

If the droplet area given by Equation 3-93 becomes too small, significant nonequilibrium can
occur. To protect against this, a droplet interfacial area assuming a minimum drop number

density [ ]*¢ is calculated as®®®
Apr = 483598 V_ [F,(1-0)]® N2, (3-94)

- %
i i,mist

The maximum of A; ., and A;, ., is then used as the droplet interfacial area.
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Model as Coded The entrainment fraction F, is calculated as [

]a,c (3_95)(27)

where the velocity for onset of entrainment is calculated from Equation 3-90.

The drop diameter is calculated with limits on the minimum and maximum size as [

e (3_96)(27)

This diameter is used to calculate the drop Reynold number Re, that is used in determining the

interfacial heat transfer coefficient.

The interfacial area for drops is then calculated as [

I (3_97)(28)

where F, is calculated from Equation 3-95 and the void fraction a is limited to values between

0.75 and 0.999.
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The interfacial area for the annular mist regime, A, _, that is used in determining interfacial area

am?

for churn-turbulent flow is simply the sum of the film and mist interfacial areas: [

I (3-98)

where 4, is given by Equation 3-92 and 4, .. by Equation 3-97.

imist
Scaling Considerations WCOBRA/TRAC simulations of the UPTF full-scale hot leg
steam/water mixing test have been performed and the results have been compared to
experimental data. The WCOBRA/TRAC model of this UPTF test was composed of one-
dimensional components and the annular-mist regime was predicted to have occurred. The
results of these simulations demonstrate the ability of the code to calculate annular-mist flow at
full-scale and obtain acceptable agreement with data.

Conclusions The models and correlations for the annular-mist flow regime have been verified
through simulations of the UPTF steam/water mixing tests and their use in the large break LOCA
LOFT and CCTF integral test simulations.

3-5 References
Choe, W. G., Weinberg, L., and Weisman, J., 1976, "Observations and Correlation of Flow

Pattern Transitions in Horizontal Concurrent Gas-Liquid Flow," Two-Phase Transport and
Reactor Safety, Veziroglu, T. N. and Kakac, S., editors, Vol. IV, pp. 1357-1393.

Chow, S. K., et al., 1989, "Assessment of Scaling Uncertainties for PWR Plant Large-Break
LOCA Analysis," EPRI NP-6602.

Crowley, C. J., Block, J. A., and Cary, C. N., 1977, "Downcomer Effects in a 1/15-Scale PWR
Geometry: Experimental Data Report," Creare Inc, NUREG-0281.

Delarlais, G., 1983, "An Experimental Study of Inverted Annular Flow Hydrodynamics Utilizing
An Adiabatic Simulation,” ANL-83-44, NUREG/CR-3339.

4384-non\sec3.wpd-04103 3-43



Griffith, P. and Snyder, G. A., 1964, "The Bubbly-Slug Transition in a High Velocity Two-Phase
Flow," MIT Report 5003-29 (TID-20947).

Griffith, P. and Wallis, G. B., 1961, "Two-Phase Slug Flow," J. Heat Transfer, Vol. 83,
pp- 307-320.

Kataoka, I. and Ishii, M., 1982, "Mechanism and Correlation of Droplet Entrainment and
Deposition in Annular Two-Phase Flow," ANL-32-44, NUREG/CR-2885.

Liles, D. R. et al., 1988, "TRAC-PF1/MOD1 Correlations and Models,” NUREG/CR-5069,
Los Alamos Report, LA-11208-MS.

Liles, D. R., et al., 1981, "TRAC-PD2, An Advanced Best Estimate Computer Program for
Pressurized Water Reactor Loss-of-Coolant Accident Analysis,” NUREG/CR-2054.

Mishima, K. and Ishii, M., 1980, "Theoretical Prediction on Onset of Horizontal Slug Flow,"
J. Fluids Eng., Vol. 102, pp. 441-445.

Mishima, K. and Ishii, M., 1984, "Flow Regime Transition Criteria for Upward Two-Phase Flow
in Vertical Tubes," Int. J. Heat Mass Transfer, Vol. 27, No. 5, pp. 723-737.

Radovicich, N. A. and Moissis, R., 1962, "The Transition from Two-Phase Bubble Flow to Slug
Flow," MIT Report 7-7673-22.

Taitel, Y., Bornea, D., and Dukler, A. E., 1980, "Modelling Flow Pattern Transitions for Steady
Upward Gas-Liquid Flow in Vertical Tubes,” AICHE 1., Vol. 26, No. 3, pp. 345-354.

Taitel, Y., and Dukler, A. E., 1976, "A Model for Predicting Flow Regime Transitions in
Horizontal and Near Horizontal Gas-Liquid Flow," AICHEJ, Vol. 22, No. 1, pp. 47-535.

3-6 RAI Listing

1. RAI1-20
2. RAI1-21
3. RAI1-22 (refers to page 3-6; now page 3-5)
4. RAI1-23
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5 RAI1-24

6. RAI1-25 (refers to page 3-7; now page 3-6)
7. RAI1-26
8
9

RAI1-27

. RAI1-28
10.  RAII-29
11. RAI1-30
12. RAI1-31

13.  RAII-32 (refers to page 3-21; now page 3-25)
14. RAII-33

15.  RAIl-34
16. RAIIL-35
17. RAII-36
18.  RAIIL-37

19.  RAII-38 (refers to page 3-32; now page 3-35)
20. RAII-39
21.  RAI1-40 (refers to page 3-33; now page 3-36)
22. RAI141

23. RAIl-42
24. RAIl1-43
25. RAIl-44

26.  RAI1-45 (refers to page 3-38; now page 3-41)
27. RAIIl-46

28. RAIl1-47

29. RAIL-77

30. RAIl-1(h)

31. RAII-1(D)
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Figure 3-2. Normal Wall Flow Regime Selection Logic
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N
L Figure 3-4. Effect of Scale on Vertical Upflow Flow Regime Transitions Predicted
by WCOBRA/TRAC
N
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Figure 3-6. Vessel Component Hot Wall Flow Regimes
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Figure 3-8. One-Dimensional Component Flow Regime Map
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Figure 3-9. One-Dimensional Component Churn Flow Ramping Factor
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SECTION 4
WCOBRA/TRAC MOMENTUM TRANSFER MODELS

4-1 Introduction

The momentum equations used for the WCOBRA/TRAC vessel component and loop
components have been described in Section 2. There are specific terms in these equations that
model the wall-to-fluid drag for each phase and the vapor-to-liquid drag. The constitutive
relationships which characterize the wall and interphase drag account for the wall frictional force
on the fluid, as well as the interfacial forces which occur as a result of momentum exchange
between the phases flowing together within a channel. The interfacial drag models and
correlations used in WCOBRA/TRAC are flow regime dependent. These expressions for the
interfacial drag force also assume that the force is proportional to the square of the relative
velocity between the phases. In the WCOBRA/TRAC vessel model, there exist two liquid fields
such that different expressions are used to calculate the interfacial drag term for the entrained
droplet and the continuous liquid fields within a computational cell.

As mentioned above, the interfacial drag relationships are flow regime dependent. Thus, the
interfacial area, liquid content, and resulting frictional relationships between the phases will
change as the flow regime changes. As a result, the interfacial drag relationship will be
dependent on the cell void fraction and the total local mass flux through the cell at any one time.
The flow regimes used in WCOBRA/TRAC have been discussed in Section 3 of this report and
the interfacial drag models and their basis for each flow regime are described in this section.

Since the WCOBRA/TRAC vessel component interfacial drag uses the formulation of two
separate liquid fields, entrained and continuous film flow, this permits the use of more basic,
microscopic models to describe the interfacial drag. In addition, the use of two liquid fields
permits more accurate modelling of the reactor vessel geometric details such as spacer grids, top
and bottom fuel nozzles (tie plates), downcomer, lower plenum, and the complex flow passages
in the upper core plate and structures. More detailed modelling of these geometries allows the
code to calculate, more accurately, a variety of hydraulic conditions such as countercurrent flow,
flooding, entrainment and de-entrainment. When horizontal stratified flow is identified
according to the Taitel-Dukler (1976) flow regime map (described in Section 3) the appropriate
interfacial drag is computed.
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WCOBRA/TRAC vessel component also has the capability of modelling turbulent effects within
the continuous phases. The turbulence model in the original COBRA/TRAC code uses a
simplified version of the Ishii (1975) mixing length model. The effects of the turbulence models
are to reduce gradients within the continuous liquid or vapor between adjacent subchannels
thereby promoting heat transfer without mass transfer by mixing. The coarse noding used in
WCOBRA/TRAC precludes the use of those models because the lateral length scale between
adjacent channels greatly exceeds the subchannel hydraulic diameter which is used as the basis
for the mixing length. If the code were used in a true subchannel basis, then the turbulence
formulation given in the original COBRA/TRAC code would be applicable.

The WCOBRA/TRAC one-dimensional loop components use a five equation drift flux
formulation to solve the system of two-phase flow equations as described in Section 2. The flow
regime dependence of the frictional drag is characterized by the relative velocity, which is flow
regime dependent. This then determines the mixture velocity and the resulting two-phase
multiplier and pressure drop.

The interfacial drag models, in conjunction with the flow regime modelling used in
WCOBRA/TRAC, have been verified over a wide range of hydraulic conditions typical of a
postulated large break LOCA transient (Bajorek et. al., 1998). Experimental data for small break
LOCA conditions are available from scaled facilities and from the full-scale UPTF experiment.
These experiments are modelled with WCOBRA/TRAC (as described in later sections) to verify
the WCOBRA/TRAC interfacial drag models over a wide range of hydraulic conditions typical
of a postulated small break LOCA transient.

4-2 Vessel Component Wall Shear Models

Model Basis The vessel momentum equations described in Section 2-3-3-2 define the wall drag
coefficient in units which, when multiplied by the new time phasic velocity, will yield force per
unit length on the phase. However, as described in Section 2-6-2, the phasic mass flow rates are
the actual solution variables. The wall drag coefficients described here are defined in terms of
the units in which they are derived in subroutine INTFR. The wall shear stress components for
axial flow in the vessel are expressed as:
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I,/vx,, =K, Pp, U, Ay , (4-1a)

l{vX,v = KwX,v ha, uv AX . (4-1b)

I::X,e = KwX,e PLe -Ue AX (4-1c)
and for lateral flow by:

I:Z, =Kz, PPy .I/Y[ A, (4-2a)

I:, z = K7, PG, _VZV A, (4-2b)

I‘: e = K. prA. ﬂe A, , (4-2¢)

where:
T .ax = wall shear stress per unit length
subscript A = X for axial flow and A = Z for lateral flow
for phase k where k= 4 v, e,

K, = wall drag coefficient times fluid velocity
P = phasic density
a, = phasic volumetric fraction

v, = phasic velocity

The wall shear stress is assumed to be carried by the continuous liquid field when the wall is wet,
except at very high vapor fractions. [

]a.c:
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]a.C

The friction factors for the liquid and vapor fields are:

. 64 / Re, (laminar)
f,, = maximum 0.0055 + 0.55Re;"”  (turbulent)

. 64/ Re, (laminar)
foy = maximum } o ohes 0.55Re, ™ (turbulent)

The Reynolds number for each phase is based on the phasic mass velocity

H,
Rev - Dh /GX.V/
H,
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The wall shear models for the lateral directions are similar to those for the axial or vertical
direction. The same friction factor relationships given in Equations 4-5a and 4-5b are used, and
the form loss coefficients for lateral flow are user input.

For all flow regimes, a shear term associated with an input form loss is also considered. [

(4-72)®

(4-70)®

]a,c ( 4_70)(5)

Similar expressions hold for the lateral flow equations.

In summary, the wall drag coefficient is defined as follows for the continuous liquid in the cold
wall regime: [

(4-8)
I (49)

Combining and using Equations 4-7a, 4-8, and 4-9, [
I* (4-10)
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Similarly, in the hot wall regime, [ L

I @-11)

Model as Coded For bubbly, film, and single-phase liquid, the wall-vapor friction factor (f, ) is
set equal to zero. For single-phase vapor, and inverted annular and droplet (no film flow) flow

regimes, the wall-liquid friction factor (f,,) is set equal to zero.

The axial flow models are described first. The liquid and vapor Reynolds numbers are calculated
using Equations 4-6a and 4-6b, and the friction factors by Equations 4-5a and 4-5b. The phasic
frictional pressure drops are calculated as: [

(4-12a)

¢ (4-12b)

where:

P, = average liquid density between mesh cells

average vapor density between mesh cells

©
-
1]

The axial wall drag coefficient for the liquid phase is calculated as: [

1< (4_13)(3)
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and the axial wall drag coefficient for the vapor phase is calculated as: [

I (4-14)

The first term of Equation 4-14 is zero except at vapor fractions near one. For the entrained
field, the wall drag coefficient has only the form loss term: [

¢ (4-15)
[

I (4-16)
and [

1 4-17)
where F,, and F, are defined as: [

1*¢ (4-18)
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and, [

I (4-19)

The functions F,, and F¢,, provide a smooth transition of the wall friction term from one field

to another as a phase is depleted.

In the hot wall flow regime, the axial wall drag coefficient is calculated as: [

¢ 4_20)(3)

The continuous liquid phase coefficient is [

e (4_21)(3)

(4-22)

1*¢. The single-phase friction factor for transverse flow is calculated
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using the same correlations for friction factors given in Equations 4-5a and 4-5b for each phase.

For transverse flow, the phasic Reynolds numbers are calculated as: [
(4-232)
(4-23b)
L
]a.c.
The single-phase frictional pressure drop between two adjacent channels through the gap
become: [
(4-24a)
(4-24b)
:'\_../V i
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For the cold wall flow regimes, lateral drag coefficients are calculated as: [

(4-25)%
(4-26)®
(4-27)
]a.c
and, [
]a.c
The values of F¢,, and Fg, are given by Equations 4-18 and 4-19.
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For the hot wall flow regime, [

(4-28)?

(4-29)®

I (4-30)

The next section discusses use and calculation of form loss coefficients in more detail.

Scaling Considerations The wall friction models, as defined in the above subsections, are scale

independent. The friction factor relationships given in Equations 4-5a and 4-5b agree with
existing friction factor relationships found in text books (Vennard, 1961). The laminar friction
factor is obtained from a momentum balance in laminar flow and the turbulent relationship
agrees with the smooth pipe data of Nikuradse (1933).*’ The key assumption is the void fraction
weighting of the form losses as shown in Equations 4-7a to 4-7c. The WCOBRA/TRAC wall
friction model has been compared to the two phase flow data in complex geometries for different
experiments.**® In these experiments, the static pressure as well as the local void fraction were
measured for channels with multi-hole plates. As shown in these sections, the WCOBRA/TRAC
predicted pressure drop and void fractions are in excellent agreement with the test data, for both
the frictional pressure losses as well as the form losses.

In later sections of this report, heated wall pressure drop comparisons are also shown for rod
bundle experiments and again indicate good agreement with the test data.

Conclusions The WCOBRA/TRAC vessel wall shear models use a system of consistent

correlations for the friction and form loss components for axial and lateral flow. The
WCOBRA/TRAC use of an entrained liquid field in addition to a continuous liquid field results
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in partitioning the form losses by each fraction of the flow for the total loss. This particular
feature of the vessel wall shear models has been verified on full-scale, two-phase flow
experiments on simulated reactor hardware. There have been other full-scale simulations with
WCOBRA/TRAC such that there are no scaling effects with the vessel wall shear model. The
uncertainties in this particular model are accounted for in the overall WCOBRA/TRAC code
uncertainty.

4-3 Vessel Component Form Loss

Model Basis WCOBRA/TRAC vessel component models a form loss as defined in Section 4-2.
The form loss coefficient is directly input into the code for both axial and lateral flows. The user
has two options when modelling an unrecoverable pressure loss due to area changes: to model
the true area change, or to use the nominal area and input a loss coefficient that has been adjusted
for the area change. Both methods are used in WCOBRA/TRAC when modelling true area
changes. However, the WCOBRA/TRAC numerics will calculate an unrecoverable pressure loss
which is nearly the same as that which one would normally input. Therefore, care must be used
when modelling true area changes such that unrecoverable losses are not accounted for twice in
the calculation.

Model As Coded WCOBRA/TRAC solves the momentum equations on a control volume
extending from the midpoint of one continuity cell to the midpoint of the next continuity cell as
seen with the dashed lines in Figure 4-1. The momentum equations from Section 2-3 can be
reduced to the one-dimehsional, single-phase, steady, frictionless form, and applied to the one-
dimensional mesh shown in Figure 4-1. For simplicity it will be assumed that the flow is
upward, so that the donor cell is the cell below. Since the lateral momentum equations are
differenced in a similar manner, the conclusions which will be drawn below apply to the lateral
flow through the gaps as well.

The expression for the axial pressure difference across a momentum cell neglecting friction and
density changes is: [

I @431
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This equation can be applied to a sudden expansion, a sudden contraction, or a combination of
both where successive pressure differences across several cells are combined to get the total
pressure difference. For example, for a sudden contraction, Equation 4-31 applied successively
across two consecutive cells in Figure 4-1 (where j = 1) yields:

Sudden Contraction: [
1 (4-32)

Adding the pressure drops for each cell in Equation 4-32 results in [

]a.C (4_33)

From Figure 4-1, A2 = A; = Ay and Al = Ap,and U =0 = Up,while U2 = U3 = UT.
Using the continuity equation,

ApUr = ApplU, (4-34)
or

v.-%1y _ru ' (4-35)
P A T T
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so that Equation 4-33 becomes [

I* (4-36)
Rearranging, Equation 4-36 yields: [

43D
Normalizing the pressure change to the dynamic head at the minimum area gives [

I (4-38)

for a sudden contraction. Similarly, for a sudden expansion in which the expansion occurs across
one cell: [

I (4-39)

and for a combination contraction/expansion in which the contraction occurs across one cell, [

I** (4-40)

The expression for the expansion is the same as would be predicted by the Bernoulli equation.
The other expressions are more complicated and result from the differencing technique used. In
Tables 4-1 to 4-3, the pressure difference predicted by the above equations is compared to data
from King and Brater (1963).
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Scaling Considerations The loss coefficients that are normally used in codes like
WCOBRA/TRAC are derived from full-scale and scaled experimental test data, and in many
cases are standardized and available in handbooks of hydraulic resistance (Crane, 1969). For

specific nuclear reactor geometries and area changes in the reactor vessel, loss coefficients and
unrecoverable pressure drop information is obtained from scale model experiments. These
experimental loss coefficients and pressure drops are used as a guide to adjust the form loss
coefficients in regions of the vessel where the geometries are complex.

WCOBRA/TRAC method of applying the form loss coefficients is verified by comparing the
WCOBRA/TRAC steady-state flow and pressure distributions to calculated PWR steady-state
conditions. WCOBRA/TRAC has also been compared to single-phase and two-phase pressure
drop experiments on prototypical reactor internals hardware which contained restrictive multi-
hole plates. The comparisons of WCOBRA/TRAC predictions with the pressure drop and void
fraction data was excellent, as shown in later sections of this report.

Conclusions The form loss coefficients are user inputs to the calculation and are dependent on
the geometry and the method of modelling the area changes in the model. Explicitly modelled
area changes require a small adjustment of the form loss coefficient using the guidance provided
above. For cases where no area change is modelled, explicitly standard experimentally

determined loss coefficients are used.
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4-4 Vessel Component Interfacial Shear Models L

As described in Section 3, flow regime maps are used in the vessel component of
WCOBRA/TRAC. The normal or cold wall flow regime map is used unless there is a structure
in the computational cell that has a surface temperature in excess of [

]a.c

If heated rods exist in the computational cell with temperatures in excess of the above criteria,
the flow regime is based on the hot wall flow regime map. This means that care must be used
when modelling situations with hot and cold wall structures, since if both are in the same cell, the
code will assume that all walls are hot; i.e., no liquid film on the walls. Conversely if the wall
temperature is below the criteria, the code will use the cold wall flow regime with a liquid film
on the wall.

The vessel momentum equations described in Section 2 require the interfacial drag coefficient in

units which, when multiplied by the new time velocity difference between the phases, will yield J
force per unit length for that phase. During the numerical solution, these coefficients are divided R
by the appropriate phasic densities, when the phasic mass flowrate is solved for. In subroutine

INTFR, the interfacial drag coefficients are defined based on phasic velocity, as shown below.

The average interfacial drag force per unit length between the vapor and continuous liquid is

defined as
TiIX,vl = Kyw U, (4-41)
where
1:,-'X'v, is the force per unit length on the liquid by the vapor,
Kixw is the flow regime dependent interfacial drag coefficient, and
u is the relative velocity between the vapor and the continuous liquid.
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A similar expression exists for the drag force between the vapor and entrained liquid. This

expression is given as
/ :
Tixve = Kixwe U, (4-42)

where:

Tz,x,ve is the force per unit length on the entrained liquid phase by the vapor,

Kix ve is the flow regime dependent interfacial drag coefficient, and

Qve is the relative velocity between the vapor and the entrained phase
When calculating the relative velocity between the phases, the value generally assumed is the
[

K/‘/

I (4-43)
where v_vw o is the maximum lateral relative velocity and U, is the axial relative velocity for
the cell. However, in some cases, this value is modified as described in the Model as Coded
sections. When the value has been modified, it is expressed as U, .

4-4-1 Small Bubble Flow Regime Interfacial Drag
Model Basis For the bubbly regime, the general form of the interfacial drag coefficient is
= (
Kix,vc = Cp, Py lﬂw| A,, ,1,/ 20X (4-44) ”
N
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where A, , is the total projected area of the bubbles in the volume. For spherical bubbles, this

results in

A,, = N, mr, (4-45)

where N, is the number of bubbles in the cell, and T, is the bubble radius. This can be shown to

be equivalent to [

F* (4-46)

where A, b is the bubble interfacial area, described in Section 3. Two alternate forms of the

interfacial drag coefficient are obtained: [

(4-472)

¢ (4-47b)

Similarly, for lateral flow, [
(4-48a)

" (4-48b)

Expressions for the bubble drag coefficient (Cp,, ) are discussed by Ishii (1977) and Ishii and

Chawla (1979). The drag coefficients are Reynolds number dependent and closely related to the
drag coefficients for single bubbles and drops in an infinite medium. The drag coefficient for a
single bubble in an infinite liquid medium is shown in Figure 4-2. The bubble is considered to
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behave as a solid sphere in the viscous regime. At a higher Reynolds number, the bubble is
characterized by a distorted shape and irregular motion. In this distorted particle regime the drag
coefficient decreases with the Reynolds number. As the Reynolds number further increases, the
bubble becomes spherical-cap shaped and the drag coefficient becomes constant.

As discussed by Ishii (1979), in the viscous regime the drag coefficient of a single particle in a
multiparticle system may be assumed to have the same functional form as that of a single particle
in an infinite medium, provided that the Reynolds number is computed using the appropriate
mixture viscosity. Therefore, in the viscous regime the drag coefficient on a bubble is given by

24 0.75

CDb = — (1.0 + 0.1 Re, ™) (4-49)
€y
where:
2r, p | U |

Re, = 5w (4-50)

and
-2.5-———(“(1:0'4’;')
M, = Be(1-a) 7 4-51)

(also given by Ishii). In the distorted particle regime, it is again assumed that the drag coefficient
for a particle in a multiparticle system is the same as that of a single particle in an infinite
medium with the Reynolds number based on a mixture viscosity. In addition, it is assumed that
churn-turbulent flow always exists in the distorted particle regime. Under these conditions, a
particle tends to move in the wake caused by other particles. Therefore, the velocity used in the

drag coefficient and Reynolds number should be the drift velocity, ij =(1-0) Qw. The drag

coefficient in the distorted particle regime is then
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Cpp = g N, Re, (1-a,)? (4-52)®

where:

N, = (4-53)8

2rp,(1-a)|U |
Reb/ = b vi (4_54)(8,9)
K

and L

B, =

(1-a) (4-55)&

The (1 -« )? in the expression for the drag coefficient results from using the drift velocity to
v P g & y

compute the drag force.

Churn-turbulent flow is also assumed for the cap bubble regime where

Cp, = —=(1-a)? (4-56)

W | oo

For the large-bubble flow regime, Equation 4-49 is assumed to apply down to the limit of
Newton's regime where the drag coefficient for a single solid sphere becomes constant at a value L
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of 0.45. Within Newton’s regime the large bubbles are assumed to move with respect to the
average volumetric flux and, therefore,

CDb = 045(1 "O.v)2 (4_57)(10)

The mixture viscosity is used in Re’, (Equation 4-59) because a particle moving in a

multiparticle system experiences a greater resistance than a single particle in an infinite medium.
As it moves it must deform not only the fluid, but the neighboring particles as well. The effect is
seen by the particle as an increased viscosity.

The terminal relative velocity between the bubble and liquid is also calculated from a bubble rise
model given by Ishii (1977) as:

0.25

U, = 1414 [og g.(p,p,)/p}|** 1(1-0) @-58)M

The bubble size is assumed to depend on a Weber number criterion:

r, = 0.5We,og, / (pU2) (4-59)12

where We, = 10.

]a,c (4_60)(13)

If large heat releases exist at a solid boundary within the cell, then vapor is assumed to
concentrate as a film at the wall. The interfacial shear between the vapor film and the bulk liquid
is then determined by assuming a transition inverted slug regime described in Section 4-4-6.
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Model as Coded The WCOBRA/TRAC coding logic uses the above correlations with . L
consistency checks to establish limits on parameters such as relative velocities and bubble size )
before the interfacial drag is calculated. The relative velocity is compared using different

methods and the minimum value is used in the bubble Weber number and drag coefficient. The

reason for this is that in the small bubble regime the interfacial area is large and would lead to

excessively large forces if a large relative velocity were used.

The relative velocity to be used in Equation 4-44 is initially set at the local vector sum value
W, = 'Qv!) , given in Equation 4-43. It is then limited as follows.

The first limit is calculated by [

(4-61 )(14)
¢ (4-62)
and the drift velocity is determined by [
I (4-63)
The second limit is calculated by [
]a.c (4_64)(16)
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The value of U, used in Equation 4-44 is then: [

(4-65)

]a.c {18)

Next, the bubble drag coefficient is calculated, using Equations 4-49, 4-52, 4-56, and 4-57. [
]a,c-

]a.c (19}

The interfacial drag between the continuous liquid and the vapor in the small bubble regime is
calculated as [

I (4-66)

where the interfacial area 4, ¢, is given in Equation 3-17. If there is significant®” vapor
generation at the wall, the interfacial drag is ramped between the small bubble value calculated

from Equation 4-66 and the inverted slug value as [

I (4_67)(20)
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The hot wall drag coefficient, Ky , y, is calculated from Equation 4-105. \L/

The value of F|. is given as [

I (4-68)
where U, is calculated from Equation 4-58 and [

P (4-69)20

where A_ is the cell momentum area in the axial direction and I, (Equation 5-102) is the cell
vapor generation rate and @, and @, are the heat flow from wall to liquid and the subcooled

boiling heat flow, respectively (Section 6-2). To illustrate the effect of the ramps and limits
described above, Equation 4-67 was evaluated as a function of Qw for typical fluid conditions, \L/

and plotted in Figure 4-3a. It can be seen that, at high heat flux and high relative velocities, the
interfacial drag factor approaches a value more typical of separated, rather than bubbly, flow.

For lateral flow through gaps, the procedure is similar, with the following differences: the
relative velocity is limited to a maximum value of [ ]*¢. The more complicated channel
model is not used because, in general, gaps tend to have a lérge flow area, and the flow velocities
are relatively small. [

il
]a,c_(Zl)

The lateral flow interfacial drag uses the same expression for bubble drag coefficient except that

the vector sum relative velocity is used in the Reynolds number as described earlier. The bubble

drag coefficient for lateral flow uses the same logic as the axial or vertical flow. The interfacial

area is calculated in the same fashion for the lateral flow as the axial flow, except the velocity is

the lateral relative velocity for the gap flow. The lateral flow interfacial drag is given as J‘/
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[ (4-70)

]a,c. ~

Scaling Considerations The formulation used in the small bubble regime is scale independent,
since it is based on an individual bubble in the flow stream. Therefore, no scale dependence or
bias would be introduced into the calculation by this model. Since the small bubble regime
would be only a small region in the reactor core, before the flow regime would transition to other
regimes, the noding selection used could influence the size of this regime and how it is weighted
with other regimes. There is a small region of bubbly flow in the FLECHT-SEASET, FLECHT,
and FEBA reflood heat transfer experiments. These effects are examined in later sections of this
report and should not influence the PWR calculation since the same noding approach is used in
the code assessment as is used in the PWR calculations. In this case, any uncertainties in
averaging due to node size is accounted for in the WCOBRA/TRAC code validation and
uncertainty analysis.

Conclusions The small bubble regime models are based on the work of Ishii and Chawla
(1979), which represents the current state of knowledge in this area. The same coding logic is
used to represent the axial bubble behavior as well as the gap or lateral bubble effects. These
models have been compared to rod bundle pressure drop data on different rod arrays such that the
uncertainty of these models is accounted for in the overall WCOBRA/TRAC code uncertainty.

4-4-2 Small-to-Large Bubble Flow Regime Interfacial Drag

Model Basis The approach used for the large bubble regime is similar to that for the small
bubble regime. The small bubbles are primarily in the viscous regime where 1.0 < Re, < 1000

whereas the larger bubbles may be in Newton’s Regime where Re, > 1000. In the Newton

Regime the large bubbles are assumed to move with the average volumetric flux in the flow.
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]a,c.

As discussed by Ishii (1977) the presence of other particles affects the resulting drag for a multi-
particle system. This effect is corrected by using the appropriate mixture viscosity for multi-
particle systems. As a single bubble moves in a multi-particle system, it deforms not only the
neighboring fluid, but the other particles as well. The individual particle or bubble is, in turn,
distorted by its neighbors as it moves through the fluid. This effect is seen as an increased fluid
viscosity. The bubble Reynolds number is defined as Equation 4-50 with the mixture viscosity
correction given as Equation 4-51.

1*°. In the Newton regime, the large bubbles are assumed to move relative to the
average volumetric flux such that

Cpy = Cpy (1-at,)? (4-71)

where the (1 - onv)2 term results from using the drift velocity to calculate the drag force, and Cp,

is the maximum drag from Equation 4-49 or a value of [ <.

The same basis is used for the transverse drag relationships in this regime. [

g

Model as Coded The interfacial drag between the continuous liquid and vapor in the small-to-
large bubble regime is calculated as [

e (4-72)
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where A, ;; is given by Equation 3-34. The calculation for the large bubble regime follows the

same general procedure as the small bubble model, where | u, | is modified by the limits
described by Equation 4-65.
For conditions in which there is a large vapor generation rate at the wall, the [
4-73)
]3.(2.
The interfacial drag coefficient between the continuous liquid and vapor for the small to large
bubble regime is then calculated by [
N
e @-74)
[
¢ (4-75)
which can be shown to be the as-coded expression: [
]a.c ( 4_76)(22)
\—/

4384-non\secd.wpd-04303 4-27



The term ag, represents the upper bound of the small bubble regime, aséumed tobe[ P~ L

The bubble drag relationship for the lateral flow through the gaps for the small-to-large bubble
and large bubble regime are the same as the axial flow coding logic. As mentioned earlier, the
lateral relative velocity along with the gap bubble radius is used to calculate the bubble Reynolds
number for the bubble drag coefficient. The small-to-large bubble range is the same for the
lateral flow as the axial flows given in Equation 4-72.

The effect of the models, ramps, and limits on the axial interfacial drag factor for this flow
regime is shown in Figure 4-3b, and indicates similar trends as the small bubble regime.

Scaling Considerations As described in Section 4-4-1, the noding selection could influence this

flow regime and how it is weighted with other regimes. The verification of this model with
noding similar to PWR noding is given in later sections of this report. It indicates that the model,
in conjunction with other models for bubble size and void fraction, represents the measured void
fraction from the FLECHT-SEASET experiments below the quench front. Since these
experiments preserve full-scale core geometry, potential scaling bias is eliminated.

Conclusions The bubble drag coefficient and interfacial drag relationships are consistent
between lateral flow and axial flow in the WCOBRA/TRAC model. The drag relationships are
based on the extensive work by Ishii and Chawla (1979). There are a number of rod bundle
experiments with different rod array sizes which will experience the small bubble and small-to-
large bubble regime following rod quench. These experiments have been examined to compare
the measured and predicted pressure distributions and indicate good agreement with the
WCOBRA/TRAC models. The uncertainty in these models is accounted for in the overall
WCOBRA/TRAC uncertainty.

4-4-3 Churn-Turbulent Flow Regime Interfacial Drag
Model Basis The churn-turbulent regime is assumed to be a combination of the large bubble
regime and the film/drop regime. The model basis for the film/drop regime is described in

Section 4-4-4.

Model as Coded The interfacial drag is calculated from the selected drag coefficient and the

relative velocity as previously described in Section 4-4-2: l/
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[ I @-17)
where the interfacial area 4, , ; is given by Equation 3-34. The same ramp as in Section 4-4-2 is
applied to consider the vapor generation rate at the wall-by-wall heat transfer.

The interfacial drag relationships for the film/drop component are described in Section 4-4-4.

For the churn-turbulent regime, a [

¢ (4-78)

where: [

7 ( 4_79)(22)

whereg;p=[ 1 and a_, is givenas [

I** (4-80)

The same logic is used in the lateral direction to combine large bubble and film/drop
components.

Scaling Considerations This model for interfacial drag has some scale dependence. Ishii
(1977) attempted to compensate for the interaction effects of one bubble or groups of bubbles on
each other through adjustments of the effective viscosity. A comparison of the void fraction
predicted by WCOBRA/TRAC and the FLECHT-SET pressure drop data (from corrected

AP cells) below the quench front shows good agreement, as shown in later sections of this report.
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Conclusions Although the model has some scale dependence, the coding logic will limit the
bubble sizes based on the true physical dimensions for the problems. In addition, the churn-
turbulent interfacial drag models have been verified using prototypical rod bundle data with
different rod array sizes such that the uncertainty of these models is accounted for in the total
WCOBRA/TRAC code uncertainty.

4-4-4 Film/Drop Flow Regime

Model Basis This section describes the interfacial drag models between the vapor and
continuous liquid for the wetted wall film flow regime. The interfacial drag between the vapor
and entrained liquid for this regime is the same as that for the hot wall dispersed droplet flow
regime, and is discussed in Section 4-4-7. As shown in Section 3, when the vapor content in the
flow exceeds a critical void fraction, and the wall is below the wetted wall temperature criteria,

the film is assumed to become stable and liquid can no longer bridge the channel.

In the film regime, the general form of the interfacial drag coefficient is, for axial flow, [
¢ (4-81)

where 4, ;. is the interfacial area in the volume. For a thin liquid film, the interfacial area is

(

I** (4-82)

For lateral flow, the expression for interfacial area is [
I*¢ (4-83)

where the gap is viewed as a series of N, vertical slots of height AX.
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With the above equations, alternate versions of Equation 4-81 are defined: [

(4-84)

e (4-85)

The friction factor (f, ) for film flow is dependent on whether the film is stable or unstable. It

has been observed experimentally that the onset of film instability causes a sudden increase in
system pressure drop. This is a result of increased roughness of the liquid film caused by large,
unstable waves. The film friction factor for stable film flow in tubes has been studied by
Wallis (1969), and Henstock and Hanratty (1976) have correlated a large amount of cocurrent
and countercurrent film flow data for unstable films.

Henstock and Hanratty’s correlation is of the form,

1 (1+1400F)

o = f{1+1400F [1-exp (-— ~———2 1} 4-86
T = s [ p(G 13.2F] (4-56)
where:
D
G = _p_,_g_z_,, (4-87)
P, Uy f,
and
S N " (4-88)
Re® 1, \ p,
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with
m* = [(0.707 Re)°) 25 + (0.0379 Re’?) 25040 (4-89)
and [
¢ (4-90)
[

J*¢. The single-phase friction factor is different from that given in the Henstock and
Hanratty (1976) paper which was:

f, = 0.046 Re, ™
4-91)

]a.c.

For stable films, the annular flow interfacial correlation developed by Wallis (1969) is used:

fow = 0.005(1+75(1-a,)) (4-92)®

]a,c.

As discussed in Section 3, the transition to churn-turbulent (large bubble) regime begins at a void
fraction of [ ]*“ percent and continues until a stable film is achieved. The void fraction at
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which a stable liquid film will exist depends on the flow channel size and the vapor velocity.
The critical void fraction is determined from a force balance between the disruptive force of the
pressure gradient over the crest of waves on the film and the restraining force of surface tension.
The resulting expression for the critical vapor fraction is [

e (4_93)(23)
The critical void fraction is limited to a minimum value of [  ]*, the value at which waves can
be expected to bridge across the flow channel and cause a transition to churn-turbulent flow.
The interfacial drag logic for the lateral flow is simplified relative to the vertical flow since the

film flow between the gaps is assumed to be stable and the Wallis interfacial friction factor given
in Equation 4-92 is used. [

]a.c

Model as Coded [

]*¢. The interfacial drag is calculated as, [

Fe 494

where the interfacial area is given by Equation 3-46.
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For lateral flow through the gaps, the interfacial friction factor is calculated using [

I (4-95)

where the factor of 2 in Equation 4-85 has been taken into account, and giving a lateral drag
coefficient of [

¢ (4-96)

Scaling Considerations The Wallis friction factor for film, Equation 4-92 has been examined

for horizontal and vertical flow from pipe sizes ranging from 1-inch to 3-inch diameter as shown
in Figure 4-4. The Hanstock and Hanratty film friction model has also been compared to vertical
film flow data on diameter of 0.503 inches to 2.5 inches over a range of different fluid velocities
and pressures. The comparison of their correlation to data is shown in Figure 4-5. This
comparison shows that the correlation provides a good fit to the data over a range of scales.
WCOBRA/TRAC has been compared to annular pressure drop data on full-scale reactor
internals. The agreement between the measured pressure drop, pressure distribution, and void
fraction with the WCOBRA/TRAC prediction is excellent, indicating the models used in this
flow regime do not have a scale bias.

Conclusions The film wall drag models have been compared for both horizontal and vertical
flows over a wide range of geometries and hydraulic diameters. WCOBRA/TRAC has been used
with these models to calculate the two-phase pressure drops in an annular film flow regime. The
uncertainty of this model is included in the total code uncertainty for WCOBRA/TRAC.

4-4-5 Inverted Annular Flow Regime
Model Basis An inverted annular flow regime is assumed if the continuous liquid phase is

subcooled and the surrounding surface is hot and dry. This regime consists of a liquid core
surrounded by a vapor film.
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For inverted annular flow, the interfacial friction factor is [

]a,c (4_97)(24)

Model as Coded WCOBRA/TRAC calculates the continuous liquid enthalpy and compares it to
the saturated liquid enthalpy in the cell. If the liquid is subcooled and the wall is in the hot wall

regime, the flow regime is inverted annular. If the liquid enthalpy is saturated or superheated, the
code assumes the inverted liquid slug regime.

The interfacial friction factor is set to f; va = [ J*¢, taking into account the factor of 2 in

Equation 4-81 as defined earlier in this section. The interfacial drag for the axial momentum
equation then is set to

Kixserva = Jixava Pv|.Qv,lA,-ﬁ,m/AX (4-98)

where the interfacial area is given by Equation 3-51.

The interfacial drag and friction models are simplified for the lateral flow in the inverted annular
and inverted annular slug regimes. [

J*¢. Adrag
coefficient in the lateral direction of [

< 4-9 9)(24)

is used, and the radius of the chunk of liquid is [

]a,c (4_ 1 00)(24)
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The interfacial drag coefficient becomes [ L/

P (4-101)

where |Kvl| is the lateral relative velocity between the continuous liquid and the vapor.

Scaling Considerations Inverted annular flow can most commonly occur during a rapid reflood

process when subcooled liquid is forced into the core either at the beginning of reflood, or when
the nitrogen pressurizes the downcomer. When this situation occurs, the subcooled continuous
liquid is forced into the bundle at a much higher velocity than the quench front velocity on the
rods, and a thin vapor film exists on the rods’ surface, separating it from the liquid core. Inverted
annular flow was observed in the FLECHT and FLECHT-SEASET rod bundle experiments.
These experiments are full-length tests using prototypical rod dimensions and spacings such that
the geometric effects for this flow regime are preserved, and there are no scaling effects. The
experimental conditions were varied over wide ranges to insure that the PWR plant conditions
were covered. WCOBRA/TRAC has been compared to these reflood experiments as shown in
later volumes of this report. The comparisons of heat transfer and quench front movement J
pressure drop are good indicators that WCOBRA/TRAC predicts interfacial drag in the inverted
annular flow regime with reasonable accuracy.

Conclusions The inverted annular interfacial drag model used in WCOBRA/TRAC is derived
from the annular film flow model used for high void fraction wetted wall flows. The inverted
annular interfacial drag model has been verified on full-scale prototypical rod bundle
experiments for different rod arrays. The uncertainty of this model is included in the overall
WCOBRA/TRAC uncertainty which is presented in later volumes of this report.

4-4-6 Inverted Liquid Slug Regime
Model Basis As the liquid flow in the inverted annular flow regime is heated by wall heat

transfer, the liquid core is accelerated by the increased vapor content of the flow. When the
liquid reaches the saturation temperature, it no longer can condense the vapor and the liquid
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begins breaking into ligaments or chunks--into a dispersed droplet flow as it progresses up along
the heated channel. The interfacial friction is calculated assuming an unstable liquid film surface
exists on the large liquid ligaments or drops as: [

]a,c ( 4_102)(25)
This equationis [  ]*° times® the Wallis (1969) equation for stable liquid films discussed
earlier, given as Equation 4-92.

The interfacial area is calculated assuming that the liquid slugs are spherical, and have a diameter
[ ]*€ of the channel diameter, as described in Section 3-3-3.

Model as Coded The axial flow interfacial drag coefficient is calculated as:

Koxsavs = JFiqvs Py |Qw| A vs (4-103)

where the friction factor is calculated from Equation 4-102 and the interfacial area for the liquid
slug regime is

-y | (4-104)

where @, is the minimum of the liquid void fraction in the mesh cell a,(i,j) and the average

liquid void is given by Equation 3-13.

Note that the AX term is absent from both equations, so the resulting expression is equivalent to

that in Equation 4-81.

4384-non\secd.wpd-04303 4-37



This is further modified by [

]a,c (4_ 1 05)(20,26)

The lower limit is necessary to allow for [

]a.c

The lateral flow interfacial drag for the inverted slug regime is calculated in the same fashion as
the inverted annular regime, as described in the previous section.

Scaling Considerations As mentioned in Section 4-2-6, the inverted annular flow regime,

continues to develop due to the heat transfer from the walls. The inverted slug regime is a
transition from the inverted annular flow regime, where the liquid column breaks up into
ligaments or large liquid slugs and then to dispersed droplets.

The interfacial drag in the inverted liquid slug regime will be somewhat sensitive to the number
of heated surfaces/volume since the vapor layers along the heated rods will be growing. The
liquid will not be continuous, but will still be trapped between the heated surfaces. Again, the
reflood experiments used to verify the WCOBRA/TRAC code have full-height and full-scale
subchannel dimensions prototypical of PWR fuel bundles such that no scaling effects should
exist for these models. Different rod array geometries were also examined for bottom flooding,
top flooding, and blowdown situations where this regime could exist.

Conclusions The inverted slug regime is a transition hot wall regime where the liquid is
breaking up into a dispersed droplet flow regime. The WCOBRA/TRAC models have been
verified on full-length rod bundles over a wide range of PWR conditions. Since the rod bundles
have prototypical dimensions, there are no scaling concerns. The uncertainty in this particular
model is accounted for in the overall WCOBRA/TRAC code uncertainty.

4-4-7 Dispersed Droplet Flow Regime

Model Basis As discussed in Section 2, WCOBRA/TRAC has a separate entrained liquid field.
The droplet drag model is based on the work by Ishii (1977) using the analogy of a single drop in

4384-non\sec4.wpd-04303 4-38

L



an infinite vapor medium to a single bubble in an infinite liquid field. The droplet drag models
discussed in this section are used for both the hot wall and cold wall flow regimes. The
interfacial friction coefficient used is

K = 0.375 Cba 4-106
iX,ve,DD - . r_d ae pv LQVC I ( = )
where:
Cpa is the droplet drag coefficient,
r, is the droplet radius,
a, is the entrained liquid fraction in the flow, and

| U, | is the vector sum relative velocity between the vapor and the entrained droplet,

and is given as

U, = [max(¥)* + U
ve ve ve (4_107)

It is assumed that the drops are in the Newton Regime where the droplet Reynolds number is
large. The droplet drag coefficient that is used in this is assumed to be: [

1** (4-108)

Bird, Stewart, and Lightfoot (1960) recommend a value of 0.44 for the droplet drag in the
Newton Regime while Ishii and Chawla (1979) recommend a value of 0.45.
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The droplet sizes used in WCOBRA/TRAC are discussed in Section 5 and have as their basis L
drop sizes measured in the FLECHT-SEASET program (Lee, N. et al., 1982). The drop size is
calculated as [

]a,c (4_ 109)(26)

Model As Coded The current droplet diameter is first established via Equation 4-109.

The droplet interfacial drag is then calculated as

0.125 CDd Ai,drop pv|ﬂve|

- (
K iXveDD AX (4-110) g

where:

Aigrop = Aid AxAX 4-111)

The droplet drag relationships for a cold wall are identical, except that there is no check on the
drop size relative to the hydraulic diameters. If the drops were as large as the hydraulic diameter,
they would intersect the liquid films on the wall and the channel would be filled with liquid.

This would result in a different flow regime.

The lateral flow droplet calculation uses the average droplet radius calculated in each of the
adjacent cells from Equation 4-109. The droplet drag coefficient for lateral flow is a constant

]a,c(27)

value, Cp, = [ , and the lateral droplet drag coefficient is calculated as

Kizseon = 0375 Cpy p, | W, | @, LAXIT, (@-112) L
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Scaling Considerations The hot wall interfacial droplet drag effects have been verified by
comparing WCOBRA/TRAC to full height heated rod bundle experiments which have the same
physical dimensions as PWR fuel assemblies. The calculated droplet sizes for different

FLECHT-SEASET experiments are compared to high speed movie data in later sections of this
report as well as the measured droplet velocities.

Since both the droplet velocities and the calculated drop sizes agree reasonably well with the
measured data, the droplet drag relationships described above, which would determine the
resulting drop velocities, provide a reasonably good model for the dispersed droplet flow. Again,
since the rod bundle experiments have been performed on full-scale bundle simulations, the
droplet interfacial drag models are applicable to the PWR.

Conclusions There is consistency in how the droplet flow is modelled both axially and laterally.
The same relationships for droplet drag are used for each drag coefficient formulation. The drop
field models have been verified against full-scale prototypical data such that no scaling effects
exist. The model uncertainties are included in the overall WCOBRA/TRAC code uncertainty.

4-4-8 Falling Film Flow Regime

Model Basis As fuel rods quench from the top, a liquid film is formed on the rods behind the
quench and sputtering front. Liquid is de-entrained from the upward flowing dispersed droplet
flow to provide liquid source for the film on the rods. The interfacial drag relationships on the
film behind the top quench front are the same as those for annular film flow except that the
interfacial friction uses the Wallis (1969) friction factor givén in Equation 4-92. [

] a,c

Therefore, the interfacial friction coefficient for falling films is

fxrr = 0005 (1 + 75 @) (4-113)

In the falling film regime, the gap or transverse flow film interfacial drag is calculated in the
same fashion as the annular film flow drag discussed earlier in Section 4-4-4. The lateral flow of
drops which are sputtered from the top down quench front would be handled in the same fashion
as the droplet flow discussed in Section 4-4-7.
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Model as Coded The interfacial drag coefficient is given as

Kiywrr = fixrr Py 12| A 1BX 4-114)

where fy - is from Equation 4-113 and A, Silm is calculated from Equation 3-61.

The interfacial drag is always calculated if a cold wall is present in the cell. If the cell void
fraction is greater than [  ]**, then the flow regime is a falling film regime with upward flowing
entrained droplets. If the void fraction is below [ ]*° and the liquid flow is from the top, then
the interfacial drag is ramped between the top deluge regime and the falling film regime. The top
deluge interfacial drag coefficients will be discussed in Section 4-4-9.

Scaling Considerations WCOBRA/TRAC simulations of the G-1 and G-2 loop experiments, in
addition to the simulation of CCTF Run 76 predicted a falling film regime near the top of the
heater rods after they had quenched. The G-1 and G-2 loop tests used full-size, full-height test
bundles, and the CCTF facility modelled a full-height core. Since these tests are full- and/or
large-scale, there should be no scaling concerns.

Conclusions The falling film models have been used in the simulation of top-down quench
experiments with prototypical geometry over a wide range of conditions. The uncertainty of
these models is accounted for in the overall uncertainty of the WCOBRA/TRAC code.

4-4-9 Top Deluge Flow Regime

Model Basis When the walls are hot and a large amount of liquid flows downward into a
computational cell, the flow regime is called the top deluge. This flow regime is similar to the
liquid slug regime for upflow as discussed in Section 4-4-6. The top deluge regime is assumed
present at void fractions less than [ J*. Physically, the top deluge regime could
occur with large liquid injection rates in a PWR upper plenum due to upper plenum injection or
upper head injection. The top deluge regime would also occur during blowdown when the core
flow reverses and large amounts of liquid either drain out of the upper head or plenum and are
forced into a hot core. PWR with combined injection, hot leg, and cold leg accumulators, where
the hot leg accumulators inject large liquid flows in the upper plenum, could also experience the

top deluge flow regime.
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Model As Coded The droplet drag coefficient is calculated as the maximum of

Cpa =

24 10 + 0.1 Re™] 4-115)
Re,

where Re, is the vapor Reynolds number in the cell based on local vapor properties; and [
I (4-116)%

The interfacial drag coefficient for top deluge regime is calculated as

Kiywp = 0125 Cp, p, |U |A;g,/ AX : (4-117)%

where the interfacial area is given by Equation 3-63.

The low vapor fraction for this regime implies that the liquid is filling most of the channel. Note
that the velocity used in Equation 4-117 is the relative velocity between the continuous liquid and
the vapor, rather than the entrained liquid to vapor, since the liquid slugs are modelled by the
continuous liquid field. Again, the model represents large liquid slugs or chunks which would
nearly fill the channel and would capture any small droplets in the channel.

]a,c

Scaling Considerations The top deluge model is similar to the liquid slug model for upflow.

The basic correlations that are used are scale dependent because they depend on the channel
hydraulic diameter. Blowdown experiments have been performed on the Westinghouse G-1 and
G-2 test facilities as well as Semiscale which simulate reverse flow blowdowns with and without
upper head injection. The experiments with upper head injection will result in lower void
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fractions in the upper portion of the test bundle so that WCOBRA/TRAC will be in the top
deluge regime for a portion of the transient. Since these experiments have been performed on
prototypical rod bundles with different rod array sizes at full-scale there are no scaling effects
that need to be considered. The agreement of the test data with the WCOBRA/TRAC predictions
for heat transfer is reasonable and indirectly shows that the proper interfacial area is calculated
for this flow regime.

Conclusions The top deluge flow regime models have been verified on full-length rod bundles
with prototypical fuel rod array sizes over a range of conditions which cover PWR conditions.
The uncertainties in the models is accounted for in the overall WCOBRA/TRAC code
uncertainties.

4-4-10 Horizontal Stratified Interfacial Drag

Model Basis This model is based on stratified flow steam-water data in a rectangular channel
(Jensen, 1982). The model is mechanistically based on the turbulent motion of the liquid near
the interface. In addition, the interfacial shear and interfacial heat transfer are consistent with
each other.

The interfacial friction factor K is computed according to Equations 5.5 and 5.6 of
Jensen (1982):

4-4-1
Kix,vl,HS = 0.54;-/W, vI/ - Ays/4Z : ( )

where Ay is the vapor/liquid stratified interface area

fi=0.01 ifU'<17.6 (4-4-2)
= 14.6 x 105(U )¢ ifU’>17.6 (4-4-3)
U, -U,
where U’ = — (4-4-4)
1414 @_z’ﬁ
P

U, and U, are the vapor and liquid velocities, respectively.
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Model as Coded Note that the friction factors are discontinuous at U’ = 17.6 and also between
developed and undeveloped flows.

The horizontal stratification is checked only [ .

1%€ to identify the flow regime according
to the Taitel-Dukler (1976) flow regime map. The parameters used in the determination of the
horizontal flow regime are the total liquid superficial velocity, total vapor superficial velocity,
gap average vapor density, gap average liquid density, the vapor viscosity, liquid viscosity, total
gap void fraction, hydraulic diameter of flow channel, and mixture level.

The drag term for the horizontally stratified flow is modified in [

1%

Scaling Considerations The performance of the horizontal flow calculational models is critical
to the prediction of loop seal clearing during a small break LOCA event. The capability of
WCOBRA/TRAC to predict loop seal clearance phenomena in the full-scale Upper Plenum Test
Facility (UPTF) experiment is shown in a later section of this report. Further, the drag present
in stratified hot leg and cold leg pipes is important in small break LOCA transients. The ability
of WCOBRA/TRAC to predict the frictional pressure drag accurately in the stratified horizontal
two-phase flow regime is demonstrated by benchmark calculations shown in a later section of
this report.

Conclusions Horizontal stratified flow regime behaviors are important during small break
LOCA events. The ability to identify horizontal stratified flow regimes has been implemented in
WCOBRA/TRAC, together with a method for calculating the interfacial drag for two-phase flow
in these regimes. Validation calculations presented in later sections of this report show the
performance of the model. The uncertainty in this model is accounted for in the overall
WCOBRA/TRAC code uncertainty.

4384-non\secd.wpd-04303 4-45



4-5 Vessel Component Intercell Drag

Model Basis WCOBRA/TRAC calculates an additional interfacial drag force for interfacial
shear that occurs at mesh cell boundaries. These interfaces are detected by changes in void
fraction between adjacent cells, and can occur on either horizontal or vertical cell boundaries.

The intercell drag model is used to help calculate counter flow limiting (CCFL) situations where
there is liquid flowing downward against vapor upflow. The intercell drag models are applied
between channels where liquid can pool, such as on the top of the upper core plate in the reactor
upper plenum, and channels representing vapor jets through holes in the upper core plate, for
example. The intercell drag models will calculate a drag force on the pooled liquid in the adjacent
cell as well as the reaction force on the vapor jet. The details of the model are given below.

For two cells, i and j, connected to each other by a vertical or lateral connection, an intercell

interface is assumed when | ]*¢, so that cell i is on the vapor side of the

interface and cell j is on the liquid side. The drag force is a function of the difference between

the vapor velocity in cell i and the liquid velocity in cell j, and is given by

FI,X = f; '%' pvl(Uv,i—Ua,j)](Uv',' - Ug,j)Al,x 4-118)

for the vertical direction and

1
Fiz = fi 5 o)W~ W)(Woi-W,,) Az (4-119)
for the lateral direction, where [

]a.c (4_ 1 20)(29)

In these equations A, , and A, , are the appropriate intercell areas. The intercell interfacial force

is added to the liquid momentum equation in cell j (on the liquid side of the interface) and

subtracted from the vapor momentum equation in cell i (on the vapor side).
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Model as Coded The code logic checks [

J*¢. If such cells are identified, the code will calculate an intercell drag force. [

"¢ (4-121)

where A, is the difference in liquid fraction between adjacent cells. This difference is an

estimate of the contact area between vapor and liquid at the cell interface. Since the absolute
value is used, the area is always a positive number. The intercell drag force becomes [

1* (4-122)

where AU,; is the difference between the vapor velocity in cell j and the liquid velocity in cell

i, and is used as the relative velocity for the interfacial drag as given in Equation 4-118. This
additional drag component will be added or subtracted depending on the cell void fraction. For
the liquid rich cell, the interfacial force is added to the liquid momentum equation in that cell.
For the adjacent Vapor rich cell, this interfacial drag force is subtracted from the vapor
momentum equation in the cell.

The code also checks for void differences on horizontal interfaces. In this case, the lateral
velocity components are used for the liquid and vapor velocities. The interfacial area for the
horizontal calculation is [

*¢ (4-123)
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where AZ is the lateral distance between the centerlines of the two adjacent cells. [

]B,C

]a.c

Scaling Considerations The intercell drag model has no direct scale dependence, but it can be

noding dependent since the geometric areas, cell sizes, gaps, and interfacial areas are all directly
used in the drag calculations. The use of a constant interfacial friction factor suchasf,=[ J*°
simulates a rough surface for all Reynolds numbers of interest, and has an equivalent roughness
of &Dy = 1*¢. This roughness would simulate surface waves which are roughly [

]1*¢ of the pipe or channel hydraulic diameter. The use of this friction factor is an
assumption which is verified by comparisons to experimental data. The experiments which can
be used to confirm the intercell drag model are experiments such as the UPTF, CCTF, and SCTF
which measure liquid levels in the upper plenum above a simulated core plate. The results of
these experiments are discussed in later volumes of this report. To address the scalability
question, the experiments were modelled in the same manner as the PWR such that the geometry
effects, which enter the intercell frictional drag calculation, are preserved between the PWR and
the experiments. Also, the UPTF used full-scale reactor hardware components such that this
intercell frictional drag model was verified at full-scale.

Conclusions The intercell drag model relationships can depend on the method of modelling
critical areas where counterflow can occur. The same modelling and noding technique was used
on the large scale systems tests, such as LOFT, UPTF, CCTF, SCTF, and others, is the same as
the PWR. The uncertainty of this model is accounted for in the overall uncertainty of the
WCOBRA/TRAC code.
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4-6 Vessel Component Entrainment and De-entrainment Models
4-6-1 Introduction

The drag between the vapor and continuous liquid results in either liquid entrainment, where the
liquid moves from the continuous liquid field to the entrained liquid field due to the interfacial
shear forces of the vapor acting on the liquid, or liquid de-entrainment caused by the entrained
liquid interacting with the continuous liquid in the form of liquid film on structures. For liquid
de-entrainment, the liquid moves from the entrained phase to the continuous liquid phase. The
models for the different entrainment and de-entrainment mechanisms will be discussed below.

4-6-2 Entrainment in Film Flow

Model Basis Entrainment of liquid drops from the continuous liquid phase can occur under a
variety of conditions. The physical models used to determine the average net mass rate of
entrainment and the entrained drop size will be different for each condition. Entrainment
mechanisms that may have a significant influence on reactor thermal-hydraulics include
entrainment from liquid films, reflood entrainment, entrainment resulting from vapor bubbling
through liquid pools, and entrainment resulting from vapor flow across rod structures such as the
upper plenum internals of a PWR.

The net mass entrainment rate is defined as
S=8"v ' (4-124)
where V is the cell volume.

The net mass entrainment rate (S) has units of mass per unit time and is the net result of the

opposing mechanisms of entrainment (S;) and de-entrainment (S,,.). Models for the

entrainment rate, de-entrainment rate, and drop formation size are discussed below.
In addition to the entrainment rate, the rate of change of interfacial area of the entrained liquid

field must be determined for use in the interfacial area transport equation (Section 3). The rate of
change of total droplet area due to entrainment and de-entrainment is
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where r, o is the radius of the entrained droplet, and r 4DE is the radius of the de-entrained
droplet. r, . is assumed to be the cell average droplet diameter, while r, . depends on the

entrainment mechanism.

The contribution to droplet area resulting from droplet breakup mechanisms is also calculated.
This term is calculated as [

]a,c (4_ 126)(30)

where Sp, is the mass flow of drops being broken, r,, is the original drop size, and r, , is the

new drop size. This equation is derived in subsequent sections.

I

The void fraction at which a stable liquid film will exist depénds on the flow channel size and the
vapor velocity. The critical void fraction is determined from a force balance between the
disruptive force of the pressure gradient over the crest of waves on the film and the restraining
force of surface tension, as described in Section 3. The resulting expression for the critical vapor
fraction is,

= 1.0-2.00/(p,| U |? D) 4-127)

acrit

The critical void fraction is limited to a minimum value of [  ]*°, the value at which waves can

be expected to bridge across the flow channel and cause a transition to churn flow. The

interfacial geometry of the churn-turbulent flow is treated as a linear interpolation between

bubble flow and film flow. The flow is considered to consist entirely of bubbly flow as described \L
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above at a void fractionof [ ], and entirely of film flow at the critical void fraction.
Entrainment of liquid from the continuous liquid field into the droplet field is allowed in this
flow regime. The entrainment rate is interpolated between 0.0 at a void fraction of [ ]* to the
full value given by the entrainment correlations at the critical void fraction. This provides a
smooth transition into film or film mist flow. It should be noted that as long as the vapor
velocity is sufficiently high to carry liquid drops away, the film mist flow regime will be
maintained. This is consistent with Dukler’s et al. (1979) explanation for the transition to film
flow. This transition is predicted by the code based on the models used for the entrainment rate
and interfacial drag between the vapor and drops.

Liquid entrainment is generated from the random perturbations in the flow which cause the
development of a wavy interface on the film. These waves will grow as a result of the
hydrodynamic and surface tension forces acting on the wave. Eventually the amplitude of the
wave becomes so large that the pressure differential over the wave exceeds the restraining force
of surface tension, and the wave breaks toward the gas core. The resulting drops are then carried
along with the vapor. The shape and size of the wave depends on whether the film flow is
cocurrent or countercurrent. Lower-amplitude roll waves with drops being sheared off of the
wave crest are typical of cocurrent flow (Ishii and Grolmes, 1975). Abrupt, large-amplitude
waves are typical of countercurrent flow (Lovell, 1977). This may be partially attributed to the
fact that higher vapor velocities are required to cause vertical cocurrent upflow. As a result, the
film thickness and wave amplitudes are generally smaller than those found in countercurrent
vertical flow, which occurs at lower vapor velocities. Also, in countercurrent flow the shear
forces act in opposition to gravity, causing larger wave amplitudes.

In countercurrent flow, the entrainment rate (S,) is taken to be [

< (4-128)

The critical liquid fraction is defined as

al,cn’! = (l_acn't) (4'129)

where a_, is given by Equation 4-127.
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It is assumed that all liquid in excess of that required for a stable film is removed from the film . L/
and enters into the entrained liquid phase, where it is treated as drops. In reality, some of this )
liquid may be in the form of waves which travel upward while the bulk of the film flows down.

The gross flow split between the amount of liquid flowing down and that flowing up in the form

of drops and waves is obtained by the above assumption.

For cocurrent film flow, Whalley et al. (1973) have correlated entrainment data with the
parameter

S, = ks 1,/0 (4-130)

where k¢, the equivalent sand roughness, is used as the length scale for the entrainment force due
to surface tension, and T, is the interfacial shear stress. Wurtz (1978) later modified the above

correlation by multiplying it by the dimensionless velocity | Qv |n /o to compare with a larger

variety of data. This velocity was also used by Paleev and Filippovich (1966) to correlate air-
water entrainment data. This resulting correlating parameter became:

ko w|U |n
= vt (4-131)
o2
and was then used to obtain a relationship for the entrainment rate. This relationship is
Sy = 0415, P, AX (4-132)

where AX is the vertical dimension of the mesh cell and P, is the wetted perimeter. This

empirical correlation is used to determine the entrainment rate for cocurrent film flow. The
equivalent sand roughness is given as

k. = [0.57]8+[6625.0 ft ']18%-[3.56x 10%/t %] 8% +[1.5736 x 10%f¢ 31 5* (4-133)80

where & is the film thickness and:
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T =210, (4-134)

(N Rn'

Correlations for the interfacial friction factor (f;) have been given with the interfacial drag

models discussed in Section 4-4-5,

The size of drops formed by entrainment from films has been characterized by Tatterson et al.
(1977). Their results are used for both cocurrent and countercurrent flow. The drop formation
radius is given by

12

Dhc

rye = 0.0056 (4-135)"

I
s U |2
2pvl o]

where f_ is defined in Equation 4-91.

Model as Coded [

]a,c.
A modified relative velocity is calculated as: [
e (4_136)(32)

where @, is the average liquid fraction between adjacent axial cells J and J+1.

The entrainment rate is calculated by assuming that all liquid in excess of that calculated from
Equation 4-129 is entrained. The entrainment rate is the difference between the film flowrate
calculated using the cell liquid fraction, and the critical liquid fraction:*?
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(4-137)
]a.c
where a, ., is calculated from Equation 4-127 using U,
U ers = 4 C, 0lp, Ug; D) (4-138)
where | 1€
The liquid film velocity U, , is the cell J film velocity. [
J*¢. The cell flowrate is ,
calculated from the cell edge flowrate by [ L/
¢ (4-139)

where J denotes the cell center, and j denotes the cell edge. As described in Section 2, during

solution of the momentum equation, the mass flowrate at the cell edge (i.e., within the
momentum cell) is solved. The average phase fraction between cells is used to denote the cell
edge phase fractions. When calculating entrainment processes, cell centered flow quantities are

employed.
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Scaling Considerations The basis for these film entrainment models is small-scale experiments
which isolate each phenomenon. The entrainment rate formulation given by Equation 4-132 is
mesh cell length dependent.®” However, this dependence reflects the length of the surfaces with
films which are generating the entrained liquid. Other parameters in the entrainment model
given in Equation 4-132 are local flow, interfacial friction, and the channel geometry. These
models have been verified against different scaled experiments, as shown in later sections of this
report, which have structures similar to a PWR so that film entrainment from these structures
should be prototypical.

Sources of verification of the film entrainment model are the Upper Plenum Test Facility (UPTF)
ECC bypass tests and the UPTF Upper Plenum Injection Test. In both of these experiments, the
walls were cold and had liquid films from which entrainment could be generated. Also, both
experiments had cocurrent flows as well as countercurrent flows. The UPTF experiments were
full-scale, so there were no scaling distortion effects. These experiments and the calculated
results are reported in later sections of this report.

Conclusions The film entrainment models are based on local fluid conditions and have been
verified with both scaled and full-scale experiments over a wide range of conditions. The
uncertainty of these models is accounted for in the overall WCOBRA/TRAC code bias and
uncertainty, which is discussed in later volumes of this report.

4-6-3 Entrainment During Bottom Reflood

Model Basis When the cladding temperature is above the surface rewetting temperature, a film
boiling heat transfer mechanism will be established. This may correspond to either a dispersed
flow regime or an inverted-annular, two-phase flow regime, depending upon the liquid content of
the flow, the liquid subcooling, and the vapor velocity. As the cladding temperature is reduced
because of the cooling provided by film boiling, the cladding will enter a transition boiling, and
finally a nucleate boiling regime. High flowrates of superheated vapor result from the steam
generated as the rods are quenched. Vapor velocities are usually high enough to entrain
significant fractions of the liquid in the form of drops. This droplet entrainment is beneficial
since it enhances heat transfer downstream of the quench front by desuperheating the steam and
contributing to the total steam flowrate as the drops evaporate.

Several mechanisms for the formation of droplets during reflood can be postulated. The droplets
may be formed by the breakup of the inverted annular liquid core because of surface instabilities
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if the liquid is subcooled. If the liquid is saturated, droplets may be formed by bubbles breaking . L/
through the surface of the liquid.

In COBRA/TRAC and WCOBRA/TRAC MODY, the entrainment rate was given (Thurgood et
al., 1983) by

Sg = (@,UJU_ ) m, (4-140)°

where m, is the vertical vapor mass flowrate and U _, is the vertical vapor velocity required to

lift a droplet, with radius defined by the critical Weber criterion against gravity. The critical
velocity is obtained from a balance between the drag force and gravity force acting on the drop,

1/4
4We 1/4
U = ( d] ( cgAp ] (4-141)%9

3C,, o2

A Weber number of [ I*° (typical of reflood in the FLECHT tests) and a droplet drag
coefficientof [ ]** are used.®® The use of the vapor flowrate, 7, in Equation 4-139 reflects s

the effect of vapor generation at the quench front on droplet formation.

In Kataoka (1983), models for entrainment from pools were developed, and several correlations
were presented. Entrainment is defined as:

- p! jﬂe
Py Jy

E (4-141a)
where the entrainment E was expressed as the ratio of the mass flux of the entrained droplets to
the mass flux of the gas. Kataoka and Ishii noted that E depends on the gas flux and the height
above the top of the liquid pool. For a given height above the pool, the entrainment was reported
as proportional to the gas flux as:

E«<j

, for low gas flux

E«j™ for intermediate gas flux \L
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E «j, for high gas flux

Equation 4-140 can be recast and written in terms of Kataoka and Ishii’s definition for
entrainment as, [

Tc (4-141b)

This shows that the entrainment model in WCOBRA/TRAC for bottom reflood is proportional to
jv2 , and is consistent with the work by Kataoka and Ishii for low gas flux. For reflood, with high

vapor generation, the high and intermediate gas flux regimes are likely. What this implies, is that
the WCOBRA/TRAC MOD?7 model has a weaker dependence on j, than should be expected.

In addition, Kataoka and Ishii provide information that suggests that the upper limit of "4.0" in

the as-coded original expression may be too restrictive at low pressure. Kataoka and Ishii give®®

E = 000484 2P (4-141¢)

Py

as appropriate for an upper limit on entrainment. This becomes greater than 4.0 below about
30 psia and increases rapidly with lower pressures. Thus, even if there is sufficient vapor flow at
low pressure, the "4.0" upper limit could impose too low a limit on the entrainment.

The work by Kataoka and Ishii suggests two modifications to the existing WCOBRA/TRAC
model that would increase entrainment. First, the exponent of the alU, term should be increased

from 2 to something higher. Second, the upper limit of 4.0 could be increased, which would
allow more entrainment at low pressure. The final expression for bottom reflood entrainment
used in WCOBRA/TRAC MOD7A is: [

]** (4-141d)
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The droplet formation diameter for bottom reflood entrainment is taken as |

e (4-142)

where: [

I (4-1432)°7
and [

]a,c (4_1 43b)(37)
where W, =7.5

The droplet size Equations 4-143a and 4-143b are estimates of the reflood droplet size based on
FLECHT data. Equation 4-143a is based on an equation originally developed for the BART code
(Young et al., 1984); and then adapted to an earlier version of the vessel model called
COBRA-TF, which was then used to assess FLECHT tests (Hochreiter et al., 1986). In the
BART code, the initial droplet size is defined by (after combining Equations 2-115 and 2-71 in
Young): [

1*¢ (4-143c)

This equation was simplified by using a hydraulic diameter which was an average of the "large"
and "small" Westinghouse fuel rod designs. The following table shows rod pitch, rod diameter,
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and hydraulic diameter for 15x15 and 17x17 fuel (the same geometry was used in FLECHT
COSINE and FLECHT SEASET), and the average of the two.

Array Type Rdd Pitch (in) Rod Diam (in) - D, (ft)
15x15 0.563 0.422 0.0334
17x17 0.496 0.374 0.0386

AVERAGE D,: 0.036

If the averaged value of D, is used in Equation 4-143c, and is combined with the constant, the

value | J*¢ is obtained, which compares with the value coded of [  ]**.
This equation is also used in Hochreiter et al. (1986), Equation 2-50, the only difference being
that the g term is also combined with the constant: [ ]*¢, which
compares with the reported value of [  ]*“.

The simplification of using an average hydraulic diameter, while unnecessary, reflects the fact
that the scatter in droplet diameters is such that the effect of hydraulic diameter cannot be
discerned over the narrow range of interest.

Equation 4-143b uses the Weber number criterion to establish the maximum droplet size which
can be entrained.

The liquid which is being shattered into drops is assumed to be suspended above a pool through
which vapor is flowing at a flux j, (=a U,). The relative velocity between the vapor and the

liquid above the pool is therefore the vapor velocity above the pool, which is approximated by j, .

The droplet size data is tabulated in Lee et al., (1982). The droplet size data ranges from 0.002 to
0.006 feet. When the data was plotted against droplet velocity, no clear trend was observed. The
various equations, and the minimum allowed value from Equation 4-142 are compared to this
data range in Figure 4-6a for 40 psia. Equation 4-143a estimates the midpoint of the data range,
and includes a pressure effect through the vapor density. Equation 4-143b assures that if vapor
volumetric flux is high, the predicted droplet size approaches the minimum of the range. A
second comparison at 20 psia is shown in Figure 4-6b.
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Near the quench front, the measured droplet size was somewhat larger, with a minimum value of L
0.0033 ft®, This value is used as a lower bound in Equation 4-142 for bottom reflood.

Model as Coded Entrainment due to bottom flooding is assumed if the flow regime in the cell is

a hot wall regime, and if the vapor velocity in the cell is upward.

Equation 4-141d is evaluated as follows: [

]a,c ( 4-1 44)(38)

where m is the average vapor flow in the cell.

]a,c.

The ratio of local to cell averaged vapor fraction and vapor density is a consequence of the fact
that the vapor mass flowrate, solved for in the momentum equation, is defined at the cell edge,
and is based on average fluid properties between adjacent cells (Section 2-3-3-2). The vapor
mass flowrate within the cell is calculated from the relation [

"¢ (4-145)
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where j and J denote the cell edge and cell center, respectively. The value of UL is given by

Equation 4-69.

A further check on the entrainment is made by calculating a minimum velocity needed to lift a
droplet upward against gravity. In this case, the minimum vapor velocity is given as [

< (4-146)

where the drop diameter is given in Equation 4-142 and is the minimum of these choices. The
droplet drag coefficientis[  ]*“ in Equation 4-146. If the vapor velocity is less than
[ ]*¢ times U, min® then the entrainment rate calculated in Equation 4-144 is modified by [

]a,c (4_147)(38)

When U, is greaterthan [ ]*“times U, . , the velocity ratio given in Equation 4-147 is 1.0,
and the full entrainment calculated from Equation 4-144 is used. If U, is less than U, . then no
entrainment is calculated. As U, increases, more entrainment is calculated, as given in

Equation 4-147. Finally, the entrained flow entering the cell is subtracted from the entrainment,
which is calculated from Equation 4-147. '

Equation 4-147 gives the incremental amount of entrained liquid which should be added to the
entrained liquid field in the cell. Once the flow is entrained, the droplet drag relationships
discussed in Section 4-4-7 will convect the entrained droplets axially as well as in the transverse
directions.

Scaling Considerations The basic model formulation for entrainment has no scale dependent

parameters, and the droplet Weber numbers given in Equations 4-140 to 4-144 come from high
speed movies of FLECHT reflood experiments which were performed using prototypical
geometries, flow, pressures, and powers. The FLECHT and FLECHT-SEASET reflood
experiments were especially designed to obtain the necessary data for developing and verifying
reflood codes. The drop sizes chosen for the initial reflood drop size are based on this data.
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Another source of validation for the reflood entrainment model is void fraction distribution or L
overall mass inventory calculated for the FLECHT-SEASET reflood experiments. These tests
are consistent flooding rate experiments so that a cold test bundle would fill at a prescribed
flooding rate. However, a hot bundle will fill much more slowly because of the vapor generation
and resulting liquid entrainment caused by quenching and cooling the hot rods. As shown in
later sections of this report, WCOBRA/TRAC predicts the FLECHT-SEASET void fraction data
quite well and also predicts the bundle mass storage as a function of time. Predicting the correct
bundle mass storage as a function of time is an indication that the entrainment rate is also being
predicted correctly since the entrainment rate is the difference between the inlet mass flow and
the bundle storage rate. Since the FLECHT-SEASET tests have full-scale rod bundle
dimensions, there are no scaling issues with the WCOBRA/TRAC entrainment model.

Conclusions The entrainment models for bottom reflood have been verified by comparison to
full-length rod bundle experiments with prototypical dimensions such as the FLECHT, FLECHT-
SEASET, FEBA, and the NRU nuclear rod bundle reflooding experiments. These experiments
cover the full range of expected conditions for PWR reflood. The uncertainty and reliability of
the entrainment models is accounted for in the overall WCOBRA/TRAC code uncertainty.

4-6-4 Entrainment During Top Down Reflood

Model Basis There are two mechanisms for entrainment in top down reflood, upper plenum
injection, or top spray situations. The first mechanism is the breakup of pooled liquid films on
reactor internals hardware as the liquid falls through holes, slots, or slits in the hardware, into the
core. The second mechanism is entrainment from falling films at the top quench front where the
film flow exceeds the quench rate of the rod and the excess liquid is sputtered off the hot surface.
The model for entrainment from the top down quench front will be discussed first.

When the top ends of a fuel or heater rod quench, a quench front moves down the rods by axial
conduction. A liquid film follows the quench front down the rods toward the sputtering or
quench front. It is assumed that the entrainment rate from a falling film top quench front is equal
to the liquid film flowrate reaching the quench front, (#17,), minus the vapor generation rate at the

quench front,

Sg=m -T"V (4-148)
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Droplets are assumed to be generated at the sputtering front (quench front) with a drop size
which is selected as [

e (4-149)%7

The falling liquid film behavior is handled using the models previously discussed in
Section 4-4-2 for both vertical and lateral flow. The droplet behavior is handled using the
dispersed droplet models for vertical and lateral flow discussed in Section 4-4-7.

The model for the breakup of pooled liquid films is discussed next.

The drop size model for the sputtering quench front is based on top spray heat transfer
experiments, typical of a BWR. When Westinghouse began analysis of the Westinghouse G-2
refill experiments (Hochreiter et al., 1976), which were low pressure rod bundle film boiling
experiments with significant liquid injection into the upper plenum, it was found that the
entrained droplet size, using a sputtering front model, would yield drops which were too small,
resulting in excess over cooling compared to the G-2 test data.

When examining the tests and the code predictions, it was felt that the main reason for the higher
predicted heat transfer was the drop size the code was choosing. The flows in these experiments
were sufficiently small that the injected water would de-entrain, pool and fall, or be forced
through the upper fuel nozzle simulation which was a plate with several small diameter holes.
This plate was designed to be hydraulically similar to a PWR top fuel nozzle plate.

It was felt that the dominant drop size which would fall through the rod bundle would be

determined from drops which were formed at the fuel nozzle simulation plate or top spacer grid
as the liquid fell or was forced through the holes in the plate. Therefore, a drop size model was
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developed to calculate the size of droplets which would be formed as the liquid flowed through
hardware at the top of the fuel assembly into the heated portion of the core. Wallis (1969)
presented a model for a single drop falling through an area restriction, or orifice. For low liquid-
to-vapor flows through an orifice, the liquid will form an unstable liquid jet which breaks up to
form drops with a radius equal to

ror = 1.9 R, (4-150)4*

from Wallis, Equation 12-3, where

ror is the drop radius formed from the liquid jet as the water flows through the orifice,

and

R is the radius of the orifice plate or hole size.

o

For plates which have multihole geometries such as the G-2 top fuel nozzle simulation, a PWR
top fuel nozzle core plate, or a top spacer grid, this formulation was generalized to

Dy, = 19 D, (4-151)

where:

D, is the droplet diameter formed at the orifice or area reduction, and

D, is the hydraulic diameter which characterizes the plates or hardware where the

liquid pools and flows through.
Again, the above formulation is valid for situations in which the vapor-to-liquid velocities are

small, such that there is small interfacial shear on the liquid as it flows through the area reduction
or orifice.
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If the liquid flow is being accelerated through the plate holes by steam, there is a possibility that
the liquid will be shattered into smaller drops by the large relative liquid and vapor velocities.
The dimensionless group which describes the largest stable droplet size to be formed under these
conditions is the Weber number given as

- pv(Uv-(J!)2 DOR

o)

We

(4-152)

crit

Experiments have shown that We_, = 12 for this situation (Wallis, 1969).

In a situation where there is top down flooding with a top quench front, two different drop sizes
will be calculated: the large drops which are generated from the hardware at the top of the rod
bundle with drop sizes calculated with Equation 4-151, and drop sizes generated at the quench
front which are calculated using Equation 4-149. The drops from the hardware will flow down
into the channel between the heated rods, while the smaller drops will sputter off the heated
surface into the channel flow area. It is assumed that these drops can be treated as a single
droplet field of average diameter as determined by the interfacial area transport equation. The
large drop sizes, which are generated from the hardware, will dominate so that the resulting drop
size is closer to the large hardware generated drops, not the very small sputtering front Adrops.
The model then represents the sweeping up of the smaller drops, or the coalescence of the
smaller drops by the large droplets in the channel. The effect of this model for top down
flooding is to reduce the interfacial area between the liquid and vapor such that reduced
interfacial heat transfer occurs, the steam superheats to higher temperatures, and the overall heat
transfer from the heated surface decreases.

The above models are used for both upflow and downflow at void fractions above o, > [ ]*©.

Model as Coded For the entrainment from the sputtering front the code calculates the maximum
liquid available for entrainment as given in Equation 4-148 as [

] (4-153)
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where o

1.7+1 18 the upstream cell liquid fraction, nty , ; is the liquid downflow, and a, ;isthe L

averaged liquid fraction between the current cell and the donor cell.

This is further modified by comparing the void fraction for the liquid film to the critical liquid
void fraction for a stable liquid as [

¢ (4-154)

The coding logic chosen for the top down flooding droplet size model chooses a maximum
droplet size as specified in Equation 4-149. [

]ﬂ.C'

For the breakup of pooled liquid films, the code examines changes in the momentum area along

the channel to determine if the drop size should be recalculated with the drop orifice equation

given in Equation 4-151. For momentum area changes greater than [ 1%, the drop size L
is recalculated using the hydraulic diameter in the reduced area channel. Fuel rod grid locations

are also checked to see if the grid area reduction is significant relative to the channel area, and

the drop size can be calculated at the gridded locations using the grid hydraulic diameter.

For the orifice droplet equation, drops are assumed to be formed by the reactor hardware where
an area reduction of greater than [ 1€ occurs. [

]a.c.

Thatis: [

*¢ (4-155)

If a grid exists in the cell, the incoming drop size is compared to that calculated with
Equation 4-151%" using the grid hydraulic diameter, and the minimum drop size is used.
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That is: [

I (4-156)

The rate of change of the interfacial area due to the droplet diameter change is given as

. dA,-’”
Aior = 1t Ay AX (4-157)

where A,.’” is the interfacial area/volume. Equation 4-157 can be approximated as

[ (4-158)

]a.c-
The interfacial area upstream of the restrictive plate is [
¢ (4-159)

where:

N, is the number of drops/volume, and

D, is the drop size upstream of the plate.
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The plate will reform the drops with a new drop diameter given from Equations 4-155 or 4-156,
depending on whether the plate or grid is more limiting. The interfacial area downstream of the
plate or grid is: [

1* (4-160)

where D, is the new drop size, and N, is the new number of droplets. The volume of drops

are preserved such that the new number of drops becomes: [

*¢ (4-161)
The interfacial area change across the plate or grid then becomes: [

¢ (4-162)
or [

¢ (4-163)
However, the entrained void fraction upstream of the plate or grid is: [

I (4-164)
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Substituting Equation 4-164 into Equation 4-163, the interfacial area change becomes: [

¢ (4-165)
The rate of change of interfacial area from Equation 4-158 then becomes: [

1> (4-166)
which is programmed as [

1*¢ (4-167)
for downflow, and for upflow [

¢ (4-168)

]a,c.

A further test is used on the calculated drop size (D) for large drops. [

]a,c
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[ I (4-169) L

The model described above causes entrained droplets flowing through the orifice plate to change
size. Continuous liquid flowing through the orifice is also assumed to be completely entrained
into the droplet field. This is done by calculating an orifice entrainment rate as [

"¢ (4-170)

where @, , is the upstream cell liquid fraction. The droplet size associated with this entrainment

is D, calculated from Equation 4-155 or 4-156.

Using Equation 4-125, the contribution to the entrainment interfacial area density change is

_ 6 (S *+ Sgop)
Py Dor

- @-171)

This equation assumes that, in a cell containing an orifice plate, entrainment from all sources
leads to drops of size D,.

The interfacial area shifts to a larger or smaller value depending on the drop size generated by the
models described above. If drops generated in the cell are one half the original size or smaller,
this is reflected in the interfacial area source term as an increase in the interfacial area. This
increase in area will usually improve the interfacial heat transfer in a dispersed flow situation by
de-superheating the steam temperature so that the wall is exposed to a lower sink temperature.

The same model and approach is used for upflow and downflow. The code logic is applied in the
dispersed flow film boiling regime, [ %<

The interfacial area generation term is added to other sources of interfacial area generation as a
source term for the total interfacial area transport equation, which is solved for the next time step.

Scaling Considerations The falling film entrainment model is a basis model which does not L
have any scale dependent parameters. This model is used for all reflood and blowdown L
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situations and has been verified on full-length heated rod bundles with prototypical dimensions
and rod arrays, so that there should be no scaling effects.

The droplet entrainment model for top down flooding uses a generalization of the Wallis orifice
droplet formulation which models the complex flow passages with a hydraulic diameter. This
model has been validated against the G-1, G-2 Semiscale blowdown data as well as the CCTF
tests with upper plenum injection, and the UPTF - UPI injection test as described in later sections
of this report. This model generalizes the Wallis equation and uses the hydraulic diameter of the
structure as the dimension to set the droplet diameter for the entrained flow coming into the core
from the upper plenum. Using the hydraulic diameter will permit the modelling of all the wetted
surfaces and flow passages found in the complex upper core plate, top fuel nozzle, and spacer
grids. Normally either the top nozzle or the top most spacer grid is limiting and results in the
smallest droplet diameter being formed. This particular model will set the initial drop size
entering the bundle. The drops can be further broken up by the grids as they are accelerated
down through the bundle.

Conclusions The generalization of the Wallis orifice equation for drop formation has been
verified on several different hardware geometries which are similar to real PWR hardware. The
G-1 and G-2 blowdown experiments use prototypical Westinghouse mixing vane and non-
mixing vane grids, and a fuel assembly tie plate similar to an actual fuel assembly.  The UPTF-
UPI test series uses actual PWR hardware for top fuel assembly nozzles and spacer grids. The
CCTF tests use hardware which is also similar to actual PWR fuel assembly components.
Therefore, the models have been verified on prototypical components at full scale. Any
uncertainty in these models is reflected in and accounted for in the overall WCOBRA/TRAC
code uncertainty calculations.

4-6-5 Spacer Grid Droplet Breakup Model

Model Basis Spacer grids are structural members in the reactor core which support the fuel rods
at a prescribed rod-to-rod pitch. All fuel assemblies have grids at the same elevations across the
core. Because the grids are at the same elevations, no flow bypass or flow redistribution occurs.
Since the grid reduces the fuel assembly flow area, the flow is contracted and accelerated, and
then expands downstream of each gridded layer in the core. As the flow is accelerated within the
grid and then expands downstream, it reestablishes the thermal boundary layers on the fuel rod,
which increases local heat transfer within and downstream of the grid.
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Several single-phase experiments clearly showed that the continuous phase heat transfer L
downstream of a spacer grid can be modelled on entrance effect phenomena where the abrupt ‘
contraction and expansion result in establishment of a new thermal boundary layer on the heated

surface downstream of the grid. This entrance effect heat transfer decays exponentially

downstream of the grid, and the local Nusselt number decreases exponentially downstream of the

grid. The enhancement of the convective heat transfer is described in Section 6-2-10.

When the flow is a two-phase dispersed droplet flow, characteristic of a calculated PWR
blowdown or reflood, the grids can promote additional heat transfer effects. Since the grids are
unpowered, they can quench before the fuel rods. If the grids quench, they can create additional
liquid surface area, which can help desuperheat the vapor temperature in the nonequilibrium
two-phase droplet flow. A wetted grid will have a higher interfacial heat transfer coefficient
compared to the droplets, since the relative velocity for the vapor flow relative to the liquid film
is larger. The models accounting for the wetted grid effect are described in Section 5-2-10.

In addition to grid rewetting, the grids can also cause shattering of the entrained droplets into

smaller, more easily evaporated droplet fragments. The evaporation of the smaller shattered

droplets provides an additional steam source, which decreases the stream superheated J
temperature and also increases the convective heat transfer coefficient. This section describes R
how the droplet breakup at grids is accounted for in WCOBRA/TRAC.

Wachters and Westerling (1966) studied drops impinging on a plate and classified the droplet
fragmentation in terms of the perpendicular Weber number

D, U?
We, = P07 : (4-172)
(&)

where U A is the drop velocity perpendicular to the plate and D, is the incoming drop size.

Extensive experiments were also performed by Takeuchi et al. (1982) on droplets normally
impacting on a hot plate. Liquid deforms as a circular sheet, then disintegrates into fine droplets.
The splashed droplet diameter was also reported as a function of the droplet’s perpendicular
Weber number.

Since the grid thickness is usually less than the droplet diameter during a typical reflood
transient, the impact phenomena for a droplet on a grid should be different from that found by L
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Wachters (1966) and Takeuchi (1982). From movies of reflood tests conducted by Japan Atomic
Energy Research Institute (Okubo and Sugimoto, 1984), the entrained droplets were clearly
observed to break into finer sizes after impaction on the grid structure. However, no further
study was performed on droplet breakup phenomena. Experiments which concentrated on the
study of the droplet impingement on the spacer grid can be found from the tests conducted by the
Central Electricity Generating Board (CEGB) of the United Kingdom, (Adams and Clare (1983,
1984), by S. L. Lee et al. (1982, 1984a,b) at the University of New York at Stony Brook, and by
Yao, Hochreiter, and Cai (1988) from Westinghouse/ Carnegie-Mellon University.

When an entrained droplet impacts on the grid strap, the droplet is split into two liquid sheets
flowing along each side of the grid strap, as shown in Figure 4-7(a). Detailed photographic
studies from the above references indicated the mass and the trajectory angle of the split liquid
sheet varied with the impact conditions, such as the incoming drop velocity, grid strap-to-droplet
thickness ratio, and the degree of asymmetry between the droplet and grid center. For a high
velocity droplet impacting on a wide grid, the resulting trajectory angle is large, which results in
significant generation of microdrops. A low velocity droplet impacting on a thin grid will be
sliced into two liquid sheets which reform into two large drops with very few micro drops being
generated. For high velocity droplets the splashed liquid sheet expands and a cylindrical rim
forms at the free edge of the liquid sheet. The cylindrical rim was observed to be a source of
small droplets. A thinner liquid sheet will generate finer droplets. Based on these observations,
the size of broken droplets should be a function of two major dimensionless parameters, namely
the droplet Weber number (We ) as defined in Equation 4-172 and the ratio of grid thickness to

incoming droplet diameter (w/D,).

The droplet off-set parameter, A defined in Figure 4-7(b), was also reported by Yao, Hochreiter,

and Cai (1988) as a parameter affecting the size of the generated small droplets. However, the
off-set parameter can be absorbed in the parameter (w/D,) and the break-up efficiency in the

droplet break-up correlation to be described below.

Following the first impact, the shattered droplets will either flow away with the steam and
provide some grid cooling by film boiling if the grid is nonwettable, or help in quenching of the
grid and formation of a liquid film on the grid surface if the grid is wettable. If a liquid film is
formed, new drops may be generated through entrainment mechanisms either from the liquid film
on the grid or from the liquid sheet flowing away from the trailing edge of the grid. Adams and
Clare (1984) also observed that the drop size entrained from liquid sheets flowing away from the
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trailing edge of a wetted grid is similar to the drop size before the impact, which is consistent
with the WCOBRA/TRAC film entrainment model for quenched grids. It is concluded that the
small droplet formation occurs primarily at the first impact rather than from subsequent droplet
entrainment off the grid.

The leading edge of a wetted grid may be covered by a thick film, if the local vapor velocity is
low, or a thin film if the local vapor velocity is high enough to push the liquid film upward
(Figure 4-7c). The droplet breakup mechanism is expected to be different in these two situations.
Droplet breakup into sizes significantly smaller than the incoming droplet size was observed to
occur at droplet Weber numbers of 80 or higher (Yao, Hochreiter, and Cai, 1988, Figure 11).4%
This Weber number corresponds to a droplet velocity of approximately 15 ft/s, the minimum
vapor velocity for droplet breakup is therefore expected to be 25 ft/s or greater, which, in
addition to evaporation of the liquid to superheated steam, would lead to a thin film on the grid.
This likely situation is further supported by measurements in Lee et al. (1982) which indicated
that the shattered droplets were of similar size whether the grid was wet or dry. In the case of a
wet grid with a thin film or a dry grid, the droplet breakup mechanism was found to result
primarily from the impact of the droplet on the grid leading edge. In experiments by Yao,
Hochreiter, and Cai (1988), the leading edge condition for the wet grid cases was similar to the
thin film case (Figure 4-7c), since the test was designed to let the droplets fall onto the grid. The
film would then drain from the grid strap away from the leading edge.

The broken small droplets measured by Lee et al. (1982, 1984a,b), either with dry grid or wet
grid were found to be of similar size, supporting the conclusion that a thin film covers the grid.
Yao, Hochreiter, and Cai also observed that the small droplét sizes under a cold grid impact were
only slightly larger than that when the grid was hot. In the test by Yao, Hochreiter, and Cai, since
the droplet was falling downward, the leading edge condition for both cold grid and hot grid for
high vapor velocity were very close to that shown in Figure 4-7c.¥ The leading edge impact is
the most important break-up mechanism, the drop size distributions for either cold or hot (i.e.,
wet or dry) grids should be similar since the condition of the leading edges are similar.
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As the entrained droplets impi;ét a grid spacer, some may pasé through without contact while
some will impact on the grid structure. The droplets which impact on the grid will be broken
into many or few microdrops depending on how the drop hit the grid. The size of the shattered
droplets is represented by the following formula [

(4-173)%

]a,c {45)

D, .. is the Sauter mean diameter of the shattered drop, D, is the diameter of incoming drop,

and w is the grid strap width.

The correlation given by Equation 4-173 is a refinement to earlier models which reflects the
effects of different grid thickness to droplet diameter ratios at high Weber numbers. [

]a.C
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]a,c

Model as Coded WCOBRA/TRAC has the coding and input logic to locate the grid structure
within the core channels for any PWR fuel design. Once the grid is located, the drop size

approaching the grid is calculated from the entrained flow and the droplet number density in the

upstream cell
6 a,
D, = —= (4-174)
7
Aig
If the calculated drop size from Equation 4-174 is less than [ ]*¢ feet in diameter, the drops

are not allowed to be further broken up by the grids and the grid droplet logic is bypassed. A
droplet Weber number is calculated for the incoming droplets in the cell using Equation 4-172. If
the droplet Weber number is less than [ ]*4, it is assumed that the drops do not have sufficient
inertia to be broken-up by the grids and the grid logic is bypassed. For droplet Weber numbers
greater than [ ]*°, the droplet breakup model given in Equation 4-173 is used to calculate the
shattered drop-to-incoming-drop ratio after the drops pass though the grid. This ratio is then
used to calculate the small droplet diameter after passing through the grid, by multiplying the
calculated droplet ratio by the incoming droplet diameter.

The rate of change of the interfacial area due to the droplet breakup is given as

"
id
Aion = —= Ay AX (4-175)

where A,{Z is the interfacial area/volume.

Equation 4-175 can be approximated as [

1*¢ (4-176)

4384-non\sec4a.wpd-04303 4-76



where AA,.”/ = A,-”/ - A,-”’ is the change in the interfacial area.

The interfacial area upstream of the grid is

Al = nDIN, | (4-177)

where:

N, is the number of drops/volume, and

D, is the drop size upstream of the grid and is determined from the interfacial area

transport equation, described in Section 3.

The grid will shatter a fraction of the drops which impact the grid. The drop volume is preserved
such that if a fraction (F) of the drops are shattered, the number of new small drops are given as

[

1*¢ (4-178)

such that the new interfacial area downstream of the grid is [

1 (4-179)

The change in the interfacial area AA: is calculated by using Equation 4-179 and subtracting

Equation 4-177 as [

1*¢ (4-180)
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but [

¢ (4-181)

so that by substituting Equation 4-181 into Equation 4-180, and then putting the result into
Equation 4-176, the rate of change of the interfacial area becomes [

]a,c (4_182)(46)

Equation 4-182 is programmed as |

1 (4-183)

The value of Fg is [

J*¢. This area is input and depends on the
grid design and the fuel type.

Unlike the orifice breakup model, only the entrained droplet field is considered for breakup
through grids. This is because the grid droplet breakup mechanism occurs only in dispersed
droplet flow in the hot wall regime.

Scaling Considerations The grid droplet breakup model is a basic model which accounts for the
physical geometry of the fuel assembly spacer grids and is not scale dependent. However, the
droplet breakup model is empirical and does depend upon the specified geometry of the spacer
grid in the fuel assembly. The grid droplet breakup model development was based on droplet
size data which is characteristic of PWR reflood situations as well as prototypical spacer grid
structures. The total model was verified by comparing the resulting film boiling heat transfer in
rod bundles for different types of spacer grids. In particular, the FEBA experiments were
modelled with and without a mid-plane spacer grid, the FLECHT and FLECHT-SEASET
experiments were modelled using simple egg-crate spacer grids, and the G-1 and G-2 blowdown
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and reflood experiments were modelled using 15x15 and 17x17 Westinghouse production

~ mixing vane grids. Inclusion of the spacer grid droplet breaking model improved the

WCOBRA/TRAC predictions of these experiments. Since these experiments were all full-length
with prototypical rod array geometries and grids, there are no scaling effects which need to be
considered.

Conclusions A droplet breakup model for spacer grids has been developed to represent the
actual effects of the grids on the entrained two-phase flow at high void fractions, a. > [ ]**.

The model has been verified against a range of full-length rod bundle experiments with
prototypical geometries and different grid designs in blowdown and reflood situations. The
uncertainty in this model is addressed in the overall WCOBRA/TRAC code uncertainty
calculations.

4-6-6 De-entrainment in Film Flow

Model Basis Liquid film flow can exist on any structural surface which is in the wetted wall
regime, such as the reactor upper plenum structures, vessel wall, core barrel wall, the ends of the
fuel rods which are quenched, and other structures.

The deposition of entrained drops on this liquid film occurs as a result of random turbulent
motions that impart transverse velocity to the drops, bringing them into contact with the solid
surfaces or liquid films within the flow channel. The rate at which this occurs has been
correlated by Cousins et al. (1965) using a drop concentration gradient diffusion model in which
the concentration at the wall is assumed to be zero. Cousins’ model is used to determine the de-

entrainment rate for film flow as

Spe = k,AC P, AX (4-184)

where:

k,  is the mass transfer coefficient,

P, is the wetted perimeter,

AX is the cell height,

and where AC is the concentration gradient for the channel as given by
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AC = —< Pt | (4-185) L

(le+(1v

The mass transfer coefficient, (k_), has been found to be a function of surface tension (Whalley,

1973). This function is represented by‘®

3.0492 (10'%) o304
k, = maximum (4-186)
12.491 ¢08%8

and is compared with the Whalley data in Figure 4-9.

The de-entraining flow is assumed to carry with it droplets of average size as calculated from the
cell interfacial area transport equation (Section 3-3-7).

Model as Coded [

Pl
]a.c.
The mass flow of de-entrained droplets goes into the liquid film flow field. The de-entrainment
rate also is reflected as a loss of interfacial area in the interfacial area transport equation

discussed in Section 3-3-7, using Equation 4-125.

Scaling Considerations The de-entrainment model, as developed from small scale data, does

have the surface geometric effects directly included in the formulation through the wetted
perimeter and the cell length. The use of the cell length can make the model noding sensitive.
Thus, the model must be examined at several scales, and the noding should be consistent with the
PWR noding.

L
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The droplet de-entrainment is most critical for ECC bypass calculations and reflood calculations
since de-entrainment can represent liquid mass that is retained in the reactor vessel.
WCOBRA/TRAC has been compared to the different scaled ECC bypass experiments at 1/15,
1/5, and full-scale UPTF data. As shown in later volumes of this report, WCOBRA/TRAC gives
an accurate representation of the mass that is retained in the simulated reactor vessels at these
different scales. For reflood situations, WCOBRA/TRAC has been compared to CCTF, SCTF,
and UPTF data for de-entrainment effects in the reactor upper plenum. The UPTF-UPI and non-
UPI experiments are full-scale simulations for upper plenum de-entrainment behavior. As seen
in Jater sections of this report, WCOBRA/TRAC predicts the de-entrainment reasonably well for
the different facilities during a simulated reflood transient. Therefore, since the
WCOBRA/TRAC models have been verified up to full-scale and since the same noding is used
for WCOBRA/TRAC PWR simulations, there should be no uncertainty due to scaling effects of
this model.

Conclusions The WCOBRA/TRAC simulations have been performed, at different scales, for
the film de-entrainment model for ECC bypass and upper plenum de-entrainment. These
simulations have verified that there is no scale dependence of this particular model. The model
uncertainty is accounted for in the overall WCOBRA/TRAC Code uncertainty as described in
later sections of this report.

4-6-7 Crossflow De-entrainment

Model Basis Entrained liquid carried into the reactor upper plenum during reflood can
de-entrain on the reactor structures as the two-phase mixture flows across these structures and
out of the hot legs of the reactor. This cross flow de-entrainment will result in creating liquid

films on the structures which can flow downward to create a liquid pool at the horizontal upper
core plate.

The model used in the code employs de-entrainment fractions obtained in the upper plenum de-
entrainment experiments of Dallman and Kirchner (1980) where:

Spe = Mg %, Pyl U¢|Lg AX (4-187)
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The de-entrainment fraction (1) is user input and depends on the reactor design. Following the

recommendations of Dallman and Kirchner (1980) the de-entrainment fraction for an array of
tubes is given by

e = 1-(L-npl¥ (4-188)
with

N = M,(1+4.58%) (4-189)
from Chen (1955) where

My = the de-entrainment fraction for a single row of tubes,

N = the number of rows of tubes,

B = the diameter-to-pitch ratio of the array, and

M, =  the de-entrainment fraction for a single tube (0.19 for cylindrical tubes and

0.27 for square tubes.)

In the reactor situation, the square cross section tubes represent control rod guide tube structures
while the circular tubes represent support column structures.

The experiments performed by Dallman and Kirchner were for air/water flows and a single
structure (either a cylinder or square tube). There were different size cylindrical structures
examined, ranging up to ~4.0 inches in diameter, with variations in air and droplet velocities.
These authors obtained the single structure de-entrainment data for cylinders or square tubes,
which is the basis for Equation 4-189. They examined the effects of the droplet Weber number
defined as

_ b U«? D,

We
d c

(4-190)

which characterizes the drop splashing and splattering effects at high values of We, and [

1*. The range of drop
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Weber numbers investigated ranged from 2500 to 7000 which compares to drop velocities from
10 m/sec to 18 m/sec. These drop velocities are more characteristic of the region close to the hot
leg nozzle where the flow is accelerating toward the nozzle from the upper plenum. The data
indicated that the single structure de-entrainment was independent of the drop Weber number
over the range of the data, and a consistent value could be used for the de-entrainment fraction.
The values given by the authors are best fit to the data.

The extrapolation of these de-entrainment measurements of isolated structures in air-droplet
cross flow to multiple structures in close proximity, e.g., a row of cylinders, has been
investigated by Chen (1955) and Davies (1952). The work of Chen is the most directly
applicable to the PWR situation.

Chen used cylinders with very small diameters--a few millimeters. Therefore, application of
Equation 4-188 to the present work must be verified at larger geometries. Chen assumed that for
an array the flow is completely mixed between rows, and the changes in drop size and velocity
spectra do not change the local de-entrainment efficiencies markedly from those of the first row.
With these assumptions, Chen developed an equation for multi-row de-entrainment efficiency

(Mygp) as
Mg = AN -CA-1g)...(1-mg )], (4-191)

where C is a complicated geometric parameter dependent upon array pitch diameter ratios,
staggered versus in-line arrays, etc., A has a value of unity for a staggered array with no line of

sight through the array, and 7p,, is the capture efficiency of the n ™ row. Equation 4-189 is used
to calculate 1, for the de-entrainment from the first row and Equation 4-191 or Equation 4-188

is used to calculate the de-entrainment from multi rows of tubes using C = 1 and A = 1 in

Equation 4-191. Thus a prediction can be made of the multiple tube array de-entrainment
efficiency using only isolated tube measurements.

Model as Coded The de-entrainment fractions given in Equations 4-189 and 4-191 are geometry
dependent since N, B, and 7, which represent the crossflow de-entrainment geometry in that

particular cell, are input.

4384-non\secda.wpd-04303 4-83



The source term for de-entrainment is then calculated as [ 1o

*¢ (4-192)
where 7, is given in Equation 4-188 or 4-191 and [

7 (4-193)
where m, , is the mass flow of the entrained phase in the cross-flow or lateral directions. [

]a.c

Scaling Considerations The experiments by Dallman and Kirchner (1980) were performed on

scaled structures, but used typical droplet velocities and drop sizes. The key parameter is the
blockage effects of these structures on the cross-flow, both the size and number of rows of
structures. Other experiments such as CCTF and SCTF have scaled reactor internal structures
which can de-entrain the droplets from a two-phase mixture crossflowing toward the hot legs. In L
these experiments, there are competing effects of liquid de-entrainment as well as liquid
entrainment from the falling films and pools that exist in the simulated upper plenum. Therefore,
the data, in the form of pressure drop readings, give the net de-entrainment for the experiment as
a function of time. Full-scale upper plenum de-entrainment data is also available from the UPTF
test facility in West Germany. In these experiments, the radial dimensions from the core to the
hot legs are preserved, as well as the drop sizes, drop velocities, and the steam velocity. The
structures in UPTF are actually larger than those in a Westinghouse PWR. The comparisons of
WCOBRA/TRAC to the pressure drop data from CCTF, UPTF, and SCTF is shown in later
sections of this report. These simulations used the same noding as the PWR to address scale
effects. The agreement is acceptable considering the data uncertainties. Since these tests cover
the ranges of sizes and number of rows of structures typical of a PWR, this model has been
verified at different scales up to full-scale.

Conclusions The cross-flow de-entrainment model was developed in the basis of scaled tests

with fluid conditions, drop sizes, velocities, and vapor velocities, that are typical of PWR

conditions. This model, in conjunction with other entrainment and de-entrainment models, has

been compared to both scaled and full-scale data which covers the expected thermal-hydraulic L
conditions and geometries for a PWR. The uncertainties in this de-entrainment model are )
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accounted for in the total WCOBRA/TRAC code uncertainty given in later sections of this
report.

4-6-8 De-entrainment at Area Changes

Model Basis Droplets will de-entrain at area changes on the wetted wall flow regimes by
contacting the walls or surfaces of the reduced area channel for axial and lateral flow. The drops
are assumed to de-entrain anytime the area changes, regardless if the actual area is normal or
inclined toward the flow. These drops will then form liquid films on those surfaces which will
drain.

De-entrainment can be expected to occur as droplets, formed during reflood, flow through the
upper tie plate. Droplets that strike the solid portions of the tie plate de-entrain and provide the
initial liquid for the top quench front. This type of de-entrainment is accounted for using [

(4-194)47

]*°. The reduced area acts to sweep the drops out of the
entrained flow field since it is assumed the drops flow normal to the flow area and impact the
area reduction.

De-entrainment is not calculated for cells in the hot wall flow regime. De-entrainment on spacer
grids is separately accounted for in the spacer grid model. Most area de-entrainment will occur
outside the core region since the core region has a constant flow area, and is usually in the hot
wall regime.

The area change de-entrainment model is also generalized to treat droplets which are flowing
vertically upward toward a horizontal surface or downward toward a pool that exists on a
horizontal surface. In both cases, all the entrained flow flowing normal to these surfaces is de-
entrained into the liquid field.
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Model as Coded The de-entrainment for an area change is calculated as [

e (4-195)

where A, ; is the momentum (cell edge) area, and A, , is the cell nominal area.

This equation de-entrains some of the entrained liquid flow entering at the bottom of a cell if the
top of the cell has a reduced flow area; it de-entrains some of the entrained liquid flow entering at
the top of the cell if the bottom of the cell has a reduced flow area. As described previously, the
cell centered entrained flowrate (’f’x,e, ;) is obtained from the cell edge flowrate iy, j) by taking

the appropriate ratios of fluid properties (see for example, Equation 4-145).

Scaling Considerations This model has no scale dependence as such and simply models the

geometric changes seen in the flow channels. This particular model has been tested at different
_scales from the CCTF and SCTF experiments for reflood, as well as the full-scale UPTF
experiments for upper plenum de-entrainment, and the LOFT experiments. The CCTF and
SCTF have scaled prototypical hardware in the upper plenum and CCFL region above the fuel so
that the area ratios were typical of a PWR. Similarity, the UPTF used full-scale hardware in the
CCFL region, core plate, downcomer, and upper plenum, so not only was the area ratio preserved
but the areas were prototypical. In LOFT, the fuel assembly hardware at the top of the
assemblies was prototypical. The upper plenum structures were also prototypical, particularly
the guide tubes. There is no direct verification of this particular model, since no instrumentation
was available to measure liquid film flow at the area change locations. However, the model is
logical since the drops would have sufficient inertia to impact a flow structure rather than flow

around such structures.“®

Conclusions The area change de-entrainment model is a logical application of

WCOBRA/TRAC which uniquely models the entrained droplet field. There are experiments
which have the same types of area reductions that occur in a PWR at the same locations in the
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simulated reactor vessel. Experiments such as LOFT, CCTF, SCTF, and UPTF all have area
reductions and prototypical hardware designs such that any uncertainty in this particular model is
reflected in the overall WCOBRA/TRAC uncertainty.

4-6-9 De-entrainment at Solid Surfaces and Liquid Pools

Model Basis Entrained liquid flow is assumed to de-entrain under the following additional

conditions:

a)  Flow of entrained droplets into a cell with a solid surface at the opposite cell face,
and

b)  Flow of entrained droplets into a cell which is in a bubbly flow regime.

Model as Coded For the cases above the de-entrainment rate is calculated as {

(4-196)“”

]a.c.

Scaling Considerations This model has no scale dependence as such since complete
de-entrainment on either horizontal surfaces or low void fraction pools is assumed. The model
assumptions are logical since the entrained drops should have sufficient inertia to impact a solid
wall in a cell of one exist, rather than flowing around the obstruction. Drops flowing into a cell
with a Jow void fraction, typical bubbly flow regime, would be éxpected to de-entrain since they
would mix with the continuous liquid in the cell.

Conclusions Models for de-entrainment at solid surfaces and on liquid pools have been included
in the WCOBRA/TRAC model. The models are logically based and are consistent with the

WCOBRA/TRAC formulation for the entrained liquid field. Experiments such as UPTF, CCTF,
and SCTF have horizontal surfaces for de-entrainment, and some experiments also have liquid
pools formed on horizontal surfaces. WCOBRA/TRAC has been compared to these experiments
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so that any uncertainty in these assumptions are reflected in the overall WCOBRA/TRAC code l/
uncertainty.

4-6-10 Entrainment in Horizontal Stratified Flow

Model Basis When horizontal stratification is identified, the Ishii - Grolmes (1975) criteria are
checked; if the criteria are satisfied, the calculation of entrainment off of the horizontal surface
is enabled.

Ishii and Grolmes describe entrainment in horizontal cocurrent flow as the stripping of drops
from the top of waves. They describe four mechanisms, but the shearing off of the top of roll
waves by turbulent gas flow is expected to be significant for small break LOCAs. Ishii and

Grolmes state that this mechanism is valid for liquid Re>160 in horizontal cocurrent flow. For

roll wave entrainment, Ishii and Grolmes provide two correlations based upon Re:

For Re>1635:

”IU p Y 1 ~\L:
_0' £ 1’7;:—2 N:,’a forN# < 1—5-

U f 1
ot 3 -p—320.1146forNu<—
o \p 15

For Re<1635:

lulU p . -1/3 l
—03—1’7‘: 2 1L78N,°Re;"” for N, <

‘ulUg Pe -3 1
1’ 2 135R N
c Vo, 135Re;" for N, > 5

Re is based upon liquid film thickness, U, is the minimum gas velocity for entrainment to occur, L

and N, represents viscosity number.
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The entrainment source term in the continuity cell is evaluated when the Ishii - Grolmes criteria

e are satisfied for gap flow connections according to the model used by Hanratty (1957):
R, = K U, \Jo.p, Ubls-ft?) (4-6-1)
Where K, = 0.2 is currently used.
The size of the entrained droplets is determined by Tatterson’s (1977) model:
Do 172
D, = 0.0112 —"—-2- (4-6-2)
0.5fp,U,
This correlation is for vertical annular flow, and the characteristic length is the pipe diameter.
It will be implemented here by assuming that the characteristic length is the hydraulic diameter
(D,) of the gap above the mixture elevation.
. De-entrainment onto the interface is assumed to be dominated by the terminal velocity of the
N droplets. The settling velocity (V,) is the minimum of the Stokes flow solution (Wallis Eqn 9.13):
1 Dlg (o, - p,)
Vv, = -— =2 "t v (4-6-3)
' 18 K,
and the turbulent flow solution (Wallis Eqn 12.29):
(4-6-4)
V,, = 17 \j D, ") g
: P,
Where D, is the average diameter of the entrained drops in the vapor above the mixture. The net
Sflux of droplets into the mixture is:
Rdf =P lae (Vs - Uv,ver) (4'6‘5)
. where U, ,,, is the average vertical vapor velocity above the mixture and V, = min (V,,,V,,).
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Model as Coded As previously described in Section 4-4-10, the horizontal stratified flow model L
is activated [
]%¢ to identify the flow regime according to the Taitel-Dukler flow
regime map. The parameters used in the determination of the horizontal flow regime are the
total liquid superficial velocity, total vapor superficial velocity, gap average vapor density, gap
average liquid density, the vapor viscosity, liquid viscosity, total gap void fraction, hydraulic
diameter of flow channel, and mixture level.

Within the structure of WCOBRA/TRAC, entrainment must be treated [

]0.!.‘.
The entrainment and de-entrainment source calculations are then performed using the
techniques described earlier in this section.

Scaling Considerations The performance of the horizontal flow entrainment models is

significant in the prediction [

]

Conclusions Horizontal stratified flow regime behaviors are important during small break
LOCA events. The ability to identify horizontal stratified flow regimes has been implemented in
WCOBRA/TRAC-SB, together with the calculation of entrainment at the vapor-liquid stratified
interface for two-phase flow in these regimes. Validation calculations are presented in later
sections of this report to show the performance of the horizontal entrainment model. The
uncertainty in this model is accounted for in the overall WCOBRA/TRAC-SB code uncertainty.
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4-7 One-Dimensional Component Momentum Transfer Models
4-7-1 Introduction

The equation formulation for the one-dimensional component portion of the WCOBRA/TRAC
code uses a five equation drift flux formulation as described in Section 2. The momentum losses
due to friction and form losses use the mixture velocity U, as the reference velocity head. The

mixture velocity is calculated by solving the mixture momentum equation. Constitutive
equations for the relative velocity are then used to obtain the liquid and vapor velocities.

The total pressure gradient calculated in the mixture momentum equation is expressed as the sum
of the frictional dissipation, acceleration head, and potential head terms. Under single-phase
flow conditions, pressure drops associated with frictional losses are correlated as functions of
fluid velocity, fluid density, fluid viscosity, channel hydraulic diameter, and surface roughness of
the channel wall. When a two-phase mixture is flowing in a channel, a correction to the single-
phase frictional loss is necessary to account for added dissipation between phases and
interactions with the channel walls. This correction factor is the two-phase flow multiplier and is
a feature in four of the five friction-factor options available for the one-dimensional components.

The one-dimensional friction factor is defined as

[ E) D, 4-197)
f= &/

"~ 2p U |U |

where (AP/Ax)f is the pressure gradient associated with frictional losses.

The user has several different friction factor relationships for two-phase flow. The options
available to calculate f are: '

NFF = 0 = constant value (user input),
NFF 1 = homogeneous model,

NFF 2 = Armand correlation,

NFF = 3 = CISE correlation,
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NFF = 4
NFF = 5§

modified annular flow model, and ‘ b
Chisholm correlation,

where NFF is a user-supplied index. Using a negative value of the index results in an automatic
calculation of an appropriate form-loss coefficient in addition to the selected two-phase flow
friction factor if there are abrupt area changes.

The annular flow model (NFF = 4), is used for the one-dimensional components in
WCOBRA/TRAQC, and is described below.

4-7-2 Annular Flow Friction Factor Model

Model Basis The basis for the annular model choice is that for the majority of the calculated

transient the reactor coolant will be in an annular flow with liquid films on the inside walls and a

highly voided (o > 0.9) mixture ﬂowing through the system as it depressurizes and refloods.

After a few seconds, for the large break, the reactor coolant system is at void fractions in excess

of 80 percent, while later in time, during reflood, the void fraction exceeds 90 percent

everywhere on the loops.

The annular flow friction-factor method from Hirt and Romero (1975)*” is adopted with a J‘/
modification at high vapor fractions. The single-phase friction factor (fsp) from Govier and Aziz

(1972)%9 is

f, = a+bRe™, | (4-198)
where:
0.225
a = 0026 | X 0133 | £
D, D, (4-199)
and
k 0.44
= 22,0 [-—) (4-200)
Dh
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with

PAALSED
c = 1.62 [——) (4-201)
D

h

where k/D, is the relative pipe wall roughness. A valueof k = 5.0 x 107%m, which is

intermediate between drawn tubing and commercial piping, is used for the absolute pipe
roughness. The annular flow friction factor is then

f = f; » (P2 (4_202)(52)

¢* = (4-203)"

where U, is the liquid field velocity and U is the mixture velocity.

Model as Coded The annular flow friction model will calculate the friction factor for the two-
phase mixture using Equations 4-198 to 4-201 if the volume weighted cell void fraction is less
than or equal to 0.9. The resulting two-phase flow friction factor becomes

CFz, = o, 5, U5, U2) (4-204)?

where p,, p, are the “cell volume weighted" ¥ liquid and mixture densities (see below). The
single-phase friction factor (fsp) is calculated from Equations 4-198 to 4-201 where the Reynolds

number is defined as

Re = p, U, D,/, | (4-205)

4384-non\secda.wpd-04303 4-93



where again Ea and E, are the "cell volume weighted" liquid density and viscosity, while D, is L/

the hydraulic diameter for the cell of interest. In one-dimensional components, the momentum
equation is solved at the cell face between two cells. Values of density, viscosity, and void
fraction are thus needed at the cell face. To avoid discontinuities in performing the calculations
discussed above, the density, viscosity, and void fraction are "volume averaged" using upstream
and downstream cell values. The void fraction for example, is estimated at the cell face as:

U u (4-205&)

where V represents the cell volume, and the subscripts "u#" and "d" denote the upstream and
downstream cells, respectively.

If the “cell volume weighted"*® void fraction is greater than 0.9 but less than 0.9995, then the
two-phase multiplier is linearly ramped between the annular flow two-phase friction multiplier
and the homogeneous two-phase friction multiplier. The homogeneous two-phase flow
multiplier is calculated using a mixture viscosity defined as

L

“i s %‘x—) (4-206)
v [}

L
M

from McAdams (1942). The single-phase friction factor for the homogeneous two-phase flow
multiplier is given as:

0.046 Re 02 (Re = 5000)
fp =10.032 - 525 x 107 (Re - 500) (500 < Re < 5000) (4-207)%
0.032 (Re < 500)
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If the Reynolds number is expressed in terms of the mixture density, velocity, and viscosity and
Equation 4-206 is used for a mixture viscosity, the homogeneous two-phase flow Reynolds
number is:

Re =p, U, D,/n, (4-208)%

Using this definition of the two-phase Reynolds Number, the two-phase homogeneous multiplier
becomes

Opyy = [1 + x (uf, - D] | (4-209)*

using the mixture viscosity relationship given in Equation 4-206. The homogeneous quality is
calculated from the volume weighted cell void fraction as

5 = (4-210)

where E,, .Ev are the "cell volume weighted" densities. The code will calculate the quality from

Equation 4-210, the two-phase multiplier from Equation 4-209, the single-phase friction factor,
then the two-phase friction as:

CFZy = 2.0f,, ®py 4-211)

A linear void fraction ramp is used between o = 0.9 to @ = 0.9995 to weight the two-phase
friction factor between the annular model and the homogeneous two-phase model as:

CFZ = (1-WF) CFZ, + (WF) CFZ, (4-212)
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where:

1.0

WF = maximum MU G - 0.90 (4-213)
0.0995
0.0

Scaling Considerations The annular flow friction factor model was developed from small
diameter tube data as discussed by Hirt and Romero (1975). However, the WCOBRA/TRAC
verification efforts have tested this particular model at several different scales and geometries
with the large break LOCA CCTF, UPTF, and full-scale UPTF test data. Comparison of
measured versus predicted pressure drops in the loop components for other different experiments
have compared quite well for these experiments. There is no scale bias in the annular flow
friction factor model that requires modification of the model.

Comparisons of the TRAC PD2 two-phase multiplier to the data from Collier et al. (1972) is
shown in Figures 4-10 to 4-13. As these figures indicate, the agreement is very good considering
the wide range of flows, pressures, and void fractions.

Conclusions The one-dimensional two-phase friction model is based on two-phase tube data.
The model is particularly valid for the annular flow regime which is expected to occur during
LOCA transients. The model has been validated with experiments at several scales and no
scaling effects were observed. The uncertainty of this model is accounted for in the overall
WCOBRA/TRAC uncertainty.

4-7-3 Relative Velocity Models
Model Basis The mixture velocity is calculated by solving the mixture momentum equation.
The complimentary relation to determine both liquid and vapor phase velocities is given by a

correlation for the relative velocity as discussed above. To formulate relevant quantities, Ishii’s
formulation (1977) is followed by taking cross-sectional averages in a pipe:

1
<F>—-ZdeA , (4-214)
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and the averages weighted by liquid and vapor fractions as

<<Fp>=—— (o F,d4 (4-215)

A<ak>

for k = v and £ = {. Noting that @ = @, and / = a = a,, Ishii showed that the mixture velocity
determined by the mixture momentum equation has the following relationship to the local phase
quantities:

U = <p,U,> p,<a><<U >>+p,(1-<a>)<<U,>>

m (4-216)
<p,> p,<a>+p, (1-<a>)

The vapor and liquid velocities are related to each other through the mean drift velocity (ﬁv nE

which is related to the relative velocity (U,) by

U, = <<U,>>-<j> (4-217)
and

_v,- = (1 - <a>)U, (4-218)
where:

Up = <<U,>>-<<Up>> (4-219)

Typically, experiments measure the weighted mean drift velocity, related to vv ; by
<<U,>> =U,; - (C,-1) <j> (4-220)

where C, is the distribution parameter defined by C, = <aj>/(<a><j>).
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To apply the experimentally determined drift velocity to calculate U,, <<U,>> and <<U,>> L

are eliminated from Equations 4-216, 4-218, and 4-220, to obtain:

U - U,+ <<Uvj>> /(C,-1) (@-221)%
R <o>p, 1-C <o>
+

<p,> C, -1

At this point, the averaging brackets will be dropped.

The distribution parameter C , as defined in the previous paragraphs, is a measure of the degree

of global slip present in the two-phase mixture. At low void fractions, the phases are usually
well mixed and the degree of local slip is small. However, redistribution of the vapor phase into
the region of high mixture velocity can lead to a significant departure from homogeneous flow.

At high void fractions, the flow regime is usually well separated as in annular flow. The local
slip is high in this case, and effects of void redistribution are less pronounced.

At these high void fractions, C, should be viewed not as a distribution parameter but as the L/

component of the local slip which depends on the mixture velocity.

Vertical Drift Flux Correlations

Drift velocities for various flow regimes are:

Uvj, bubbly 141

/4
c Ag) gI ’ (4-222)7
P

for the churn-turbulent flow regime, from Ishii (1977),

U

Vi, slug = 0.345

Pe

2
D.A
h ng , (4-223)
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for the slug flow regime, from Zuber and Findlay (1965), and

for the annular-mist flow regime, from Ishii (1977).
The distribution parameter C, is defined as [

¢ (4-225)
for churn-turbulent and slug flow, from Zuber and Findlay and as [

T (4-226)

for annular flow, from Ishii (1977). The constant C, is set to 4 in the reference, but is modified

in WCOBRA/TRAC as discussed below.

Horizontal Drift Flux Correlations

In horizontal flow, the liquid and vapor phases also tend to move relative to one another under
the influence of the pressure gradient. Usually, this movement has been quantified in terms of
the slip ratio (U, /U)).

It is assumed that Ishii’s annular flow model for vertical flow applies to horizontal flow if

Uvj = 0. The horizontal flow model for annular flow becomes

U
U = m (4-227)
ap, 1-Cua
+
pm CO - 1
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It can be shown that the slip ratio is

U C(1-
- = .M = S (4_228)(58)
U, 1-aC,
where:
(8 0 = 1 + ———ﬂ—— (4_229)(58)
a + C, &
Py

1 +C, -&’-
ﬂ = _____P_'. (4_230)(58)
U, >
C, =
Py

This expression for the slip ratio is compared to data from Thom (1964) in Table 4-4. It can be
seen that Equation 4-230 with C; = [ }*° shows good agreement with data. In a similar

manner, it is assumed that for horizontal chumn-turbulent or slug flow, the relative velocity can be
obtained by setting U,; = 0 and using C, = 1.1 in Equation 4-221.%%

Model as Coded The relative velocity is calculated in subroutine SLIP. All fluid and mixture
properties are donor cell values. The three drift velocities defined by Equations 4-222 to 4-224
are calculated, as are the distribution parameters defined by Equations 4-225 and 4-226. To
provide for a smooth transition between horizontal and vertical orientation, the constant g is

replaced by g cos 6, where 0 is the angle of inclination of the pipe from the vertical.

The code logic then checks for horizontal or vertical flow and if cos 0 is less than 1x 1073, the

flow is assumed to be horizontal and U,; is set to 0. For vertical flow the drift velocities are
calculated from Equation 4-222 to Equation 4-224 and the minimum“” value of U, is used.
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The distribution parameter Co is calculated from Equation 4-229, compared to a Co value of

[ 12<.%69 If the void fraction is less than 0.999, the slip ratio is
calculated from Equation 4-228 using the value of C , as specified in Table 4-4. If a is greater

than 0.999, the slip ratio is calculated from Equation 4-230. The relative velocity is then
calculated from Equation 4-221 using Equation 4-228 so that [

1™ (4-231)

The use of minimum Uvj and C is in effect a choice of flow regimes. It can be shown that the

transition from slug or churn-turbulent flow to annular flow occurs at a void fraction ranging
from 0.8 to 0.9,? depending on the pipe diameter. This is a reasonable transition point, and
closely approximates the flow regime map used for the interfacial heat transfer in the vessel
component.

Scaling Considerations The relative velocity models are developed from tube experiments for
both air/water and steam/water situations. These models, however, have been successfully
applied to larger scale pipes with the WCOBRA/TRAC simulation of large break LOCA
blowdown and reflood situations of several experiments such as LOFT, CCTF, and SCTF that
include two-phase data in pipes. In addition, Westinghouse small-scale and full-scale UPTF
steam/water mixing tests were also used for validation. The agreement between the test pressure
drop data and the code predictions is good.

Therefore, while the relative velocity models and the two-phase friction multipliér were
developed on small-scale tests, these models have been verified on larger scales, up to full-scale,
and are considered acceptable for PWR applications.

Conclusions The WCOBRA/TRAC one-dimensional components, while using a more
simplified treatment of two-phase flow, can predict the flow regime dependent phase slip for
horizontal and angled pipes. The models used for the drift velocity have been derived from
smaller scale requirements, but have been verified against larger scale tests, up to full-scale. No
scale dependent bias was detectible from these comparisons. Therefore, the model uncertainty
for the one-dimensional components is accounted for in the overall ﬂCOBRA/TRAC code
uncertainty.

4384-non\sec4a. wpd-04303 4-101



4-7-4 One-Dimensional Component Form Loss

Model Basis Pressure changes due to irrecoverable form losses are modelled by specifying an
appropriate input loss coefficient which is user specified and depends upon the geometry being
modelled. As in the case of the vessel component, however, care must be taken to properly
specify these losses, taking into account the numerics used so that there is no double accounting
of the losses in the calculation.

Model as Coded Because of the numerical scheme used for WCOBRA/TRAC one-dimensional
components, the pressure difference calculated for area changes is different than would normally

be expected. The following discussion applies to all one-dimensional components except for
pipes which use the implicit pipe scheme. As discussed in the vessel component section, the
momentum differencing scheme can affect the unrecoverable losses that should be added to the
input.

For incompressible, single-phase, frictionless, steady flow, the momentum equation used is the
same as the Bernoulli equation and is as follows:

1op UU _,
p 0X oX (4-232) J_/

For semi-implicit pipes, this equation is differenced as:

-p U(U;-U_) = P,-P, | | (4-233)

where the nomenclature shown in Figure 4-14 is used.
When this equation is applied over several cells in which area changes are modelled, a pressure

loss is predicted. This loss will be compared to standard methods, which use the Bernoulli
equation.

Sudden Expansion

Application of the Bernoulli equation to the geometry of the sudden expansion in Figure 4-14
yields
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P, + =P +—2 (4-234)

The continuity equation gives:

U, = UA, /A, ’ (4-235)
Combining Equations 4-235 and 4-234 results in the recoverable pressure drop of

AP = (A,/A,)*-1 (4-236)
where the nondimensional recoverable pressure drop is defined as:

AP = 2(P,-P)/pU,? (4-237)

Nonrecoverable losses for sudden expansions can be accounted for in Equation 4-236 by adding
a loss coefficient calculated from:

K = (1-A, /A, = 2 AP, IpU} (4-238)

Adding Equation 4-237 and Equation 4-238 gives the total pressure difference as:

AP, = (A,/A,)2-1+(1-A,/A,) | (4-239)
or

AP, = 2(A/A;) (AJAs-1) (4-240)
yielding

AP, = 2R (R-1) (4-241)
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where R = A /A3. L/

The total pressure difference calculated using Equation 4-241 is compared to experimentally
derived values in Table 4-5. There is disagreement between predicted and measured pressure
losses at large values of R, possibly because friction has not been explicitly modelled in this
simplified analysis. The negative pressure change indicates, as expected, that there is a pressure
recovery in the expansion section.

We will now calculate the pressure loss which would be predicted by WCOBRA/TRAC in this
simplified situation, using Equation 4-233.

Equation 4-233 can be used to predict the pressure difference for the sudden expansion at various
points along the duct as (Figure 4-14):

[ 1 (4-2 42)(62)

Eliminating P,, and since U, = U,, [ N b
I (4_243)(62)

Because of the staggered mesh, the pressure change is spread over two cells. The total pressure
change, normalized to the dynamic pressure in the smaller area, is: [

I @4-2 44)(62)

¢ (4-245)
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where:

_2(P,-Py)

- (4-246a)
pU,

1D

R = A/A, (4-246b)

Comparing Equation 4-245 with Equation 4-241 it is seen that [

g

The Sudden Contraction

Using the same approach as before, application of the Bernoulli equation to the sudden
contraction shown in Figure 4-15 leads to

AP = 1-R? (4-247)

where R = A;/A, and
AP = 2(P, -P,)/pU,? (4-248)

Note that, consistent with standard practice, the pressure difference is normalized to the dynamic
pressure in the smaller of the two flow areas.

As before, a loss coefficient is used to account for irrecoverable pressure losses in the Bernoulli
equation. The loss coefficient data for sudden contractions can be obtained from Weisbach

(1855) and Kays and London (1955):

K=05-0.7R + 0.2R? (4-249)
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from fitting the data of Massy (1968). Table 4-6 compares the experimental data from Weisbach
to the fitted expression given in Equation 4-249. The agreement is good except for small R
values.

Equations 4-249 and 4-247 can be combined to predict the total pressure change for an abrupt
contraction. This prediction is compared in Table 4-7 to the data of King and Brater (1963).

If the one-dimensional component difference equation (Equation 4-233), is applied to the sudden
contraction shown in Figure 4-13, then [

¢ (4-250)

Table 4-8 shows the comparison of the normalized pressure drops predicted by Equation 4-250 to
the measured total pressure drop data from King and Brater. [

]a,c
Contraction and Expansion

In the absence of viscous effects, the pressure would be completely recovered downstream of an
equal area contraction and expansion as shown in Figure 4-15, by applying the Bernoulli
equation. The one-dimensional component equations, however, will not predict complete
pressure recovery for this configuration. The semi-implicit equations for this configuration
become

P,-P, = -pU, (U,~U,)
P,-P, = -pU, (U,~U,) (4-251)
P,-P, = -pU, (U,-U,)

Using the same approach as before, the total pressure difference normalized to the velocity in the
minimum area, is [

1 (4-252)

4384-non\sec4a.wpd-04303 4-106

L



N

However, it turns out that [

] ac

a,c
.

Smooth Area Reductions

The sudden contraction and expansion represent upper limits to the expected pressure change
through flow restrictions. A smooth nozzle will have very small losses.

Nozzles will be modelled simply in one-dimensional components, with a small number of cells.
However, this will lead to pressure drops similar to those calculated for sudden contractions and
expansions. If more cells were used to model the area reductions, it can easily be shown that the
pressure drop will approach zero as the number of cells becomes large. However, this is not a
practical solution because computing costs will become prohibitive. A recommended approach,
if modelling the area change is necessary, is to incorporate a loss coefficient into the one-
dimensional component model which cancels the predicted AP(TRAC).

In the implicit pipe numerical scheme, the momentum flux terms are centrally differenced:

P,-P, , = pU (U, ~U;_D/2 . (4-253)
It can be shown that in the absence of friction or form losses, this scheme predicts pressure
changes identical to the Bernoulli equation, and for combined contractions and expansions the
pressure is fully recovered. However, the junction between the implicit pipe and the vessel or
another one-dimensional pipe is solved semi-implicitly, and the prior conclusions apply.

Scaling Considerations There are no scale dependent parameters in the TRAC form loss
methodology. The geometry should be accurately represented by the code, and the unrecoverable
loss should be accounted for when using input form loss coefficients. The one-dimensional
model has been verified at different scales on loop configurations similar to a PWR by simulating
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the LOFT, CCTF, SCTF, and UPTF large break LOCA experiments. No scale dependent bias
has been observed in the calculated results.

Conclusions The following approach is taken for modelling flow restrictions in one-
dimensional components.

a) [
] a,c.
b) [
] ac .
© [

]a.c.

One-Dimensional/Vessel Junctions The pressure change calculated at a vessel/one-
dimensional component junction requires special consideration. Figure 4-17 illustrates the
momentum cell used at the junction. When the mixture is flowing from the vessel to the pipe,
the mixture velocity at point zero is assumed to be equal to the mixture velocity at point one.
Consequently, Equation 4-233 will predict in the absence of friction or other losses:

P,-P, = 0 (4-254)

When a gap is specified, or when the connection is at the top or bottom of the cell, the
momentum at point zero is assumed to be the value at the opposite face of the cell, as shown in
Figure 4-17.

One important vessel/pipe junction is the broken cold leg nozzle. It can be visualized as shown
in Figure 4-18. Fluid in the annular downcomer converges on the nozzle, where it must then
make a turn into the nozzle. We apply the Bernoulli equation from point zero to point two in
Figure 4-17:
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1
Py =P+ op Us (4-255)

This is the recoverable loss for the nozzle.

For a typical PWR geometry, the irrecoverable loss through the nozzle has been calculated to be
K=[ J*¢ from the UPTF data (Section 16-5). The equation for irrecoverable loss is

pU,’?
2

P,-P, = K

A (4-256)

Combining the recoverable losses Equation 4-255 and irrecoverable loss, Equation 4-256, the
total pressure change for a typical PWR geometry is: [

(4-257)

]3,C.
4-8 Critical Flow Model

In the event of a hypothetical Small Break Loss of Coolant Accident (SBLOCA) in a PWR, the
rate of depressurization of the primary loop is a function of the rate of fluid discharge at the
break. During the time period of interest during the LOCA, the discharge will be choked (critical
flow).

There are three options available in WCOBRA/TRAC. The first option is to choose the
TRAC/PD2 approach which does not have a critical flow model as such, but relies on the ability
of the one-dimensional conservation equations and the constitutive relations to provide ‘natural
choking.” The second option is to choose the critical flow packages from TRAC-PF1/MOD1.
The third option, which is normally used in SBLOCA analyses, is a homogeneous non-
equilibrium model. The following sections give descriptions of these options.
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4-8-1 Natural Choking Approach (TRAC-PD2)

Model Basis The original critical flow calculation in WCOBRA/TRAC is based on TRAC/PD2
(Liles et al., 1981) approach. The calculation relies on the ability of the one-dimensional
conservation equations (two continuity, two energy, and one momentum) and the constitutive
relations for interfacial heat transfer, relative velocity, wall friction, and wall heat transfer to
provide ‘natural choking.” So that critical flow can be predicted, the region in which the critical
plane is expected must be nodalized using a component with cells of very small length. Fully-
implicit numerics option must be used to avoid the penalty of small timesteps imposed by
Courant-Freidrichs-Lewy (CFL) conditions.

Model as Coded For one-dimensional components that use the semi-implicit numerics, a

limiting velocity condition is imposed. The magnitude of the mixture velocity is constrained to
be less than the velocity of a compressibility wave in a homogeneous mixture given by:

1
5} 1- 5}
po \OP),  p \oP),

as described by Wallis (1969), where a is the sonic velocity.

The natural choking model predicts the detailed pressure gradient in the pipe up to the choking
plane. To calculate this pressure gradient, detailed nodalization is required in the vicinity of the
critical discharge plane. A typical (guillotine) break requires approximately 20 small fluid cells
for each of the break locations, broken loop and vessel side break, as well as an equal number of
heat transfer nodes.

The use of small cells in the break pipes can lead to numerical difficulties (and a significant
increase in computing time) during portions of the transient when low velocities are encountered
adjacent to the breaks. This can be avoided, but places an additional burden on the user to
modify the component data on a restart.

Scaling Considerations The TRAC-PD?2 natural choking model was compared to a range of
critical flow experiments in the original TRAC-PD2 code validation effects. The results of that
validation effort were analyzed to determine the model bias and uncertainty (Dederer et al., 1988)
and it was found that the TRAC natural choking model had an average bias of 1.2 and an

4384-non\secda. wpd-04303 4-110



uncertainty of 0.2, where the bias is the average of the measured test flowrate divided by the code
calculated flowrate, for several different tests, test configurations, and test diameters. A bias of
1.2 means that, on the average, the TRAC-PD2 model over predicts the measured critical flow by
20 percent. The tests that were examined are given in the reference by Dederer et al. and
included the Marviken tests, Brookhaven nozzle tests, and the French Moby Dick tests.

Conclusions The comparisons of the TRAC-PD2 and TRAC-PF1 critical flow models indicate
the TRAC-PF1 model has a smaller bias and is more accurate for PWR calculations. Therefore,
the TRAC-PF1 model was programmed into the current version of the WCOBRA/TRAC code.

4-8-2 Critical Flow Model (TRAC-PF1)

Model Basis The TRAC-PF1/MOD1 two-phase, two-component, choked-flow model was
developed from first principles using the characteristic analysis approach. The
TRAC-PF1/MOD1 subcooled choked-flow model is a modified form of the Burnell model.

In general, choking calculations can be done simply by using a sufficiently fine mesh for
components with smooth area changes. However, the TRAC-PF1/MOD1 quasi-steady choked-
flow model saves computational time because it allows a much coarser mesh. For components
with abrupt area changes, a one-dimensional fine mesh can cause erroneous natural-choking
results. For all such cases, a separate choking model is almost a necessity. Thus, a choking
model not only improves computational efficiency but also accounts for effects such as sharp
area changes and frictional pressure losses.

The critical flow model contains three basic models which are used depending on the void
fraction as follows:

a<0.01 subcooled model

001 <0<0.10 interpolation region
0.10<0<0.999 two-phase model

0.999 <a single-phase vapor model

The interpolation region is necessary to avoid the discontinuity between the critical flowrates
calculated by the subcooled and two-phase models. In this region the liquid and vapor velocities
are linearly interpolated with void fraction. A similar interpolation region at a = 0.999 is
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unnecessary because the critical flowrates calculated by the two-phase model naturally approach
those of single-phase vapor.

The precise nature of the void fraction used to determine which model is used is dependent on
the length-to-diameter ratio as determined from the geometry of the adjacent donor cell

1
Lp =2 [_=m_ |2 (4-259)
2 \ AV/AX

where AV and AX are the adjacent cell volume and length.

The models used for determining the void fraction for both L/D<1.5 and L/D>1.5 assume that

the two-phases are in equilibrium at the choking plane (which is taken to be at the cell edge). For
both types of model stagnation conditions are also calculated at the cell center, but in different
ways.

For L/D< 1.5 the stagnation conditions are calculated directly from the cell center conditions as

supplied to the critical flow model from the calling routine. Thus, stagnation conditions are
calculated as follows:

_ 1..2 _ 1.2
Hoc = x, (HVC+EU‘%) +(1 xc)(ch“’EUo‘) (4-260)
or
H, = H, +x~U,2+(1-x)10,2
Oc m, C2 Ve < 2 L (4'261)
and
S, =X_S, +(1-X)S, (4-262)

where the subscript "c" is the cell center.

For L/D > 1.5 the thermodynamic condition at the cell center is converted to an equivalent
equilibrium condition assuming constant enthalpy, i.e.,
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eq

where:

xeq

sat
xeq p [

Hm — H'csar

<

sat _ sat
H v, H 3

sat sat_ . sat
pvc + xeq(pl‘. pv‘. )

(4-263)

(4-264)

and saturated conditions correspond to the cell center pressure P_. The stagnation enthalpy and

entropy are determined as in Equations 4-260 and 4-262, except that X, is used and the

thermodynamic quantities are taken at saturation.

For L/D < 1.5, a_ is used to determine which model is used (subcooled or two-phase), while for

L/D > 1.5,

a,, 1s used.

Subcooled Model The subcooled critical velocity (a ), 18 taken as the maximum of a

homogeneous equilibrium value a,,. and a velocity determined from application of Bernoulli’s

equation:

aJC

where:
a

HE

and

where me

= maximum {aHE,aBe}

=F /p

4 m

P-P )3
Ul 2+ ( c nuc) 2
(3 pl

is the nucleation pressure.
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The mass flux (F) is the maximum mass flux at the cell edge consistent with assuming an

isentropic expansion from the cell center stagnation conditions to an equilibrium state at the cell
edge. The degree of freedom with which the mass flux is maximized is the pressure at the cell
edge.

Thus

F, = pi (2 @GC—H;,‘:'))"Z (4-268)

. . . ?
is maximized where H:>*

m,

and pf,‘,': are defined in terms of the edge quality (x,) and the saturation

values of the individual phase quantities, i.e.,

HY' = x, H)" +(1-x) H" (4-269)
and
1 X, 1-x,
_ . (4-270)

sat sat sat
pm , p v p 4

e (4

and the edge quality is determined isentropically:

s —-g sat
o, L,
g o= e (4-271)
€ sat sat
5, —5
[ 4

Ve

The value of critical velocity so obtained is equal to the homogeneous equilibrium value for cell
center conditions which are at equilibrium, but can significantly deviate from the homogeneous
equilibrium value when nonequilibrium effects are evident.

For the alternative critical velocity (a,,), the driving force is the pressure gradient between the

cell center and the nucleation pressure at the cell edge. Because of nucleation delay effects, the

nucleation pressure (P, ) can be considerably lower than the local saturation pressure (P an)
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The delay in nucleation is modelled using a correlation developed by Alamgir and Lienhard

~ (1981), and Jones (1980).
1 (4-272)
T 1376 &3
Pnuc = Psat—max {00, 0.2580'1'5 [_lc) a- 1312520 )
crit Y
(kg Te)* (1-p,/py)
27 A 2
- —2-(0-0.72)2 Py, (Zf)z U, }
The rate of depressurization ¥ is determined from the pressure gradient between the cell center
and the cell edge:
5 . | U,' |(P.-P,) (4-273)
1.01325 x 10" AX/2
o The first term in Equation 4-272 represents the static depressurization effect and is based on
classical nucleation theory (Alamgir and Lienhard, 1981). The second term accounts for
turbulent fluctuations in the flowing liquid (Jones, 1980).
Two-phase Model In the absence of a noncondensable field, the equations describing the two-
phase critical flow model are as shown below.
(a) Overall Mass Conservation
p 0
—Z 4+ — (P U)=0 4-274
5% 3z U, ( )
o
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(b) Momentum Conservation for the Liquid Field L/

-ayp, 22t & 1-ayp,t, 2 (1-ay P
-a)p, — + (1-a — +(1-a) —
P P o7

oz
C,, a(l-o) U, U oU, _ 99, U o, 0 (4-275)
+ a(l -a —_— 4 —_ - - = -
K Pmlsr "oz T e ez
(c) Momentum Conservation for the Vapor Field
oU oU
ap, — + ap, U, i
ot v oZ oz
C,, o(l-a) i U, U _y ., (4-276)
+ a(l -a —_+ - —_ - — | = -
vM Pm |52 VAT ¥ 3Z
(d) Overall Energy Conservation
0 0 ,
5 Pnsw) * 53 [@p, U,s, + (1-a)p, U, 5,] = 0 (4-277) L

Note that all nondifferential source terms have been omitted, since these do not enter into the
characteristic analysis (which is the method by which Equations 4-274 to 4-277 are solved).

The latter terms in the momentum equations represent the virtual mass force. This force is
responsible for accelerating one phase with respect to the other, and is thought to be important in
modelling critical flow phenomena (Drew et al., 1979). The particular form chosen for the
virtual mass force is symmetric, frame invariant, and the coefficient C , 0.(1 -a) is chosen to

permit a smooth transition as either phase becomes depleted. The value of C,,, used is 10.0.?

Note that thermal equilibrium is assumed, and that the entropy gains associated with interphase
mass transfer and relative acceleration have been neglected in the energy equation.

Choosing P, a, U, and U, as the independent variables which are to be solved for, it is

convenient to cast Equations 4-274 and 4-277 into a form that involves only derivatives in these
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1

alU

variables. (The momentum equations are already in this form.) Then, Equations 4-274 to 4-277
may be written as:

W, 5., (4-278)
- o T o0z
where:
.Q = (P,(l, Uy’ UQ)T . (4-279)
and
LR 0 0
oP
0 0 ap, + Ca(l-op, -C a(l -a)p,,
A= 0 0 -Cpya(l -o)p,, (1-a)p,+C ,a(1 -a)p,, (4-280)
a(p, S 0 0
_(pLTl P,S,~ PySy S
oP
d(p,,U,) p, U,-pU, ap, ' (1-0)p,
oP
a 0 ap, U +C a(l-a)p,U, Cyo(l-a)p, U
1-a 0 -C ya(l-a)p, U, (1-a)p U+ Cpya(l-a)p, U,
a(p S,) p U,s —ngls( ap,s a(pgsg)
v v v vV v vy l-a s + l—a U
v 8P ( )pg( ( ) g_"‘ap
(4-281)
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The system of Equations 4-279 is solved using the method of characteristics. The characteristic
polynomial is

det (AL-B) = 0 (4-282)

Choking occurs when the signal, which propagates with the largest velocity relative to the fluid,
is just stationary, i.e.,

Re (\) = O for some i, and

Re (lj) >0 forj # i

Since it is fourth order, Equation 4-278 can in principle be solved analytically; however, the
critical model uses a numerical method which permits extensions to higher orders (required for
the noncondensable and nonequilibrium effects). The method of solution to Equation 4-278 is as
follows. The thermodynamic state at the cell edge is estimated by iterating for the cell edge
pressure that maximizes the mass-flux (in exactly the same way as for the subcooled model). A
value for the cell edge void fraction is subsequently backed-out from the densities:

p.\'at - psat
[
a, = M e (4-283)
sat sat
pv' - pat
where:
Py P, Py are the mixture, vapor, and liquid densities at saturation conditions on the
cell edge.

If a, is found to be outside the void fraction range for the two-phase model, control is passed, as

appropriate, to the subcooled or single-phase vapor models. Having established the cell edge
thermodynamic properties, the vapor velocity is iterated in an effort to find a solution A, =0 to

Equation 4-282. During this iterative process the liquid velocity is calculated from the vapor
velocity using a constant value for the slip, and all other variables are kept fixed. With these
velocities determined, the coefficients of matrix A are computed and the full characteristic

polynomial is solved for all roots. The roots are then checked to ensure that the correct solution
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has been found, i.e., the phase velocities correspond to the minimum root. Interpolation with the
subcooled model is then performed if required.

First the phasic velocities which result in Det(B)=0 (matrix B is shown in Equation 4-281) while
keeping the slip constant, are found through iteration. Using these velocities, the eigenvalues for
A !B (matrix A is shown in Equation 4-280) are calculated. Standard matrix solver packages
(LIN-PACK and EISPACK) are used to calculate both the determinant (through LU
factorization) and the eigenvalues (through EIS-PACK’s standard set for general matrices). The
largest value of the real part of the eigenvalues is checked for the choking condition (Real(root)
< 1% of adiabatic sonic velocity) for confirmation. If this condition is satisfied, the mixture
velocity is calculated from the phasic velocities'®.

Single-phase Vapor Model The single-phase vapor choking velocity is calculated by
isentropically expanding the vapor to maximize the mass flux. This is performed using basically
the same technique as for the subcooled model.

Model as Coded The TRAC-PF1/MODI1 (Liles et al., 1988) choked flow-package of
subroutines as implemented in WCOBRA/TRAC is reasonably self-contained and consists of the
following:

(i)  Subroutine CHOKE, which provides the entry point into the package and governs
the entire calculational sequence. This routine, together with SOUND, contains all
the physics of the model, '

(i1)  Subroutine SOUND, which calculates the cell edge thermodynamic state from the
cell center conditions while maximizing the mass flux, and

(iii) A self-contained set of numerical routines that perform matrix operations. These
are only required by the two-phase model.

The package also requires access to a number of external routines and common blocks which are
generic in nature. Routines CHOKE and SOUND use:

(1)  SATPRS, which determines the saturation pressure corresponding to a given
temperature; this routine was added to the package,
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(il) THERMO, which calculates various thermodynamic quantities given temperature
and pressure,

(iii) ERROR, which handles error conditions, and

(iv) RHOLIQ, which calculates the density of liquid.
The interface between the entry routine CHOKE and the WCOBRA/TRAC one-dimensional
component hydrodynamic routines DF1DS and DF1DI was accomplished via an independent
routine called PFICHK. The main task of this routine is to determine whether the choked-flow

package is called. For critical conditions to be calculated, the following conditions must be
satisfied:

(i)  The face area is greater than 10710 m?2,

(ii)  The model is switched on (which is the default),

(iii) The cell face is not part of a component that has just been solved,
(iv)  The cell face is not adjacent to a FILL component,

(v)  The vapor velocity is greater than 15 m/s,

(vi) If ICFLOW=1 (the default) the component must be adjacent to a BREAK
component, '

(vil) IfICFLOW=2, the cell face must be flagged by the user with the ICFLG input data,

(viii) A,/A, must be less than 1.01,

(ix) The cell face does not have a momentum source associated with it (as might be the
case for TEEs and PUMPSs), and

(x)  The flow must be co-current.
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Following the call to CHOKE, the indicator ICHOKE is examined to determine whether choking
occurred. If it did, an indicator is set for that cell face, and the new time level mixture velocity is
updated using the critical conditions. This mixture velocity is used to limit the flow in the
pressure solution step as described below.

After obtaining the critical mixture velocity, the global junction velocity matrix is formed with
the critical mixture velocity at the break. Note that the critical mixture velocity is introduced in
the forward pass rather than after the back substitution pass, which results in a more stable

solution’®®,

Implementation with the WCOBRA/TRAC Semi-Implicit Numerics

For the one-dimensional components, WCOBRA/TRAC solves the mixture continuity, vapor
continuity, mixture momentum, mixture energy and vapor energy conservation equations. The
relative velocity between the phases is specified explicitly in the form of correlations. A
prerequisite (but not necessarily sufficient condition) for these equations to be solved using a
semi-implicit numerical method is that the magnitude of the timestep is constrained by the CFL
condition. The scheme used in WCOBRA/TRAC is similar (but not identical) to that described
by Liles and Reed (1978). [

re.

Because the momentum equation is evaluated independently of the other equations, the
implementation of the choked-flow model is straightforward. Following the determination of the
mixture velocity from the momentum equation, the interface routine PF1CHK is called and the
mixture velocity is limited to the critical value.

Implementation with the WCOBRA/TRAC Fully-Implicit Numerics

For the one-dimensional components, WCOBRA/TRAC solves the mixture continuity, vapor
continuity, mixture momentum, mixture energy, and vapor energy conservation equations. The
relative velocity between the phases is specified explicitly in the form of correlations. The
conservation equations and constitutive relations (except those which determine the interphase
relative velocity) are all treated implicitly, but certain parts of the source terms are treated semi-
implicitly. Although this requires significantly greater computation than the semi-implicit
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numerics, the method is more robust and has the advantage that the timestep size is permitted to . b
violate the Courant condition. It is therefore particularly suited to the calculation of critical A
flows.

The numerical strategy for solving the conservation equations is based upon an application of a
linear Newton-Raphson iteration procedure. The fully-implicit numerical solution is performed
in routine DF1DI. This routine is called independently for each one-dimensional component
(excluding the boundary condition components FILL and BREAK), and solves the two-phase
equations for all the cells in the component simultaneously. (The fully-implicit method does not
currently extend across component boundaries.) The simultaneous solution is performed as
follows: given the five conservation equations in finite-difference form, it is desired to solve for
the following basic variables, pressure, void fraction, liquid temperature, vapor temperature, and
mixture velocity. However, the equations also contain references to other quantities such as
densities and internal energies. To avoid this problem, the finite-difference, equations are
linearized; and it is convenient to do so, not with the basic variables described above, but with a
set of variations. Thus each equation is reduced to a linear combination of the variations:

oP, éa, (1-a) ST,, adT, , BUm. The process of linearizing the set of equations is equivalent to

a Newton-Raphson iteration with SN independent variables.

Scaling Considerations The TRAC-PFI critical flow model is part of the WCOBRA/TRAC-SB \L
computer code. In later sections of this report, the small break LOCA critical flow modelling

will be compared to the Marviken (1982) critical flow data as well as other smaller scale critical

flow tests. No scale effect has been observed in these comparisons. In the PWR calculations, the

break size is ranged over the uncertainty of the critical flow model such that the break flow

model uncertainty is directly addressed in the PWR calculations.

Conclusions The critical flow modelling capability of the WCOBRA/TRAC-SB code includes the
TRAC-PF1 model. The uncertainty in the critical flow model is accounted for in the PWR
calculations which range the break flow over the model uncertainties.
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4-8-3 Homogeneous Relaxation Model

Model Basis Under some postulated LOCA break conditions, particularly for SBLOCAs, non-
equilibrium fluid conditions can dominate critical flow behavior. To address this, a
Homogeneous Relaxation Model (Downar-Zapolski et al., 1996) has been added to address the
non-equilibrium effect on the flow through the break. This model may be used when the fluid
upstream of the break is either subcooled or saturated. The model is based on the simplified two
Sluid model with an empirically-determined relaxation parameter for the vapor generation.

The simplifications made to the two fluid governing equations are as follows:

Steady-state assumption: -g- term in the conservation equations are set to zero.
¢

Homogeneous assumption: Both phases flow at the same velocity, U.
Non-equilibrium assumption: The vapor phase is saturated at the local pressure. The
liquid phase could be subcooled or superheated. Therefore, the liquid properties are a

Junction of pressure and the liquid temperature.

In WCOBRA/TRAC-SB, with assumptions as stated above, the governing equations are
expressed as follows:

Mass conservation equation:

L.du 1 L ey O] Lep
U dz v, dP oP), | dz

(4-8-1)

where V,,, V, and V,are specific volume of mixture, vapor and liquid, respectively.

4384-non\secda.wpd-04303 4-123



Momentum conservation equation:

_2 . _Cig = - i}.). - i’i + i cosB (4-8-2)
v. dZ az) \dz), v

m

where O is the angle between the flow direction and the downward vertical.

Energy conservation equation:

(ahl\ dpP dx

x-—2+A-x"|— c— +(h, - h) - —=

dP \aP)TI dZ £ dZ
(4-8-3)
{ 3
oh dT,
+(1_x).__’ -_’+U-ﬂ=0

\oT), dz dz

The fourth equation is the vapor mass equation which describes the vapor generation due to
interfacial heat transfer. When the subcooled liquid exists, the fourth equation specifies that
there are no phase transitions, as:

vE .o for T,< T, (4-8-4)

dZ

When the liquid phase becomes superheated as the pressure goes down along the exit channel, in
the Homogeneous Relaxation Model (Downar-Zapolski et al., 1996) the vapor generation rate is

specified as:
r -
v-E - soqey- 2. L forT, = T, (4-8-5a)
iZ b h-h © s

4384-non\sec4a. wpd-04303 4-124



-0.54 |, -1.76

. a (p

_ P - P
Pc - Psat(Tl)

= -7
®, = 3.84 x 10 (4.8.5b)

and Pc is the critical pressure.
The method chosen has several desirable features, including:

(a) The single-phase and two-phase equations are an identical set [

1%

(b) [
1%

Model as Coded The homogeneous relaxation critical flow model is employed when the void
Jraction upstream of the break is [ 1*. At higher void fractions, the TRAC-PF1 model
described in Section 4-8-2 is employed. The modelling of the break flow path must consider the
entrance loss to the break perforation, and also friction along the length of the break path. In
WCOBRA/TRAC, the entrance loss is modelled as,

2 2
A G
AP, =11 - [A] +K =2 (4-8-6)
A
where,
A, IS the break flow area,

A,, is the flow area upstream of the break,
and K, is the irreversible entrance loss.
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The two-phase friction factor is calculated as,

dP _ fsp : . G2 0 2
g T R e lo
dZ).. D, 2p,

(4-8-7)
H
where,
1 e 2.51 e 21.25
—_ =210 + - 31.14 ~ 2 - log| — + -0~
s [3.7 D Re { g( D Re°-9] }] (4-8-8)
fep
and e/D is the relative roughness.
And the two-phase friction multiplier, is given by Levy (1960) as:
2 _ —y 175
@,y = ((1-x)/(1-0)) (4-8-9)
L
[

]a.c

Scaling Considerations The incorporation of the homogeneous relaxation critical flow model in
WCOBRA/TRAC-SB reduces the bias in the WCOBRA/TRAC critical flow calculations, resulting
in more accurate critical flow predictions. In later sections of this report, results of this critical
flow model will be compared to the Marviken (1982) critical flow data, as well as other smaller
scale critical flow tests relevant to small break LOCAs. No scale effect has been observed in
these comparisons for the critical flow model. In the PWR calculations, the break size is ranged

over the small break spectrum of sizes such that the break flow model uncertainty is directly
addressed in the PWR calculations.
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Conclusions Another critical flow model, intended for small break LOCA analysis, has been
added to the WCOBRA/TRAC code. The TRAC-PF1 model used for LBLOCASs is extended to
SBLOCA through combined use with the homogeneous relaxation model. The uncertainty in the
critical flow model is accounted for in the PWR calculations by ranging the break size over the
SBLOCA spectrum of sizes, and also by applying a multiplier in the two-phase flow regime to
establish sensiti